
Effective Maintenance 
Management 

Risk and Reliability Strategies 
for 

Optimizing Performance 

by 

V. Narayan 

Industrial Press 
New York 



Library of Congress Cataloging-in-Publication Data 

Narayan, V. 

Narayan. 
Effective maintenance management : risk and reliability strategies for optimizing performance / V. 

p. cm 

1. Plant maintenance-Management. 
ISBN 0-8311-3178-0 

2. Reliability (Engineering). 
3. Risk Management. I. Title. 

TS192.N355 2003 
6 5 8 . 2 4 ~ 2 2  

2003055881 

Effective Maintenance Management 

Interior Text and Cover Design: Janet Romano 
Managing Editor: John Carleo 

Industrial Press Inc. 
989 Avenue of the Americas 
New York, New York 100 18 

Copyright 0 2004. Printed in the United States of America. 
All rights reserved. This book or parts thereof may not be reproduced, 

stored in a retrieval system or transmitted in any form without the 
permission of the publisher. 

10 9 8 7 6 5 4 3 2 



Foreword 

A few years ago, I met the author at an international conference in 
Exeter. Over lunch, he outlined some of his ideas on risk management 
and system effectiveness - with a fork and a couple of knives as props. 
I found his approach refreshing, different and worth pursuing. These 
were largely in line with my own views on System Operational Suc- 
cess, so I encouraged him to write this book. 

As the author had many years of experience in the maintenance of 
Refineries, Gas plants, Offshore Platforms as well as Engineering and 
Pharmaceutical plants, I thought that the blend of theory and practice 
would be useful. The relevance of theory is brought home with a num- 
ber of illustrative examples from industrial situations, so I feel my 
point is well made. His approach to maintenance is holistic and as 
such it could be applied to situations involving financial risk, public 
health or the maintenance of law and order. 

He explains the raison d’&tre of maintenance; this should help 
maintenance managers justify their efforts rationally. The discussion 
on risk perceptions and why they are important may strike a chord 
with many of us. Knowing what tools to use and where to apply them 
is important as also how to manage data effectively. 

The book will help maintenance managers, planners and supervi- 
sors, as well as students in understanding how best to reduce indus- 
trial risks. This should help them improve both technical and 
production integrity, leading to fewer safety, health and environmen- 
tal incidents while increasing the quality and production levels and 
reducing costs. 

Dr. Jezdimir Knezevic 
MIRCE Akademy 
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Preface 

The traditional view of the general public towards maintenance is 
one of elegant simplicity. Their contact is often limited to automobile 
or appliance repair workshops. From this experience, maintenance 
appears to be an unavoidable activity that costs money and takes time. 
The view held in the board rooms of industry appears to match this 
perception. 

Good news is generally not news at all, so people only tend to 
think of maintenance when things go badly wrong. The moment there 
is a major safety or environmental incident, the media come alive with 
news of the maintenance cutbacks, real or imaginary, that have alleg- 
edly contributed to the incident. Think of what you saw on TV or read 
in the newspapers after any of the airline, ferry or industrial disasters, 
and you will readily recognize this picture. 

What do we actually do when we manage a business? In our view, 
we manage the risk-of safety and environmental incidents, adverse 
publicity, loss of efficiency or productivity, and loss of market share. 
A half century ago, Peter F. Druckerl, a well known management 
guru, said: 

“It is an absolute necessity for  a business enterprise to produce 
theprofit required to cover its future risks, to enable it to stay in busi- 
ness and to maintain intact its wealth producing capacity. ’ I  

This is as valid today as it was then. In the maintenance management 
context, the risks that are of concern to us relate to safety or environmental 
incidents, adverse publicity, and of loss ofprofitability or asset value. 

We will examine the role of maintenance in minimizing these 
risks. The level and type of risks vary over the life of the business. 
Some risk reduction methods work better than others. The manager 
must know which ones to use, as the cost-effectiveness of the tech- 
niques differ. We will look at some of the risk reduction tools and 
techniques available to the maintainer, and discuss their applicability 
and effectiveness. 

Risks can be quantitative or qualitative. We can usually find a so- 
lution when dealing with quantified risks, which relate to the proba- 
bility and consequence of events. Qualitative risks are quite complex 
and more difficult to resolve, as they deal with human perceptions. 
These relate to peoples’ emotions and feelings and are difficult to pre- 
1 The Practice of Management, page 38, first published by William Heinemann in 

1955. Current edition is published by HarperBusiness, 1993, ISBN 0887306136. 
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dict or sometimes even understand. Decision-making requires that we 
evaluate risks, and both aspects are important. The relative impor- 
tance of the qualitative and quantitative aspects of risk varies from 
case to case and person to person. Even the same person may use a dif- 
ferent recipe each time. We should not categorize people or busi- 
nesses as risk-seeking or risk-averse. It is not merely a mind-set; the 
situation they face determines their attitude to risk. All these factors 
make the study of risk both interesting and challenging. 

In this book, we set out to answer three questions: 

Why do we do maintenance and how can we just@ it? 
What are the tasks we should do to minimize risks? 
When should we do these tasks? 

We have not devoted much time to the actual methods used in do- 
ing various maintenance tasks. There are many books dealing with 
the how-to aspects of subjects such as alignment, bearings, lubrica- 
tion, or the application of Computerized Maintenance Management 
Systems. Other books deal with organizational matters or some spe- 
cific techniques such as Reliability Centered Maintenance. We have 
concentrated on the risk management aspects and the answers to the 
above questions. 

Throughout this book, we have kept the needs of the maintenance 
practitioner in mind. It is not necessary for the reader to have knowl- 
edge of systems and reliability engineering. We have devoted a chap- 
ter to develop these concepts from first principles, using tables and 
charts in preference to mathematical derivations. We hope that this 
will assist the reader in following subsequent discussions. Readers 
who wish to explore specific aspects can refer to the authors and pub- 
lications listed at the end of each chapter. There is a glossary with def- 
initions of terms used and a list of acronyms and abbreviations at the 
end of the book. 

We believe that maintainers and designers can improve their con- 
tribution by using reliability engineering theory and the systems ap- 
proach, in making their decisions. A large number of theoretical 
papers are available on this subject, but often they are abstract and dif- 
ficult to apply. So these will remain learned papers, which practitio- 
ners do not understand or use. This is a pity because maintainers and 
designers can use the help which reliability engineers can provide. 
We hope that this book will help bridge the chasm between the de- 
signers and maintainers on the one hand, and the reliability engineers 
on the other. In doing so, we can help businesses utilize their assets ef- 
fectively, safely, and profitably. 

... 
Vl l l  
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1 The Production and 
Distribution Process 

This book deals with the management of risks through the life cycle of a pro- 
cess plant. We will address the question of why we do maintenance, what 
tasks we actually need to do, and when we should do them, so as to reduce 
these risks to a tolerable level and an acceptable cost. We will examine the 
role of maintenance in obtaining the desired level of system effectiveness, and 
begin this chapter with a discussion of the production and distribution pro- 
cess. After going through this chapter, the reader should have a better appre- 
ciation of the following: 

The production and distribution process and its role in creating value as 
goods and services; 
Difficulties in measuring efficiency and costs; understanding why distor- 
tions occur; 
Determination of value and sources of error in measuring value; 
Reasons for the rapid growth in both manufacturing and service industries; 
Understanding the systems approach; similarities in the manufacturing and 
service industries; 
Impact of efficiency on the use of resources; 
Maintenance and the efficient use of resources. 

We need goods and services for our existence and comfort; this is, there- 
fore, the focus of our efforts. We change raw materials into products that are 
more useful. We make, for example, furniture from wood or process data to 
obtain useful information. By doing so, we add value to the raw materials, 
thereby creating products that others need. We can also add value without any 
physical material being used. Thus, when a nurse takes a patient’s tempera- 
ture, this information helps in the diagnosis of the illness, or in monitoring the 
line oftreatment. Another instance of adding value is by bringing aproduct to 
the market at the right time. Supermarkets serve their customers by stocking 
their shelves adequately with food (and other goods). They will not be will- 
ing to carry excessive stocks as there will be wastage of perishable 
goods. Overstocking will also cost the supermarket in terms of working capi- 
tal, and therefore reduce profit margins. By moving goods to the shelves in 
time, supermarkets and their customers benefit, so we conclude that their 
actions have added value. The term distribution describes this process of 
movement of goods. It adds value by increasing consumer access. 

1 
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Production processes include the extraction of raw materials by mining, and 
their conversion into useful products by manufacturing. If the main resource 
used is physical or intellectual energy, with a minimum of raw materials, we call 
it a service. The wordpvocess describes the flow of work, which enables pro- 
duction of goods or provision of services. In every commercial or industrial 
venture there is a flow of work, or Business Process. The business can vary 
widely; from a firm of accountants to a manufacturer of chemicals to a courier 
service. 

In the case of many service industries, the output is information. Law- 
yers and financial analysts apply their knowledge, intellect, and specialized 
experience to process data and advise their clients. Management consul- 
tants advise businesses, and travel agents provide itinerary information, 
tickets, and hotel reservations. In all these cases, the output is information 
that is of value to the customer. 

1.1 PROCESS EFFICIENCY 

1.1.1 Criteria for assessing efficiency 
In any process, we can obtain the end result in one or more ways. When 
one method needs less energy or raw materials than another, we say it is 
more efficient. For a given output of a specified quality, the process that 
needs the least inputs is the most efficient.The process can be efficient in 
respect of energy usage, materials usage, human effort, or other selected 
criteria.Potentia1 damage to the environment is a matter of increasing con- 
cern, so this is an additional criterion to consider. 

If we try to include all these criteria in defining efficiency, we face some 
practical difficulties. We can measure the cost of inputs such as materials or 
labor, but measuring environmental cost is not easy. The agency responsible 
for producing some of the waste products will not always bear the cost of min- 
imizing their effects. In practical terms, efficiency improvements relate to 
those elements of cost that we can measure and record. It follows that such 
incomplete records are the basis of some efficiency improvement claims. 

1.1.2 Improving efficiency 
Businesses try to become more efficient by technological innovation, busi- 
ness process re-engineering, or restructuring. Efficiency improvements that 
are achieved by reducing energy inputs can impact both the costs and undesir- 
able by-products. In this case, the visible inputs and the undesirable outputs 
decrease, so the outcome is an overall gain. A similar situation arises when it 
comes to reducing the input volume of the raw materials or the level of rejec- 
tions. 
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When businesses make efficiency improvements through workforce reduc- 
tions, complex secondary effects can take place. If the economy is buoyant, there 
may be no adverse effect, as those laid-off are likely to find work else- 
where. When the economy is not healthy, prevailing high unemployment levels 
will rise further. This could perhaps result in social problems, such as an increase 
in crime levels. The fact that workforce reductions may sometimes be essential 
for the survival of the business complicates this hrther. There may be social leg- 
islation in place preventing job losses, and as a result, the firm itself may go out of 
business. 

1.1.3 Cost measurement and pitfalls 
There are some difficulties in identifying the true cost of inputs. What is the 
cost of an uncut piece of diamond or a barrel of crude oil? The cost of mining 
the product is all that is visible, so this is what we usually understand as the 
cost of the item. We can add the cost of restoring the mine or reservoir to its 
original state, after extracting the ores that are of interest, and recalculate the 
cost of the item. We do not calculate the cost of replenishing the ore itself, 
which we consider as free. 

Let us turn to the way in which errors can occur in recording costs. With 
direct or activity based costing, we require the cost of all the inputs. This 
could be a time-consuming task, and can result in delays in decision mak- 
ing. In order to control costs, we have to make the decisions in time. 

Good accounting practice mandates accuracy, and if for this purpose it takes 
more time, it is a price worth paying. Accounting systems fulfill their role, 
which is to calculate profits, and determine tax liabilities accurately. However, 
they take time, making day-to-day management difficult. Overhead account- 
ing systems get around this problem by using a system of allocation of 
costs. These systems are cheaper and easier to administer. However, any allo- 
cation is only valid at the time it is made, and not for all time. The bases of allo- 
cation or underlying assumptions change over time, so errors are 
unavoidable. This distorts the cost picture and incorrect cost allocations are not 
easy to find or correct. 

Subsidies, duty drawbacks, tax rebates, and other incentives introduce 
other distortions. The effect ofthese adjustments is to reduce the visible capi- 
tal and revenue expenditures, making an otherwise inefficient industry via- 
ble. From an overall economic and political perspective, this may be 
acceptable or even desirable. It can help distribute business activity more 
evenly and relieve overcrowding and strain on public services. However, it 
can distort the cost picture considerably and prevent the application of market 
forces. 

We have to recognize these sources of errors in measuring costs. In this 
book we will use the concept of cost as we measure it currently, knowing that 
there can be some distortions. 
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1.2 WORK AND ITS VALUE 

1.2.1 Mechanization and productivity 
When we carry out some part of the production or distribution process, we are 
adding value by creating something that people want. We have to measure 
this value first if we want to maximize it. Let us examine some of the relevant 
issues. 

In the days before the steam engine, we used human or animal power to carry 
out work. The steam engine brought additional machine power, enabling one 
person to do the work that previously required several people. As a result each 
worker’s output rose dramatically. The value of a worker’s contribution, as 
measured by the number of items or widgets produced per hour, grew signifi- 
cantly. The wages and bonuses of the workers kept pace with these productiv- 
ity gains. 

1.2.2 
We use the cost of inputs as a measure of the value added, but this approach 

has some shortcomings. Consider ‘wages’ as one example of the inputs. We 
have to include the wages of the people who produced the widgets, and that of 
the truck driver who brought them to the shop. Next we include the wages of 
the attendant who stored them, the salesperson who sold them, and the store 
manager who supervised all this activity. Some of the inputs can be common 
to several products, adding further complexity. For example, the store man- 
ager’s contribution is common to all the products sold; it is not practical to mea- 
sure the element of these costs chargeable to the widgets under 
consideration. We have to distribute the store manager’s wages equitably 
among the various products, but such a system is not readily available. This 
example illustrates the difficulty in identifying the contribution ofwages to the 
cost. Similarly, it is difficult to apportion the cost of other inputs such as heat- 
ing, lighting, or ventilation. 

We can also consider ‘value’ from the point of view of the customers. First, 
observe the competition, and see what they are able to do. If they can produce 
comparable goods or services at a lower price than we can, customers will 
switch their loyalty. From their point ofview, the value is what they are willing 
to pay. The question is: how much oftheir own work are they willing to barter 
for the work we put into making the widgets? Pure competition will drive pro- 
ducers to find ways to improve their efficiency, and drive prices down- 
wards. Thus, another way is to look at the share of the market we are able to 
corner. Using this approach, one could say that Company A, which com- 
mands a larger share of the market than Company B, adds more value. Some 
lawyers, doctors, and consultants command a high fee rate because the cus- 
tomerperceives their service to be of greatervalue. 

Value added and its measurement 
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Assigning a value to work is not a simple task of adding up prices or costs. We 
must recognize that there will be simplifications in any method used, and that we 
have to make some adjustments to compensate for them. Efficiency improve- 
ments justified on cost savings need careful checking-are the underlying 
assumptions and simplifications acceptable? 

1.3 MANUFACTURING AND SERVICE INDUSTRIES 

1.3.1 Conversion processes 
We have defined manufacturing as the process of converting raw materials 
into useful products. Conversion processes can take various forms. For ex- 
ample, an automobile manufacturer uses mainly physical processes, while a 
pharmaceutical manufacturer primarily uses chemical or biological pro- 
cesses. Power generation companies that use fossil fuel use a chemical pro- 
cess of combustion and a physical process of conversion of mechanical energy 
into electrical energy. Manufacturers add value, using appropriate conver- 
sion processes. 

1.3.2 
Since the invention of the steam engine, the productivity of human labor has 
increased steadily. Some of the efficiency gains are due to improvements in 
the production process itself. Inventions, discoveries, and philosophies 
have helped the process. For example, modern power generation plants use 
a combined-cycle process. These use gas turbines to drive alternators. The 
hot exhaust gases from the gas turbines help raise high-pressure steam that 
provides energy to steam turbines. These drive other alternators to generate 
additional electrical power. Thus, we can recover a large part of the waste 
heat, thereby reducing the consumption of fuel. 

A very significant improvement in productivity has occurred in the last 
quarter of the twentieth century due to the widespread use of computers. With 
the use of computers, the required information is readily available, thereby 
improving the quality and timeliness of decisions. 

1.3.3 Factors affecting demand 
The demand for services has grown rapidly since the second World War. Due 
to the rise in living standards of a growing population, the number of people 
who can afford services has grown dramatically. As a result of the larger 
demand and the effects of economies of scale, unit prices have kept falling. 
These, in turn, stimulate demand, accounting for rapid growth of the services 
sector. In the case of the manufacturing sector, however, better, longer lasting 
goods have reduced demand somewhat. 

Factors influencing the efficiency of industries 
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Demographic shifts have also taken place, and in many countries there is a 
large aging population. This has increased the demand for health care, creat- 
ing a wide range of new service industries. Similarly, concern for the envi- 
ronment has led to the creation and rapid growth of the recycling industry. 

1.4 THE SYSTEMS APPROACH 

Some of the characteristics of the manufacturing and service industries are 
very similar. This is true whether the process is one of production or distribu- 
tion.We will consider a few examples to illustrate these similarities. 

A machinist producing a part on an automatic lathe has to meet certain 
quality standards, such as dimensional accuracy and surface finish. During 
the machining operation, the tool tip will lose its sharpness. The machine 
itself will wear out slightly, and some of its internal components will go out of 
alignment. The result will be that each new part is slightly different in dimen- 
sions and finish from the previous one. The parts are acceptable as long as the 
dimensions and finish fall within a tolerance band. However, the part pro- 
duced will eventually fall outside this band. At this point, the process has 
gone out of control, so we need corrective action. The machinist will have to 
replace the tool and reset the machine, to bring the process back in control. 
This is illustrated in Figure 1.1. 

t 

- I- - - - - - -  
I 

I 

0 Time 

Figure 1.1 Process control chart. 

In a chemical process plant, we use control systems to adjust the flow, pressure, 
temperature, or level of the fluids. Consider a level-controller on a vessel. The 
level is held constant, within a tolerance band, using this controller. Refening to 
Figure 1.2, the valve will open more if the level reaches the upper control setting, 
allowing a larger outward flow. It will close to reduce flow, when the liquid reaches 
the lower control setting. As in the earlier example, here the level-controller helps 
keep the process in control by adjusting the valve position. 
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Figure 1.2 Level controller operation. 

Consider now a supermarket that has a policy of ensuring that customers 
do not have to wait for more than 5 minutes to reach the check-out coun- 
ter. Only a few check-out counters will be open during slack periods. When- 
ever the queues get too long, the manager will open additional check-out 
counters. This is similar to the control action in the earlier examples. 

Companies use internal audits to check that staff observe the controls set 
out in their policies and procedures. Let us say that invoice processing peri- 
ods are being audited. The auditor will look for deviations from norms set for 
this purpose. If the majority of the invoices take longer to process than 
expected, the process is not in control. A root cause analysis of the problem 
will help identify reasons for the delays. 

Though these examples are from different fields of activity, they are simi- 
lar when seen from the systems point of view. In each of these examples, we 
can define the work flow by aprocess, which is subject to drift or deviation. If 
such a drift takes place, we can see it when the measured value falls outside the 
tolerance band. The process control mechanism then takes over to correct 
it. Such a model allows us to draw generalized conclusions that we can apply 
in a variety of situations. 

1.5 IMPACT OF EFFICIENCY ON RESOURCES 

1.5.1 Efficiency of utilization 
Earlier, we looked at some of the factors influencing the efficiency in the man- 
ufacturing phase. For this purpose, we define efficiency as the ratio of the 
outputs to the inputs. We can also examine the way the consumer uses the 
item. We define efficiency of utilization as the ratio of the age at which we re- 
place an item to its design life under the prevailing operating conditions. 
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First, we examine whether we use the item to the end of its economic 
life. Second, is it able to reach the end of its economic life? In other words, 
do we operate and maintain it correctly? If not, this can be due to premature 
replacement of parts. When we carry out maintenance on a fixed time basis, 
useful life may be left in some of the parts replaced. Alternatively, we may 
replace parts prematurely because of poor installation, operation, or mainte- 
nance. In this case, the part does not have any useful life left at the time of 
replacement, but this shortening of its life was avoidable. 

Manufacturers are concerned with production efficiency because it affects 
their income and profitability. From their point of view, if the consumer is 
inefficient in using the products, this is fine, as it improves the demand rate for 
their products. Poor operation and maintenance increases the consumers’ 
costs. If these consumers are themselves manufacturers of other products, 
high operating costs will make their own products less profitable. This book 
helps the consumer develop strategies to improve the efficiency of utilization. 

1 S.2 
An increase in efficiency, whether it is at the production or at the consumption 
end, reduces the total inputs and hence the demand for resources. We can ease 
the pressure on non-renewable resources greatly by doing things effi- 
ciently. In this context, the efficiency of both producer and consumer are im- 
portant. 

The first step in improving efficiency is to measure current perfor- 
mance. Qualitative or subjective measurements are perfectly acceptable and 
appropriate in cases where quantitative methods are impractical. 

Efficiency and non-renewable resources 

1.6 MAINTENANCE-THE QUESTIONS TO ADDRESS 

When an item of equipment fails prematurely, we incur additional mainte- 
nance costs and a loss of production. As a result we cannot utilize the full ca- 
pability of the equipment. Timely and effective maintenance helps avoid this 
situation. Good maintenance results in increased production and reduced 
costs. Correct maintenance increases the life of the plant by preventing prema- 
ture failures. Such failures lead to inefficiency of utilization and waste of re- 
sources. This explains why we need to maintain equipment and we will 
examine it further in chapter 9. There, we will see the essential role of mainte- 
nance is to ensure the viability and profitability of the plant. In chapter 10, we 
offer guidance on the strategies available to you to find the most applicable 
and effective tasks and to select from these the ones with the lowest cost. At 
the end of chapter 10, you should have a clear idea of what tasks are required 
and when they should be done in order to manage the risks to viability and 
profitability of the plant. 
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1.7 CHAPTER SUMMARY 

We began this chapter by defining the production and distribution process and 
then looked at some of the factors that influence efficiency. We use costs to 
measure performance; low costs imply high efficiency. When measuring 
costs, we make simplifications, as a result of which we may introduce some 
distortions. 

We discussed how we compute the value of work, using production costs 
or competitive market prices. We noted that there are some sources of error in 
arriving at the value of work. 

Thereafter, we saw how manufacturing and service industries add 
value. Manufacturing productivity has grown dramatically, due to cheap and 
plentiful electro-mechanical power and, more recently, computing power. A 
beneficial cycle of increased productivity, raising the buying power of con- 
sumers, results in increased demand. This has lowered prices further, encour- 
aging rapid growth of manufacturing and services industries. 

Manufacturing and service industries are similar processes. The systems 
approach helps us to understand these, and how they to control them. We 
illustrated this similarity with a number of examples. 

Thereafter, we examined the impact of efficiency on the use of 
resources. We note that cost is a measure of efficiency, but recognize that all 
costs are not visible; hence distortions can occur. With this understanding, we 
saw how to use costs to monitor efficiency. We will address the questions 
why, what and when in regard to maintenance as we go through the book. 



CHAPTER 

Process Functions 2 
The termprocess describes the flow of materials and information. In order to 
achieve our business objectives, we use energy and knowledge to carry out the 
process. 

The purpose of running a business is to produce or distribute goods (or ser- 
vices) efficiently. A business uses its mission statement to explain its objec- 
tives to its customers and staff. This is a top-down approach and enables us to 
see how to fulfill the mission, and what may cause mission-failure. We call 
this a functional approach, because it explains the purpose, or function, of the 
business. We can judge the success or failure of the business by seeing if it has 
fulfilled its function, as described in the mission statement. A high-level func- 
tion can be broken down into sub-functions. These, in turn, can be dissected 
further, all the while retaining their relationship to the high-level function. 

After reading the chapter, readers who are unfamiliar with this approach 
should have acquired an understanding of the methocCthis is the mission or 
function of this chapter. The main elements of the method are as follows: 

The functional approach, methodology, and communication; 
Identification of functional failure, use of Failure Modes and Effects Anal- 
ysis, and consequence of failures; 
Reduction of frequency and mitigation of the consequences of failures; 
Cost of reducing risks; 
Damage limitation and its value. 

2.1 THE FUNCTIONAL APPROACH 

The U.S. Air Force initiated a program called Integrated Computer Aided 
Manufacturing (ICAM) in the 1970s. They developed a simple tool to com- 
municate this program to technical and non-technical staff, named 
ICAM-DEFinition or IDEF methodology’’ ’. With IDEF, we use a graphical 
representation of a system using activity boxes to show what is expected of the 
system. Lines leading to and from these boxes show the inputs, outputs, con- 
trols, and equipment. 

As an illustration, consider a simple pencil. What do we expect from it? 
Let us use a few sentences to describe our expectations. 

11 
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To be able to 
p a  b renew 

A. To be able to draw lines on plain paper. 
B. To be able to renew the writing tip when it gets worn. 
C. To be able to hold it in your hand comfortably while writing. 
D. To be able to erase its markings with a suitable device (eraser). 
E. To be light and portable, and to fit in your shirt pocket. 

~ 

-1- OUTPUTS 

The item must fulfill these functional requirements or you, the customer, 
will not be satisfied. If any of the requirements are not met, it has failed. Fig- 
ure 2.1 illustrates a functional block diagram (FBD) of how we represent the 
second function in a block diagram. 

-~ 

n of second function 
~~ 

CONTROLS -i 

Note that we state our requirements in the most general way possi- 
ble. Thus it does not have to be a graphite core held in a wooden stock. It can 
easily be a metal tube holder, and still meet our requirements. The second 
function is met whether we have a retractable core or if we have to shave the 
wood around the core. It could have a hexagonal or circular section, but must 
be comfortable to hold. The writing medium cannot be ink, as it has to be 
erasable. Finally, its dimensions and weight are limited by the need for com- 
fort and size of your shirt pocket! 

Every production or distribution process has several systems, each with its 
own function, as illustrated by the following examples. 

A steam power-generation plant has a steam-raising system, a power gener- 
ation system, a water treatment system, a cooling system, a control and 
monitoring system, and a fire protection system. 
A courier service has a collection and delivery system, storage and han- 
dling system, transport system, recording and tracking system, and an 
invoicing system. 
An offshore oil and gas production platform has a hydrocarbon production 
system, an export system, a power generation system, a communication 
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system, a fire and gas protection system, a relief and blow-down system, an 
emergency shutdown system, and a personnel evacuation system. 
A pizza business with a home delivery service has a purchasing system, a 
food preparation system, a communication system, and a delivery system. 
Sometimes, all these systems may involve just one person, who is the 
owner-cook-buyer-delivery agent! 

We can use functional descriptions at any level in an organization. For 
example, we can define the fimction of a single item of equipment. Jones3 
illustrates how this works, using the example of a bicycle, which has the fol- 
lowing sub-systems: 

Support structure, e.g., the seat and frame; 
Power transmission, e.g., pedals, sprockets, and drive chain; 
Traction, e.g., wheels and tires; 
Steering, e.g., handles and steering column; 
Braking, e.g., brakes, brake levers, and cables; 
Lighting, e.g., dynamo, front and back lights, and cables. 

We can define the function of each sub-system. For example, the power 
transmission system has the following functions: 

Transfer forces applied by rider to drive-sprocket; 
Apply forces on chain; 
Transmit the force to driven-sprocket to produce torque on rear wheel. 

Similarly, we can examine the other sub-systems and define their func- 
tions. The functional failure is then easy to define, being the opposite of the 
function description; in this case, fails to transfer force. 

2.2 FUNCTIONAL BLOCK DIAGRAMS (FBD) 

These systems and sub-systems below them are aligned to meet the overall 
objectives. An FBD is an effective way to demonstrate how this works. It 
illustrates the relationship between the main function and those of the sup- 
porting systems or sub-systems. 

We describe the functions in each of the rectangular blocks. On the left 
side are the inputs-raw materials, energy and utilities, or services. On the 
top we have the systems, mechanisms, or regulations that control the pro- 
cess. The outputs, such as intermediate (or finished) products or signals, are 
on the right of the block. Below each block, we can see the means used to 
achieve the function; for example, the hardware or facilities used to do the 
work. As a result of this approach, we move away from the traditional focus 
on equipment and how they work, to their role or what they have to achieve. 
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In the example ofthe pencil that we discussed earlier, let us examine failure 
of the third function, that is, 

It is too thin or fat to hold, or 
It has a cross-section that is irregular or difficult to grip, or 
It is too short. 

We then break down the main function into sub-functions.In the case of the 
pizza business. the sub-functions would be as follows: 

Apurchasing system that will ensure that raw materials are fresh (for exam- 
ple, by arranging that meat and produce are purchased daily); 
A food preparation system suitable for making consistently high quality 
pizzas within 10 minutes of order; 
Acommunication system that will ensure voice contact with key staff, cus- 
tomers, and suppliers during working hours; 
A delivery system that will enable customers within a range of 10 km to 
receive their hot pizzas from pleasant agents within 30 minutes of placing 
the orders; 

Each of the sub-functions can now be broken down, and we take the deliv- 
ery system as an example: 

To deliver up to 60 hot (50-55°C) pizzas per hour during non-peak hours, 
and up to 120 hot pizzas per hour from 5:30 p.m. to 8:OO p.m.; 
To arrange deliveries such that agents do not backtrack, and that every cus- 
tomer is served within 30 minutes of order; 
To ensure that agents greet customers, smile, deliver the pizzas, and collect 
payments courteously. 

These clear definitions of requirements enable the analyst to determine the 
success or failure of the system quite easily. The IDEF methodology pro- 
motes such clarity, and Figure 2.2 shows the Level 0 FBD ofthe pizza delivery 
system. Note that we have not thus far talked about equipment used, only 
what they have to do to satisfy their functional requirements. For example, 
the agents could be using bicycles, scooters, motorcycles, or cars to do their 
rounds. Similarly, they may use an insulated box to carry the pizzas, or they 
may use some other equipment. The only requirement is that the pizzas are 
delivered while they are still hot. We can break this down to show the 
sub-functions, as shown in Figure 2.3. Note that the inputs, outputs, controls 
and facilitiedequipment retain their original alignment, though they may now 
be connected to some of the sub-function boxes. 
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Figure 2.6 Level 2 FBD of a gas compression sub-system. 

The method is applicable to any business process. We can use an FBD to 
describe an industrial organization, a supermarket chain, the police force, or a 
pizza franchise. The diagram itself may appear complex at first sight, but 
after some familiarization it becomes easier. The clarity and definition it 
brings makes it a good communication tool. 

2.3 FAILURE MODES AND EFFECTS ANALYSIS (FMEA) 

The performance standards embedded in the definition of the function allows 
identification of the success or failure of each ofthe systems or sub-systems. If 
there is a failure to achieve the objective, it is possible to identify how exactly 
this happens. In doing so, we identify the mode of failure. Each failure may 
have several failure modes. 

As an example, consider engine-driven emergency generators. An impor- 
tant function is that they must start if the main power supply fails. They have 
other functions, but let us focus on this one for the moment. What are the 
causes of its failure to start and how can it happen? We have to establish fuel 
supply and combustion air, and crank the engine up in order to start it. Several 
things may prevent the success of the cranking operation. These include 
weak batteries or problems with the starter motor or the starting-clutch mecha- 
nism. If any of these failures occurs, the engine will not be able to 
start. These are called failure modes. 
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We can take this type of analysis down to a lower level. For example, the 
clutch itself may have failed due to a broken spring. At what level should we 
stop the analysis? This depends on our maintenance policy. We have the fol- 
lowing options: 

Replace the clutch assembly, or 
Open the clutch assembly at site and replace the main element damaged, for 
example, the broken spring. 

We can carry out the FMEA at a sub-system functional level, for example, 
fails to start or stopped while running, as discussed above. It is also feasible to 
do an FMEA at a level of the smallest replaceable element, such as that of the 
clutch spring. When designing process plants, a functional approach is gen- 
erally used. When designing individual equipment, the manufacturers usu- 
ally carry out FMEAs at the level of the non-repairable component 
parts. This enables the manufacturer to identify potential component reliabil- 
ity problems and eliminate them at the design stage. Davidson4 gives exam- 
ples of both types of FMEA applications. 

In a functional analysis, we identify maintenance significant items, fail- 
ures of which can cause loss of system or sub-system function. In this case, 
we stop the analysis at assembly level because we will replace it as a unit, and 
not by replacing, for example, its broken spring. Unlike the manufacturers, 
we cannot usually justify analysis at the lower level, because the cost of analy- 
sis will exceed the benefit. The volume of work in a component level FMEA 
is much higher than in a functional FMEA. 

For each failure mode, there will be some identifiable local effect. For 
example, an alarm light may come on, or the vibration or noise level may 
rise. In addition there can be some effect at the overall system level. If the 
batteries are weak, the cranking speed will be slow, and there will be a whining 
noise; this is the local effect. The engine will not start, and emergency power 
will not be available. This may impair safety in the installation, leading to 
asset damage, injury or loss of life; this is the system effect. 

We can identify how significant each failure mode is by examining the sys- 
tem effects. In this case, failure to start can eventually cause loss of 
life, However, if we have another power source, say a bank of batteries, the 
failure to start of the engine will not really matter.There may be some inconve- 
nience, but there is no safety implication. The failure is the same; that is, the 
engine does not start, but the consequences are different. 

The purpose of maintenance is to ensure that the system continues to func- 
tion. How we maintain each sub-system will depend on the consequences, as 
described by the system effects. For example, if the failure of an item does not 
cause immediate loss of function, we can limit the maintenance to repairing it 
after failure. In each situation, the outcome is dependent on the configuration 
of the facility. The operating context may differ in seemingly identical facili- 
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ties. The FBD and FMEA will help identify these differences and take the 
guesswork out of decision making. 

2.4 EFFECTIVE PLANNING 

The elegance of the functional approach will now be clear. For every busi- 
ness, we can define its objectives at the top level, or its overall functions. We 
can break these down to identify the related systems and sub-systems. Next, 
we identify the functions of each system and sub-system, and carry out an 
FMEA. The analysis is applicable to an operating plant or to one that is still 
on the drawing board. As a result of this top-down approach, we can concen- 
trate the planning effort on what really matters to the organization. 

Individuals and organizations can fall into the trap of rewarding activity 
instead of the results achieved. Movement and activity are often associated 
with hard work. Sometimes this is of no avail, so activity by itself has no 
merit. We have to plan the work properly so as to achieve meaningful results. 

The functional analysis concentrates on the results obtained, and the qual- 
ity standards required. We have discussed its use in the context of mainte- 
nance work, but we can apply the method in any situation where we can 
specify the results clearly. For example, Knotts] discusses their use in the 
context of business process re-engineering. 

2.5 PREVENTION OF FAILURES OR MITIGATION OF 
CONSEQUENCES? 

Once we identify the functional failures, the question arises as to how best to 
minimize their impact. Two solutions are possible: 1) we can try to eliminate 
or minimize the frequency of failures or 2) take action to mitigate the conse- 
quences. 

If we can determine the root cause of the failure, we may be able to address 
the issue of frequency of events. Usually, this will mean elimination of the 
root cause. Historically, human failures have accounted for nearly three quar- 
ters of the total. Hence, merely designing stronger widgets will not always do 
the trick. Not doing the correct maintenance on time to the right quality stan- 
dards can be the root cause, and this is best rectified by re-training or address- 
ing a drop in employee motivation Similarly, changes in work practices and 
procedures may eliminate the root cause. All of these steps, including physical 
design changes are all considered a form of redesign. In using these methods, 
we are attempting to improve the intrinsic or operational reliability of the 
equipment, sub-system, or system. As aresult, we expect to see a reduction in 
the failure rate or frequency of occurrence. 
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An alternative approach is to accept the failure rates as they are, and devise 
a method to reduce their consequences. The aim is to do the applicable and 
effective maintenance tasks at the right time, so that the consequences are 
minimal. We will discuss both of these risk reduction methods, and the tools 
we can use, in Chapter 10. 

Once we identify the tasks, we schedule the tasks, arranging the required 
resources, materials, and support services. Thereafter, we execute the work to 
the correct quality standards. Lastly, we record and analyze the performance 
data, to learn how to plan and execute the work more effectively and effi- 
ciently in the future. 

When there are safety consequences, the first effort must be to reduce the 
exposure, by limiting the number of people at risk. Only those people who 
need to be there to carry out the work safely and to the right quality standards 
should be present. Maintaining protective devices so that they operate when 
required, is also important. Should a major incident take place in spite of all 
efforts, we must have damage limitation procedures, equipment designed to 
cope with such incidents, and people trained in emergency response. Arecent 
example showed the usefulness of such damage limitation preparedness. In 
September 1997, an express train traveling from Swansea to London crashed 
into a freight train, at Southall, just a few miles before reaching London-Pad- 
dington station. The freight train was crossing the path of the passenger train, 
which was traveling at full speed, so one can visualize the seriousness of the 
accident. The response of the rescue and emergency services was excellent. 
The prompt and efficient rescue services should be given full credit as the 
death toll could have been considerably worse than the seven fatalities that 
occurred . 

2.6 CHAPTER SUMMARY 

The functional approach is aligned closely with the objectives of a busi- 
ness. The IDEF methodology is an effective way to understand and commu- 
nicate this approach. We used this tool to understand the functions of a range 
of applications, from pencils and pizza business to gas compression systems 
in process plants. Aclear definition of the functions enables us to identify and 
understand functional failure. Thereafter, we use the FMEA to analyze func- 
tional failures. We make a distinction between the use of the functional and 
equipment level FMEAs. Using a top-down approach, we identify functional 
failures and establish their importance. 

In managing risks, we can try to reduce the frequency of failure or mitigate 
their consequences. Both methods are applicable, and the applicability, 
effectiveness, and the cost of doing one or the other will determine the selec- 
tion. Lastly, we touched on the importance of damage limitation measures. 
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CHAPTER ~ 

3 '  Reliability Engineering for the 
Maintenance Practitioner 

We can now develop some of the reliability engineering concepts that we will 
need in subsequent chapters. Prior knowledge of the subject is not essential, 
as we will define the relevant terms and derive the necessary mathematical 
expressions. As this is not a text on reliability engineering, we will limit the 
scope of our discussion to the following areas of interest. 

Failure histograms and probability density curves; 
Survival probability and hazard rate; 
Constant hazard rates, calculation of test intervals, and errors with the use 
of approximations; 
Failure distributions and patterns, and the use ofthe Weibull distribution; 
Generation of Weibull plots from maintenance records; 
Weibull shape factor and its use in identifying maintenance strategies; 

For a more detailed study of reliability engineering, we suggest that read- 
listed at the end of the chapter. ers refer to the 

3.1 FAILURE HISTOGRAMS 

We discussed failures at the system level in Chapter 2. These are as a result of 
one or more modes of failure at the component level. In the example of the 
engine's failure to crank up, we identified three of the failure modes that may 
cause the failure of the cranking mechanism. 

If designers and manufacturers are able to predict the occurrence of these 
failures, they can advise the customers when to take corrective actions. With 
this knowledge, the customers can avoid unexpected production losses or 
safety incidents. Designers also require this information to improve the reli- 
ability of their products. In the case of mass-produced items, the manufac- 
turer can test representative samples from the production line and estimate 
their reliability performance. In order to obtain the results quickly, we use 
accelerated tests. In these tests, we subject the item to higher stress levels or 
operate it at higher speeds than normal so that this initiates failure earlier. 

Let us take as an example the testing of a switch used in industrial applica- 
tions. Using statistical sampling methods, the inspector selects a set of 37 
switches from a given batch, to assess the life of the contacts. These contacts 

23 
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recorded failures, the corresponding figures are 4/37 or approximately 11% 
and 33/37 or approximately 89% respectively. 

We can view this information from a different angle. At the end of three 
thousand cycles, about 11% of the switches have failed and 89% have sur- 
vived. Can we use this information to predict the performance of a single 
switch? We could state that a switch that had not failed during the first three 
thousand cycles, had a survival probability of approximately 89%. Another 
way of stating this is to say that the reliability of the switch at this point is 
89%. There is no guarantee that the switch will last any longer, but there is an 
89% chance that it will survive beyond this point. As time passes, this reli- 
ability figure will keep falling. Referring to the table 3.1, we can see that at 
the end of five thousand cycles, 

The cumulative number of failures is 17; 
The proportion of cumulative failure to the sample size (37) is 46%; 
The proportion of survivors is about 100% - 46% = 54%. 

In other words, the reliability is about 54% at the end of five thousand 
cycles. Using the same method, by the end of nine thousand cycles the reli- 
ability is less than 3%. 

How large should the sample be, and will the results be different with a 
larger sample? With a homogeneous sample, the actual percentages will not 
change significantly, but the confidence in the results increases as the sample 
becomes larger. The cost of testing increases with the sample size, so we have 
to find a balance and get meaningful results at an acceptable cost. With a 
larger sample, we can get a better resolution of the curve, as the steps will be 
smaller and the histogram will approach a smooth curve. We can normalize 
the curve by dividing the number of failures at any point by the sample size, so 
that the height of the curve shows the failures as a ratio of the sample size. The 
last column of Table 3.1 shows these normalized figures. 

3.2 PROBABILITY DENSITY FUNCTION 

This brings us to the concept of probability density functions. In the earlier 
example, we can smooth the histogram in Figure 3.1 and obtain a result as seen 
in Figure 3.2. The area under the curve represents the 37 failures, and is nor- 
malized by dividing the number of failures at any point by 37, the sample 
size. In reliability engineering terminology, we call this normalized curve a 
probability density function orpdfcurve. Since we tested all the items in the 
sample to destruction, the ratio of the total number of failures to the sample 
size is 1. The total area under thepdfcurve represents the proportion of cumu- 
lative failures, which is also 1. 
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Figure 3.2 Probability density function. 

If we draw a vertical line at time t = 3,000 cycles, the height of the curve 
gives the number of failures as a proportion to the sample size, at this point in 
time. The area to the left of this line represents the cumulative failure proba- 
bility of 1 1 %, or the chance that 4 of the 37 items would have failed. The area 
to the right represents the survival probability of 89%. In reliability engineer- 
ing terminology, the survival probability is the same as its reliability, and the 
terms are interchangeable. 

3.3 MORTALITY 

We now turn to the concept of mortality, which when applied in the human 
context, is the ratio of the number of deaths to the surviving population. To 
illustrate this, let us consider the population in a geographical area. Let us say 
that there are 100,000 people in the area on the day in question. If there were 
ten deaths in all on that day, the mortality rate was 101100,000, or 0.0001, 
Actuaries analyze the mortality of a population with respect to their 
age. They measure the proportion of the population that die within one, two, 
three .... n years. A plot of these mortality values would be similar to Figure 
3.3, Element A (which refers to equipment component failures). In the first 
part of the curve (the so-called infant mortality section) the mortality rate 
keeps falling. A baby has a high chance of dying at birth, and the longer it sur- 
vives, the greater the chance that it will continue to live. After the first few 
days or weeks, the mortality rate levels out, and for the next 50-70 years, it is 
fairly constant. People die randomly, due to events such as road accidents, 
food poisoning, homicides, cancer, heart disease, or other reasons. Depend- 
ing on their lifestyles, diet, race, and sex, from about 50 years on the mortality 
starts to rise. As they get older, they become susceptible to more diseases, 
their bones tend to become brittle, and their general resistance becomes 
lower. Not many people live up to 100 years, though some ethnic groups have 
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exceptional longevity. Insurance companies use these curves to calculate 
their risks. They adjust the premiums to reflect their assessment ofthe risks. 

We use a similar concept in reliability engineering. The height of thepdf 
curve gives the number of failures at any point in time, and the area of the 
curve to the right of this point the number of survivors. The term hazard rate 
designates equipment mortality. We divide the number of failures by the 
number of survivors, at this point. In the earlier example, the hazard rate at t = 

3,000 cycles is 4/33 or 0.12. The study of hazard rates gives us an insight into 
the behavior of equipment failures, and enables us to make predictions about 
future performance. 

3.4 HAZARD RATES AND FAILURE PATTERNS 

The design of industrial equipment was simple, sturdy, heavy, and robust prior 
to World War 11. Repairs were fairly simple, and could easily be done at site 
using ordinary hand tools. Breakdown strategies were common, which meant 
that equipment operated till failures occurred. The introduction of mass pro- 
duction techniques meant that interruptions of production machinery or con- 
veyors resulted in large losses. At the same time, the design of equipment 
became more complex. Greater knowledge ofmaterials of construction led to 
better designs with a reduction in weight and cost. Computer-aided analysis 
and design tools became available, along with computing capacity. As a 
result, the designers could reduce safety factors (which included a factor for 
uncertainty or ignorance). In order to reduce investment costs, designers 
reduced the number of standby equipment installed and intermediate storage 
or buffer stocks. 

These changes resulted in slender, light, and sleek machinery. They were 
not as rugged as their predecessors, but met the design conditions. In order to 
reduce unit costs, machine uptime was important. The preferred strategy was 
to replace complete sub-assemblies as it took more time to replace failed com- 
ponent parts. 

Astoppage of high volume production lines resulted in large losses ofreve- 
nue. In order to prevent such breakdowns, manufacturers used a new strat- 
egy. They replaced the sub-assemblies or parts at a convenient time before 
the failures occurred, so that the equipment was in good shape when 
needed. The dawn of planned preventive maintenance had arrived. 

Prior to the 1960s, people believed that most failures followed the so-called 
bath-tub curve. This model is very attractive, as it is so similar to the human mortal- 
ity curves. By identifying the knee of the curve, namely, the point where the flat 
curve starts to rise, one could determine the timing of maintenance actions. Later 
research' showed that only a small proportion of component failures followed the 
bath-tub model, and that the constant hazard pattern accounted for the majority of 
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failures. In the cases where the bath-tub model did apply, finding the knee of the 
curve is not a trivial task. 

As a result, conservative judgment prevailed when estimating the remaining 
life of components. Preventive maintenance strategies require that we replace 
parts before failure, so the useful life became synonymous with the shortest 
recorded life. Thus the replacement of many components took place long 
before the end of their usefbl life. The opportunity cost of lost production justi- 
fied the cost of replacing components that were still in good condition. 

The popularity of preventive maintenance grew especially in industries 
where the cost of downtime was high. This strategy was clearly costly, but 
was well justified in some cases. However, the loss of production due to 
planned maintenance itself was a new source of concern. Managers who had 
to reduce unit costs in order to remain profitable started to take notice of the 
production losses and the rising cost of maintenance. 

Use of steam and electrical power increased rapidly throughout the twenti- 
eth century. Unfortunately there were a large number of industrial accidents 
associated with the use of steam and electricity. This resulted in the introduc- 
tion of safety legislation to regulate the industries. At this time, the belief was 
that all failures were age related, so it was appropriate to legislate time-based 
inspections. They felt that the number of incidents would reduce by increas- 
ing the inspection frequencies. 

Intuitively, people felt more comfortable with these higher frequency inspection 
regimes. Industrial complexity increased greatly fkom the mid- 1950s onwards 
with the expansion of the airline, nuclear, and chemical industries. The number of 
accidents involving multiple fatalities experienced by these industries rose steeply. 

By the late 1950s, commercial aviation became quite popular. The large 
increase in the number of commercial flights resulted in a corresponding 
increase in accidents in the airline industry. Engine failures accounted for a 
majority of the accidents and the situation did not improve by increasing 
maintenance effort. The regulatory body, the U.S. Federal Aviation Agency 
decided to take urgent action in 1960, and formed ajoint project with the air- 
line industry to find the underlying causes and propose effective solutions. 

Stanley Nowlan and Howard Heap', both of United Airlines, headed a 
research project team that categorized airline industry failures into one of six 
patterns. The patterns under consideration are plots of hazard rates against 
time. Their study revealed two important characteristics of failures in the Air- 
line Industry, hitherto unknown or not fidly appreciated. 

1. The failures fell into six categories, illustrated in Figure 3.3. 
2. The distribution of failures in each pattern revealed that only 11% 

were age-related. The remaining 89% appeared to have failures not related 
to component age. This is illustrated in the pie-chart, Figure 3.4. 

The commonly held belief that all failures followed Pattern A-the Bathtub 
Curve, justifiing age-basedpreventive maintence was called into question, as 
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Figure 3.3 Failure Patterns 

Figure 3.4 Faliure Patterns 

Patterns A, B, and C, which are age-related, account for 11% of failures 
studied in research project 

it accounted forjust a smallpercentage of all failures (in the Airline Industryl. 
Nowlan and Heap questioned the justijication for doing all maintenace using 
age as the only criterion. 

We will discuss these issues later in the book. 
An explanation of these failure patterns and a method to derive them using 

a set of artificially created failure data is given in Appendix 3- 1. 
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3.5 THE TROUBLE WITH AVERAGES 

As we know, the average height of a given population does not tell us a great 
deal. If the average is, say, 1.7 m, we know that there will be some people who 
are shorter, say under 1.5 rn, and some who are taller, perhaps over 2 m. Ifyou 
are a manufacturer of clothes, you would need to know the spread or distribu- 
tion of the heights of the population in order to design a range of sizes that are 
suitable. 

We use the average or mean as a measure to describe a set of values. The 
arithmetic average is the one most commonly used, since it is easy to com- 
pute. The term average may give the impression it is an expected value. In 
practice, these two values may be quite different from each other. 

There is a similar situation when we deal with equipment failure 
rates. The majority of the failures may take place in the last few weeks of 
operation, thereby skewing the distribution. For example, if we recorded fail- 
ures of 100 tires, and their combined operational life was three million km, 
what can we learn from the mean value of 30,000 km of average operational 
life? In practice, it is likely that there were very few failures within the first 
5000 km or so, and that a significant number of tires failed after 30,000 
km. Hence the actual distribution of failures is important if we are to use this 
information for predicting future performance. Such predictions are useful in 
planning resources, ordering replacement spares, and in preparing budgets. 

As a refinement, we can define the spread further using the standard devia- 
tion. However, even this is inadequate to describe the distribution pattern 
itself, as illustrated by the following example. In Table 3.2, you can see three 
sets of failure records of a set of machine elements. Figures 3.5,3.6, and 3.7 
respectively illustrate the corresponding failure distributions, labeled P, Q, 
and R. 

Note that all three distributions have nearly the same mean values and stan- 
dard deviations. The failure distributions are however quite different. Most 
of the failures in distribution P are after about 5 months, while in distribution 
R, there are relatively few failures after 20 months.Thus the two distributions 
are skewed, one to the left and the other to the right.The distribution Q is fairly 
symmetrical. Knezevic2 discusses the importance of knowing the actual dis- 
tribution in some detail. He concludes his paper with the following obsewa- 
tions. 

The knowledge of the actual failure distribution can be important; 
The use of a constant failure rate is not always appropriate; 
As investment and operational expenditure gets greater scrutiny, the pres- 
sure to predict performance will i nc rease in  many cases, the use of mean 
values alone will reduce the accuracy of predictions; 
Understanding the distributions does not need more testing or data. 
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3m6 THE SPECIAL CASE OF THE CONSTANT HAZARD 
RATE 

So far we have emphasized the importance of knowing the actual failure dis- 
tribution. One should not assume a constant or average failure rate, unless 
there is evidence to believe this to be true. However, we know that in the air- 
line industry, of the six patterns (Figures 3.3), the patterns D, E and F account 
for about 89% of the failures. Patterns D and F are similar to pattern E over 
most of the life. If we ignore early failures, the constant hazard pattern 
accounts for nearly 89% of all the failures. The picture is similar in the off- 
shore oil and gas industry. Other industries have not published their own 
results, but it is possible that they have somewhat similar distributions as 
well. In view of its dominant status, the special case of the constant hazard 
rate merits further discussion. 

Let us examine the underlying mathematical derivations relating to con- 
stant hazard rates. In section 3.3, we defined the hazard rate as the ratio of the 
probability of failure at any given time to the probability of survival at that 
time. We can express this using the following equation. 
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3. I 

where z(t) is the hazard rate, f(t) is the probability of failure, or the height of 
thepdfcurve, andR(t) is the survival probability, or the area of thepdfcurve to 
the right, at time t. The cumulative failure is the area of the curve to the left at 
time t .  The total area under thepdfcurve, that is, cumulative failures plus sur- 
vivors has to be 100% or 1. 

F ( t ) + R ( t ) = l  3.2 

and 

or 

hence 

F ( t ) = /  f ( t ) d t  
0 

d{ 1 - R( t )} -dR( t )  - -- 
dt dt f W  = 

The constant hazard rate will be denoted as h, and is given by 

Combining expressions 3.4 and 3.5, we get, 
-dR( t )  

h x R( t )  = ___ 
dt 

or 

Integrating, 

1 d R ( t )  -A = - X- 
R ( t )  dt 

e-"=R(t) for t > 0 

3.7 AVAILABILITY 

3.3 

3.4 

3.5 

3.6 

Availability is a measure of the time an equipment is able to perform to speci- 
fied standards, in relation to the time it is in service. The item will be unable to 
perform when it is down for planned or unplanned maintenance, or when it has 
tripped. Note that it is only required that the equipment is able to operate, and 
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not that it is actually running. If the operator chooses not to operate it, this 
does not reduce its availability. 

Some items are only required to operate when another item fails, or a spe- 
cific event takes place. If the first item itself is in a failed state, the operator 
will not be aware of its condition since it is not required to work till another 
event takes place. Such failures are called hidden failures. Items subject to 
hidden failures can be in a failed state any time after installation, but we will 
not be aware of this situation. The only way to know if the item is working is 
to place a demand on it. For example, if we want to know whether a fire pump 
will start, it must be actually started - this can be by a test or if there is a real 
fire. At any point in its life, we will not know whether it is in working condi- 
tion or has failed. If it has failed, it will not start. The survival probability gives 
us the expected value of its up-state, and hence its availability on demand at 
this time. Thus, the availability on demand is the same as the probability of 
survival at anypoint in time. This will vary with time, as the survival proba- 
bility will keep decreasing, and with it the availability. This brings us to the 
concept of mean availability. 

3.8 MEAN AVAILABILITY 

If we know the shape of the pdfcurve, we can estimate the item’s survival 
probability. If the item has not failed till time t, the reliability function R(t) 
gives us the probability of survival up to that point. As discussed above, this 
is the same as the instantaneous availability. 

In the case of hidden failures, we will never know the exact time of fail- 
ure. We need to collect data on failures by testing the item under consider- 
ation periodically. It is unlikely that a single item will fail often enough in a 
test situation to be able to evaluate its failure distribution. So we collect data 
from several similar items operating in a similar way and failing in a similar 
manner, to obtain a larger set (strictly speaking, all the failures must be inde- 
pendent and identical, so using similar failures is an approximation). We make 
a further assumption, that the hazard rate is constant. When the hazard rate is 
constant, we call it the failure rate. The inverse of the failure rate is the Mean 
Time To Failures or MTTF. MTTF is a measure of average operating perfor- 
mance for non-repairable items, obtained by dividing the cumulative time in 
service (hours, cycles, miles or other equivalent units) by the cumulative num- 
ber of failures. By non-repairable, we mean items that are replaced as a whole, 
such as light bulbs, ball bearings or printed circuit boards. In the case or repair- 
able items, a similar measure of average operating performance is used, called 
Mean Operating Time Between Failures, or MTBF. This is obtained by divid- 
ing the cumulative time in service (hours, cycles, miles or other equivalent 
units) by the cumulative number of failures. If after each repair, the item is as 
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1 0 0 

good as new (AGAN), it has the same value as MTTF. In practice the item may 
not be AGAN in every case. In the rest of this chapter, we will use the term 
MTBF to represent both terms. 

Another term used in a related context is Mean Time to Restore, or MTTR. 
This is a measure of average maintenance performance, obtained by dividing 
the cumulative time for a number of consecutive repairs on a given repairable 
item (hours) by the cumulative number of failures ofthe item. The term ‘restore’ 
means the time from when the equipment was stopped to the time the equipment 
was restarted and operated satisfactorily. 

Table 3.3 shows a set of data describing failure pattern E. here we show the 
surviving population at the beginning of each week instead of that at the end of 
each week. Figure 3.8 shows the cumulative number of failures, and Figure 
3.9 shows the surviving population at the beginning of the first 14 weeks. 
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Table 3.3 

We can use this constant slope geometry in Figure 3.8 to calculate the 
MTBF and failure rates. When there are many items in a sample, each with a 
different service life, we obtain the MTBF by dividing the cumulative time in 
operation by the total number of failures. We obtain the failure rate by divid- 
ing the number of failures by the time in operation. Thus, 

1 MTBF = - 
h 

3.7 
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Figure 3.8 Cumulative failures against elapsed time 

.- 5 
C m 
Q 
0 

3 900 

n 

- -  

850 - -  

800 
1 2  3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4  

No. of weeks 
Figure 3.9 Surviving population at the beginning of each week 

For a rigorous derivation, refer to Hoyland and Rausand3, page 3 1. Note 
that this is the only case when the relationship applies, as in the other failure 
distributions, the slope of the cumulative failure curve changes all the time. 

We can only replace an item after a test as it is a hidden failure. We do not 
know if it is in a failed condition unless we try to use it. How do we determine 
ajustifiable test interval T? At the time oftest, ifwe find the majority of items 
in a failed state, we have probably waited too long. In other words, we expect 
very high survival probability. Thus, in the case of systems affecting safety or 
environmental performance, it would be reasonable to expect this to be 97.5% 
or more, based on, for example, a Quantitative Risk Assessment. 

Let us try to work out the test interval with a numerical example. Using the 
data in Table 3.3 at the beginning of week number 1, all 1000 items will be in 
sound working order (As Good As New, or AGAN). At the beginning of 
week number 2, we can expect 985 items to be in working order, and 970 items 
at the beginning week 3. At the beginning of week 14, we can expect only 823 
items to be in working condition. So far, we have not replaced any of the 
defective items because we have not tested them and do not know how many 
are in a failed state.Had we carried out a test at the beginning of week 2, we 
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would have expected to find only 985 in working order. This is therefore the 
availability at the beginning of week 2. If we delay the test to the beginning of 
week 14, only 823 items are likely to be in working order. The availability at 
that time is thus 823 out of the 1000 items, or 0.823. 

The mean availability over any time period, say a week, can be calculated 
by averaging the survival probabilities at the beginning and end of the week in 
question. For the whole period, we can add up the point availability at the 
beginning of each week, and divide it by the number of weeks. This is the 
same as measuring the area under the curve and dividing it by the base to get 
the mean height. In our example, this gives a value of 91.08%. If the test 
interval is sufficiently small, we can treat the curve as a straight line. Using 
this approximation, the value is 90.81%. The error increases as we increase 
the test interval, because the assumption of a linear relationship becomes less 
applicable. We will see later that the error using this approximation becomes 
unacceptable, once T/MTBF exceeds 0.2. 

Within the limits of applicability, the error introduced by averaging the 
survival probabilities at the beginning and end of the test period is fairly small 
(- 0.3 %). These requirements and limits are as follows. 

0 They are hidden failures and follow an exponential distribution; 
0 The MTBF > the test interval, say by a factor of 5 or more; 
0 The item is as good as new at the start of the interval; 
0 The time to carry out the test is negligible; 
0 The test interval > 0. 

In the example, the test interval (14 weeks) is relatively small compared to 
the MTBF (whichis U0.015 or 66.7 weeks). Figure 3.10 illustrates these con- 
ditions, and the terms used. 

t=O t=T 
Figure 3.10 Mean availability approximation. 
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The objective is to have an acceptable survival probability at the time of the 
test. The difference in the number of survivors, calculated using the exact and 
approximate solutions is quite small, as can be seen in Figure 3.11, The mean 
availability and survival probability are related, and this is illustrated in Fig- 
ure 3.12. The relationship is linear over the range under consideration. 

1 2  3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4  
Age in weeks 

Figure 3.11 Survivors; lower curve = exact value, 
upper curve = linear approximation 

I 
loo 80 8 

Figure 3.12 Mean availability and survival probability. 

We will use this example to develop a generally applicable method to 
determine test intervals for hidden functions. The objective of the exercise is 
to find a test interval T that will give us the required mean availability A, when 
the failure rate is h. We have noted that at any point in time, the availability of 
the item is the same as its survival probability, or the height of the R(t) curve. 
The mean availability is obtained by dividing the area of the R(t) curve by the 
base, thus, 

l T  
T n  

A = - X J  R( t )d t  3.8 
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T/MTBF MTBFiT 1 exp(-TiMTBF) 

0 01 1 100 00 0990049834 

When the hazard rate is constant, from the earlier derivation (expression 3.6), 

Exact A i .  Approx. Av Difference 

0995016625 1099502492 8218E-06 
, 

for t > 0 
Substituting, 

0 02 ~ 5 0  00 

0 03 33 33 

I1 

I 

1 -ht A = - x j e  dt 
T o  

0 960198673 10 990066335 0 99009934 , 3  3002E-05 ~I 

0970445534 0985148882 098522277 73885E-05 

Evaluating the integral explicitly gives 

, 0 0 5  - 20 00 0951229425 097541151 097561471 ~2 03E-04 

1 
AT 

A =-xx(l-e-hT) 

I0 00 ' 0  904837418 0 95162582 ~0 95241871 

3.9 

7 93E-04 

3.10 

0 14 7 14 0869358235 

This gives an exact measure of mean availability. We cannot use algebraic 
methods to solve the equation, as T appears in the exponent as well as in the 
main expression. We can of course use numerical solutions, but these are not 
always convenient, so we suggest a simpler approximation, as follows. 

The survival probability or R(t) curve (see fig.3.10) is nearly linear over 
the test interval T, under the right conditions. The mean is the arithmetic aver- 
age of the height of the curve at t = 0 and t = T. 

The mean value of availability A is then: 

&r  R / = O  + e-hr&Li=T 1 A = - x ( e - ) c  3.11 1 
2 

A = 0 . 5 ~ ( l + e - w )  3.12 

or, 
-AT = In( 2.4 - 1) 3.13 

The estimates produced by this expression are slightly optimistic. How- 
ever over the range of applicability, the magnitude of deviation is quite small. 
Table 3.4 and Figure 3.11 show the error in using the exact and approximate 
equations for values of ht from 0.01 to 0.25. Figure 3.13 shows how close the 
approximate value is to the exact value of mean availability over the range. It 
is quite small up to a value of ht of 0.2. This error is further described in Figure 
3.14. Therefore, we can safely use the approximation within these limits. 

0933155461 093467912 152E-03 

1 1  (continued) I 
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exp(-TiMTBF) Exact At. Approx. Av 

0 852143789 0924101319 0 92607189 

Difference 

197E-03 

Table 3.4 Comparison of exact vs. approximate mean availability. 

0843664817 

0 18 5 56 0835270211 

If the test interval is more than 20% of the MTBF, this approximation is not 
applicable. In such cases we can use a numerical solution such as the Maxi- 
mum Likelihood Estimation technique-refer to Edwards4 for details. 
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Figure 3.13 Mean availability; exact vs. approximate values. 

Q' Q9q QP Qe $Q Q>Q Q>b $ Q$ $0 $ OZp Q% Z %  Q% 
Q. 

T 
MTBF 
- 

Figure 3.14 Error in estimate of availability vs. T/MTBF. 
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3.9 THE WEIBULL DISTRIBUTION 

A number of failure distribution models are available.Among these are the 
exponential, gamma, pareto, Weibull, normal or Gaussian, lognormal, 
Birbaum-Saunders, inverse Gaussian, and extreme value distributions. Fur- 
ther details about these distributions are available in Hoyland and Rausand3 or 
other texts on reliability theory. 

Weibull’ published a generalized equation to describe lifetime distribu- 
tions in 195 1. The two-parameter version of the Weibull equation is simpler 
and is suitable for many applications. The three-parameter version of the 
equation is suitable for situations where there is a clear threshold period before 
commencement of deterioration. By selecting suitable values of these param- 
eters, the equation can represent a number of different failure distribu- 
tions. Readers can refer to Davidson6 for details on the actual procedure to 
follow in doing the analysis. 

The Weibull distribution is of special interest because it is very flexible and 
seems to describe many physical failure modes. It lends itself to graphical 
analysis, and the data required is usually available in most history 
records. We can obtain the survival probability at different ages directly from 
the analysis chart. We can also use software to analyze the data.Figure 3. 1 5 
shows a Weibull plot made using a commercial software application. 

Figure 3.15 Typical Weibull Plot. 

It is fairly easy to gather data required to carry out Weibull analysis, 
since time-to-failure and preventive replacement details for the failure 
mode are nearly all that we need. For this we need a record of the date and 
description of each failure. We also need the date of any preventive main- 
tenance action that results in the component being repaired or replaced 
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before failure occurs. Once we compute the values of the two parameters, 
we can obtain the distribution of failures. We can read the survival proba- 
bilities at the required age directly from the chart. This means that we can 
estimate the reliability parameters, and use this data for predicting the per- 
formance of the item. 

The Weibull equation itself looks somewhat formidable. Using the sim- 
pler two-parameter version, the survival probability is given by the following 
expression. 

3.14 

where, r\ is called a scale parameter or characteristic life, and p is called the 
shape parameter. 

Using expression 3.14, when t = q ,  there is a 63.2% probability that 
the component has failed. This may help us in attributing a physical 
meaning to the scale parameter, namely that nearly 213rd of the items in 
the sample have failed by this time. The value gives us an idea of the lon- 
gevity of the item. The shape factor p tells us about the distribution of the 
failures. Using expression 3.14, we can compute the R(t) or survival 
probability, for a given set of values of r\ and p at any point in time ‘t’. In 
appendix 3-2, we have provided the results of such a calculation as an 
example. 

In spite of the apparent complexity of the equation, the method itself is 
fairly easy to use. We need to track the run-lengths of equipment, and to 
record the failures and failure modes. Recording of preventive repair or 
replacement of components before the end of their useful life is not too 
demanding. These, along with the time of occurrence (or, if more appro- 
priate, the number of cycles or starts), are adequate for Weibull (or other) 
analysis. We can obtain such data from the operating records andmainte- 
nance management systems. 

Such analysis is carried out at the failure modes level. For example, 
we can look at the failures of a compressor seal or bearing. We needfive 
(or more) failure points to do Weibull analysis. In other words, if we 
wished to carry out a Weibull analysis on the compressor seal, we should 
allow it to fail at least five times! This may not be acceptable in practice, 
because such failures can be costly, unsafe, and environmentally unac- 
ceptable. Usually, we will do all we can to prevent failures of critical 
equipment. This means that we cannot collect enough failure data to 
improve the preventive maintenance plan and thus improve their perfor- 
mance. On items that do not matter a great deal-for example light 
bulbs, vee-belts, or guards-we can obtain a lot of failure data. However, 
these are not as interesting as compressor seals. This apparent contradic- 
tion or conundrum was first stated by Resnikoff’. 
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3.10 DETERMINISTIC AND PROBABILISTIC 
DISTRIBUTIONS 

Information about the distribution of time to failures helps us to predict fail- 
ures. The value of the Weibull shape parameter p can help determine the 
sharpness ofthe curve. When p is 3.44, thepdf curve approaches the normal or 
gaussian distribution.High p values, typically over 5 ,  indicate a peaky shape 
with a narrow spread. At very high values of p, the curve is almost a vertical 
line, and therefore very deterministic. In these cases, we can be fairly certain 
that the failure will occur at or close to the r\ value. Figure 3.16 below shows a 
set ofpdf curves with the same q value of 66.7 weeks we used earlier, and dif- 
ferent p values. Figure 3.17 shows the corresponding survival probability or 
reliability curves. From the latter, we can see that when p is 5 ,  till the 26th 
week, the reliability is 99%. 
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Figure 3.17 Survival probability for varying beta values 
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On the other hand, when we can be fairly sure about the time of failure, that 
is, with high Weibull p values, time-based strategies can be effective. If the 
failure distribution is exponential, it is difficult to predict the failures using 
this information alone, and we need additional clues. If the failures are evi- 
dent and we can monitor them by measuring some deviation in performance, 
such as vibration levels, condition based strategies are effective and will usu- 
ally be cost-effective as well. 

If the failures are unrevealed or hidden, a failure-finding strategy will be 
effective and is likely to be cost-effective. Using a simplifying assumption 
that the failure distribution is exponential, we can use expression 3.13 to 
determine the test interval. In the case of failure modes with high safety con- 
sequence, we can use a pre-emptive overhaul or replacement strateu, or 
design the problem out altogether. 

When p values are less than 1, this indicates premature or early failures. In 
such cases, the hazard rate falls with age, and exhibits the so-called infant 
mortality symptom. Assuming that the item has survived so far, the probabil- 
ity of failure will be lower tomorrow than it is today. Unless the item has 
already failed, it is better to leave it in service, and age-based preventive main- 
tenance will not improve its performance. We must address the underlying 
quality problems before considering any additional maintenance effort. In 
most cases, a root cause analysis can help identify the focus area. 

3.11 AGE-EXPLORATION 

Sometimes it is difficult to assess the reliability of the equipment either 
because we do not have operating experience, as in the case of new designs, or 
because data is not available. In such cases, initially we estimate the reliabil- 
ity value based on the performance of similar equipment used elsewhere, ven- 
dor data, or engineering judgement. We choose a test interval that we judge as 
being satisfactory based on this estimate. At this stage, it is advisable to 
choose a more stringent or conservative interval. If the selected test interval 
reveals zero or negligible number of failures, we can increase it in small 
steps. In order to use this method, we have to keep a good record of the results 
of tests. It is a trial and error method, and is applicable when we do not have 
access to historical data. This method is called age-exploration. 

3.12 CHAPTER SUMMARY 

In order to evaluate quantitative risks, we need to estimate the probability as 
well as the consequence of failures. Reliability engineering deals with the 
methods used to evaluate the probability of occurrence. 
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We began with failure histograms and probability density curves. In this 
process we developed the calculation methodology with respect to survival 
probability and hazard rates, using numerical examples. Constant hazard 
rates are a special case and we examined their implications. Thereafter we 
derived a simple method to compute the test intervals in the case of constant 
hazard rates, quantifying the errors introduced by using the approximation. 

Reliability analysis can be carried out graphically or using suitable soft- 
ware using data held in the maintenance records. The Weibull distribution 
appears to fit a wide range of failures and is suitable for many maintenance 
applications. The Weibull shape factor and scale factors are usehl in identify- 
ing appropriate maintenance strategies. 

We discussed age-exploration, and how we can use it to determine test 
intervals when we are short of historical performance data. 
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Appendix 3-1 ~ 

DEVELOPMENT OF FAILURE PATTERNS 

In order to understand these patterns, we will go through the calculation rou- 
tine, using a set of artificially created failure data. We will use simplified 
and idealized circumstances in the following discussion. 

In a hypothetical chemical process plant, imagine that there are 1000 bear- 
ings of the same make, type and size in use. Further, let us say that they oper- 
ate in identical service conditions. In the same manner, there are 1000 
impellers, 1000 pressure switches, 1000 orifice plates, etc., each set of items 
operating in identical service. Assume that we are in a position to track their 
performance against operating age. The installation and commissioning 
dates are also identical. 

In table 3- 1.1 ,* we can see the number of items that fail every week. We 
will examine six such elements, labeled A-F. The record shows failures of the 
originally installed items, over a hundred week period. If an item fails in ser- 
vice, we do not record the history of the replacement item. 

Figures 3-1.1 to 3-1.6 illustrate the failures. If we divide the number of 
failures by the sample size and plot these along the Y axis, the resulting pdf 
curves will look identical to this set. 

In each case, at the start there were 1000 items in the sample. We can 
therefore work out the number of survivors at the end of each week. We sim- 
ply deduct the number of failures in that week, from the survivors at the begin- 
ning of the week. Table 3-1.2" shows the number of survivors. 

Figures 3-1.7 to 3-1.12 are survival plots for the six samples. 
We calculate the hazard rate by dividing the failures in any week, by the 

number of survivors.These are in table 3-1.3* and the corresponding hazard 
rate plots are in Figures 3-1.13 to 3-1.18. 

These charts illustrate how we derive the failures, survivors and hazard 
rates from the raw data. As explained earlier, the data is hypothetical, and cre- 
ated to illustrate the shape of the reliability curves which one may expect to 
see with real failure history data. 

*Note: Intables3-1.1,3-1.2,and3-1.3, we haveshownonlyapartofthedataset. Thedata for 
weeks 11-44 and 55-90 have been omitted to improve readability. 
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Figure 3-1.5 
Failures recorded-element E. 
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C D E F 
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400 

Table 3-1.2 Number of survivors - elements A to F 

636 350 '168 507 '413 
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318 154 49 I 404 I 

Note: Data for weeks 1 1-44 and 55-90 not shown 
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Appendix ~ 3-2 ~ 

AN EXAMPLE TO SHOW THE EFFECT OF THE THE SHAPE 
FACTOR 

In Appendix 3-1, we derived the plots of the failure distribution, surviv- 
ing population and hazard rates for a set of assumed data, to demonstrate 
the Airline Industry distribution of failures. In pattern E, namely, the con- 
stant hazard rate case, the value of the hazard rate is 0.01 5. In section 3.8 
on mean availability, we discussed how the MTBF was the inverse of A, 
which is the same as the hazard rate z(t) in the constant hazard case. 

Thus the MTBF = 110,015 = 66.7 weeks. Recall that the MTBF is the 
same as the scale factor q,  in the constant hazard case. So q= 66.7 weeks. 
We are now going to use this value of q ,  vary the time t, and use different 
values of p, and see how the distribution changes as p changes. 

Using expression 3.14, we compute the R(t) for the data in Appendix 
3-1, namely, q=66.7 weeks and for different values of p as t increases 
from 1 week to 100 weeks. From the R(t) value, we compute the cumula- 
tive failures F(t), which is = 1- R(t). The F(t) values are given below. 

At low values of p, the distribution of failures is skewed to the left, i.e., 
there are many more failures initially than towards the end of life. In our 
example, at the end of 10 weeks, let us see how the p value affects F(t) up 
to that point. 

When p=0.5, cumulative failures will be 32% of the total. 
When p=1 .O, cumulative failures will be 14% of the total. 
When p=2.0, cumulative failures will be 2.2% of the total. 
When p=3.5, cumulative failures will be <0.2% of the total. 
When p=lO, cumulative failures will be -0% of the total, we do 

not expect any significantfailures till about the 32"d week. 

Also of interest is what happens after we exceed the characteristic life. 
In week 77, i.e., '- 10 weeks after the characteristic life is passed, 

When p=0.5, cumulative failures will be 66% of the total. 
When p=1 .O, cumulative failures will be 68% of the total. 
When p=2.0, cumulative failures will be 73% of the total. 
When p=3.5, cumulative failures will be 80% of the total. 

54 



Reliability Engineering for the Maintenance Practitioner 5 5  

When p=lO, cumulative failures will be 98% of the total. 
From this, you can see that the higher the p value, the more the 

clustering of failures towards the characteristic value, and hence the 
greater predictability of time of failure. 

At t=66.7 weeks, for all values of p, the R(t) is the same. In other 
words, the shape factor does not affect the survival probability when t = 

scale factor. 



CHAPTER 

4 Failure, 
Its Nature and Characteristics 

In the last chapter we looked at aspects of reliability engineering that can be of 
use to the maintenance practitioner. We discussed some of the underlying 
principles that can help us identify reliability parameters from historical main- 
tenance records. In order to apply this knowledge, it is usehl to understand the 
nature of failure. In this chapter, we will examine the following. 

Failure in relation to the required performance standards; critical, 
degraded, and incipient failures; 
Significance of the operating context; 
Use of failures as a method of control of the process; 
Role of maintenance in restoration of desired performance; 
Incipiency and its use in condition-based maintenance; 
Age-related failures; 
System-level failures; 
Human errors and the effect of stress, sleep cycles, and shift patterns; 
Role of feelings and emotions and how these affect our reactions to situa- 
tions. 

4.1 FAILURE 

4.1.1 
Failure is the inability of an item of equipment, a sub-system, or system to 
meet a set of predetermined performance standards. This means that we have 
some expectations, which we can express quantitatively. For example, we 
can expect the discharge pressure of a centrifugal pump to be 10 bar gauge at 
1000 liters per minute. In some cases, we can define our expectations within a 
band of acceptable performance. For example, the discharge flow of this 
pump should be 950- 1000 liters per minute at 10 bar gauge. The performance 
standard may be for the system, sub-system, equipment, or component in 
question. These standards relate to what we need to achieve and our evalua- 
tion of the item’s design capability and intrinsic reliability. 

Failure - a systems approach 
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4.1.2 Critical and degraded failures 
As a result of a failure, the system may be totally incapacitated such that 
there is a complete loss of function. For example, if a fire pump fails to start, 
it will result in the unavailability of water to fight fires. If there had been a 
real fire and only one fire pump installed, this failure could result in the 
destruction of the facility. In this case, the failure-to-start of the pump 
results in complete loss of function. As a second example, let us say that we 
have a set of three smoke detectors in an enclosed equipment-housing. The 
logic is such that an alarm will come on in the control room if any one of the 
three detectors senses smoke. If any two detectors sense smoke, the logic 
will activate the deluge system. It is possible that one, two, or all three 
detectors are defective, and are unable to detect smoke. When there is 
smoke, there is no effect if only one detector is defective, as the other two 
will activate the deluge. If two of them are in a failed state at the same time, 
the initiation of the deluge system will not take place when there is smoke in 
the housing. Lastly, with the loss of all three, even the alarm will not initiate. 
The loss of all three units will result in total loss of function, so this is a criti- 
cal failure, If two of the three fail, the third can still initiate the alarm on 
demand. The operator then has the ability to respond to the alarm and initi- 
ate the deluge system manually. The system can still be of use in raising the 
alarm, so it has partial or degraded functionality. 

4.1.3 Evident failures 
When the impeller of a pump wears out, the operators can see the change in 
flow or pressure and hence knows about the deterioration in its performance. 
We call it an evident failure as the operator knows its condition. Similarly, an 
increase in the differential pressure across a filter or exchanger indicates an 
increase in fouling. When we take bearing vibration readings and plot the 
changes, it is possible to predict when it needs replacement. In each case, the 
operator knows the condition of the equipment, using their own senses or 
instruments. The operator, in this context, is the person who is responsible for 
starting, running, and stopping of the equipment. For example, the driver of an 
automobile is its operator. 

4.1.4 Hidden failures 
These failures, by contrast, are unknown to the operators during normal oper- 
ation, Do you know if your automobile brake lights work? Similarly one 
does not know whether a smoke detector or a pressure reliefvalve is in a work- 
ing condition at any point in time. A second event, such as a fire (causing 
smoke) will initiate the smoke detector, if it is in a working condition. If the 
vessel pressure exceeds the relief valve’s set-pressure, it should lift. The 
standby power generator must start when there is a power failure. Will the 
pressure relief-valve lift or the standby generator start? 



Failure, Its Nature and Characteristics 59 

Hidden failures are also observed with protective instruments. Once 
equipment complexity increases, the designer provides various protective 
devices to warn the operator, using alarms, or bring it to a safe condition, using 
trips. These protective devices are rarely called upon to work and the operator 
will not know if they are working. These are subject to hidden failures. 

If the operator is not physically present when the event takes place, is it an 
evident or hidden failure? For example, a pump seal may leak in a normally 
unattended unit. There will normally be some evidence of the leak, such as a 
pool of process liquid on the pump-bed. Merely because the operator was not 
present and did not see it does not change the event from an evident to a hidden 
failure. If the operator had been present, the leak would have been obvious, 
and a second event is not necessary. The question is not whether a witness 
was present, but whether the consequence occurred at the same time as the 
failure. To identify a hidden failure a second event must take place, and unless 
this condition occurs, it is an evident failure. Thus the time the operator sees 
the failure is not an issue. 

To revert to the earlier question of the brake lights, you know that at the 
time you inspected the vehicle it was road-worthy, and the lights were work- 
ing. If you ask a friend to stand behind the automobile while you press the 
brake pedal, you will soon know the answer. This is an example of a test on an 
item subject to hidden failures. 

4.1.5 Incipient failures 
If the deterioration process is gradual, and takes place over a period of time, 
there is a point where we can just notice the start of deterioration. Incipiency 
is the point at which the onset of failure becomes detectable. As the deteriora- 
tion progresses, there is a point when the performance is no longer accept- 
able. This is the point of functional failure. The incipiency interval is the 
time from onset of incipiency to functional failure. When the failures are evi- 
dent and exhibit incipiency, it is possible to predict the timing of functional 
failures. 

4.2 THE OPERATING CONTEXT 

The operating context describes the physical environment in which the equip- 
ment operates, demands made on it and the details of how it is used. The way 
in which we operate equipment has a bearing on how it performs, and affects 
its rate of deterioration. How close to the duty point does it operate? What is 
the external environment in which it operates? Does the internal environment 
affect its performance? What is the loading roughness? Does it have an 
installed spare unit that can come on stream if it fails? If the net positive suc- 
tion head (NPSH) available to a pump is just acceptable, is the suction piping 
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alignment such that the spare pump has as much NPSH as the duty pump? The 
answers to this type of questions will help define the operating context. 

To illustrate this concept, let us take the example of an automobile or bus, 
and examine how we use it. For the purpose of this discussion, consider the 
following two contrasting requirements: 

B We use it for long distance travel, mainly on freeways (highways, auto- 
bahns, or motor-ways); 
We use it for city travel only. 

In the first case, the vehicle operates in a steady state, generally at cruising 
speed for much of its operating life. So the vehicle is operating predomi- 
nantly at constant loads, well below duty point and with a smooth loading. In 
the second case, there will be frequent starts and stops, and driving speeds will 
be changing most of the time. The load on the engine will be variable due to 
the rapid changes in speed. The fluctuating power requirement from the 
engine means there will be more wear on the main elements of the power 
transmission, such as the clutch and gearbox. One should expect that brakes, 
tires, and indicator lights will need more frequent replacement. 

We now add the driver profile, and the situation becomes more complex, 
for example, 

0 The driver has many years of experience, and has a ‘clean’ license, or . The driver received the (first) license three weeks ago, and has already had 
one accident. 

Turning to driving styles, we know that some drivers like to accelerate rap- 
idly and use brakes frequently. Some are fond of taking corners at high 
speeds. Others prefer to cruise at a steady pace most of the time, use brakes 
infrequently, and take corners on all four wheels! Assume that you are buy- 
ing a used car, and have the following options. One car belongs to a person 
who drives at a steady 40 mph, accelerates gently, and uses brakes spar- 
ingly. The other car, identical in make, model, vintage, and miles on the 
clock, belongs to a person who comes in screeching round the corner and 
slams on the brakes, If the price of the two cars is about the same, which one 
do you choose? It is an easy call, and you will decide quite quickly. The 
example highlights the significance of loading roughness, which contributes 
greatly to wear and tear. 

External factors are next on our list of variables. These include dust or 
sand in the air, road surface, and weather conditions. One can see that the dif- 
ferences in performance as a result of these factors can be quite important. 

Each of the changes in operating context will affect different sub-systems 
or components differently. For example, demanding driving habits will result 
in accelerated wear and tear on brakes, clutches, and tires, while dusty condi- 
tions will clog up air and lubrication filters more frequently. In an industrial 
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Input 

context, the situation is quite similar. People wonder why identical pieces of 
equipment in the same process service perform differently. They believe that 
a pump is a pump is a pump! When we examine the differences in operating 
context, the reasons for performance variations become evident. As in the 
case of the vehicle, the operating context is one of the most significant contri- 
butors to performance. 

output 
Amplifier b 

4.3 THE FEEDBACK CONTROL MODEL 

AL 

Feedback 

Let us examine how the driver of a vehicle controls it. The driver’s eyes mea- 
sure the position and attitude of the vehicle. These measurements are with 
respect to the edge of the road, other vehicles on the road, as well as any pedes- 
trians who may be trying to cross the road. The change in position and atti- 
tude is being measured all the time. This information reaches the driver’s 
brain, which compares these measurements with acceptance standards. The 
brain calculates the rate of change in position and attitude, and checks them 
against the norms. The driver’s knowledge of the traffic regulations and past 
experience determine these acceptance criteria. The brain computes devia- 
tions from the norms, generating error signals. These signals initiate control 
actions, which are similar to those in section 1.4. The driver’s brain instructs 
the hands to move the steering wheel, or the foot to press the brake or accelera- 
tor pedals, so that the car remains in control. 

Other control systems follow a similar process, whether the unit in ques- 
tion is a battle-tank gun control or a chemical-process control system. Figure 
4.1 shows a model illustrating the control mechanism. 

circuit + 

Figure 4.1 Input signal, amplifier, output signal, and feedback loop. 

4.4 LIFE WITHOUT FAILURE 

Would it not be wonderful to have life without failure? The fewer the fail- 
ures, the higher the intrinsic reliability that we can enjoy. A good designer 
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tries hard to make the product or service as reliable as possible, within given 
economic and technical constraints. 

A marble rolling along a smooth glass surface may roll on for a long 
time. However, controlling its movement can be difficult. Similarly, an 
astronaut doing a space-walk faces a handicap. In the absence of friction or 
gravity, it is very difficult to navigate, because the only way to do so is to use 
reaction forces, applying the principle of conservation of momentum. Thus a 
lack of resistance or opposition may make the process energy-efficient, but 
control is more difficult. One could extend this approach to explain why 
democracies are superior to dictatorships, or why market forces are better than 
price controls. Seen in this context, failures can be usehl, as they help identify 
deviations from expected performance and hence the scope for improvement. 

Failures are deviations that we can measure, and provide the means to con- 
trol a process. Resnikoff ’ identified the significance of failures when he pre- 
sented his well-known conundrum. This is the fact that we require 
information about critical failures to identify the correct maintenance work, 
the purpose of which is to avoid the same failures. Hence with perfect mainte- 
nance, such critical failures will never take place, so we can never collect the 
relevant data! The inability to collect the data required for this purpose can 
stymie any organization attempting to go along the path of continuous 
improvement. 

4.5 CAPABILITY AND EXPECTATION 

Every component, equipment, or system has an intrinsic design capabil- 
ity.The bold line in Figure 4.2 shows this graphically. 

The demand or expected value may be below this level, shown by the 
dashed line in Figure 4.2. In this case there should be no problem meeting the 

Intrinsic design capability 

Time 
Figure 4.2 Normal relationship of demand to capability. 
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demand, However the expectation may be higher than the design capability, 
as shown by the dotted line in Figure 4.3. In this case, we cannot achieve the 
expected values on a long-term basis. No amount of maintenance can 
increase the capability of the equipment to produce continuously above the 
intrinsic design levels. 

lntrinsic design capability 

I F 

Figure 4.3 Demand exceeds capability. 
Time 

Designers tend to build in some ‘fat,’ stating a level of capability lower 
than the real value. This is partly due to the use of standard components, some 
of which are stronger than required, and partly due to built-in safety fac- 
tors. When we exploit this ‘fat,’ there is a temptation to think that we are able 
to exceed the design values continuously. The reality is that this capability 
was always there, but the designers informed us differently. 

Over time, the capability line will droop, due to fouling, wear, fatigue, or 
chemical attack.When this happens, some maintenance has to be done, to 
bring the capability up to the design level, as shown in Figure 4.4. 

The demand profile may be flat, or as is more common, fluctuating, with 
peaks and troughs. We cannot meet the expected demand when the two lines 
intersect, so we need to do some maintenance at this time. Alternatively, we 
can do the maintenance in anticipation of this situation as illustrated in 
Fig.4.5. 

The capability line will also exhibit some roughness. Thus there will be a 
spread or distribution of values, in the case both of the capability line and the 
demand line. These can be shown as bands of values as shown in Figure 4.6 
and its inset. Normally, with smooth demand and capability lines, there is a 
single point of failure, shown by point B in the inset. With both curves having 
a band of values the earliest point of intersection is point A and the latest point 
C. There is, therefore, a range of points of functional failure. This leads to 
uncertainty in determining it and the lowest value will normally be chosen, so 
that we are on the ‘safe side.’ 
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Figure 4.4 Maintenance to restore capability 

Maintenance action Maintenance action 
can be taken later must be taken sooner 

b 
Time 

Figure 4.5 Effect of demand fluctuations on maintenance timing. 

4.6 INCIPIENCY 

We mentioned incipiency briefly in section 4.1.5. Here we will examine the 
physical process in greater detail. 

At the level of the smallest replaceable component, we will deal with items 
such as light bulbs, ball bearings, or structural welds. Failure irzitiatioii is 
irsiially by,jatigue or dejormatiotz caused by tliermal or niechaiiical stress, or 
by chemical attack. The rate of progression of the failure mechanism is vari- 
able, in some cases rapid, in others quite slow. Let us examine one or two com- 
mon situations where we can observe the progress of the failure. 
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Figure 4.6 Effect of fluctuations in demand and capability 
on the timing of maintenance. 

The first example is of a road that has a small surface defect or unevenness 
caused by poor finishing. As vehicles pass over this unevenness, the tires 
enter the depression and then climb up to the original level. This causes an 
impact load on the road as well as on the vehicle suspension. The effect of this 
impact on the road is to damage it further, causing a deeper depression. The 
next truck gets a bigger bump, and causes even more damage to the road. If 
we do not carry out repairs, the depression eventually becomes a pothole, 
making it unsafe to drive on this section of the road. Figures 4.7 to 4.9 below 
illustrate the sequence of events. 

The time when we notice the initial defect is the start of the incipient fail- 
ure, denoted by point x at time ti in Fig.4.10 below. The droop of the curve 
shows the rate of growth of the pothole. At some point in time, this condition 



66 Effective Maintenance Management 

Figure 4.7 How road surfaces get damaged. 

Figure 4.8 Tires ‘drop’ into defect and climb. 

Figure 4.9 The ‘drop’ energy damages the road further. 

becomes unacceptable, as the road is no longer safe to use. This norm used to 
determine its acceptability is dependent on the operating context. The higher 
the speed of the vehicles and the greater their loading, the stricter are the 
acceptance standards. The dotted lines show the relative levels of acceptabil- 
ity, which are dependent on road speeds and loading. At the point of intersec- 
tion with the curve, indicated by the pointy at time ts, it is not safe to drive on 
the road any longer. In other words, it has failed. The time taken for the condi- 
tion to deterioratedfrorn x to y, that is, t f -  ti, is the incbiency interval. 
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I I 

Figure 4.10 Incipiency interval (q- ti) 

I 

ti Time tt 

The second example is of a welded structure, such as a pressure vessel or 
steel frame of a building. When originally fabricated, some minor cracks 
would have remained in the welds. At the time of construction, these cracks 
either escaped detection or were not serious enough to trace and repair. After 
commissioning the structure, these welds experience loads, which can fluctu- 
ate in magnitude, direction or both. When there are cracks in the welds, the 
effective cross sectional area is smaller, resulting in higher stresses. At the tip 
of the crack (refer to figure 4.11) the material can become plastic due to stress 
concentration.The most stressed part of the weld will yield, resulting in the 
crack propagating further. This raises the stress just beyond this point, ensur- 
ing the continuous propagation of the crack. In due course, the crack can 
grow to such an extent that the weld as a whole is no longer able to perform its 
function. 

Figure 4.11 Crack propagation in a weld. 

The incipiency interval may be very short, as in the case of light bulbs, or 
very long, as in the case of weld crack propagation. Alarge number of failures 
have incipiency intervals ranging from weeks to several months or 
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years. Bearing failures, general corrosion, and weld crack propagation are all 
examples of such failures. Nowlan and Heap2 refer to the point x in Figure 
4.10 as the point of potential failure, and the point y as the point of functional 
failure. Moubray’ refers to it as the P-F curve, where points P and F corre- 
spond to points x and y in Figure 4.10. The range of variance in incipiency is 
shown in figure 4.12. 

Time 
Figure 4.12 Examples of incipiency intervals. 

Even in the case of a single failure mode in a given operating context, the 
droop of the incipiency curve may vary. Thus, there is a range of incipiency 
intervals, as illustrated in Fig.4.13. This range introduces uncertainty in deter- 
mining the incipiency interval. 

c 

0 u 
9 Range of ~ 

deviation 7 

Time 

Figure 4.13 Variations in incipiency intervals 
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4.7 LIMITS TO THE APPLICATION OF CONDITION 
MONITORING 

When the incipiency is very short, the time available to plan or execute main- 
tenance action is also very small. In such cases, it is difficult to plan replace- 
ment before failure by monitoring the component’s condition. When 
incipiency intervals are in weeks, months, or years, condition monitoring is 
often an effective way to plan component replacement. Condition monitor- 
ing is feasible when it is possible to measure the change in performance, using 
human senses or instruments. It follows that we cannot monitor hidden or 
unrevealed failures. 

Proponents of condition-based maintenance are correct when they high- 
light their ability to predict failures. Any predictive capability enhances the 
decision making process. However they sometimes give the impression that 
condition monitoring systems will solve all our problems. We know that all 
failures do not lend themselves to condition monitoring. The failure must 
exhibit incipiency, it must be feasible to measure it, and the interval must be of 
reasonable duration. We must always ask the providers of condition monitor- 
ing services to demonstrate how they meet these requirements. 

4.8 AGE RELATED FAILURE DISTRIBUTION 

A system consists of many pieces of equipment, each of which has several 
components. Each component can fail in one or more ways. In Chapter 3, we 
looked at the six failure patterns identified by the Nowlan and Heap2 
team. You will recall that these failure patterns are plots of the hazard rates 
against time. The author obtained similar results in a study of failures in the 
offshore oil and gas industry. The experience of other industries is not avail- 
able in the public domain, but we can expect broadly similar results. 

Prior to the Nowlan and Heap study, the belief was that all failures fol- 
lowed the so-called bath-tub curve. Their results showed that this pattern was 
only applicable to 4% of all the failure modes. 

Fourteen percent showed a constant failure pattern, and if we ignore the 
failures that took place early in life, a further 75% also followed this pat- 
tern. The remaining 1 1 % (including 4% of the bath tub) of the failure modes 
exhibited a distinct relationship to age. Should we concern ourselves with 
this relatively small proportion of failures that exhibit an age-relationship? 

To answer this question, we need to know whether any of these failure 
modes could result in serious consequences. If so, they acquire a new level of 
respect. With a skewed distribution, a strategy based on an assumed constant 
failure pattern will not be satisfactory. Therefore, we cannot assume that all 
failures exhibit a constant hazard ratepattern, as long as any of the remaining 
11 % matteu: 
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4.9 SYSTEM LEVEL FAILURES 

When we assemble components to build equipment, each component fail- 
ure-mode affects the overall failure rate. These individual component fail- 
ure-modes may have exhibited a distinct age-related failure pattern. When 
any failure takes place, we replace the affected part with a new one. In an 
ideal case, we do not replace any of the other components at this point. The 
latter are at different stages of deterioration in their own life cycles. One of 
these will fail some time thereafter because it has reached the end of its 
life. We replace it and start a new cycle, while other components continue 
from their partly worn-out state.The result is that at the assembly level, the 
failures tend to follow the exponential distribution. 

The concept of Mean Time To Failures, or MTTF, is worth fbrther consid- 
eration at this point. As discussed in Chapter 3, the mean does not tell us 
much about the distribution. With a given sample, many of the failures could 
have taken place early or late in terms of age. In such a case, the use of the 
mean distorts the picture, because one may wrongly infer that the failures take 
place uniformly over the life. Hence, the use of MTTF without a full under- 
standing of the distribution may lead to inappropriate decisions. 

When the hazard rate is constant and the distribution is exponential, it is 
perfectly acceptable to use the MTTR At this point there is (approximately) a 
63% probability that the component has failed, and only a 37% probability of 
survival. In cases where the consequences of failure are high, we must do 
whatever we can to reduce or eliminate them. If the failure is evident and 
exhibits incipiency. for example, as in a ball bearing, we can take vibration or 
other condition monitoring action. If the failure is hidden, as for example, in a 
gas detector, we carry out a test, or a failure finding task. We must plan preven- 
tive maintenance action well before t = MTTF, because we cannot accept a 
37% probability of survival at the time of the test or repair. The lay person 
often thinks of the MTTF as the expected time of failure and, therefore, the 
maintenance interval, which is clearly not the case. 

4.10 HUMAN FAILURES 

Nearly three quarters of all accidents are due to the action (or inaction) of 
human beings. We cannot wish it away, as it is too large a contributor to 
ignore. Human beings are complex systems, with hundreds of failure 
modes. In the following discussion we will use the terms human error and 
human failure interchangeably. 

The causes of human error are many and varied. Lorenzo3 categorizes 
them as random, systematic, and sporadic. We can correct random errors by 
better training and supervision. A shift in performance in one direction indi- 
cates systematic variability. We can reduce these by providing a regular per- 
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formance feedback. Sporadic errors are the most difficult ones to predict or 
control. In this case, the person’s performance is fine for most of the time. A 
sudden distraction or loss of concentration results in sporadic error. 

There is an optimum level of stress at which human beings perform 
well, A certain level ofstress is necessavy to keep us alert, active, and expec- 
tant. We call this facilitative stress. Too high a stress level can be as a result 
of physical or psychological pressures. This may result in tiredness and lack 
of concentration. Too low a stress can be due to the work being repetitive, 
intellectually undemanding, or otherwise boring. During World War 11, the 
British Royal Navy noted that submarine lookouts became ineffective after 
about 30 minutes, as they could not remain alert, The lookouts knew that 
their own lives depended on their vigilance, so motivation was not an issue. 

Swain and Guttmann4 give the following examples of psychological 
stress: 

Suddenness of onset . Duration of stress 
Task speed . Task load 
High jeopardy risk 

0 Threats of failure, loss of job 
0 Monotonous, degrading, or meaningless work 
0 Conflicts of motives about job performance . Reinforcement absent or negative 

Sensory deprivation 
I Distractions such as noise, glare, flicker, color, or movement 
0 Inconsistent cueing 

Each person is slightly different and thrives under different levels of 
stress. However, a number of the stress factors affect many people in similar 
ways. 

In order to reduce human failures, we have to address the factors contribut- 
ing to stress. By doing so, we can produce the right environment for each per- 
son. In most cases, we will not be able to influence stress caused by domestic 
matters, so we will focus on those at work. Job enrichment deals with the 
elimination of boredom and unacceptably low stress levels. We can attribute 
the remaining problems to high stress at work. 

Control room operators perform critical functions. During plant upsets, 
startups, and shutdowns, their skills are in demand. We use alarms to catch 
their attention when things go wrong. Designers of control rooms have to 
take care to minimize the number of alarms they install. If too many alarms 
come on too quickly during a plant upset, operators can lose concentration and 
react incorrectly, thereby worsening the situation. In an article entitled ‘How 
Alarming!,’ Bransby and Jenkinson5 report the results of a survey. They stud- 
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ied 96 control room operators in 13 different plants in the U.K. Their find- 
ings, listed below, indicate that we have to devote more attention to this issue 
at the design stage. 

In an average shift, during steady operations, operators receive an alarm 
about every two minutes; 
Many of these are repeats of ones that occurred in the previous five min- 
utes; 
Operators stated that many of them were of little value to them, and that 
eliminating about 50% would have little or no effect; 
Following a plant disturbance, they estimated that there were about 90 
alarms in the first minute and seventy in the next ten minutes; 
About half the operators said that they felt forced to accept alarms during 
plant upsets, without reading or understanding them; 
During the survey, they observed one such plant upset. The operator did 
not make a full check of the alarms for about half an hour. This behaviour 
was consistent with that reported by the others in the survey. 

Since the purpose of the alarm is to alert the operator, these results indicate 
that the designers have failed in their objectives. The authors state that 
improvements are possible, and that a variety of tools are available. Some of 
the simpler ones include tuning-up limit values and dead-bands, and adjusting 
priorities. The use of logic to suppress some non-essential post-trip alarms is 
also possible. As an example, they state that a review of the alarms resulted in 
a 30% reduction in the number of alarms. 

One of the causes of human failures is tiredness, and this is often due to 
sleep deprivation. The human body operates with the help of a biological 
clock. Shift work can disturb normal (or circadian) sleep cycles. As a result, 
the reaction to stimuli can be slow. This can affect the ability of the operator 
to respond to a rapidly developing scenario. Night shift workers are more sus- 
ceptible to this problem than the rest, because of the disturbance to their circa- 
dian rhythm. While there is no direct cause and effect relationship 
established, we note that some of the worst industrial disasters including Piper 
Alpha, Bhopal, Chernobyl, Three-mile Island, and Exxon Valdez occurred in 
the silent hours. This does not automatically mean that it is unsafe to work at 
night. Night-shift workers have completed many millions of hours of work 
without any incidents. It is the combination of circumstances that matter, so 
one must view this in context. Since we cannot eliminate night shift work, 
especially in continuous process plants, we have to try to understand the risks, 
so that we can take suitable steps to minimize them. 

A factor affecting sleep cycles is the way we arrange shift pat- 
terns. Lardner and Miles6 have explained why some shift patterns are supe- 
rior to others from an ergonomic point of view. They propose a nine-day 
cycle, with 2 days each in the morning, afternoon, and night shifts, with a 
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3-day ‘weekend’ following the night shift. The ‘weekend’ may turn out to be 
in the middle of the week. They argue that this pattern is superior to the alter- 
native 28-day cycle, which is quite common. The 28-day cycle consists of 7 
night shifts and 7 evening shifts, followed by a 2 day ‘weekend’ after each 
block. This is followed by 7 morning shifts and a 3 day ‘weekend.’ 

Human errors occur due to a number of reasons, and lack of knowledge and 
experience are not necessarily the most common. Motivation and morale are 
often key issues to manage. Pride in work, a sense ofbeing wanted, and being 
treated fairly are all important considerations. We all want ‘user friendly’ 
software; similarly, staff want managers who are ‘people friendly.’ When 
this is so, we are likely to experience lower absenteeism or sickness, better 
participation in team effort and suggestion schemes, lower accident rates, and 
higher productivity. 

What makes human beings distinctly different from machines is their abil- 
ity to think, often in a very creative manner. Feelings and emotions change 
the way a person responds to identical stimuli over time, and makes it hard to 
predict behavior. We have provided a brief introduction to the subject in this 
chapter and readers can refer to Lorenzo’s excellent guide for a more detailed 
discussion. A check-list of potential causes of human errors is available in 
Appendix 4- 1. 

4.11 CHAPTER SUMMARY 

We began this chapter by defining failure in relation to the required perfor- 
mance standards. Failures can be critical, causing total loss of function, 
degraded where the loss is partial, or incipient where progressive deterioration 
has commenced, but will take some time before there is loss of function. We 
note the significance of the operating context, and how this explains why iden- 
tical items of equipment perform differently. We saw how failures them- 
selves provided a means of control on the process. 

Our next topic is the role of maintenance in achieving the desired equip- 
ment performance, as long as it is lower than its capability. We discussed 
incipiency, and its use in condition-based maintenance, using some common 
examples to illustrate the concepts. Thereafter, we discussed age-related 
failures. 

Finally, we looked at human errors, perhaps the most complex issue relat- 
ing to failures. We noted that there is an optimum level of stress required to 
keep human errors as low as possible. The work done by experts on sleep 
cycles shows us how they can affect the body’s natural rhythm. The experts 
state that some shift patterns are superior to others when planning 24-hour 
coverage for continuous process plants. 
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Feelings and emotions play a major role in affecting the way people react 
to situations. Therefore, managers have to focus on motivation and morale, 
which are key issues in minimizing human failures. 
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Appendix 

ERROR PRONE SITUATIONS 

I 

4-1, 

Reproduced courtesy of the American Petroleum Institute (see Reference 3 
above). 
A check-list of work situations that could lead to human errors is listed 
below, based on Lorenzo. 

incomplete, inadequate, out of date, or non-existent procedures 
poor or misleading instrumentation 
lack of competence and knowledge 
conflicting priorities, especially between safety and production 
poor labelling 
inadequate feedback 
non-enforcement of policies and procedures 
excessive spurious trips, causing protective instruments to be defeated 
poor communications 
unsatisfactory plant layout 
control systems that are over-sensitive 
mental overload during emergencies 
error prone situations, typically with excessive manual operations, inad- 
equate interlocks, or wrong use of interchangeable fittings 
improper tools and test equipment 
poor housekeeping 
excessive demand on operator vigilance 
software or control hardware faults 
poor ergonomics 
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CHAPTER 

5 Life Cycle Aspects of Risks in 
Process Plants 

Every process plant goes through its design, construction, commissioning, 
operating and decommissioning phases. In this book the term process plant 
covers any plant that uses the production or distribution process as defined in 
Chapter 1. It includes, for example, utility companies, paper and steel mills, 
and transport companies. As long as the product or service handled is physi- 
cal, the principles are applicable to all of these plants. We can minimize the 
risks associated with each of these phases when we know the contributing 
causes. In this chapter, we will focus our attention on these life cycle risks, 
and cover the following areas: 

a Quality of design and intrinsic reliability of the plant; 
0 Importance of simplicity in designs; 
0 Risks in the construction and commissioning phases; 
0 Design changes and the high level of associated risks; importance of 

c hange-management ; 
0 Maintenance cost-drivers; risks associated with unstructured cost reduc- 

tions; ways to reduce costs without losing control on safety and profitability; 
0 Process plant end-of-life activities and associated risks. 

Commissioning a new plant can be an exhilarating or frustrating experi- 
ence, depending on how well the designer has anticipated start-up problems, 
and whether the plant functions as required. It is not unusual to find a number 
of change requests being initiated during and shortly after commissioning the 
plant. If the change requests relate to the original finctional requirements, 
operability, or maintainability, they indicate deficiencies in the design.The 
number of such requests is one measure of the level of dissatisfaction. 

Other change requests relate to the desire to increase plant capacity. By 
operating new plants at design and higher-than-design throughputs, we can 
test them. Some equipment, piping, or logistics will stand out as bot- 
tle-necks. Lack ofbalance between the different parts of the plant is the cause 
of these bottle-necks. Change requests that relate to the removal of these bot- 
tle-necks are capacity-increase projects. This type of de-bottlenecking could 
lead to reliability problems. 

We cannot avoid some of this imbalance, for which there are several con- 
tributing factors. First, when the designer needs items such as a length of 
pipe, a centrihgal pump or a gas turbine, the vendors would offer it in a stan- 
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dard range of sizes. The designer does not have the choice of trimming the 
sizes. As long as the item on offer is close to the specifications and budget, it 
is acceptable. Hence the selected items are usually larger or stronger than 
required. Second, there is always a residual amount of uncertainty in any new 
design, in spite of all the analysis and expert inputs. The designer will build in 
some ‘fat’ to take care of these uncertainties. Third, there may be bonus or 
penalty clauses in the contracts to ensure that the plant design meets its h n c -  
tional requirements. Turnkey contracts often have such provisions. The cost 
of building in a little extra capacity is usually quite small in comparison to 
these bonuses and penalties. The designer avoids the penalties and adverse 
publicity by building in some over-capacity. Last, the designer uses redun- 
dancy to guarantee the reliability of the plant. Sometimes installed spare 
equipment is necessary for safe and reliable operation of the plant. However, 
in many cases, custom and practice dictate the decision-making process. The 
correct method is to carry out a risk analysis before choosing installed spare 
capacity. However company standards and codes of practice often mandate 
such practices. All of these factors contribute to over-capacity or fat in some 
parts of the plant. 

We often purchase oversized equipment without realizing that this is hap- 
pening. As an illustration, consider the selection of a centrifugal pump. The 
sequence of events is often along the following lines: 

1. 

2. 

3. 

4. 

5 .  

6. 

7 .  

The process designer calculates the discharge pressure required to 
overcome the back pressure at the rated flow, the available suction 
head, and the drop in the piping, valves, and fittings. This includes 
an allowance for uncertainty. 
The instrument designer adds the pressure drop across orifice plates 
and control valves, again including an element for uncertainty. 
The project engineer writes the requisition for the pump, and invites 
bids from vendors. 
The buyer’s equipment specialist looks at the pump selection charts 
among the offers received, and selects a suitable pump, usually the 
next size above the required capacity. The selection charts show the 
flow and pressure combinations that a given model can provide. 
In producing the selection charts, the vendor has allowed for some 
manufacturing deviations and de-rated the equipment slightly. This 
gives the vendor a comfort cushion to cater for uncertainty. 
As a result of all these allowances, the pump discharge pressure can 
be, say, 20-40% higher than required at rated flow. 
This additional pressure energy will be dissipated as heat, vibration, 
and noise in the control valve. 

Admittedly, there is some exaggeration in this example, but it is not far off 
the mark. If you take a walk in a chemical plant or petroleum refinery, you are 
likely to find some noisy control valves on pump discharge lines. The valve 
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body can be quite hot, and may even have blistered paint-work. Further 
examination will reveal that the pump’s discharge pressure is excessive, and 
that this additional energy is being dissipated in the control valve. Apart from 
the fact that energy is being wasted, the pump is also operating with a throttled 
discharge. This causes excessive wear, as the internal leakage past the wear 
rings will increase. The local flow rate inside the control valve can be very 
high, resulting in erosion of the trim. The probability of failure increases, 
both of the pump and the control valve. Due to the additional erosion inside 
the bodies, the physical damage to the internals is larger than otherwise. Thus 
the consequence of failure is also higher, as repair costs rise. Depending on 
the level of redundancy built-in, the loss of the pump could result in an imme- 
diate operational consequence. 

The risk of failure in such cases is, therefore, considerably higher than with 
a less conservative design. Unreliability and over-capacity are built in due to 
these provisions for uncertainty. In an extreme case, the higher failure rate 
can result in the system availability dropping to an unacceptable level, thereby 
defeating the design intent. Finally, the capital cost and the power consump- 
tion increase, so we end up losing on all fronts. This example illustrates the 
fact that conservative and ‘safe’ designs can result in increasing the risk to the 
owner. 

The issue of over-capacity is not as simple as it may appear at first sight. It 
depends on external constraints, and the designer’s skill. In most cases, 
over-capacity simply means additional capital and operating costs. It may 
also result in reduced overall reliability and availability, thereby reducing the 
plant’s profitability. 

5.1 DESIGN QUALITY 

A well-designed plant will have some distinct features, which include the 
following: 

0 The plant is able to produce products of the desired quality consistently; 
0 The rate of production is satisfactory; 
0 The production process is efficient; 
0 The plant is easy to operate; 
0 The plant is easy to maintain; . The plant is reliable. 

The first three points describe the aptness or functionality of the plant. In 
other words, the plant is capable of producing the required output, with the 
designed inputs of materials, energy, and human effort. However, it will be 
safe and profitable only if it meets the remaining three conditions. The expo- 
sure to safety or environmental incidents is higher in plants that are difficult to 
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operate. If this is so, operators will find work-around solutions to their prob- 
lems. Their make-shift efforts can lead to unwanted incidents as they do not 
have training or experience in design. Similarly, repair times will be exces- 
sive in plants that are difficult to maintain. This results in low availability of 
protective devices and production equipment, thereby adversely affecting 
safety and profitability. Unreliable plants suffer from frequent trips or break- 
downs, which result in production losses and additional work for the operators 
and maintainers. 

It is reasonable to expect that designers will strive hard to meet these six 
requirements, but they will not necessarily succeed all the time. Let us there- 
fore, examine why the design quality is less than optimal. These fall in one or 
more of the following categories: 

0 Insufficient information is available to the designer in respect of the 
required functionality; 

0 The design team is under severe resource and time pressure; 
0 The design team lacks the required knowledge, experience, and skills; 
0 The customer requirements have changed since the time the plant was 

conceived. 

A poor design will result in a problem plant throughout its life. Once the 
plant is in operation, the maintenance manager will try to find solutions, but 
these will generally be short term, low-cost fixes. Only a permanent solution 
that addresses the root causes will eliminate this problem. It is important to 
get the design right the first time, as the alternative is a potentially unsafe or 
undersized plant, perennially in trouble. In order to do so, it is a good practice 
to involve the relevant people in the organization, right from the inception of 
the project, The marketing, operations, and maintenance staff can provide the 
relevant inputs. 

5.1.1 Marketing inputs 
The inputs from the marketing experts will help define the product volume, 
growth rate, and the customer expectations in respect of quality and function- 
ality. In the case of some consumer-goods industries, the market may fluctu- 
ate considerably, making predictions of volume quite difficult. Competitors’ 
actions also influence the market and, in some cases, even the hnctional 
requirements can change over relatively short periods. Thus at the time of 
commissioning, the design may not meet the new functional requirements. In 
these cases, flexibility is essential in the design, that is, the capability to oper- 
ate at different production levels with acceptable efficiency levels. 

5.1.2 Operability 
Operations staff can provide information based on their past experience in 
running the plant. Using this information, the designer can design plants that 
are easy to commission, operate, and shutdown. Operators can help check 
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these features while it is still in its early stages of design. In order to shut 
down plants safely, the operators’ feedback can help identify special design 
features. Ergonomic considerations can play an important role in safe opera- 
tions. An operational review of the three-dimensional model of the plant will 
take this into account. The costs and impact on the schedules of the resulting 
design changes can be quite low. Operational staff exposed to the design at an 
early stage become familiar with the plant long before the date of commission- 
ing. This helps identify the gaps in their training and skills, which can be 
filled while the operators are still in their current jobs. Operator involvement 
can be a very motivating and satisfying experience. It will improve their pride 
and ownership of the plant. 

5.1.3 Maintainability 
The ability to restore a defective item ofplant quickly is a measure of its main- 
tainability. There are three issues to consider in the design in this context: 

0 It should be possible to locate the fault and identify the cause quickly; 
0 Access to the defective equipment or parts should be easy; 
0 Lifting gear, transport, and lay-down facilities must be available. 

Modern photo copiers illustrate the use of improved diagnostic aids, 
including self-diagnosis. These machines tell us how to trace and rectify the 
fault when it occurs. Access to most parts is by operating simple clamps, 
levers, or hand wheels. Older generation machines did not boast of such fea- 
tures, and the improvedmaintainability will be evident to those who have used 
both varieties. The former Procurement Executive of the Ministry of Defence 
in the United Kingdom has produced an excellent video called ‘Maintenance 
Matters’ on defense equipment maintainability. In one example in this video, 
they compare two designs of fighter aircraft. There is a black box for record- 
ing the relevant flight information, in both designs. A technician removes the 
unit after each flight to download the data. The black box is in a compartment 
accessible from the outside, as illustrated in Figures 5.1 and 5.2. 

In one design, the cover of the compartment is secured with about sev- 
enty fasteners.The fasteners have different types of heads. These include 
cross-head and high-torque screw heads as well as more conventional types, 
and with different sizes. As a result, the technician needs seven different 
tools to open the cover. Then he has to lift it out bodily and place it on the 
tarmac, before pulling out the black box. In the other design, the black box 
compartment cover is hinged along the top edge. It is secured by three tog- 
gle-clamps along the bottom edge. The technician can open the cover easily 
and quickly by operating the clamps. In the open position, the cover dou- 
bles as a rain protection. 

The difference in maintainability in the designs will be evident from these 
two figures. The second design enables rapid retrieval of the black box, and 
the time required to do the work is only a small fraction of that required ear- 
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Figure 5.1 Multiple screw fastening system. 

Figure 5.2 Hinged toggle-clamp system. 

Figures 5.1 and 5.2 are reproduced from the video ‘Maintenance Matters’, 
courtesy of the Ministry of Defence, United Kingdom. 

her. Through the lifetime of the aircraft, the maintainers will enjoy the bene- 
fits of the additional thought and attention given to the maintainability 
aspects. 

In the same video, they illustrate poor maintainability in another aircraft 
design. The example is about emergency batteries that need periodic servic- 
ing. In order to reach the batteries, the technician has to remove the ejection 
seat and the top of the instrument panel. Then he has to move the circuit 
breaker panel to one side, and remove a part of the rudder panel before reach- 
ing the batteries. Thereafter, the items have to be reinstalled in the reverse 
order. He does this work once in six weeks, so one can imagine his frustration 
and possible safety implications. 

In an offshore oil platform, the author inspected a diesel-engine driven 
hydraulic pump. This provided motive power to a hydraulic turbine that was 
used to start up a gas turbine. The hydraulic pump and engine were on a com- 
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pact skid, so tightly packed that it was very difficult to reach the instruments or 
critical engine parts. This remained a problem unit through its life. 

In contrast to the previous figures, the photograph in Figure 5.3 shows a 
control panel in a modern offshore Floating Production, Storage, and 
Offloading unit (FPSO). Note the compact fold-away design of the computer 
keyboard, which allows easy access to the printed circuit boards. 

Figure 5.3 Control panel door. 

The designer has to consider the range and volume of the anticipated main- 
tenance work. We require adequate workshop facilities and lay-down areas 
with cranes and other lifting gear. The anticipated workload and availability 
of third-party facilities will help specify the requirement of machine 
tools. The main criterion in defining the size and location of the warehouse is 
the ease and speed of retrieval of spare parts. Contractors and vendors may 
own and operate the workshop and warehouse, if that meets economic and 
strategic criteria. 

We can identify maintainability issues by reviewing the three-dimensional 
model of the plant. Maintainers are the best people to do this work, and they 
can suggest solutions as well. Software packages are available to simulate 
maintenance actions of male and female human models, if the three-dimen- 
sional model of the plant is available in electronic format. Using such pack- 
ages, one can easily identify access and handling problems. This type of 
study will help reduce unnecessary downtime and maintenance cost over the 
life time of the plant. By solving the problems before commencing fabrica- 
tion work, and avoiding needless change requests, we can save money and 



84 Effective Maintenance Management 

time. At the same time we can minimize the risks associated with their imple- 
mentation. 

Further discussion on this topic may be found in the book Systems Main- 
tainability’. 

5.1.4 Reliability 
We want reliable industrial equipment, and expect the vendor to build it into 
the design. As users, we do not generally give the vendor feedback on how 
well their equipment performs. Often there is no contact with a vendor and 
we make the first phone-call only when planning a major overhaul or after a 
catastrophic failure of the equipment. Vendors do not have access to opera- 
tional history, but we expect them to know everything about the reliability of 
their equipment. Not having a crystal-ball they have to make intelligent 
guesses based on the demand for spare parts and requests for service- engineer 
support. The limited exposure during major overhauls or serious breakdowns 
is not enough to judge operational performance adequately. Without proper 
failure histories, it is difficult for equipment vendors to improve their prod- 
ucts. Much of the fault lies with the user, but there is a lot more that vendors 
can do to gather failure data. Some vendors do manage to overcome these 
hurdles-but these cases are few and far between. 

Another problem is that buyers of capital goods often do not specify reli- 
ability parameters in their requisitions. There are many reasons why this 
occurs. First, the measurement of reliability performance has to stand up to 
contractual and legal scrutiny. Second, buyers have preferred suppliers, for 
sound business reasons. These reasons include the standardization of spare 
parts, and satisfaction with previous support and service. Competitive prices 
or quality considerations do not govern whom we buy from any more, since 
the overall economics depend on such preferences. A vendor who has made 
great strides in improving the reliability of the equipment may still lose out to 
the established vendor. Hence reliability performance is an important selling 
point the first time we purchase an item, but thereafter other criteria become 
significant. Third, the actual buyer is often the design and construction con- 
tractor, not the ultimate customer who owns the plant. If the owner does not 
specify a detailed list ofpreferred vendors, the contractor will choose the ven- 
dor based on their own experience with different vendors. Once the customer 
and the vendor have to deal through a contractor, the importance of the views 
of the customer diminishes. 

Contrast this situation with that of sellers of consumer goods and ser- 
vices. Amanufacturer of a consumer durable such as a washing machine or an 
automobile sells the product directly to an end user, as do service providers 
such as airline companies. Even though there may be agents and intennediar- 
ies who handle the actual transaction, the deal is clearly between the manufac- 
turer and the final customer. The marketing effort focuses on the end 
user. The two parties at the ends of the chain settle warranty or liability claims 
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between themselves, Reliability now becomes important, because the cus- 
tomer wants it and can influence the supplier. If the customers are unhappy 
with the product or service, they can take their business elsewhere. Thus, in 
the case of consumer goods, the manufacturer makes every effort to keep the 
customer happy by providing reliable goods and services. When there is a 
direct link between the manufacturer and the ultimate consumer, customer 
preferences on product or service reliability assert their importance. 

We noted earlier that some vendors find a way to collect failure history data 
in spite of the customer’s unwillingness to oblige. For example, some ven- 
dors provide service centers for carrying out repairs. As a result, they have 
access to operating history; therefore, failure data becomes available and they 
are in a strong position to make reliability improvements. In most cases, these 
vendors are dealing in consumer goods and services, but there are a few cases 
of vendors of industrial equipment providing similar services. 

A major manufacturer of printers has remained at the top of the market for a 
long time. Its products have a very good reputation. One of its customer ser- 
vice strategies is to provide convenient repair facilities for its units. One phone 
call gets you an agent to log your complaint. It offers a repaired unit to replace 
your machine or to repair it, if that is your preference. Then it transfers your call 
to a courier service that arranges to collect and deliver the units. There is no 
fuss, delay, or bureaucracy. The company retains customer loyalty, and should 
get excellent failure data from its service departments. 

Industrial equipment buyers can use simple measures of reliability, for 
example, by specifying minimum run lengths between overhauls. The API 
682 Standard-shaft sealing for centrifugal and rotary pumps-has taken a 
lead in this context. It states a design requirement of three years of uninter- 
rupted service, while complying with emission requirements. This means 
that we can build warranties into the contract, with penalties for poor reliabil- 
ity performance. Once the general population of buyers starts specifying 
such requirements in their purchase orders, the suppliers will find a way to 
gather failure data. 

A plant consists of many systems, sub-systems, and equipment 
items. From a reliability point of view, these may be in series, parallel, or 
some combination. In a series system, illustrated in Figure 5.4, failure of any 
one component will result in a system failure. For the system to work, all 
three components A, B, and C must work. In Boolean notation, we represent 
this by using AND gates to link the components. 

Let us use the example of an automobile to represent a complete plant. In 
order to function properly, its engine, transmission, steering, suspension, and 
safety systems must all be in good shape. We show these systems with the 
blocks in series, similar to that in Figure 5.4. If we make a simplifying 
assumption that each of the systems’ failures can be represented by an expo- 
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Figure 5.4 Reliability Block Diagram of a series system. 

nential distribution, the overall plant reliability is the product of the individual 
systems' reliability. 

Note that as the number of components in series rises, the system reliability 
falls. Figure 5.5 illustrates a system consisting of 20 components. For sim- 
plicity, we assume that each component has the same high level of reliability, 
ranging from 0.999 to 0.98. The corresponding system reliability is 0.98 in 
the best case and 0.667 in the worst case. 

Component 
reliability 

o'2 0 I 
0 5 10 15 20 25 

Number of components 

Figure 5.5 Effect of component reliability on system reliability. 

This is one reason why complex systems are sometimes unreliable. Even 
when the component parts are very reliable, the overall system reliability can 
become quite low. This is an important lesson for designers of protective sys- 
tems, which they use, for example, to safeguard critical equipment. 

However, some designers make these systems very complex. This can be 
non-productive and, in extreme cases, positively dangerous. When there are 
many series elements (in terms of the reliability block diagram), there is a 
steep fall in the system reliability. We cannot ignore the so-called KISS prin- 
ciple (keep it simple, stupid!). 
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Figure 5.6 shows a reliability block diagram with parallel elements. In this 
case, we need only one of the components to work for the system to be effec- 
tive. As long as Aor B or C works, the system will work. Examples of such an 
arrangement are fire detection systems with voting logic, and standby equip- 
ment in a one out of two (1 002) or two out of three (2003) or similar configura- 
tion. In Boolean notation, we represent this arrangement as elements 
connected by OR gates. 
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Figure 5.6 Reliability Block Diagram of parallel elements. 

The system reliability increases very rapidly with the level of redun- 
dancy. With a high level of redundancy, we can tolerate very low component 
reliability levels. Figure 5.7 illustrates this observation for components 
whose failures follow the exponential distribution. 

The reliability block diagram of an industrial plant can have a number of 
series-parallel combinations. The configuration reliability and capacity rat- 
ing of each of the blocks representing the individual systems will determine 
how effective the whole plant will be in meeting its hnctional objec- 
tives. Some systems will have a bigger impact in terms of loss of function and 
are, therefore, more critical than the others. 
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5.2 RISKS DURING CONSTRUCTION 

The construction phase of a project is a period of high activity, often carried 
out under severe time pressure. We require a large workforce to fabricate and 
erect the plant. An added complication occurs when workers and specialists 
come from different countries, perhaps speaking different languages. The 
fabrication and erection work require heavy duty machines such as cranes, 
concrete mixing plants, bulldozers, and trucks. Weather conditions can be 
variable and severe. During construction, the plant inspection may require 
radiography, and hydrostatic and electrical high-voltage testing, with the 
associated safety concerns. In addition to these technical hazards, there may 
some other hazards that can be equally demanding, for example, outbreaks of 
industrial unrest, illness, or food-poisoning, or interruptions in the cash 
flow. The construction manager faces some combination of these risks during 
this phase. 

A discussion about the risks of industrial action, public health, and cash 
flow is outside the scope of this book. The remaining risks in managing con- 
struction projects are similar to those encountered in process plant shutdowns, 
and are dealt with in Chapter 6. 

5.3 THE PRE-COMMISSIONING AND COMMISSIONING 
PHASES 

Prior to these phases of the project, the equipment is free of process materi- 
als. In a chemical process plant, the vessels, pipelines, and other equipment 
will be full of air or other non-corrosive fluids. A mechanical process plant 
will have coatings or other physical protection. There will be no electrical 
power supply to the plant, except that supplied for construction work. Thus 
the process itself is not a source of hazards. During the pre-commissioning of 
the plant, we prepare the equipment for service by internal cleaning, removal 
of preservatives, filling of lubricants, catalysts, and other chemicals. We also 
remove any mechanical locks, for example, those that vendors use to prevent 
movement of rotating elements. Some process plants need pre-heating or 
pre-cooling. We may use air or steam-blowing to clean equipment and pipe- 
lines internally. Some of these activities are themselves hazardous, but we 
can make suitable provisions to carry out the work safely. 

We introduce process fluids during the commissioning phase. These may 
interact with the internal environment with potentially hazardous conse- 
quences. Where relevant, we must provide an inert environment so that we 
minimize such hazards. We must follow the vendor’s start-up instructions 
closely in the case of complex mechanical equipment such as precision 
machine tools, heavy duty presses, large compressors, or turbines. It is 
advantageous to have the vendors’ commissioning engineers present when we 
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start such equipment for the first time. Their skills and experience will come 
in handy if we encounter unusual start up situations. 

5.4 PLANNING OF MAINTENANCE WORK 

Planning is the thought process to visualize the execution of the work. It takes 
place in the mind of the planner, who may use charts or other aids including 
computers, to do this work effectively. It is important to do this process as 
early in the design as is practicable. By doing so, the planner can ensure that 
the commissioning and startup activities are smooth, and that there is a 
bump-less transfer to the operating staff. Good maintenance planning, 
including the planning of spare parts, will go a long way in minimizing the 
risks in the operating phase. 

Various planning tools are available, and we will discuss some of them in 
Chapter 10. Of these, Reliability-Centered Maintenance (RCM) is particu- 
larly elegant. One ofthe spin-offs in doing an RCM analysis is that it will help 
identify the failure modes where redesign is the only option to mitigate the 
potential loss. What this means is that the intrinsic design reliability is unac- 
ceptable and needs improvement. For example, in order to improve the sys- 
tem reliability, it may be necessary to install standby equipment in a system 
where the RCM study identifies unacceptable downtime. The benefit of doing 
maintenance planning at an early stage of the design is that we can do these 
changes on-screen or on the drawing board, well before fabricating and erect- 
ing the plant.As a result, safety, operating costs, and production volumes will 
all improve. If we do not use RCM or similar analysis tool, such redesign 
requests will only surface a few months after startup, when improvements are 
more difficult to implement. 

5.5 THE OPERATIONAL PHASE 

This is the phase in which the process plant will be for most of its life and 
exposure to potentially hazardous events is high. Even if the process itself is 
benign, the long period of exposure may mean that untoward incidents could 
take place. If the process is intrinsically hazardous, the probability of such an 
incident taking place becomes even higher. Maintenance work accounts for 
35-45% of all the major injuries in the process industry. These happen during 
maintenance or as a result of wrongly executed maintenance2. 

5.5.1 Steady state operations 
Some processes are intrinsically steady. The raw materials and other inputs 
arrive in a nice orderly stream, the production levels are constant, and the fin- 
ished products leave the plant regularly. In such cases, the process fluctua- 
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tions are minimal, and we call it a tram-line operation. With such a process, it 
is possible to predict the performance parameters fairly accurately. Good pre- 
dictability will result in a high level of control. Such plants are likely to oper- 
ate with fewer untoward incidents than others that have wide fluctuations in 
the process. 

5.5.2 Competence and motivation 
The knowledge, experience, and motivation of the operators and maintainers 
contributes significantly to the safety and efficiency of the production pro- 
cess. It is important to ensure that the staff employed to operate and maintain 
the plant are competent. We can and should measure knowledge and skill lev- 
els. Motivation is a complex issue, and we will discuss this further in Chapter 
7. One has to work patiently and constantly to motivate staff. 

People lose skills that they do not practice regularly, and forget theoretical 
aspects. This may affect their competence adversely. From time to time, we 
introduce new technology in the plant, either in the process itself or in the sup- 
porting infrastructure. Software upgrades take place continuously and at rap- 
idly increasing frequency. High-performing companies carry out skills gap 
analysis and ensure that staff training fills the gaps. 

We require proper documentation, drawings, written procedures, and work 
instructions to guide the staff. We have to keep them current, by periodic 
reviews and updates. If an electronic document management system is in use, 
it will ensure that the staff are able to see the latest version at all times. This 
will minimize the probability of different staff using different versions of the 
same drawing or procedure. When different versions of a procedure are in 
use, the probability of an untoward incident increases. Readers who have 
investigated accidents or major equipment failures will recall such situa- 
tions. While carrying out a particular root cause analysis, the author found 
that there were three different versions of a steam-turbine start-up procedure 
in use. In this case, it was not the root cause ofthe failure, but the lack of con- 
trol of important procedures was symptomatic of weak management systems. 

5.6 MODIFICATIONS TO PLANT AND CHANGE CONTROL 

We design and build new plants to well understood and accepted stan- 
dards. Then we carry out various checks during the stages of construction to 
verify that the plant is safe to startup, operate, and shutdown. We carry out 
design reviews, hazard and operability studies (Hazops), and audits to verify 
the safety aspects ofthe design. It is, therefore, reasonable to assume that new 
plants are safe to operate. 

Once the plant gets over its teething problems and gets into steady state 
operation, there is a drive to improve the profitability of the plant. Operators 
initiate change requests either to correct errors in the original design, or to 
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de-bottleneck the plant. If we engineer these changes properly and think 
through the safety implications, there should be no problems in implementing 
them. In some organizations, proper change-control procedures may not be 
in place. Occasionally, there is a temptation to take short cuts to speed up the 
implementation. In other cases, operators may dream up temporary solutions 
to overcome pressing problems. The operators may not perceive their request 
to be a “change,” and they may not apply the relevant procedures. 

Asimple rule to observe is that a like-for-like replacement does not warrant 
the use of a change control procedure. If we alter the materials of construc- 
tion, physical location, or dimensions, move set points outside the design 
envelope, or rewrite software code lines, we must invoke change control pro- 
cedures. Similarly, a change in process fluid composition is also a plant 
change. 

Several industrial disasters have taken place due to use of inadequately 
engineered temporary solutions. One of the best known is the F l i x b ~ r o u g h ~ ’ ~  
disaster, which happened on June 1, 1974. We will describe the incident itself 
briefly to recapture the main points. 

In the first stage of the process used in the Flixborough plant, cyclohexane 
was oxidized at 8.8 kg/cm2 and 155°C. The reaction took place in six stain- 
less steel lined reactors connected in series. Each reactor was slightly lower 
than the previous one, by about 36 cm. Reactor No. 5 had leaked from a 1.8 m 
long crack some two months before the incident in question. In an attempt to 
continue production, the plant management decided to remove reactor No. 5 ,  
and connect reactors No. 4 and 6 directly. The difference in elevations meant 
that they had to offset the piping by about 36 cm, which was originally pro- 
vided by Reactor No. 5 .  The nozzles on the reactors were 28” in diameter, but 
only 20” piping material was available. The connection between each pair of 
reactors required bellows, to allow for thermal movement. When reactor No. 
5 was removed, the temporary piping (to connect reactors No. 4 and No. 6) had 
two bellows, one at each end, as sketched in Figure 5.8. 

Figure 5.8 Temporary piping arrangement. 
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On June 1, 1974, the commissioning of the plant was in progress. There 
were some problems during the startup. At 4:53 p.m., an explosion took 
place, demolishing a large part of the plant. Twenty-eight people died and 36 
people were injured. Fifty-three casualties were recorded outside the 
plant. An estimate of the size of the explosion was that it was equivalent to 15 
to 45 tons of TNT. The design of these bellows allowed for axial movement 
but not for large angular movements. The 36 cm offset between the nozzles on 
Reactors 4 and 6 meant that the bellows would be subjected to excessive angu- 
lar movement-, a fact not recognized in the design of the temporary piping. 

The official Court of Inquiry concluded that the disaster resulted from a 
failure of the 20" temporary line. The responsibility for the temporary design 
rested with the works engineer, but at that time the position was vacant. The 
plant services engineer, whose background was in electrical engineering filled 
the post temporarily. The Court of Inquiry observed that the incumbent was 
not qualified to coordinate the work of the engineering department. The 
design of the temporary line did not conform to the relevant standard (BS 
335 1 : 197 1) and the design guide of the bellows manufacturer. 

The Court identified several other management failures. These included, 
for example, storage of 5 1 times the licensed capacity of flammable materi- 
als. There was no change control procedure in place. The reporting relation- 
ship of the safety and training manager was not clear. The Court of Inquiry 
held that there were failures in management resulting in the lack of a safety 
culture in the plant. 

The lessons from Flixborough are clear; change control is important. In 
recent times, there is strong growth in the use of software in controlling the 
process. Software changes are considerably more difficult to validate and 
control. Use of object oriented software can simplify the validation process 
and is therefore worth considering up front. 

High performance companies conduct periodic external audits of their 
maintenance and engineering systems. These will help identify any lacuna in 
change control procedures, and such audits are therefore recommended. 

5.7 MAINTENANCE COSTS 

The ratio of maintenance cost to total operating expenditure (Opex) can be 
quite high, ranging from 10 to 40%. As a result, this item of expenditure 
attracts a great deal of attention. People do not always recognize the contribu- 
tion of maintenance in improving short term and long term profitability, but 
are invariably quite aware of its costs. The cost conscious plant manager 
needs a proper justification for the large sums used up in maintenance. The 
results of maintenance cost reductions take time to filter through, while the 
cost savings will be effective immediately. 
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A proper risk evaluation will identify whether doing maintenance has 
potential to improve safety or reduce production loss. The justification is by a 
cost-benefit evaluation. There are many reasons why maintenance managers 
do not produce such justifications. The unavailability of data, unfamiliarity 
with the methodology, and lack of time and resources are the most important 
reasons. 

5.7.1 
Let us now examine the impact of failure rates on Opex and revenue. We dis- 
cussed some of the theoretical aspects of failure in Chapter 4, and noted that 
failures can be incipient, degraded, or critical. Since incipient failures exhibit 
symptoms of impending damage, we can plan and execute maintenance work 
so as to minimize loss of production. In this case, the adverse impact on prof- 
its is minimal. Degraded failures can result in reduced safety protection or a 
slow-down in production. It is possible to recover some or all of production 
losses by boosting production on completion of the repair. Usually, we can 
tackle degraded failures some time after detection, so this provides time to 
plan the work. Critical failures cause an immediate loss of function. Break- 
downs and trips of critical items need immediate attention, as these failures 
may cause loss of integrity or production capacity. There is a penalty in terms 
of potential lost revenue or integrity. Failures result in direct maintenance 
costs, as well as loss of income during the period the equipment is unavail- 
able. With high failure rates, the penalties become larger. The reduction of 
failure rates to the technical limit, namely the intrinsic or design levels, is 
therefore the best way to minimize these penalties. 

Failure rates and their impact 

5.7.2 Maintenance cost drivers-normal operations 
Process plants need maintenance during normal operation, with associated 
costs. Maintenance costs are those relating to inputs such as materials, labor, 
energy, and supervision. We enter these costs into accounting systems, and 
often these are the only metrics available for control. If we delay maintenance 
work unduly, excessive damage may occur. For example, condition monitor- 
ing trends may indicate an incipient bearing failure. If we delay the repair to 
accommodate production pressures, it may result in the destruction of the 
bearing. In the worst case, it could even seize onto the shaft. This results in 
an increase in material and labor costs and extends the duration. Clearly the 
real cost driver is the delay, but this will not be evident from an examination of 
the cost records. 

Similarly, poor operating practices can lead to avoidable failures. Some 
machines, such as steam or gas turbines, need a controlled rate of rise in 
speed. In the case of some pump seal designs, we need to balance the pressure 
in the seal chambers. In other cases, gas pockets in stuffing boxes require 
venting. The vendor manuals will state all these steps clearly, but people do 
not always read or observe them. 
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There are a number of reasons for poor operating practices. These include 
lack of ownership, time pressures, lack of training or motivation, and previous 
success in taking short cuts. We cannot find evidence of poor operating prac- 
tices easily, especially when the events take place in the silent hours. On the 
other hand, if operators have ownership and pride in their work, they will take 
care to start-up and shut-down equipment in accordance with the vendor's 
instructions. They will also report deviations and errors, whether it is their 
own or that of others. 

The quality of previously completed maintenance work affects the failure 
rate, as well as the ease with which we can carry out subsequent repairs. The 
skill, pride in work, data, tools, facilities, and the time pressures under which 
the technician has to work are important contributing factors. A technician 
who assembles a pair of flanges without lubricating the bolts creates a prob- 
lem for the person who has to work on the same flanges later. Maintenance 
managers who concentrate on cost or productivity alone, may involuntarily 
encourage poor work practices. Good quality work may cost more initially, 
but will pay for itself over the life cycle. 

There is an inherent failure rate associated with every piece of equip- 
ment. This relates to the design and construction quality, and how close the 
operating conditions are to the design envelope. Poor operating and mainte- 
nance practices make the actual failure rate worse than that built-in by virtue 
of the design quality. The difference in intrinsic and actual failure rates can be 
quite large, sometimes as much as ten times the ideal level. This gap offers the 
greatest potential for improving maintenance performance, and the first step is 
to measure and monitor failure rates. 

In order to reduce the consequences of failures, we can adopt various main- 
tenance strategies. Time or condition-based maintenance depends on the abil- 
ity to carry out maintenance some time before the functional failure 
occurs. There is a penalty incurred, as in some cases parts will be replaced 
prematurely and their residual life lost. If the maintenance intervals are too 
short, we will incur additional costs or penalties. The issue is how well we are 
able to predict the timing of functional failure and that failures that do take 
place are analyzed, and causes established. 

We incur maintenance costs when we execute planned work or when trips 
and breakdowns take place. The inherent failure rates, the quality of opera- 
tions and maintenance, and the ability to predict functional failures determine 
the activity level. The efficiency with which we carry out this activity deter- 
mines the cost. One factor affecting the efficiency is the productivity of the 
workforce and often this is the only one addressed. Improving work quality 
offers the greatest rewards, so this should always take precedence over efforts 
to improve the speed or productivity. Quite often, the actions point in the 
opposite direction, namely to reduce costs without an effort to monitor qual- 
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ity. The correct solution is to eliminate or reduce the work itself before 
attempting to do it more eflciently. 

Nevertheless, productivity is an important issue to address. There are a 
number of reasons for low productivity, mostly caused by delays, rather than 
slow speed of work. Delays may be due to: 

single-skilled technicians 
policies and procedures 
low morale and motivation 
non-availability of parts, drawings, procedures, or instructions on time 

Craft flexibility requires technicians to have one primary skill and one or more 
secondary skills. Waiting times can be reduced and productivity as well as job 
satisfaction can be improved significantly. 

Management does not always realize that they may have policies or infra- 
structure in place that lowers productivity. Sometimes, permit-to-work proce- 
dures that are in place cause delays without adding to safety at work. Or the 
timing of breaks during the day may reduce work periods excessively. Some- 
times reward systems do not support the drive to improve operational reliabil- 
ity. For example, elimination of trips and increase in run-lengths which should 
be rewarded may be ignored, while reduction ofbacklog may be recognized. 

5.7.3 Maintenance cost drivers - shutdowns (turnarounds) 
In Chapter 6, we will examine the way in which we determine shutdown inter- 
vals. We execute a very large proportion of planned maintenance work dur- 
ing shutdowns. These shutdowns also contribute to a significant proportion 
of the downtime. Reducing the frequency and duration of the shutdowns is an 
effective way to reduce maintenance costs over the life cycle of the plant. 

However, longer intervals between shutdowns can result in more in-ser- 
vice failures, resulting in increased downtime. Hence a balance has to be 
struck and the optimum interval determined for each plant. 

Maintenance work that cannot be carried out during normal operations, for 
reasons of safety, feasibility or economics, is done during periodic shutdowns of 
the plant. These shutdowns can be very expensive, often as much as two to five 
times the annual normal maintenance costs. In order to get an appreciation ofthe 
impact of shutdown intervals, consider the following example computation, 
based on an assumed set of costs. All figures are in millions of U.S. dollars. 

a. Annual normal maintenance costs 15 
b. Cost of shutdown carried out every two years 25 
c. Cost of shutdown carried out every three years 30* 
d. Cost of shutdown carried out every four years 38* 

*Note: Increase in costs are due to larger scope of work, and includes costs of 
additional short intermediate shutdowns to cater for more equipment break- 
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downs during the larger intervals. In practice, work scope and costs do not 
increase in direct proportion to the extension in intervals. 

In each of these cases, the annualized maintenance cost will be, 
i. For 2-yearly intervals., annualized cost = 15 + 25/2 = 27.5 
ii. For 3-yearly intervals., annualized cost = 15 + 3013 = 25 
111. For 4-yearly intervals., annualized cost = 15 + 3814 = 24.5 ... 

Shutdowns keep the plant idle for long durations, often accounting for 
2-5% of annualized planned unavailability. The resulting lost production 
value can be very high, so we must make every effort to reduce this downtime 
to the extent possible. Can we extend intervals indefinitely? This is not possi- 
ble for the following reasons. 
1. The inspection interval of certain equipment is specified by national or 

state law. 
2. As intervals increase, more breakdowns can occur. In chapter 10, we dis- 

cuss methods to improve operational reliability, and thus reduce number 
of trips and breakdowns. However, there is a physical limit to these 
improvements. At some point, the downtime and cost of the additional 
breakdowns will be more than the gain due to the increased intervals. 
Each plant will thus have an optimum shutdown interval. We have to 
actively seek out this optimum and not accept the status quo. 

In a similar manner, reducing shutdown durations increases uptime and often, 
but not always, reduces shutdown costs. Arbitrary reductions in durations are 
counter-productive. Reducing workloads, using better technology and tools, 
and improving staff motivation are the best ways to decrease durations. As 
examples of activities that can help reduce duration, we could, 
a. Reduce shutdown work scope by doing as much maintenance as possible dur- 

ing normal operation, as long as it can be done safely and economically. 
b. Do on-stream inspections to gather as much knowledge about the state of 

the plant. This will reduce surprises during the shutdown. 
c. Use any opportunity that presents itself, e.g., an extended trip, to carry out 

work that will reduce the plant unreliability and/or eliminate shutdown 
work. This requires a planning system that anticipates and prepares for 
such opportunities. 

The best time to collect data to help improve the frequency and duration of 
hture shutdowns is while a shutdown is in progress. This is when we get to see 
all parts of the plant which are inaccessible during normal operations. For 
example, we can record the severity of fouling in e.g., furnace tubes and relate 
it to operating conditions in the previous interval. With this information and 
the knowledge of future operating conditions, we can predict when the fouling 
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of furnace tubes will become unacceptable. Such data gathering is preferable 
to using arbitrarily determined timings. 

5.7.4 Breakdowns and Trips 
Unreliable equipment and systems result in breakdowns and trips. They 
reduce availability and are expensive. Such events can rapidly escalate out of 
control. In starting a reliability improvement program, investigation of plant 
(or critical system or equipment) trips should be high on the list of actions. 

The complexity of the protective systems can be a major source of spurious 
trips, so if the design is poor, such trips will plague the plant all the time. In 
chapter 8, we describe the Milford-Haven Refinery explosion. The investiga- 
tion by the regulator, the Health and Safety Executive, resulted in a drive to 
reduce instrumentation complexity across the industry. This was aimed at 
minimizing spurious trips. 

5.8 END OF LIFE ACTIVITIES 

All plants have a given design life. However, by partial replacement of parts 
of the plant that have become inefficient or technologically obsolete, we can 
extend the life of the plant as a whole, sometimes indefinitely. There are 
exceptions, as in the case of nuclear power reactors, mines, or hydrocarbon 
reservoirs. In all these cases, there is a definite end of life, even though it 
might be considerably later than that expected originally. 

We have to close down these facilities safely, and in an environmentally 
acceptable manner. Surplus materials need removal, and we have to restore the 
site to its original state. The risks involved in this phase are similar to those in 
the construction and operating phases. Environmental clean-ups pose addi- 
tional problems, and pressure groups are likely to try to influence the out- 
come. The additional risks relate to perceptions, or what the public believes 
exists. It is not enough in these circumstances to produce quantified risk assess- 
ment study reports, as these do not address the problem of perceptions. Open- 
ness, transparency, and public consultation are often necessary. In Chapter 7 ,  
we will discuss the apparent dichotomy between perceptions and reality, and 
why decision-making does not always seem logical. 

5.9 CHAPTER SUMMARY 

In this chapter, we examined the risks associated with the various phases in the 
life of aprocess plant. The knowledge should help us in improving the way in 
which we address these risks. 
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The quality of design affects the intrinsic reliability of the plant over its 
entire life. Management must focus its attention on getting the design right, 
and ensure that consultations with key players take place. We highlighted the 
importance of keeping the design as simple as possible by examining the 
impact of complexity on system reliability. The construction and commis- 
sioning phases are periods of high activity and high exposure. In order to 
ensure that we anticipate and address these risks, careful planning and prepa- 
ration are necessary. 

In the operational phase, changes in design pose the greatest risks. The 
changes may be to correct design deficiencies, to increase plant capacity, reli- 
ability or maintainability, or to adapt the facilities to suit changing market 
requirements. We have to minimize the risk of safety, environmental, and pro- 
duction loss incidents, and need to manage change properly. Maintenance 
costs are under attack, and rightly so, since they form a significant proportion of 
the operating costs. If we are to reduce the risk of the baby being thrown out 
with the bath-water, we need an understanding of maintenance cost-drivers. 

Finally, we reviewed process plant end-of-life activities.The associated 
risks are similar to those in the construction phase. Additionally, they carry a 
significant risk in the area of public relations. 
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‘ 7  Facets of Risk 

Risk is a much misunderstood and sometimes misused word. This is not sur- 
prising; in its common usage in English, it can also mean chance or gam- 
ble. In insurance and financial circles, the word describes an asset, aperson or 
financial instrument. The meaning of the word can therefore change with the 
context, and with the background of the people using the word. 

In this chapter we will examine risk in its sense of loss of life, property or 
production capability. Whether we realize it or not, we make decisions based 
on our evaluation of the risks. It is therefore useful to examine and understand 
the facets of risk and we will cover the following: 

Our perception of risk affects the way we make decisions, so it will be use- 
ful to understand the relevant issues; 
In a quantitative sense, risk has two distinct elements: the probability or fre- 
quency and the consequence or severity of the event; 
The exposure or demand rate affects the required performance level. If one 
can reduce the demand rate, one can lower the acceptance standards with- 
out affecting the level of risk. 

7.1 UNDERSTANDING RISK 

The dictionary definition of risk is 

1. 

2. 

Risk: the possibility of incurring misfortune or loss.. . danger; gamble, 
peril, hazard. 
To take a risk: to proceed, . . without regard to the possibility of dan- 
ger.. . . 
Collins Dictionary and Thesaurus, Harper Collins Publishers 

Note that the stress is on the possibility of occurrence of events. In 
day-to-day use, the term riskis used in the sense ofprobability of the event. 

Strictly speaking, the probability of occurrence of an event is only one ele- 
ment of risk. The consequence of the event is just as important in evaluating 
risk. 

The word risk has a negative connotation; you do not often hear of the risk 
of winning the jackpot, while you may run the risk of failing an examina- 
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tion. In the previous sentence, you would have noted that we used the word 
risk in the sense of chance or probability. 

Risk has two aspects. The quantitative (or normative) aspect can be calcu- 
lated if we know the probability and consequence of an event. The qualitative 
(or descriptive) aspect relates to people’s perception and depends on the emo- 
tional state and feelings. Both aspects of risk are important, but their relative 
importance can differ from case to case. Engineers, physical scientists, and 
mathematically-oriented people tend to have a bias towards the quantitative 
aspects. Psychologists and the lay public are more likely to emphasize the 
qualitative aspects. We need to understand the process by which the custom- 
ers make decisions; therefore, their orientation or attitudes have a bearing on 
this matter. If you are to sell your point of view, you must prepare and present 
your case to suit the target audience’s perceptions and decision-making rules. 

7.2 DESCRIPTIVE OR QUALITATIVE RISK 

People make decisions, consciously or not, on their evaluation of risks. Per- 
ceptions play a large part in this process. It will be useful to explore some of 
the factors that influence it. 

7.2.1 Framing effects 
A number of factors influence the perception of risk. People exhibit a risk 
averse attitude, when they see the end objective as a gain, and show a marked 
preference towards a sure smaller gain to a less probable but larger gain.Faced 
with a situation where there is a 50% chance of gaining $100, or a sure gain of 
$50, most people will go for the second option. We can compute the expected 
or risked value of the gain by multiplying the probability of the gain by its 
numerical value, and this is the same in both cases. Ifwe now reduce the value 
of the $50 option to say, $45 or even $40, will the decision change? Field 
experiments show that while a few people will change their minds, most peo- 
ple will still go for the sure gain. True gamblers do not depend on just one 
deal, but maximize their winnings over many deals. As long as their overall 
winnings are greater than their losses, they are safe. On average, they will 
always gain by maximizing the risked gain. The $100 option has a better 
risked value once the alternative falls below $50, so their decision will change 
accordingly. 

People exhibit the opposite phenomenon when the object is the avoidance 
of a loss. Here they tend to be risk seeking. Ifthere is a 50% chance of losing 
$100 against a sure loss of $50, most people will opt for the first option. Here 
too, the expected or risked value of the loss is the same. In this case, they pre- 
fer probable high loss to a sure low loss. As before, we can check the sensitiv- 
ity ofthe decisions to changes by reducing the value of the sure loss to say, $45 
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or $40. Afew will change theirminds, but the majority ofpeople will still pre- 
fer the $100 option. 

These examples illustrate the so-called framing effect'. Researchers have 
obtained similar results in experiments where the loss is in terms of human 
lives2. Depending on how the researcher described the outcome of the treat- 
ment, either as mortality (probability of death), or as survival rates (probabil- 
ity of living), even experienced physicians made significantly different 
decisions. They also exhibit the same risk seeking or risk averse choices as 
discussed earlier in the case of gambling3. 

When people look at outcomes, losses appear larger than corresponding 
gains . Consider the following proposition. You have $1000 to invest, and 
there is an immediate opportunity available. Shares in a new software com- 
pany are on offer, but as you know, these are volatile. The prices may double 
or halve within a short time from floatation, depending on how well the market 
perceives the product release. So your investment will be worth $2000 or 
$500, depending on the outcome. If the experts estimate that chance of either 
event taking place is 50%, how do you decide? If we offer the choice to a 
sample of the population, many of them are likely to reject the opportunity 
altogether. As a risked value, the gain is twice as good as the loss, but the 
potential loss seems much larger than the gain. The opposite phenomenon 
occurs when the investment is tiny and the potential gains are enor- 
mous. These gains appear worthwhile even when the chances of winning 
them are negligible, or even close to zero. Lotteries operate on this principle, 
taking small sums from millions of people, and giving a few winners very 
large prizes. The lottery operator can never lose, as long as there are sufficient 
buyers of tickets with the dream of winning the jackpot. In this case, the 
investment appears smaller than it is, while the size of the prize hides the fact 
that the probability of winning it is negligible. Statistically, no single individ- 
ual has any reasonable chance of winning the jackpot. However, all the play- 
ers believe that these chances apply to others, and not themselves. 

4 

7.2.2 The influence of choice 
The addition of choice can alter decisions, and may reinforce or reject the ear- 
lier selections. Thus an additional option can lead to a deferral of the decision, 
or in other cases, more emphatically confirm the earlier decision. Tversky and 
ShafirSconducted a number of field experiments to examine this effect. The 
experiments are along the following lines. 

You want to buy an item, but have not chosen the model or make.There is a 
sale of one model at a large discount, in a downtown shop. If the item on offer 
meets your important requirements, in most cases you will decide to buy it 
quite quickly. However, if a costlier alternative is available, and perceived to 
be good value for money, you are likely to wait to gather more data before 
deciding at all. If the customers perceive the alternative to be inferior, it rein- 
forces their earlier decision.In many cases, the addition of choice simply 
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delays the decision making. It is not because the decision makers have not 
chosen to do so, but because they have chosen not to do so now. Tversky and 
Shafi3 have discussed the descriptive aspects of risk in relation to decision 
making in detail, and they provide experimental evidence in support of their 
arguments. 

Redelmeier and Shafir6 note a similar situation, in an experiment with a 
group of physicians. They presented the physicians with a hypothetical case 
of a patient with a certain painful hip condition. They asked half the group of 
physicians what they would do when one effective drug was available to 
relieve the pain. In this case, 47 percent of the physicians in the set elected to 
prescribe the drug. They asked the other half of the group the same question, 
but this time another equally effective drug was available to relieve the 
pain. As an unbiased observer, one might expect that all or at least a large per- 
centage of the second set of physicians would prescribe one of the two 
drugs. They now had an alternative if they did not favor the first drug. How- 
ever, only 28 percent ofthe second set ofphysicians decided to administer any 
drug at all. The reality is the exact opposite of the expectation, and demon- 
strates the influence of choice on decision making. Clearly, choice itselfis a 
criticalparameter; and has a strong influence on the timing of decisions, often 
resulting in their being postponed. 

7.2.3 Control of situation 
The Department of Transport in the U.K. published the following statistics’ 
for the period 1986-1990. The figures show the number of deaths per 
1,000,000,000 kilometers traveled. 

passengers on scheduled UK airlines 0.23 

4.4 
two-wheeled motor vehicle drivers/passengers 104 

railway passengers 1.1 
car and taxi drivers and passengers 

These statistics indicate that driving is an order of magnitude more hazard- 
ous than flying. Yet many of us would not hesitate to drive a long distance, 
even when flying is a viable option. There is almost an implicit faith that the 
statistics of bad outcomes relate to other people and not ourselves. As a fur- 
ther example, note that we would be willing to take risks with our own lives 
engaging in activities, such as para-gliding or bungee jumping. If our chil- 
dren wished to engage in these activities, we may be less comfortable. 

People do not decide using facts alone, and numbers by themselves do not 
always convince them. They know that the statistics presented are often not 
relevant, so they do not pay attention to them. Just because the vast majority 
of people die in bed, it does not mean they should not go to bed! 
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7.2.4 Delayed effects on health 
Fear of the unknown has a strong influence on decisions, especially in matters 
that may have a delayed or long-term effect on health. The introduction of the 
drug Thalidomide for use by pregnant women resulted in the birth of many 
deformed and disabled children. Many were born without one or more 
limbs. This caused a lasting dread of all drugs, and distrust in the people who 
released them. The public now requires a much higher level of proof from the 
scientific community before they are willing to accept any new drugs. Drug 
companies now have to carry out extensive trials before they release new 
drugs. 

7.2.5 Voluntary risks 
People willingly accept high risk activities such as smoking or rock-climbing, 
since they make the decision themselves freely. Participating in high-risk 
sports is another example of voluntary action. The pleasure that such activi- 
ties bring is apparently adequate compensation for the potential pain they may 
bring. If people believe that others are imposing the risk on them, this can 
prove unacceptable. Health risks at the workplace or in public places such as 
airport terminal buildings fall in this category. When people see work as a 
chore or something to endure, rather than a pleasurable activity, they object to 
these imposed risks. There may be a lesson here; if we see work as a pleasur- 
able activity, more of the risks may become acceptable. 

7.2.6 
A single volcanic eruption or forest fire may cause significant pollution with 
respect to greenhouse gases. The forest fires in Indonesia in the summer of 
1997 darkened the skies in Malaysia, Singapore, and Indonesia for days on 
end. People suffered severe health problems throughout the region. One 
large plane crashed in Indonesia as a result of the smoke and poor visibility. 
Human activity initiated the fires, but it was the lack of seasonal rain that 
caused their rapid spread. In turn, they blamed El Niiio for the change in 
weather patterns. As a result, they treated the whole sequence of events as a 
natural disaster. The public takes such natural events in stride, even though 
the effects may be one or more orders of magnitude greater than say, the emis- 
sions from industrial activity. As a second example, consider the effect of 
radioactive emissions. Granite houses can sometimes have radio activity lev- 
els much higher than the natural or background level. Thus, people living 
near a nuclear reprocessing facility may have a lower exposure to radiation 
than those who live in granite houses. Yet the former feel far more exposed 
than the latter. Newspapers can improve their circulation with a story about 
radio active leaks from a nuclear reprocessing facility. It is difficult to raise 
the circulation with a story on the hazards of living in granite houses! 

Risks posed by natural phenomena 
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7.2.7 Subjectivity 
In the United States, the American League of Women Voters, as well as col- 
lege students, rate nuclear power as the number 1 risk to society. Experts rate 
it way below, at number 20. Motor vehicles rank number 1 with experts, num- 
ber 2 with the women voters, but only number 5 with college students. Police 
work ranks a high 17 with experts, but the other two groups think it is only the 
8th worst. The table8 of risk perceptions makes fascinating reading. It illus- 
trates how our personal beliefs or bias affects our perception of risk. 

7.2.8 Morality 
Fatalities associated with vehicle accidents are much more than deaths due to 
murders. Should the police concentrate on dangerous drivers or in nabbing 
suspected murderers? The first course would probably save more lives, but 
this policy would be socially unacceptable. The fact that one set of deaths is 
not intentional reduces their emotional severity. Issues of morality come into 
play in different ways, and influence the way we deal with them. 

7.2.9 Dreaded consequences 
The public outcry in Europe over bovine spongiform encephalopathy (BSE), 
or mad-cow disease in Great Britain in 1996-97, had a lot to do with its possi- 
ble link to the human equivalent CJD or Creutzfeldt-Jakob disease. The main 
driver was that CJD had no known cure. Heart disease kills many more peo- 
ple than cancer, but usually it does not expose the patient to as much suffer- 
ing. If detected in time, one can deal with heart disease and, in many cases, 
limit the damage. One cannot detect some cancers in their early 
stages. Beyond a certain stage, these cancers are terminal. 

The public believed that nuclear power was extremely dangerous, as a 
result of the Three Mile Island nuclear power plant incident in Harrisburg, 
Pennsylvania, in 1979. People in the USA began to expect a doomsday sce- 
nario with nuclear power. The Chernobyl disaster took place in 1986, result- 
ing in the death of about 300 people, and the contamination of over a million 
people. This further reinforced their fears, and the industry is in serious diffi- 
culty in the USA. 

7.3 FACTORS INFLUENCING DECISION-MAKING 

These are some of the reasons why people decide the way they do. Our deci- 
sions may appear illogical to others who have a different set of values. The 
underlying reasoning does not follow a simple structure, and so conventional 
logical analysis is not always the answer. There is no simple right or wrong 
way, and it is important that we understand that such a decision-making pro- 
cess is normal. The most rational and logical amongst us still decides under 
the influence of some of these factors. We may, for example, still buy a car 
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based on the smell of the seat leather. When people fall in love, do they use 
logic to decide? 

When we encounter resistance to change from those who will benefit from 
a reduction in their own risk, we may conclude that they are illogical. The 
reality lies in our own poor marketing technique-our reasoning may not have 
appealed to the perceptions of the people involved. Implementation of 
change needs careful consideration of perceptions, or it will not succeed. 

Slovic' and his team explained why people resist change, using their factor 
space theory. Dread and fear of the unknown are two of these factors that rank 
high in their evaluation. Using these two factors along the X and Y axes 
respectively, they plotted the response of people to questions relating to about 
90 hazards. These included, for example, sporting and recreational activi- 
ties, household appliances, hallucinogenic drugs, medicinal drugs, DNA 
research, nuclear power, satellites, nerve gas, solar power, and jumbo 
jets. Surprisingly, a number of relatively hazardous sports such as mountain 
climbing and down-hill skiing rank low along both axes. Nuclear power and 
nerve gas rank high on the dread scale, but the former also ranks high on the 
unknown risk scale. The injury and fatality statistics may not match these 
perceptions, but this is how the participants in the study perceived these 
risks. Whether we agree with them or not, people will continue to make deci- 
sions based on such perceptions, and no amount of statistics will help change 
their mind. l fwe  are selling a service orproduct, or trying topersuadepeople 
to behave differently, we must remember that our story line must appeal to 
their perceptions. Unless we do so, there will be no sale! 

7.4 THE QUANTITATIVE ASPECTS OF RISK 

Let us now examine the second aspect of risk. This is its quantitative aspect, 
which we define as follows. 

Risk = Probability x Consequence, or alternately, 
Risk = Frequency x Severity 

We calculate the risk using the estimated or measured value of the two 
parameters in the equation, as there is no absolute measure. The units are in 
terms of money, loss of life, ecological or environmental damage. 

7.4.1 Failure 
Failure is the inability of a process plant, system, or equipment to function as 
desired. Thus, when there is a failure, we cannot produce widgets or serve 
customers. Similarly, when traffic jams take place, there is a system fail- 
ure. In other words, performance will drop to a level below predetermined 
acceptance standards. Every process is a susceptible to failure. In Chapter 4, 
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we observed that minor failures can be quite useful, because they give us the 
method to control the process. 

If the minor failures occur very frequently however, there is a chance that 
some of them may escalate to a higher level. Thus, if you have a high fre- 
quency of small fires in an installation, there is a distinct possibility that one of 
them will escalate into a major fire or explosion. Similarly, in an installation 
that experiences many minor injuries, one can expect a lost-time injury sooner 
or later. 

7.4.2 Exposure 
Let us now examine the concept of exposure. If you have to cross a road fre- 
quently, your exposure to a road accident is higher than if you did not have to 
cross the road. The traffic density also affects the exposure, rising as the traf- 
fic increases. The demand rate, that is, the number of times we call on some- 
thing to work, is the industrial equivalent of exposure. Thus a pressure relief 
valve (PRV) operating close to its set pressure will have a higher demand than 
an identical one whose set pressure is well above its operating pressure. If 
there is a wide fluctuation in the operating pressure, there will be a greater 
demand on the PRV to come into action. These are illustrated in Figures 7.1 
and 7.2. 

Normal operating pressure 

Range of 
pressure 
fluctuations 

I 
Time 

b 

Figure 7.1 Chart of PRV with cold set pressure being much 
higher than normal operating pressure. 

Steady state or ‘tram-line’ operations have a low demand or exposure 
compared to processes that experience wide swings. If the process parame- 
ters fluctuate considerably, it is less predictable. In many cases, the demand 
rate may be outside our control and we can only react to the situation. If the 
demand rate is within our control, for example, the acidity or pH of a chemical 
process stream, it would be prudent to address this parameter first. 
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Normal operating pressure 

Figure 7.2 As with Figure 7.1, but normal operating pressure close to cold 
set pressure; with also a wider band of pressure fluctuations. 

7.5 CHAPTER SUMMARY 

The word risk can have different meanings in English, depending on the con- 
text. Quite often, it means chance or probability. Perceptions of risk are impor- 
tant, so we examined the relevant issues. Whether the end objective is a loss or 
gain affects our attitudes: risk seeking or risk averse. The addition of choice 
often delays the decision-making. Our bias depends on a number of factors: 
whether we are in control of the situation, whether they result in delayed effects 
on health, or whether the cause is natural or man-made. Morality, dread, and 
subjectivity also influence our attitudes. The important point to note is that per- 
ceptions affect decision-making. When we seek the support of an individual or 
a group, it is as important to appeal to their perceptions as to the hard facts. 

We discussed the quantitative aspects ofrisk, starting with the definition of 
risk. We examined the salient points of failures and how infrequent minor fail- 
ures can actually help control the process. However, if their frequency is 
high, there is a possibility that one of them will escalate into a major incident. 

Finally, we looked at exposure or demand rate. Using examples, we tried to 
understand the impact of a high demand rate. We also examined the advan- 
tage of having a process with a low demand rate, or the so-called tram-line 
operation. We noted that lowering the demand rate to the extent possible is 
the first step to take in reducing the risks. 
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The Escalation of Events 8 
What is it that scheduled airlines do that allows us to take a commercial flight 
without worrying about our personal safety? How do some industries process- 
ing hazardous materials consistently report good safety results? Is it safer to 
work in some firms than in others? 

In this chapter we will trace the events leading to a number of well-known 
disasters that had taken place in industrial plants or public services during the 
last few decades. We have chosen to examine the Piper Alpha offshore plat- 
form disaster at some length, as it has many lessons to offer. We will also 
study some other disasters in lesser detail. A common pattern emerges from 
these reviews. We can see the role of people, plant, and procedures and how 
they might have prevented the escalation of minor events into major inci- 
dents. We will develop a model to help understand the reasons for event esca- 
lation and hence how best to prevent disasters. 

Disaster inquiry reports usually highlight one or more of the following 
areas of concern. You will be able to identify these elements as you go 
through the narrative describing the selected disasters. 

lack of or poor management systems 
poor design 
poor communications 
inadequate procedures 
poor maintenance 
inadequate training 
time pressure on work force 

8.1 LEARNING FROM DISASTERS 

Are industrial disasters unavoidable consequences of working, or can we 
learn to prevent them? If we are to do so successfully, the first step is to 
understand why they occurred in the first place. 

8.1.1 
On January 28th 1986, the Challenger space shuttle took off at 11 :38 a.m., and 
exploded 73 seconds later, killing all seven astronauts. A Presidential Com- 
mission of Inquiry investigated the incident, under the chairmanship of the 

The Challenger space shuttle explosion 

127 



128 Effective Maintenance Management 

Secretary of State, William Rogers. Richard P. Feynman, a Nobel Laureate 
and a well-known Professor of Physics at the California Institute of Technol- 
ogy at Pasadena, was one of the members of the commission. In his book', he 
explains the progress and outcome of the inquiry. The direct cause of the inci- 
dent was the loss of resilience of the O-rings in the field joints between the 
booster rocket stages. However, this was not the first time that hot gas had 
leaked past these joints. The Morton Thiokol Co., which had designed the 
seal, had analyzed its performance during every previous launch. In one of 
their studies, they had correlated the seal failures with the ambient tempera- 
ture at the time of launch. They had a theory as to why the blow-by or leak 
occurred. The low ambient temperatures resulted in loss of resilience of the 
seal, and this could explain the incidents. On the night before the disaster, 
they warned NASA not to fly if the ambient temperature was less than 
53°F. NASA was under tremendous political and media pressure not to delay 
the launch, and the negotiations between them and Morton Thiokol carried on 
late into the night. The managers of Morton Thiokol and NASA decided to 
proceed with the launch, in spite of the scientific advice to the con- 
trary. Feynman concludes that there was a failure in management in 
NASA. Had their controls been effective, they would have learned from pre- 
vious near-misses. 

8.1.2 The Piper Alpha Explosion 
This was the worst disaster in the offshore oil and gas industry, resulting in the 
death of 169 people. On the evening of July 6, 1988, there was an explosion 
and fire on the Piper Alpha platform. The blast and fire were so severe that 
two-thirds of the structure collapsed into the sea, and 167 of the 226 people on 
board, and 2 from a fast rescue craft died. The Court of Inquiry2 conducted by 
Lord W.G.Cullen had to reconstruct the events leading to the disaster from the 
accounts given by the survivors, witnesses on the support vessel and others in 
the vicinity. Most of those involved directly perished in the disaster, so this 
task was not easy. Tharos, a semi-submersible vessel was anchored about 
550m west of Piper Alpha. Purely by chance, an off-duty mobile diving-ves- 
sel pilot on board Tharos was getting ready to take some pictures of the plat- 
form for his child's school project, when the first explosion occurred. He 
continued to take photographs as the event escalated. A technician on Low- 
land Cavalier, a standby-vessel, also took some photographs. These photo- 
graphs proved to be valuable in piecing the evidence together. 

Piper Alpha was off the coast of Scotland, 110 miles north-east of 
Aberdeen, in the North Sea. It had pipeline connections to three other plat- 
forms, Claymore, Tartan and MCP-01. Piper Alpha supplied gas to Clay- 
more, as the latter did not produce enough gas to run its own gas turbines. Gas 
export from the Tartan platform line was through Piper Alpha. The combined 
gas export was through MCP-01 to St.Fergus on the north-east coast of Scot- 
land, about 1 10 miles away. The oil export lines from Piper Alpha and Clay- 
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more merged into a single line to the Orkney Isles, about 128 miles to the 
West. 

Prior to July 6, major construction work was in progress. This included 
welding work, normally allowed till 2100 hours. The production records 
showed that the water content in the oil was high, at 10% against the normal 
level of 2%. The removal of oil from the produced water was by 
hydro-cyclones, and the clean water discharged to sea. The high water con- 
tent resulted in overloading of the hydro-cyclones. In order to facilitate the 
major construction work, they made modifications to the dump-line from the 
hydro-cyclones to the sea. The result of all this was that some hydrocarbons 
remained in the discharged produced water. On the evening of July 6, they 
reported that this discharged produced water was bubbling, evidently due to 
entrained gas. Numerous gas alarms had been recorded. These could initiate 
the automatic fire water deluge system. As welding work was in progress at 
the upper level, they switched off the automatic deluge system. 

External communication with Aberdeen was through a tropospheric scat- 
ter system.There was a line-of-sight microwave radio link to Claymore, Tar- 
tan, and MCP-01. There was a tropospheric connection from MCP-01 to 
Aberdeen, but not from Claymore or Tartan. On July 6, the direct link from 
Piper Alpha to Aberdeen was down for servicing. 

The supply of water for fighting fire was from two utilityifire pumps, one 
of which was electric-motor driven and the other diesel-engine driven. There 
was a dedicated diesel-engine driven fire pump as well. Normally, the two 
diesel-engine driven pumps were on manual control whenever diving in the 
vicinity of the suction pipes of the pumps was in progress. When this was so, 
they had to start the pumps from the local panel, and not from the control 
room. In the event of a major emergency, the operators would have difficulty 
reaching the diesel-engine driven pumps, if the fire was in the way. 

In order to prevent the formation of hydrates (crystalline ice-like solids) in 
the colder parts of the process, they injected methanol at various points.The 
Joule-Thomson(J-Ti gas-expansion valves and the downstream flash drum 
were the coldest parts, where hydrates formed easily. The hydrates could 
cause blockage of the centrifugal condensate booster pumps and then the 
reciprocating condensate injection pumps (G-200 A & B). This would cause 
a trip of the pump(s), possibly accompanied by some internal damage. As 
long as one booster and one injection pump were working, the process would 
continue to operate. If not, the rise of liquid level in the flash drum would 
cause a process trip. In March 1988, an internal report stated that the metha- 
nol injection rates were lower than required, and proposed additional injection 
capacity. The situation became worse when any of the methanol injection 
pumps was down for planned or unplanned maintenance. These pumps were 
not very reliable, and had frequent long duration breakdowns. On July 6, 
1988, one pump was shutdown at 1600 hours and restarted at 2000 hours.An 
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expert later estimated that this four hour interruption would result in the for- 
mation of about 250kg of hydrates. The expert estimated that once the injec- 
tion into the J-Tvalve restarted, the hydrates would break off the walls of the 
flash drum. They would then move through the booster pump and block the 
inlet pipe of the condensate injection pump by about 2 145 hours. This expla- 
nation is consistent with the trip of the G-200B pump, which started the chain 
of events. Figure 8.1 shows a simplified process flow diagram of this part of 
the plant. 

From C-202 
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suction vessel 
I 

C-701 Y 
To flare 

PSV 505 

J+- 

CONDENSATE BOOSTER CONDENSATE INJECTION 
PUMPS (CENTRIFUGAL) PUMPS (RECIPROCATING) 

Figure 8.1 Simplified process flow diagram. 

During the day, the condensate injection pump G-200A was isolated for 
scheduled maintenance. The permit to work (PTW) indicated the required 
electrical and process isolations. Around this time, a program of routine 
re-certification of pressure safety valves (PSVs) was in progress. PSV-504, 
located on the condensate injection pump G-200A, was due and hence 
removed for this purpose under a separate Permit to Work (PTW). The PTW 
for the PSV-504 did not refer to the PTW for the pump G-200A maintenance 
and vice-versa. If the operator saw only one of them, there was no way to 
know automatically that some other work was also in progress. By about 
1800, hours PSV-504 was ready for refitting, but at that time the crane was not 
free, so they postponed the work to the next day. The fitter working on the 
PSV was aware that scheduled maintenance was in progress on the pump 
itself, so it would be reasonable for him to believe that it would be down for 
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some time. He installed blind flanges on the open ends of the pipes. In his 
mind, their purpose was to stop foreign matter entering the piping, and not for 
containing fluids under pressure. So the bolts were probably only hand-tight 
and not flogged, as he would have done normally. The suspended PTW for 
PSV-504 was not in the control room, as required by the procedure. Around 
2 150 hours, condensate injection pump G-200B tripped and could not be 
re-started. The operators did not realize that the PSV-504 was not in place on 
pump G-200A. They assumed that the pump alone was under normal sched- 
uled maintenance. In the hurry to start pump G-200A, they located the pump 
isolation permit, and re-connected the pump electrically. While all this was 
going on, both pumps G-200A and B were out of commission. The upstream 
vessel liquid level rose, tripping the reciprocating compressors. A set of gas 
alarms came on in rapid succession before the first explosion took place. 

Subsequent expert evidence and wind tunnel tests established that the size 
of the first explosion required about 45 kg of fuel. After considering several 
leak scenarios, the Court of Inquiry concluded that the blind flange joint on the 
discharge pipe of G-200A pump leaked, when they pressurized it for 
start-up. On a balance of probabilities, the Court believed it was the most 
likely scenario. 

A fatality occurred earlier, on September 7, 1987. A rigger died due to a 
fall, and the remedial actions by the company included instructions to the 
PTW issuing staff to state the full scope of work clearly. There was evidence 
to show that the workers violated these instructions routinely. The company 
did not enforce the procedures. Clearly, there were weaknesses in implement- 
ing the company’s own PTW system. Another weakness was the poor 
hand-over from the day-shift to the night-shift. These two weaknesses sur- 
faced again on July 6, 1988, with disastrous consequences. 

In a major emergency situation, the fire water requirements were such that 
they needed the diesel fire pumps to supplement the electric fire 
pumps. Remote starts of the diesel fire pumps from the control room were not 
possible, once they were in the manual control mode. Local panel starts were 
the only available option. In the summer months, when there was a lot of div- 
ing work, the practice on Piper Alpha was to leave the diesel fire pumps in the 
manual mode from 1800 to 0600 hours. In June 1983, an internal fire protec- 
tion and safety audit report recommended that these pumps be kept in the auto- 
matic mode as long as there was no diving work near the pump 
intakes. However, the offshore installation managers (OIMs) continued the 
practice of setting them to manual whenever any diving work was in progress, 
irrespective of its location. As a result, on July 6 the diesel fire pumps were in 
the manual mode. In this condition, the fire-water system capacity was inade- 
quate to tackle a major emergency. 

On Piper Alpha, they routinely tested the fire-water deluge system every 
quarter. In May 1988, during such a test, they found blockage in about 50% of 
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the spray nozzles. They ordered replacement pipe work on a high priority, 
and planned to complete it in June 1988. In the event, they could not complete 
this work in time. However, this was not the first time they observed blocked 
nozzles. In the February 1988 tests, they found several blockages. As early 
as 1984, they had recognized deluge pipe work and nozzle failures. They 
initiated replacement actions in June 1986, but delays in design and construc- 
tion meant that progress was very slow. Important parts of the platform con- 
tinued to have poor deluge systems. However, the ship surveyor from the 
Department of Transport did not find these defects during the biennial 
inspection. Thus the regulator’s inspection was ineffective. 

Many of the survivors stated that they had not received a safety induction 
course, and some others said that it was brief and cursory. They had not car- 
ried out evacuation drills at the stated frequency. In the preceding three years, 
they had not practiced hll-scale emergency scenarios. Similarly, staff on spe- 
cialist duties did not practice weekly drills in six special subjects including 
fire-fighting. All staff working on offshore installations had to undergo a 
combined fire-fighting and survival course, at the end of which they received 
a certificate. It was up to the company to verify that their own staff as well as 
their contractors’ staff held valid certificates. After the accident, the police 
found that as many as 2 1 of the deceased did not hold such certificates. 

Both Claymore and Tartan were aware of a major emergency on Piper 
Alpha, but continued production, resulting in large flows of hydrocarbons that 
fed the fire in Piper Alpha. Even after the rupture of the Tartan riser at 2220 
hours, which event was clearly visible from Claymore, it continued to operate 
at full capacity. These actions contributed to the rapid escalation ofthe fire on 
Piper Alpha. The Court of Inquiry concluded that the training of the three 
OIMs did not help them to deal with such a scenario. They were not ready to 
deal with an emergency in which an explosion on one of the platforms put it 
out of commission. The lines of communication were clearly inadequate and 
responses too slow in the face of the emergency situation. 

The Court of Inquiry made a number of observations about the events lead- 
ing to the disaster. The following is a partial list: 

The operating staff had no commitment to follow the written procedure of 
the PTW system; the people knowingly disregarded the procedure. The 
night shift treated the extension of canceled PTWs casually. 
The PTW depended on informal communication; this failed to prevent the 
night shift from re-commissioning the condensate injection pump G-200A 
on July 6, 1988. 
They did not provide adequate and effective training on the use of the PTW 
system. 
The hand-over at the end of shift was deficient; this was demonstrated both 
on September 7, 1987, when a fatality occurred, and later on July 6, 1988. 
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They could not start the diesel fire pumps from the control room when they 
were in the manual mode. 
Regardless of the location where divers were working, the diesel fire 
pumps were in the manual mode, and out of service for extended peri- 
ods. This practice contravened the internal audit recommendation. 
They knew that the fire-water deluge system was in a very poor condition 
over a period of four years, and that there were many delays in replacing the 
piping. The defective system was still in place on July 6, 1988. 
There was no structure or format to safety induction courses. These were 
casual and informal sessions and sometimes not given at all. 
They did not organize emergency drills, evacuation exercises and training 
in emergency duties at the required frequency. 
They did not check on-shore training certificates in fire-fighting and sur- 
vival courses properly. 
The company had a proper safety system on paper, but the quality of man- 
agement of safety was ineffective. 

8.1.3 
A fire started in the London Underground Kings Cross station on November 
18, 1987, at 7:25 p.m. In all probability, it started in apile ofrubbish, under the 
track of an escalator. The tracks of the escalator were wooden and may 
explain its rapid spread. The authorities took prompt action to limit the dam- 
age when they realized the scale of the fire. They ordered the incoming trains 
not to stop at the station, so as to minimize the number ofpeople exposed to the 
fire. However, the train drivers did not receive the instructions, and continued 
to stop at King’s Cross, allowing people to disembark. There was no evacua- 
tion plan in place. With many exits closed, the fire and smoke spread, and 
resulted in the death of 3 1 people. 

King’s Cross underground station fire 

8.1.4 Milford-Haven refinery explosion 
During a severe electrical storm in July 1994, lightning struck the refinery, 
resulting in plant upsets. As a result, there was a release of about 20 tons of 
hydrocarbons from a flare knock-out drum. This formed a vapor cloud which 
ignited about 1 10 meters away and exploded. A combination of events con- 
tributed to the disaster. For example, the control panel graphics did not pro- 
vide a proper overview, and a closed control valve appeared on the panel as if 
open. Also, a completed plant modification did not have a supporting risk 
analysis. The Health and Safety Executive (HSE) who carried out the investi- 
gation3 concluded that there was a combination of failures of management, 
control systems and equipment. 

One of their recommendations was to reduce the number of instrument trip 
and alarm functions to match the risk levels. 
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8.1.5 Bhopal 
On December 3, 1984, there was a leak of methyl isocyanate from a storage 
tank at a chemical plant in Bhopal, India. This resulted in a vapor cloud 
engulfing the surrounding shanty town. About 2500 people died, and some 
25,000 people suffered injuries. This was the worst disaster in the history of 
the chemical industry. 

A load of methyl isocyanate arrived in the plant for use in the process. The 
operators believed that they were loading it into a dry tank, but this was an 
incorrect assumption. The water caused a violent reaction and the relief valve 
on the tank lifted. The vapors from the relief valve should have gone through 
a scrubber designed to absorb them. Arefrigerant cooling system should have 
kept the tank cool, thereby reducing the intensity of the reaction. Both the 
scrubbing system and the cooling system were out of commission4, resulting 
in the disaster. 

8.1.6 Chernobyl 
On April 26, 1986, unit 4 of the Chernobyl nuclear power station experienced 
a sudden surge of power at 0 124 hours. This surge of between 7 and 100 times 
normal operating power happened within approximately 4 seconds. The 
safety systems could not respond in time, causing rapid coolant vaporization 
and resulting in a catastrophic steam explosion. The reactor top was blown 
off, and this exposed the core to air. This caused a hydrogen explosion, which 
led to the graphite moderator catching fire.The uranium he1 particles escaped 
along with the gases from the fire. The radioactive debris covered large parts 
of Ukraine, Byelorussia, Russia, Poland, Lithuania, Latvia, Estonia, Finland, 
and Sweden. 

The Chernobyl Commission Report’ gives the following sequence of 
events. The authorities planned an experiment to evaluate a modification of 
the turbo-alternator to generate power when it was coasting down. This was 
timed to coincide with a scheduled reactor shutdown. The first event 
occurred about 24 hours earlier at 0 100 hours on April 25 when they began to 
reduce reactor power to the 50% level. This took about 12 hours, and they 
switched off one of the two turbo-alternators. Shortly thereafter, at 1400 
hours operators turned off the emergency cooling system, as it would interfere 
with the experiment. At 23 10 hours, they started reducing reactor power to 
the 25% level. For this purpose, they had to switch from the local automatic 
control to the global automatic control. In the local control case there were 
sensors located inside the reactor core, while in the global control case, they 
were on the periphery of the core. This switching operation was done at 0028 
hours, but due to an error, the power level dropped to less than 1%. This led to 
xenon poisoning of the reactor, so the operators raised the power level again. 
After half an hour, the power was back up to about 7%, but to do this they had 
pulled out all except six control rods. At this point the reactor was unstable, 
and any increase in power could cause a rise in output. At about 0122 hours 
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they manipulated the water flows to increase the cooling. Due to a slight fall in 
flow, the controls dropped automatically, and by 0122 hours, things seemed to 
be back in control. At this point, they took the next step in the experiment, 
namely to trip the turbo-alternator. This had so far been a good heat sink, and 
its removal from service initiated the rise in reactor power. At 0 124 hours, the 
reactor became unstable, and instantly reached criticality. The explosion and 
release of radioactive material resulted in the death of more than 300 people 
and injury to over one million others. The fatality estimates by some sources 
are much higher. For example, the New York Times of April 23, 1995 esti- 
mates it at 5000 fatalities. Vast areas of the surrounding farm land were con- 
taminated6. 

8.2 HINDSIGHT IS 20-20 VISION 

In all of these incidents there is a pattern of some common elements contribut- 
ing to the disasters. One or more links in the chain have been weak, resulting 
in an escalation of the event. 

In the Challenger case, the less-than-ideal field joints between the booster 
stages had a blow-by, initiating the disaster sequence. However, this part of 
the design was weak, and all the concerned people knew this fact. There had 
been several incidents before this disaster, where a blow-by had taken place. 
To initiate a blow-by, it was also necessary to have a low ambient tempera- 
ture. The contractor warned NASAof this situation the night before the disas- 
ter. With the help of hindsight, we can conclude that they did not heed the 
warning, perhaps because of the intense pressure on the people concerned. A 
good management system could have overcome the political and media pres- 
sures, for example, by publishing the results of risk analysis studies. This 
may have helped to obtain a delay in the launch till such time as the conditions 
were favorable. 

The Piper Alpha Inquiry resulted in far-reaching changes. The manage- 
ment of offshore safety in the U.K. changed significantly, including a change 
in the regulatory regime. The principal recommendation was the use of a 
Safety Case regime where it became incumbent on the owner to explain the 
Safety Management System (SMS) proposed. The SMS had to fulfill three 
requirements, as follows: 

To demonstrate how it would ensure that the design and operation are safe; 
To identify major hazards and risks to personnel and demonstrate that ade- 
quate controls are in place; 
To provide a Temporary Safe Refuge for use by the personnel on board in 
the event of a major emergency and to provide facilities for personnel evac- 
uation, escape and rescue. 
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It proposed that the existing prescriptive legislation be replaced by a set of 
goal-setting regulations. Non-mandatory guidance notes would support 
these regulations. So as to prevent a conflict of interest at the regulatory level, 
the Court recommended the enforcement powers of the Department of Energy 
be transferred to the Health and Safety Executive. There were 106 recom- 
mendations in all, divided into 24 subject areas, covering a wide range of top- 
ics. These included, for example, legislation, introduction of the Safety Case 
regime, control of hydrocarbon inventory, fire and explosion protection, 
emergency procedures, helicopters, drills exercises and evacuations, and 
training for emergencies. 

The King’s Cross disaster showed that when large numbers of people are 
using a public facility, it is difficult to control sources of ignition. As there are 
many smokers among the users, this task becomes unmanageable. We cannot 
attribute the King’s Cross disaster to the initial fire alone, though it was the 
obvious starting point in the chain of events. The fact that the escalators had 
wooden treads increased the speed of propagation of the fire, but we cannot 
blame even this for the turn of events. The real problem was that the drivers 
did not receive the instructions from the authorities to drive through and not 
stop at the station. Lack of an evacuation procedure, and the closure of many 
exits compounded this matter further. 

Electrical storms and lightning strikes are not uncommon, especially in 
places where there is frequent rain. The design of the plant in a location such 
as Milford Haven should have taken cognizance of such weather pat- 
terns. The HSE report identifies several plant deficiencies, inadequate 
change control procedures, and a management system that permitted the plant 
to continue operating under unacceptable conditions. 

In the case of Bhopal, plant management failed to regard the unavailability 
of the scrubber and refrigeration systems seriously. Since entry of water into 
the methyl-isocyanate storage-tank could result in release of toxic vapors, 
they should have had safeguards to prevent this eventuality. As the plant han- 
dled toxic products, these were serious failures. The government that permit- 
ted the growth of a shanty town so close to a plant handling toxic products is 
clearly culpable. The situation was ripe and ready for a disaster. 

The Three Mile Island incident in Harrisburg should have been enough to 
warn those in charge of the Chernobyl test. A risk analysis of the test proce- 
dure would have identified the probability of a runaway reaction. A manage- 
ment system that permitted the high risk test to proceed with all the safety 
controls defeated is a recipe for disaster. The Chernobyl Commission Report5 
found the direct cause to be the series of errors made by the operators during 
the experiment. It blames the design of the RBMK 1000 reactor as a funda- 
mental cause. The harshest criticisms were of the Soviet disregard for safety 
of the plant personnel, local population, environment, and neighboring coun- 
tries. They blame the direction given by the Soviet Twenty-Seventh Party 
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Congress of March 1986, which exhorted people to conserve supplies of 
energy wherever possible. They state that the Chernobyl experiment was a 
result of this directive. 

8.3 FORESIGHT - CAN WE IMPROVE IT? 

How can we use the knowledge gained by analyzing past failures to improve 
future performance? In process terms, it does not matter whether we are man- 
ufacturing chocolates, assembling cars, refining hydrocarbons, operating a 
nuclear power plant, or processing toxic chemicals. From the above discus- 
sion, it will be clear that relatively minor events can result in major disas- 
ters. In each case, it was possible to stop the escalation, with competent and 
motivated people, good quality procedures, and the right equipment. A good 
management system would have ensured the right level and quality of com- 
munication. One or more or these links have failed in each of the disasters that 
we examined. 

8.4 EVENT ESCALATION MODEL 

At this point, we will introduce a model to explain the process of escala- 
tion. Figure 8.2 shows such a model with one level of escalation. At the base 
of the triangle are the relatively frequent minor failures. These minor failures 
can escalate into more serious ones.This can take place under certain condi- 
tions. The model shows three barriers that could have prevented escalation of 
minor incidents. 

Figure 8.2 Event escalation model. 
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We use dotted bands to represent these barriers (people, plant, and proce- 
dures). We can think of these barriers and the manner in which they work, in 
the following manner. 

People. Competence, training, and motivation enable people to spot and cor- 
rect the conditions that cause minor failures, and thus reduce their impact. For 
example, when the dimensions of machined parts approach the limits in the 
process control chart, the operator replaces the tool tip or resets the machine 
and brings the process back in control. 

Procedures. These are the means of transferring other peoples’ knowledge 
and experience to those operating the process. Typically, manufacturers will 
tell you how to operate their equipment and software vendors will give you 
navigation guides and help screens.The knowledge and experience of previ- 
ous incumbents is the basis of company policies, standards, and proce- 
dures. They may have gained some of the knowledge as a result of earlier 
failures (incident inquiry, customer feedback reports, and audit recommenda- 
tions). An even wider span of experience forms the basis of statutory instru- 
ments, regulations, national laws and international standards. 

Plant. The plant consists of the hardware (or software). Designers provide 
various protective systems to prevent the escalation of minor fail- 
ures. First-aid boxes, fire extinguishers, smoke, fire or gas detection systems, 
furnace protection systems, fire extinguishing systems, and emergency 
shut-down or release systems are all examples of the barriers in this category. 

Incident investigation reports will contain some combination of these three 
Ps cited as the reason for the major event. We can trace the escalation to the 
failure of these barriers, in combination with the fourth P, the process demand 
rate. The failures of these barriers are unrevealed, or else the conscientious 
manager would do something about correcting the situation. We discussed 
hidden failures in Chapter 3, section 3.7, and explained why the availability of 
the item or system has the same numerical value as the survival probability or 
reliability. In what follows, we will use reliability and availability inter- 
changeably, noting that it applies only in this special context. 

We can visualize the model in a slightly different way, with individual bar- 
riers considered as plates with holes in them. A solid plate barrier with no 
holes would be perfect, or 100% available to block the pellets. A plate with 
holes has an availability less than 100%. Imagine now that we shoot pellets 
from below this multiple barrier towards the apex. The holes are large enough 
to pass a pellet, and each plate is strong enough to stop a pellet.If we shoot 
many pellets randomly, and there are enough holes in each plate, there will be 
a few of them in alignment, so that some pellets pass through all the 
plates, We can visualize event escalation in a similar way. The number of pel- 
lets fired represents the demand rate or frequency of minor failures. The pel- 
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let or pellets that manage to go past the barriers represent the number or 
frequency of major events. 

Do we require all three barriers each time? Ifthis is the case, we would rep- 
resent them as a series chain in a reliability block diagram, as shown in Figure 
8.3. 

Figure 8.3 Series RBD model. 

Using Boolean notation, we link the blocks by AND gates. We can calcu- 
late the availability of the whole system as the product of the availability of 
each of the three blocks. 

&'stem = Apeople x Aprocedures x Aplant 

where Asubscript is the availability of the individual barrier named. 

three Ps worked, they would be in parallel, as shown in Figure 8.4. 

8.1 

If on the other hand, the barrier would be effective as long as any one of the 

Figure 8.4 Parallel RBD model. 

Using Boolean notation, we link the blocks by OR gates. We calculate the 
system availability using the following expression: 

(1 - Asystem) = (1 - A p e o p l d U  - Aprocedured(1 - AplanS 8.2 
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In most cases, the plant barrier would be a pre-requisite. For example, in 
the case of a fire, you would need fire fighting equipment such as 
extinguishers, sprinkler systems, or fire trucks. We can only treat injuries if 
we have medicines, bandages, and medical facilities. For the purpose of this 
discussion, all these physical aids fall under the category of plant. The next 
requirement is people who will use these aids or plant. If the people are com- 
petent, trained, and motivated, they know the right procedures to use in each 
circumstance. In such a case, the need for written procedures is minimal. In 
most cases, however, it is unlikely that everybody knows exactly what to do or 
not do, when and whom to communicate with, or even the right sequence to 
use. In all such cases, we need written check-lists and procedures. Similarly, 
we can compensate for poorly-trained staff by making good quality proce- 
dures available. As an example, think of the situation when you are a hotel 
guest. You are not familiar with the location of fire alarm stations-the little 
glass-covered boxes that you have to break to initiate an alarm. Yet all the 
guests must know how to use them, so the hotel needs a procedure. Further, 
they display it prominently, as they have to make sure the guests notice the 
procedure. Hotels do this by displaying the procedure on the inside panel of 
the main door, at eye level. In this case, the procedures barrier supports the 
people barrier. 

You encounter a different situation when you call in a vendor representative 
to assist you in carrying out a machine overhaul. In this case, you may have 
detailed procedures for the dismantling, repair and re-assembly of the item of 
equipment. However, you may encounter unusual situations, which these pro- 
cedures do not cover. This is when the expertise and the knowledge of the ven- 
dor representative come in handy. The expert has encountered many unusual 
situations and can improvise a solution to overcome your problem. 

Figure 8.5 Reliability Block Diagram 

In this case, the procedures barrier is less than perfect, but the people bar- 
rier tends to compensate for the weakness. These examples illustrate the rea- 
son why the people and procedures barriers can be considered as alternatives, 
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so that they are in parallel in the reliability block diagram. Figure 8.5 shows 
the corresponding RBD. 

This configuration will change from case to case, but the above reliability 
block diagram is fairly representative. The next difficulty is that an objective 
method to measure the reliability of the people or procedure barriers is not 
available. Quite often though, we can judge the relative or incremental value, 
and this can be useful. We can estimate the reliability of the people and proce- 
dures barriers. If in our judgment, the reliability of the people barrier is low, 
we should take extra care to ensure that the procedures are of high-quality, and 
are well understood. The reliability of the people-barrier depends on their 
training, attitudes, and motivation. The prevailing environment or culture 
will have an influence on attitudes. The reliability of the procedures depends 
on those who wrote them, and whether the circumstances are the same today 
as those that were prevalent when they wrote them. The utility of this model 
is to assign relative importance and to check the sensitivity of each barrier. 

Using this RBD, the system availability is given by 

Asystern = Apiant x {I - (1 - A p e o p i e ) ( l -  Aprocedures)) 
or. 

Asystern = (Aplant)X{Apeopie+ Aprocedures - (Apeopie x Aprocedures)) 8.3 

The higher the system availability, the better it is able to cope with event 
escalation. It follows that the higher the process demand rate, the tighter the 
barrier should be and the higher the desired availability. An examination of 
the above expression shows that a high plant availability is an essential prereq- 
uisite to meet this objective. Some flexibility is available in the case of the 
remaining two barriers. 

The reality is more complex than illustrated in the model. The barrier avail- 
ability can change with time. As an example, consider the motivation of peo- 
ple, a factor that can determine how they respond to a given situation. Many 
factors including emotions and feelings affect motivation. Thus, events such 
as an argument with your spouse at breakfast, winning a golf match the previ- 
ous weekend, or the death of Diana, Princess of Wales, can influence your 
morale and motivation. This is why barrier availability is not a firm and con- 
stant number. 

Next, take the case when aprocedure exists and one has the training to deal 
with a given situation. At the crucial point, some other event may divert one’s 
attention, or one may simply forget the required procedure. Designers of con- 
trol panels have to take care to minimize the number of alarms so that opera- 
tors do not face an information overload. Often, the cause of pilot errors is the 
need to process large volumes of information very quickly. A period of high 
stress, whether physical or emotional, can cause loss of concentration. What 
we often call ‘bad luck’ is often the low availability of the barriers at a time of 
high demand. 
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Lastly, we have represented the three elements as independent variables; 
this is not strictly correct. The attitudes and motivation of people can affect 
the availability of the procedures or plant barriers. 

8.5 DAMAGE LIMITATION MODEL 

We can extend the concept to the next level of escalation. Figure 8.6 shows 
the damage limitation model, using the same principles.The earlier discussion 
applies to this model as well, but we modify the role of the three barriers to 
reflect their new function.These are to prevent (or reduce) fatalities, total loss 
of production, serious environmental damage, or major loss of assets. 

Figure 8.6, Damage limitation model. 

The new roles of the barriers are as follows. 

People. Competence and training of the personnel in emergency response. In 
this case, motivation is not an issue! 

Procedures. Predetermined emergency response procedures, for example, 
‘Action in case of a fire’notices in hotel rooms, ‘Safety Instructions’ card in an 
aircraft, or building evacuation drill procedures. 

Plant. Equipment and facilities especially designed to cope with emergency 
situations, for example, fire-fighting trucks, lifeboats, ambulances, rescue 
helicopters, oil-slick booms, underground bomb, or nuclear shelters. 

We can find out about the soundness of the barriers only when we call on 
them to work since their condition is hidden or unrevealed. For example, the 
operation of a fighter-plane pilot’s seat ejection mechanism will not be evident 
to the pilot, unless he triggers the ejection mechanism.We can test the ejection 
mechanism some time prior to take-off to check its availability. The point is 
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that we must call on it to work, either by a simulated need or because of a real 
need. 

8.6 FAILURE OF BARRIERS 

We discussed the Piper Alpha disaster at some length, and can now attempt to 
identify those barriers that might have avoided the event escalation, or at least 
reduced the loss of life. 

In terms ofthe event escalation model, we can identify the following repre- 
sentative barrier failures. 

People. Inadequate training in the use of PTW procedure; improper shift 
hand-over. 

Procedures. No cross-referencing of PTWs; continuing high production lev- 
els when process conditions were poor (water content lo%, gas in produced 
water, radiation heat due to high flaring levels, several gas leaks) while a lot of 
hot work was in progress. 

Plant. Crane unavailable to refit PSV-504; methanol pumps undersized; fre- 
quent and prolonged outage of methanol pumps. 

In terms ofthe damage limitation model, we can identify the following rep- 
resentative barrier failures. 

People. Inadequate training in evacuation and escape due to infrequent emer- 
gency drills; lack of survival certificates in 2 1 cases; lack of commitment to 
safety at all levels; poor leadership by all three OIMs; a safety culture that per- 
mitted continuing production ignoring many warning signs; poor audit by 
Department of Transport surveyor. 

Procedures. Diesel fire-pumps on manual control; poor emergency-scenario 
planning; delays in shutting down Claymore and Tartan. 

Plant. Deluge system unavailable; diesel fire-pumps inaccessible and hence 
inoperable in an emergency shutdown of process; isolation of hydrocarbon 
streams not initiated automatically; lack of alternative direct communication 
with Aberdeen when primary system was down for servicing. 

8.7 EVENT ESCALATION RELATIONSHIP 

We now postulate a hypothesis to relate the minor event frequency, the barrier 
availability, and the major event frequency. Earlier, we argued that a plant 
with many minor incidents was likely to have a high incidence of more serious 
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events. Similarly, we discussed the importance of the barriers that prevent 
escalation. The following expressions represent these arguments: 

and, 

thus, 

Frequency of serious failures 0~ Frequency of minor failures 

Frequency of serious failures ( 1  - Abarriers) 

Freq.of serious failures = k x Freq.of minor failures x ( I  - A  barriers) 8.4 
where k is a constant. 

We can reduce or eliminate serious failures either by minimizing the minor 
failures, namely, by reducing the process demand rate, or by increasing the 
availability of the barriers. Reducing the process demand rate is not always 
possible, as several factors that are not in our control come into play. 

The availability of the barrier depends on its intrinsic reliability, or 
build-quality. We can, in theory, improve the intrinsic reliability of the plant 
by carrying out design changes. Similarly, we can train people and thus 
improve their competence. We can revise procedures to ensure that they are 
current, applicable, and effective. 

The benefits associated with such improvements have to be sufficient to 
justify the cost. The law of diminishing returns applies to reliability improve- 
ments as in other aspects of life. As we make the barriers more reliable, the 
marginal cost of further improvements rises more steeply. This in turn means 
that a 100% reliability is not achievable in practice. As noted earlier, our 
interest is in the system as a whole, not just the three component parts. The 
sensitivity to cost for the marginal improvements to each barrier will be differ- 
ent, so an opportunity for cost optimization presents itself. 

Design changes are not always in our control, as equipment vendors may 
not be willing to execute them. What do we do in such a case? There is a sec- 
ond method to improve availability. We can do so by altering the barrier test 
frequency. In Chapter 3, section 3.8, we discussed the relationship between 
the intrinsic reliability, system availability and test frequency. 

8.8 EVALUATING TEST FREQUENCIES 

We can use expression 3.13 to evaluate the test frequencies, with the assump- 
tion that hidden failures follow the exponential distribution. The approxima- 
tion permits us to compute the test intervals that will give the required mean 
availability with relative ease. The limits of applicability discussed in Chap- 
ter 3 are important, and expression 3.13 becomes invalid outside these lim- 
its. Some examples of how we can use these concepts follow. 
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By testing smoke detectors once in six months, we may get a mean avail- 
ability of 94%. For the given intrinsic reliability of the detectors in the same 
operating context, we can raise the mean availability to 97%, by reducing 
the test interval to 3 months. 
On hearing the fire alarm, the emergency procedure requires all the occu- 
pants of a building to leave it and assemble in the muster point, usually the 
parking lot. How often should we conduct an emergency drill or what is 
the test frequency? The answer depends on how well trained and familiar 
the occupants are with the emergency procedure, or their intrinsic reliabil- 
ity. If they are a changing population, with a significant number of tempo- 
rary staff, a high test frequency, say once a month, would be appropriate. 
On the other hand, if the same people have been using the building for a 
long time, they will be very familiar with the layout of the passages and 
stairs. In this case, we can reduce the frequency to, say, once in twelve 
months. In both cases, the availability of the barriers would be compara- 
ble. In a plant shutdown, there will be many newcomers and temporary 
workers. From a risk-based approach, it is not sufficient to run induction 
programs alone.We have to test the reliability of the staff by carrying out 
drills. 
Apressure relief valve operating close to its set pressure is prone to lift fre- 
quently, especially if the process fluctuations are high. Obviously, the 
relief valve must lift whenever called upon to do so. In terms of the above 
model, the process demand rate is high, so we need to improve the barrier 
availability. We can do this either by improving the build-quality or intrin- 
sic reliability, or by increasing the test frequency. Generic test intervals are 
not appropriate from a risk management point of view. If we know the 
intrinsic reliability of the relief valves in their operating context, the pro- 
cess demand rate, and the required system availability, it is easy to calculate 
the required test interval. The required system availability depends on the 
consequence of failure of the relief valve. In practice, it is not possible to 
assess the intrinsic reliability of a single relief valve, as it is unlikely that it 
will fail many times. Therefore, we collect failure data from a reasonably 
large sample of relief valves. With a large sample, we can be more confi- 
dent in the results. Thus the failure rate itself is generic. 

However, the exposure or demand rate on each relief valve can vary quite 
widely. Similarly, the consequences of the lifting of a relief valve can 
also vary. As a result, the risk level differs for each case. The required 
barrier availability depends on the level of risk. In theory, we should vary 
the test frequency accordingly. This is often not practical, as access to the 
relief valves will invariably require a plant shutdown. The test frequency 
of the relief valves exposed to the highest risk often determines the plant 
shutdown frequency. 
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These examples demonstrate that rule-bound test frequencies are unlikely 
to be suitable in managing risk efectively. We can accept generic frequencies 
only when they are conservative. These will always be excessively stringent 
in the lower risk situations, which can be a significant proportion of the 
total. As a result, more often than not, we will end up leaving money on the 
table. 

In order to manage risk effectively, we propose that we examine each case 
using the following steps: 

Determine the demand rate, is it high or low? 
Use this to determine the required level of barrier availability; 
Check sensitivity of people, plant, and procedures’ barriers for incremental 
value; 
Choose the combination that gives maximum value per $, in terms of avail- 
ability; 
Calculate the test interval for each barrier. 

8.9 INCIPIENCY PERIOD 

We have considered hidden failures so far. For completeness, we will also 
look at evident failures. As the equipment condition deteriorates, symptoms 
appear, which we can measure. We monitor, for example, the bearing vibra- 
tion level, the electrical insulation resistance of a motor or the remaining wall 
thickness of a pressure vessel. The rate of deterioration in condition can help 
estimate the time to failure. The incipiency period is the time taken to go from 
the sound to the failed condition, as discussed in Chapter 4. 

In Chapter 10 we will see that the inspection interval cannot exceed half the 
incipiency interval. 

8.10 CHAPTER SUMMARY 

We began this chapter by examining a number of well-known disasters that 
had taken place in industrial plants or public services during the last few 
years. A common pattern appears to emerge, and some of the weak links 
become evident. These relate to the reliability, competence, and motivation 
of people, the quality and suitability of procedures, and the design and upkeep 
of the plant. Agood management system is the best tool to ensure that we can 
meet these requirements. 

With the help of a model, we explained the role of people, plant and proce- 
dures in preventing the escalation of minor events into major incidents. We 
represented these three Ps as barriers that prevent escalation of events. Holes 
in the barriers represented the unavailability of the barriers. Using this repre- 
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sentation, the more holes there were in the barriers, the easier it was for the 
events to escalate. The availability of the people-barrier is often dependent 
on the moods and feelings of those involved. As a result, the barrier availabil- 
ity may change with time. Further, the availability of one barrier may affect 
that of the others. 

The demand rate or exposure represents the frequency at which the process 
demand occurs. When the demand rate is high, the availability of the barriers 
also has to be correspondingly high. By matching the barrier availability to 
the demand rate, we can control the escalation of minor events. 

Once a serious event such as an explosion has taken place, the first order or 
business is to limit damage. We must make every effort to minimize injury or 
deaths, environmental damage, or serious loss of production capability. We 
use a damage limitation model to explain this process. The same three Ps 
come into play again, but they have slightly different roles. In this case, the 
primary requirement is emergency response. The actual process of escalation 
of a serious incident into a disaster is very similar to the event escalation pro- 
cess. 

We introduced a hypothesis to relate event escalation to the barrier avail- 
ability. This relates the intrinsic reliability, test frequency, and barrier avail- 
ability. We can also use it to calculate test frequencies that will provide the 
desired level of availability. 

Some practical examples illustrate the application of these princi- 
ples. From these, it will be clear that the principles are uniformly applicable, 
and are not specific to any one type of industry. 
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Maintenance I9 
Maintenance can mean different things to different people. Quite often, 
senior managers and accountants see maintenance as a cost burden that 
should be minimized. At the working level, some ofus see it as a set ofpreven- 
tive, corrective, or breakdown rectification activities. Some classify it as 
reactive or proactive work. To still others, it means predictive, planned, or 
unplanned activity. All these are merely the various dimensions of mainte- 
nance, They are valid descriptions, but do not address its functional 
aspects. We prefer to look at the role or hnction of maintenance and its strate- 
gic contribution to the health of a business. In Chapter 8, we examined the 
role of maintenance in preventing event escalation and how it helps retain the 
integrity and productive capacity of the facility over its life. This is its strate- 
gic role; maintenance helps maximize the profitability of a business over its 
life. 

In this chapter, we will see how appropriate maintenance strategies can 
help manage risk effectively. 

In Chapter 2, we noticed that the capability of an item of equipment, sys- 
tem, or plant may deteriorate over time, due to fouling, wear, corrosion, or 
fatigue. At some point in time, the capability falls below the required perfor- 
mance level. We can restore the performance before this point, or shortly 
thereafter. We term such restoration activity as maintenance. There is 
another situation where we require maintenance. This is when the operator 
does not know the state of an item, whether it is working or has failed. These 
are the items that can have hidden or unrevealed failures. In these cases, the 
role of maintenance is to identify the state by carrying out a test. If the item is 
in a failed state, we need to carry out further on-failure maintenance to restore 
it to a working state. 

9.1 MAINTENANCE AT THE ACTIVITY LEVEL-AN 
EXPLANATION OF TERMINOLOGY 

9.1.1 Types of maintenance-Terminology and application rationale 
When the consequence of failure in service is negligible, we can afford to do 
the restoration work after the item has failed. We call this strategy on-failure 
or breakdown maintenance. 

149 
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Unfortunately, many failures have an unacceptable consequence, so we 
cannot always apply a breakdown strategy. If we can measure the deteriora- 
tion and note the period of incipiency, it is possible to predict the time of fail- 
ure. In such a case, we can schedule the work to ensure minimum disruption 
of production. This ability to schedule the work facilitates a quick and effi- 
cient turnaround. We call this strategy on-condition maintenance, where we 
can detect and rectify a deteriorating condition before there is functional fail- 
ure. 

In the case of hidden failures, we have to test the equipment periodically. 
This will identify whether it is in working condition. When we carry out the 
tests, we carry out failure-finding tasks. If we find the item in a failed state, 
we rectify it by carrying out breakdown maintenance. Under certain condi- 
tions, periodic repair or replacement of the item is warranted, even though it is 
still in working condition. Planned maintenance includes all of the following: 

Testing for hidden failures; 
Condition monitoring of incipient failures; 
Pre-emptive repair or replacement action based on time (running hours, 
number of starts, number of cycles in operation, or other equivalents of 
time). 

We can summarize the terminology discussed above with the following 
descriptions of the types of maintenance. 

Breakdown Maintenance - repair is done after functional failure of 
equipment, so it is not possible to schedule the repair work. It is also termed 
on-failure maintenance. 

Corrective Maintenance - repair is done after initiation of failure, lead- 
ing to degraded performance. Usually condition monitoring or inspections 
will reveal such degradation. The actual repair may be done before or after 
functional failure, based on our evaluation of consequences of failure, but the 
key difference from breakdown maintenance is this - we were aware of the 
functional failure before it occurred, so we had an opportunity to schedule the 
repair. 

Scheduled overhaul or replacement or hard-time maintenance - repair 
is done based on age (calendar time, number of cycles, number of starts or sim- 
ilar measures of age as appropriate). This strategy is applicable when the age 
at failure is predictable, i.e., the failure distribution curve is peaky. Fouling, 
corrosion, fatigue and wear related failures typically exhibit such distribu- 
tions. 

On-condition maintenance - repair is based on the result of inspections 
or condition-monitoring activities which are themselves scheduled on calen- 
dar time to discover if failure has already commenced. Vibration monitoring 
and on-stream inspections are typical examples of on-condition tasks. Moni- 
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toring of some parameters may be continuous, with the use of dedicated 
instrumentation. All on-condition maintenance is corrective in nature. 

Testing or failure-finding is aimed at finding out whether an item is able 
to work if required to do so on demand. It is applicable to hidden failures and 
non-repairable items, i.e., the item must be removed from service ifwe know it 
has failed. Thereafter, if the item has failed, we do corrective maintenance. 

Predictive maintenance - repair is based on predicted time of functional 
failure, generally by extrapolating from the results of on-condition activities 
or continuously monitored condition readings. It is synonymous with on-con- 
dition maintenance. 

Preventive maintenance - repair or inspection task is carried out before 
functional failure. It is carried out on the basis of age-in-service and the antici- 
pated time of failure. Thus, if the estimate is pessimistic, it may be done even 
when the equipment is in perfect operating condition. Scheduled overhauls or 
replacement, on condition and failure finding tasks (themselves time-based), 
are all part of the preventive maintenance program. 

When we do work on a predictive or anticipatory basis, we call it proactive 
maintenance. If we work on it after it has functionally failed, we call it reac- 
tive maintenance. When the incipiency period is relatively small, there is 
insufficient time available to plan the work. Opportunities to minimize pro- 
duction losses are smaller, and some losses may be unavoidable. In this case, 
the timing of the work is not in our control, and the corrective maintenance is 
reactive. Hence corrective maintenance work can be proactive or reactive, 
depending on the circumstances. 

In Chapter 5 ,  we defined planning as the process of thinking through the 
execution ofwork. In the course of preparing aplan, we can identify potential 
pitfalls. We can find solutions in anticipation of the problems, thereby 
improving the quality and speed of execution. Planned maintenance is that 
which is correctly prepared sufficiently ahead of its execution. All preventive 
maintenance can be planned and scheduled. 

In most cases, we can plan corrective maintenance as well, but there is less 
time available to schedule the work, since the onset of failure has already 
occurred. The term scheduling means the allocation of materials and 
resources as well as assigning a start and finish date to the work. 

When it comes to breakdown maintenance however, we do not know the 
exact scope and timing in advance. It is difficult to plan such work, except in 
the most generic terms. Hence, breakdown maintenance tends to be less effi- 
cient in terms of resource utilization and control of duration. 

People tend to regard preventive and predictive maintenance as good while 
they frown on breakdown maintenance. This view is fashionable but incor- 
rect. It has resulted in unnecessary maintenance expenditure and equipment 
downtime. There are many failure modes that have little or no effect in terms 
of consequences on the system or plant as a whole. In such cases, it is eco- 
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nomical to allow the failures to take place before taking any action. Preven- 
tive maintenance became very popular after the second World War, when the 
mass production industries enjoyed a period of rapid growth. It became fash- 
ionable to apply preventive maintenance strategies as a matter of policy, even 
in industries where the economic logic was different. The result was that 
items of equipment became ‘due’ for maintenance, even though they were per- 
forming perfectly well. 

There are situations where each of the strategies is appropriate and one 
must base the selection on the most appropriate way to reduce risks. When 
the consequences are negligible, the risk is usually low, so a breakdown strat- 
egy is appropriate. If there is a threat to safety, production, or the environ- 
ment, preventive strategies are appropriate. 

9.1.2 Applicable maintenance tasks 
As the Weibull distribution has wide applicability in maintenance analysis, we 
will be using the Weibull shape and scale factors in the discussion that follows. 

In Chapter 3 (refer Figure 3.16), we discussed the significance of the 
Weibull shape factor of the pdf curve. Let us now address the effect of the 
Weibull shape factor in cases where the failure is evident. When the Weibull 
shape factor is less than 1, the stresses on the components reduces with 
time. This can be due to the physical characteristics of the failure mode or to 
in-built quality problems, and results in an early-failure pattern. When this is 
a result of underlying quality problems introduced during the design, mainte- 
nance, or operational phases, we may do more harm than good by carrying out 
maintenance. What we need is an analysis of the root cause of the failure, and 
suitable corrective actions to improve work quality. Similarly when the 
Weibull shape factor is 1 (or close to l), the probability of failure does not 
decrease as a result of planned maintenance work. In this case, we should 
only do the work when performance has already started deteriorating. We 
should use the incipiency curve to predict the functional failure. Time-based 
maintenance strategies are applicable when the Weibull shape factor is >> 1, 
since this indicates a wear out pattern. The higher the value of the Weibull 
shape factor, the more definite we can be about the time of failure. When this 
is high, we can easily justify preventive time-based maintenance as it will 
improve performance. We can determine the maintenance interval by using 
the pdf curve to determine the required survival probability at the time of 
maintenance intervention. 

Turning our attention to hidden failures next, we require a time-based test 
to identify whether the item is in a failed state. If the item has failed already, 
we have to carry out breakdown maintenance to bring it back in service. 

As you can see from the above discussion, only certain tasks are applicable 
in addressing the failures. The kind of failure, namely, whether it is evident or 
hidden, and the shape of the pdf curve help determine the applicable task. 
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9.1.3 
The ratio of preventive maintenance work volume to the total is a popular indi- 
cator used in monitoring maintenance performance. With a high ratio, we can 
plan more of the work. As discussed earlier, planning improves performance, 
so people aim to get a high ratio. In some cases we know that a breakdown 
maintenance strategy is perfectly applicable and effective. The proportion of 
such breakdown work will vary from system to system, and plant to 
plant. There is therefore no ideal ratio of preventive maintenance work to the 
total. In cases where there is a fair amount of redundancy or buffer storage 
capacity, we can manage with a very high proportion of breakdown mainte- 
nance. In these cases, it will be the lowest total cost option. In a plant assem- 
bling automobiles, the stoppage of the production line for a few minutes can 
prove to be extremely expensive. Here the regime would swing towards a 
high proportion of preventive maintenance. This is why it is important to ana- 
lyze the situation before we choose the strategy. The saying, look before you 
leap, is certainly applicable in this context! We have to analyze at the failure 
mode level and in the applicable operating context. The tasks identified by 
such analysis would usually consist of some failure modes requiring preven- 
tive work, others requiring corrective work, and some others allowed to run to 
failure. We can work out the correct ratio for each system in a plant, and 
should align the performance indicators to this ratio. 

How much preventive maintenance should we do? 

Figure 9.1 Risk limitation model 

9.2 THE RAISON D%TRE OF MAINTENANCE 

In Chapter 8, we examined the process of escalation ofminor failures into seri- 
ous incidents. If a serious incident such as an explosion has already taken 
place, it is important to limit the damage. 

We can combine the escalation and damage limitation models and obtain a 
composite picture of how minor events can eventually lead to serious environ- 
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mental damage, fatalities, major property damage, or serious loss of produc- 
tion capacity. Figure 9.1 shows this model. 

We can now describe the primary role of maintenance as follows: 

The raison d’8tre of maintenance’ is to minimize the quantified risk of 
serious safety, environmental, adversepublicity orproduction incidents that 
can reduce the viability and profitability of an organization, both in the 
short and long term, and to do so at the lowest total cost. 

This is a positive role of keeping the revenue stream flowing at rated capac- 
ity, not merely that of fixing or finding failures. We have to avoid or minimize 
trips, breakdowns, and predictable failures that affect safety and produc- 
tion. If these do occur, we have to rectify them so as to minimize the severity 
of safety and production losses. This helps keep the plant safe and profitabil- 
ity high. In the long-term, maintaining the integrity of the plant ensures that 
safety and environmental incidents are minimal. An organization’s good 
safety and environmental performance keeps the staff morale high and mini- 
mizes adverse publicity. It enhances the reputation and helps the organization 
to retain its right to operate. This assures the viability of the plant. Note that 
maintenance can reduce the quantified risks, but in the process it can also help 
reduce the qualitative risks. 

Compare this view of maintenance with the conventional view-namely 
that it is an interruption of normal operations and an unavoidable cost bur- 
den. We recognize that every organization is susceptible to serious incidents 
that may result in large losses. Only a few of the minor events will escalate into 
serious incidents, so it is not possible to predict precisely when they will 
occur. One could take the view that one cannot anticipate such inci- 
dents. Often, we can see that the situation is ripe and ready for a serious inci- 
dent, as in the case of Piper Alpha, but even so, we cannot predict the timing. 

Sometimes these losses are so large that they may result in the closure or 
bankruptcy of the organization itself As an example from a service industry, 
consider the collapse of the Barings Bank2. Their Singapore branch trader Nick 
Leeson speculated heavily in arbitraging deals, losing very large sums of money 
in the process. He did this over a relatively long period of time, using a large 
number of ordinary or routine looking transactions. There were deviations 
from the Bank’s policies, which an observant management could have 
noticed. In our model, these deviations from the norm constitute the process 
demand rate. Leeson was a high performing trader, and in order to operate 
effectively, he needed to make quick decisions. So the Bank removed some of 
the normal checks and balances. These controls included, for example, the sep- 
aration of the authority to buy or sell on the one hand, and on the other hand, to 
settle the payments.Thus, they defeated a Procedure barrier, permitting an 
opportunity for event escalation, With the benefit ofhindsight, we can question 
whether the reliability of the People barrier was sufficiently high to justify this 
confidence, Barings had carried out an internal audit a few months before 
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Leeson’s activities came to light. In terms of our model, this was a test to iden- 
tify hidden failures. The auditors did find some areas of concern, and recom- 
mended that Leeson’s authority be limited to trading or settlements, but not 
both. The Bank did not implement this recommendation. By January 1995 the 
London office was providing more than $10 million per day to cover the margin 
payment to the Singapore Exchange. There were clear indications that some- 
thing was amiss, but all the people involved ignored them. The Bank of Eng- 
land, which supervised the operations of Barings Bank, wondered how Barings 
Singapore was so profitable but did not pursue the matter further. Hence the 
People barrier in the damage limitation level was also weak. When you com- 
pare this disaster with Piper Alpha, Bhopal, or Chernobyl, some of the similari- 
ties become evident. With so many barriers defeated, a disaster was looming, 
and it was only a matter of time before it happened. 

Integrity issues are quite often the result of unrevealed failures. We can 
minimize escalation of minor events by taking the following steps: 

Reduce the process variability to reduce the demand rate; 
Increase the barrier availability. We can do this by increasing the intrinsic 
reliability, through an improvement in the design or configuration. Alterna- 
tively, we can increase the test frequency to achieve the same results; 
Do the above in a cost effective way. 

We discussed the effect of the law of diminishing returns and how to deter- 
mine the most cost-effective strategy, in Chapter 8. In order to achieve the 
required level of availability in the case of each barrier, we have to determine 
its intrinsic reliability. We can then calculate the test interval to produce the 
required level of availability. 

At this stage, we encounter a practical problem. How does one measure 
the reliability of the People or Procedures barriers? There is no simple met- 
ric to use, and even if there was one, a consistent and repeatable methodology 
is not available. If we take the case of the People barrier, their knowledge, 
competence, and motivation are all important factors contributing to the bar- 
rier availability. As we discussed in Chapter 8, motivation can change with 
time, and is easily influenced by unrelated outside factors. 

There would be an element of similarity in motivation due to the company 
culture, working conditions, and the level of involvement and participa- 
tion. As long as the average value is high and the deviations small, there is no 
problem. Also, if there are at least two people available to do a job in an emer- 
gency, the redundancy can help improve the barrier availability. We can test 
the knowledge and competence of an individual from time to time, either by 
formal tests or by observing their performance under conditions of stress. In 
an environment where people help one another, the People barrier availability 
can be quite high. In this context, salary and reward structures that favor indi- 
vidual performance in contrast to that ofthe team can be counterproductive. 
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Procedures used on a day-to-day basis will receive comments fre- 
quently. These will initiate revisions, so they will be up-to-date. Those used 
infrequently will gather dust and become out-of-date. If they affect critical 
functions, they need more frequent review. We should verify Procedures 
relating to damage limitation periodically, with tests (such as building evacua- 
tion drills). 

The predominance of soft issues in the case of the People and Procedures 
barriers means that estimating their reliability is a question of judg- 
ment. Redundancy helps, at least up to a point, in the case of the People bar- 
rier. Illustrations, floor plans, and memory-jogger cards are useful aids in 
improving the availability of the Procedures barrier. It is a good practice to 
keep some drawings and procedures permanently at the work site. Thus we 
see some wiring diagrams on the doors of control cabinets. Similarly we get 
help screens with the click of a mouse button and see fire-escape instructions 
on the doors of hotel rooms. Obviously, we have to ensure that these are kept 
up to date by periodic replacement. 

9.3 THE CONTINUOUS IMPROVEMENT CYCLE 

Once the plant enters its operational phase, we can monitor its performance. 
This enables us to improve the effectiveness of maintenance. This process can 
be represented by a model, based on the Shewhart3 cycle. 

In this model, we represent the maintenance process in four phases. The 
first of these is the planning phase, where we think through the execution of 
the work. In this phase, we evaluate alternative maintenance strategies in 
terms of the probability of success as well as costs and benefits. In the next 
phase, we schedule the work. At this point, we allocate resources and finalize 
the timing. In the third phase, we execute the work, and at the same time we 
generate data. Some of this data is very useful in the next phase, namely that 
of analysis, and we will discuss the data we need and how to collect it in Chap- 
ter 11. The results of the analysis are useful in improving the planning of 
future work. This completes the continuous improvement cycle. Figure 9.2 
below shows these four phases. 

9.3.1 Planning 
We begin the planning process by defining the objectives. The production 
plant has to achieve a level of system effectiveness that is compatible with the 
production targets.We have to demonstrate that the availability of the safety 
systems installed in the plant meets the required barrier availability. Using 
reliability block diagrams, we can translate these requirements to availability 
requirements at the sub-system and equipment level. 

The next step consists of identifying those failure modes that will prevent 
us from achieving the target availability. Next, we evaluate alternative ways to 
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Figure 9.2 Continuous improvement cycle. 

resolve these problems. We have to execute the selected tasks at the correct 
frequencies, with the specified skilled resources. We can bundle a number of 
these tasks together. We can do so if the work is on the same equipment, using 
the same trade skills at the same frequency. We call such an assembly of tasks 
a maintenance routine. These routines will cover all time-based tasks includ- 
ing condition monitoring and failure finding tasks. 

When we execute condition monitoring tasks, we will detect incipient fail- 
ures. This will result in the generation of corrective maintenance work. We 
carry out failure finding tasks, to identify whether items subject to hidden fail- 
ures are in a working state. If they are in a failed state, we have to carry out 
breakdown maintenance work to restore it to a working condition. Lastly, we 
will allow certain items of equipment to run to failure, and some others will 
fail in service as a result of poor operation or maintenance. These will also 
require breakdown maintenance. We have to make a provision for such cor- 
rective and breakdown work in our plan. Various tools are available to assist 
us in planning this work, and we will review some of these in the next chap- 
ter. 

We cannot execute all the work during normal operations and so some of 
these will require a plant shutdown. 

Planning of maintenance encompasses all the routine and corrective work 
done during normal operations as well as during shutdowns. There is an ele- 
ment of generic planning that we can do with respect to breakdowns. For exam- 
ple, in a plant using process steam, we can expect leaks from flanges, screwed 
connections, and valve glands from time to time. These leaks can grow rapidly, 
especially if the pressures involved are high, or the steam is wet. The prompt 
availability of leak-sealing equipment and skilled personnel can prevent the 
event from escalating into a plant shutdown. In the case of plans made to cope 
with breakdowns, the work scope is usually not definable in advance. We 
require a generic plan that will cater to a variety of situations. Note that while 
such a plan may be in place, we still cannot schedule the work till there is a fail- 
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ure. If a breakdown does take place, we will have to postpone some low priority 
work, so that we can divert resources to the breakdown. 

9.3.2 Scheduling 
We have to schedule maintenance work in such a way that we minimize pro- 
duction losses. The scheduler’s task is to find windows of opportunity to mini- 
mize the losses. We can schedule maintenance work during weekends or 
month-ends if there are calendar-based production quotas. We schedule the 
work so that it commences towards the end of the week or month, and com- 
plete it in the early part of the next week or month. By boosting the produc- 
tion rate before and after the transition point, we can build up sufficient 
additional production volumes to compensate for the production lost during 
the maintenance activity. 

We can avoid loss of production if intermediate storage or installed spares 
are available. When carrying out long duration maintenance work on protec- 
tive system equipment such as fire pumps, the scheduler must evaluate the 
risks and take suitable action. For example, we can bring in additional porta- 
ble equipment to fulfill the fbnction of the equipment under maintenance. If 
this is not possible, we have to reduce the demand rate, for example, by not 
permitting hot work. Using this logic, one can see why the Piper Alpha situa- 
tion was vulnerable. The fire deluge systems were in poor shape, the fire 
pumps on manual, at a time when there was a high maintenance and project 
workload with a large volume of hot work. 

We have to prioritize the work, with jobs affecting integrity at the highest 
level. This means that testing protective devices and systems has the highest 
priority. Work affecting production is next in importance. Within this set, we 
can prioritize the work according to the potential or actual losses. All other 
work falls in the third category of priorities. When scheduling maintenance 
work, we have to allocate resources to the high priority work and thereafter to 
the remaining work. If the available resources are inadequate to liquidate all 
the work on an ongoing basis, we have to mobilize additional resources. We 
can use contractors to execute such work as a peak-shaving exercise. 

The available pool of skills may not meet the requirements on a day-to-day 
basis. If each person has a primary skill and one or two other skills, schedul- 
ing becomes easier. This requires flexible work-practices and a properly 
trained workforce. On the other hand, if restrictive work practices apply, 
scheduling becomes more difficult. 

We then have to firm up the duration and timing of each item of work, 
arrange materials and spare parts, special tools if required, cranes and lifting 
gear, and transportation for the crew. When overhauling complex machinery, 
we may need the vendor’s engineer. Similarly we may require specialist 
machining facilities. We have to plan all these requirements in advance. It is 
the scheduler’s job to ensure that the required facilities are available at the 
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right time and place and to communicate the information to the relevant peo- 
ple. 

A good computerized maintenance management system (CMMS) can help 
us greatly in scheduling the work efficiently. 

9.3.3 Execution 
The most important aspects in the execution of maintenance work are safety 
and quality. We have to make every effort to ensure the safety of the work- 
ers. Toolbox talks, which we discussed in Chapter 6, are a good way of ensur- 
ing two-way communications. They are like safety refresher training 
courses. Amore formal Job Safety Analysis (JSA), used in some high hazard 
industries helps increase safety awareness in maintenance and operational 
staff, JSAcards are used not just for hazardous activities, they are also used for 
increasing awareness during routine maintenance activities. The worker 
needs protective apparel such as a hard hat, gloves, goggles, overalls, and spe- 
cial shoes. These ensure that even if an accident occurs, there is no injury to 
the worker. Note that protective apparel is the Plant barrier in this case. If the 
work is hazardous, for example, involving the potential release of toxic gases, 
we must ensure that the workers use respiratory protection. In cases where 
the consequence of accidents can be very high, escape routes needs advance 
planning. We have noted earlier that redundancy increases the availability of 
Plant. Hence in high risk cases, we should prepare two independent escape 
routes. In addition to the normal toolbox talk, the workers should carry out a 
dry run before starting the hazardous work. During this dry run, they will 
practice their escape in full protective gear. The damage limitation barriers 
must also be in place. For example, in the case discussed above, we must 
arrange standby medical attention and rescue equipment. In a practical sense, 
the management of risk requires us to ensure that the People, Plant, and Pro- 
cedure barriers are in-place and in good working condition. 

The quality of work determines the operational reliability of the equip- 
ment. In order to reach the intrinsic or built-in reliability levels, we must 
operate the equipment as designed, and maintain them properly. Both require 
knowledge, skills, and motivation. One can acquire knowledge and skills by 
suitable training. We can test and confirm the worker’s competence. Pride of 
ownership and motivation are more difficult issues, and they require a lot of 
effort and attention. The employees and contractors must share the values of 
the organization, feel that they get a fair treatment, and enjoy the work they are 
doing. This is an area in which managers are not always very comfort- 
able. As a result, their effort goes into the areas in which they are comfortable 
and they tend to concentrate on items relating to technology, knowledge and 
skills. Quality is a frame ofmind, and motivation is an important contributor. 

Good planning and organization are necessary for efficient execution of 
work. Anumber of things must be in-place, in good time. These include the 
following: 
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Permits to work; 
Drawings and documentation; 
Tools; 
Logistic support, spare parts, and consumables; 
Safety gear; 
Scaffolding and other site preparation. 

If these are not in place, we will waste resources while waiting for the 
required item or service. The efficiency of execution is dependent on the 
quality of planning and organization. 

The two drivers of maintenance cost are the operational reliability of the 
equipment, and the efficiency with which we execute the work. We require 
good quality work from both operators and maintainers to achieve high levels 
of reliability. The number of maintenance interventions falls as the reliability 
improves. This also means that equipment will be in operation for longer 
periods. When we carry out maintenance work efficiently, there is minimum 
wastage ofresources. As a result, we can minimize the maintenance cost. As 
we have already noted, good work quality improves equipment reliability, and 
good planning helps raise the efficiency of execution. These two factors, 
work quality and good planning, are where we must focus our attention. 

There are many reasons for delays in commencing the planned mainte- 
nance work. There may be a delay in the release of equipment due to produc- 
tion pressures. Similarly, if critical spares, logistic support, or skilled 
resources are not available, we may have to postpone the work to a more con- 
venient time. While we can tolerate some slippage, it is counter productive to 
spend a lot of time and money deciding when to do maintenance, and then not 
do it at the correct time. When planned work is done on schedule, we have 
achieved compliance. For practical purposes, we accept it as compliant as 
long as it is completed within a small range, usually defined as a percentage of 
the scheduled interval. As a guideline, we should commence items of work 
that we consider safety critical, within +/- 10% of the planned maintenance 
interval, from the scheduled date. For safety critical work that is planned 
every month, e.g., lubricating oil top-up of the gear-box of fire pumps, we 
would consider it compliant if it was executed some time between 27 and 33 
days from the scheduled date on the previous occasion. If the work was con- 
sidered production critical, again planned as a monthly routine, e.g, lubricat- 
ing oil top-up of the gear-box of a single process pump, as long as the work 
was done within +/-25%, or in this case between 23 and 37 days of the previ- 
ous due date, it would be considered compliant. Finally, if the same work was 
planned on non-critical equipment, e.g., the gearbox of a duty pump (with a 
100% standby pump available), a wider band of, say +/-50% is acceptable. In 
this case, for a monthly routine, if the work was done between 15 and 45 days 
of the previous scheduled date, it would be considered compliant. Progressive 
slippage is not a good idea. Thus, we must retain the original scheduled dates 
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even if there was a delay on the previous occasion. If the work falls outside 
these ranges, the maintenance manager must approve and record the devia- 
tions. This step will ensure that we have an audit trail. 

Procedural delays, caused for example, by having a permit-to-work system 
that needs a dozen or more signatures are sometimes encountered. The Author 
has audited one location where technicians sat around every morning for 1.5-2 
hours, waiting for the permits-to-work. No work started before this time, and 
the site considered this practice normal. The PTW for simple low-hazard 
activities needed 12 signatures, mostly to ‘inform’ various operating staff that 
work was going on. Over the years, the PTW had evolved into a work slow- 
down process, instead of being the enabler of safe and productive work. 

The timely execution of work is very important, so we should measure and 
report compliance. This is simply a ratio of the number ofjobs completed on 
the due date (within the tolerance bands discussed earlier), to those scheduled 
in a month, quarter, or year. This is a key performance indicator to judge the 
output of maintenance. 

We noted earlier that whenever we do work, we generate data. Such data 
can be very useful in monitoring the quality and efficiency of execution. By 
analyzing this data, we can improve the planning of maintenance work in 
future, as discussed below. 

9.3.4 Analysis 
The purpose of analysis is to evaluate the performance of each phase of main- 
tenance work-planning, scheduling, and execution. The quality and effi- 
ciency of the work depend on how well we carry out each phase. There is a 
tendency to concentrate on execution, but if we do not look at how well we 
plan and schedule the work, we may end up doing unnecessary or incorrect 
work efficiently! 

In the planning phase, it is important to ensure that we do work on those 
systems, sub-systems, and equipment that matter. Failure of these items will 
result in safety, environmental, and production consequences. How well we 
increase the revenue streams and decrease the cost streams determines the 
value added. Quite often, the existing maintenance plan may simply be a col- 
lection of tasks recommended by the vendors, or a set of routines established 
by custom and practice. So we may end up doing maintenance on items 
whose failures do not matter. 

The objective of planning is to maximize the value added. We do this by 
carrying out a structured analysis to establish the strategy at the failure mode 
level. This task can be large and time-consuming, so we have to break it up 
into small manageable portions. We must analyze only those systems that 
matter, so that we use our planning resources effectively. We identify prog- 
ress milestones after estimating the selection and analysis workload. In 
effect, we make a plan for the plan. To achieve this objective, we have to mea- 
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sure the progress using these milestones. Such an analysis can help monitor 
the planning process. 

At the time of execution, we may find that some spare part, tool, resource, 
or other requirement is not available. This can happen if the planner did not 
identify it in the first place or the scheduler did not make suitable arrange- 
ments. There will then be an avoidable delay. We can attribute such delays to 
defective planning or scheduling. A measure of the quality of planning and 
scheduling is the ratio of the time lost to the total. 

In the execution phase, we can identify a number of performance parame- 
ters to monitor. The danger is that we pick too many of them. In keeping with 
our objectives, safety and the environment are at the top of our list, therefore 
we will measure the number of high potential safety and environmental inci- 
dents. We discussed the importance of hidden failures in the context of barrier 
availability. We maintain system availability at the required level by testing 
those items of equipment that perform a protective function. Operators or 
maintainers may carry out such tests, the practice varying from plant to 
plant. The result of'the test is what is important, not who does it. We have to 
record failures as well as successful tests. Sometimes people carry out 
pre-tests in advance of the official tests. Pre-tests defeat the objective of the 
test, since the first test is the only way to know if the protective device would 
have functioned in a real emergency. In such a case, we should report the 
results of the pre-test as if it is the real test, so that the availability calculations 
are meaningful. If a spurious trip takes place, this is a fail-to-safe event. By 
recording such spurious events, we can carry out meaningful analysis of these 
events. 

One can use some simple indicators to measure the quality of mainte- 
nance. These include, for example, the number of days since the last trip of 
the production system, sub-system, or critical equipment. Another measure 
is the number of days that critical safety or production systems are down for 
maintenance. If we concentrate on trends, we can get a reasonable picture of 
the maintenance quality. Note that work force productivity and costs do not 
feature here, as safety and quality are the first order of business. 

Earlier, we discussed the importance of doing the planned work at or close 
to the original scheduled time. Compliance is an important parameter that we 
should measure and analyze. The ratio of planned work to the total, and asso- 
ciated costs are other useful indicators. In measuring parameters such as 
costs, it is useful to try to normalize them in a way that is meaningful and rea- 
sonable, to enable comparison with similar items elsewhere. For this pur- 
pose, we use some unit representing the complexity and size of the plant such 
as the volumes processed or plant replacement value in the denominator. 

Finally, we can evaluate the analysis phase itself, by measuring the 
improvements made to the plan as a result of the analysis. In a Thermal 
Cracker unit in a petroleum refinery, the six-monthly clean-out shutdcwns 
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used to take 21 days. Over a period of three years, the shutdown manager 
reduced the duration to 9 days, while stretching the shutdown intervals to 8 
months. The value added by this plant was $60,000 per day, so these changes 
meant that the profitability increased by about $1.7 million per annum. This 
required careful analysis of the activities, new ways of working, and minor 
modifications to the design to reduce the duration and increase the run 
lengths. The plant was located in the Middle East, where day temperatures 
could be 40 - 50°C. Working inside columns and vessels under these condi- 
tions could be very tiring and, therefore, took a long time. One suggestion 
was to cool the fractionator column and soaker vessel internally, using a porta- 
ble air-conditioning unit. In the past, they had been used to cool reactors in 
Hydro-Cracker shutdowns, to reduce the cooldown time. Use of these units 
for the comfort of people was a new application. When the shutdown man- 
ager introduced air-conditioning, the productivity rose sharply, and this 
helped reduce the duration by about 36 hours. Another change was to relo- 
cate two pairs of 10 inch flanges on transfer lines from the furnace to the 
soaker. This clipped an additional six hours. There were many more such 
innovations, each contributing just a few hours, but the overall improvement 
was quite dramatic. This case study illustrates how one can measure the suc- 
cess of the analysis phase in improving the plan and thus the profitability. 

It is easy to fall into the trap of carrying out analysis for its own sake. In 
order to keep the focus on the improvements to the plan, we need to record 
changes to the plan as a result of the analysis. Further, we have to estimate the 
value added by these changes and bank them. Hence, analysis must focus on 
improvements to all four phases of the maintenance process. 

9.4 SYSTEM EFFECTIVENESS AND MAINTENANCE 

The primary role of maintenance is to minimize the risk of minor events esca- 
lating into major incidents. We achieve this by ensuring the required level of 
barrier availability. Let us examine how we can do this in practice, with some 
examples. 

9.4.1 
Pressure relief valves (PRVs) are important protective devices. They protect 
the vessel or piping from over pressure and potential disaster. In most cases, 
there is no redundancy built in, and each PRV must perform when there is a 
demand. Normally, there are no isolation valves on the inlet and outlet of sin- 
gle PRVs. In such cases, unless we find a way to test them in service, the only 
opportunity is when we decommission the associated vessel or pipeline. The 
flip side is that if we have to test the PRV, we have to take the vessel out of ser- 
vice. In most cases, we cannot decommission vessels without a plant shut- 
down. This means that the test frequency of the limiting PRVs often 

Testing of pressure relief valves 
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determines the periodicity of the shutdowns. This goes against the attempts to 
increase the intervals between shutdowns. 

In the case of hidden failures, it is not easy to determine the exact failure 
distribution of a single item. Therefore, we make some simplifying assump- 
tions, as follows: 

The failure distribution is exponential; 
Similar items in broadly similar service fail in the same manner. 
Under these conditions, the hazard rate is constant and we call it the failure 

rate. It is unlikely that there will be a sufficient number of failures on a single 
PRV to be able to calculate its failure rate. The common practice is to collect 
failure data for a family of PRVs of a given type, in a given service. For exam- 
ple, we could collect failure data for balanced-bellows PRVs in hydrocarbon 
gas service. If the population of PRVs is large, we can sort the data set by type 
of fluid, pressure range, and by make and model. However, as we try to nar- 
row down and refine the data set, the sample size becomes smaller, reducing 
the confidence level in the calculated failure rate. Note that the failure rate we 
are considering here is the fail-to-danger rate, or the failure to lift at 110% of 
the cold set pressure. For a given sample of PRVs tested on the bench, we 
count the number of PRVs that do not lift when the test pressure is 110% or 
more of the cold set pressure. The cumulative operating period is the sum of 
the periods that each of the PRVs in the sample has been in service. Dividing 
the number of failures by the cumulative operating period gives the failure 
rate. 

In some plants, the designer may have provided two PRVs each with 100% 
relieving capacity, in a one-out-of-two configuration. In this case, there are 
two PRV positions, with inter-locked isolation valves. If the test interval is 
limiting the shutdown intervals, one solution is to install both PRVs and leave 
their inlet and outlet isolation valves permanently open. It is advantageous to 
stagger the cold set pressures of the two PRVs slightly, typically by 
1-2%. This will ensure that one PRV will always lift first, and the second one 
will only come into operation if the first one fails to lift. Figures 9.3 and 9.5 
illustrate the two alternative designs, along with their RBDs in Figures 9.4 and 
9.6 respectively. 

If the failure rate of the PRV is 0.005 per year (or an MTTF of 200 years), 
and the required mean availability is 99.5%, the test interval in the single PRV 
case is 2.01 years, using expression 3.13. In the second case, the system as a 
whole, with two PRVs in parallel should now have a mean availability of 
99.5%. This case is similar to that in expression 8.2, but with two parallel 
blocks in this RBD. The required availability can be calculated thus, 

9.1 

The two blocks are identical, so ApWi = ApW2. What will be the availabil- 

(' 1 - Asystem) = (1 - A p r v ~ ) (  1 - Apvv.2) 

ity of the protective system as a whole with this configuration? Table 9.1 
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Figure 9.3 Conventional arrangement of spared PRVs. 
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Figure 9.4 RBD for arrangement in Fig. 9.3. 
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Figure 9.5 Alternative arrangement of spared PRVs. 
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Figure 9.6 RBD for arrangement in Fig. 9.5. 

shows the effect of different test intervals on the system availability. Since the 
desired system availability is 0.995, we could, in theory, manage this with a 
test interval of 30 years. In practice, we would select a test interval of 3 or 4 
years, and check the effect on failure rates. This example demonstrates that 
the effect of redundancy is quite dramatic. Merely by making a change in 
operational philosophy, both PRVs can, in theory, move to a significantly 
larger test interval. As a result of the systems approach, the PRVs need no lon- 
ger be the limiting case when determining shutdown intervals. 

Test lntvl T MTTF Exp - 
years T 'MTTF 

I 
1.5 
2 
2.5 
3 
3.5 
4 
5 
7 
10 

0 0050 
0 0075 
0 0100 

100125 
0 0150 
00175 
0 0200 
10 0250 
0 0350 
0 0500 

0 995012 
l  0 992528 
10 99005 
0 987578 
0985112 
0 982652 
0 980199 
0 97531 
0 965605 
10 951229 

1 1  F~ 
lo999994 ' I  
0999986 1 
0999975 I 
0 999961 
0 999945 
0 999925 
0 999902 
0 999848 
0 999704 
0 999405 
0998695 ~~ 

200 20 0 1000 10 904837 0 952419 10 952419 0 997736 i i  
200 I30 0 1500 ' 0 860708 I  0 930354 i 0 930354 0.995149 

Notes: 
Both PRVs assumed to perform similarly and follow exponential distribution. 
Both PRVs have the same MTTF for failing to lift at 1 10% of set pressure, of 200 years. 
With one PRV in service, with a 2-year test interval, the PRV availability is 0.995. 
With one PRV in service, with a 2-year test interval, the System availability is 0.995. 
With both PRVs in service, at a test interval of 30 years, the System availability is 0.995. 

Table 9.1 Mean availabilty with alternative configuration of spared 
PRVs. 

Ifthere are multiple-barrier protection systems, we can take credit for them 
in the same manner as in the case of the system discussed above. Aplant may 
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have separate blow-down, emergency shutdown, and pressure control sys- 
tems. These, along with the PRVs, provide pressure protection. As long as 
each system is independent, we can represent the systems as parallel blocks in 
the RBD. 

A word of caution is in order at this point. The process pressure actuates 
pressure control systems and PRVs. Arise in operating pressure may also ini- 
tiate actions on other protective systems, such as emergency shutdown or fire 
protection systems. Initiating signals from e.g., the fire detection system, can 
trigger these systems, but may not trigger the lifting of PRVs. The location of 
the pressure sensing element may be remote from the vessel being pro- 
tected. In the case of pool or jet fires that affect the vessel in question, the 
other devices may not respond as quickly as the PRVs. Hence, when we seek 
credit for multiple barrier systems, we must consider each type of incident on 
merit. A second word of caution is also in order. Among the reasons for 
PRVs failing is fouling, caused by the process fluid. Since fouling rates of 
PRVs are not very predictable, we cannot increase test intervals indefinitely 
and one must use good judgment before making any changes. 

The discussion so far has been with respect to protection against over-pres- 
sure. Spurious operation of the PRV is also unacceptable when the process 
fluid is toxic or flammable, or could damage the environment. We can calcu- 
late the PRV test frequency for this scenario as well, using expression 3.13. In 
this case, the process demand rate will depend on how close the operating 
pressure is to the cold set pressure, and the steadiness or otherwise of the pro- 
cess. The required PRV availability is dependent on this demand rate, 

We call these fail-to-safe events because over-pressure cannot take 
place. In the special circumstances discussed above, leakage ofprocess fluids 
may be harmful, so the terminology is unfortunate. We use this failure-rate in 
the calculation and obtain it as follows: 

Number of PRVs that lift or leak below 90% cold set pressure 
Cumulative operational period of all the PR Vs in the sample 9.2 

Note that the PRV is tested on the bench before overhaul, and again after 
the cleaning, repair, and resetting. The failure rates of interest are those 
obtained in the pre-overhaul tests. The results tell us what could have hap- 
pened in the plant had the PRVs remained in service. 

The actual failure rate of the PRV in the installed location can be different 
from that measured on the test bench, for a number or reasons, including the 
following: 

Forces, torsion, or bending moments on the PRV body, as a result of pipe 
stresses at site; 
Mechanical damage caused to the PRV in transporting it to the test bench; 
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Displacement of scale or gumming material during transport to the test 
bench. 

It is good engineering practice to measure the displacement of the PRV dis- 
charge pipe flange, when we open that joint. The pipe flange may move away 
from the PRV flange axially or transversely. It may wedge open, and the flange 
face gap becomes larger on one side than on the opposite side. There can also 
be rotational misalignment of the flange bolt holes due to fabrication 
errors. Some combination of all three types of misalignment is possible. The 
result of such defects will be to cause a force, moment, or torque on the PRV 
body. PRVs are delicate instruments, and their settings can change as a result 
of these stresses. When this happens, we can expect the PRV to leak or lift 
before reaching the cold set pressure, resulting in spurious operation. 

PRVs need care in handling, especially during transportation. When mov- 
ing them to and from the work site, it is a good practice to bolt them firmly on a 
pallet or transport housing, with the inlet and outlet capped off with plastic 
bungs. When we remove a PRV from its location for testing, it is not possible 
to guarantee that scale or deposits in the inlet or outlet nozzles remain undis- 
turbed during transportation. As long as we handle the PRV with care, we can 
minimize the displacement of deposits. Ifpossible, we should try to minimize 
the handling by doing the pre-overhaul tests close to the work site. 

9.4.2 Duty-standby operation 
The purpose of standby equipment is to ensure a high level of process system avail- 
ability, The configuration may be 1 out of2 (1002), 2003,3004 or similar. Acom- 
mon operating practice is to run standby equipment alternately with the duty 
equipment, so that in most cases the running hours are roughly equal. This practice 
has some benefits from the operational point of view, as listed below. 

The operators know that both the duty and standby equipment work, 
because they have witnessed both in running condition; 
The equipment accumulates equal running hours, and operating experi- 
ence; 
In some cases, start-up procedures are difficult and time consuming. Once 
the standby starts up, it is convenient to leave it running, and not have to 
restart the original equipment. 

In the days before the introduction of mechanical seals, packed glands pro- 
vided shaft sealing in reciprocating and rotating machinery.The packing 
needed regular lubrication or it would dry up and harden, making it useless. In 
the majority of cases, the only way to lubricate the packing was to run the 
equipment, allowing the process fluid to provide the lubrication. The practice 
of running duty and standby equipment alternately met this requirement. The 
practice still continues, even though mechanical seals have largely replaced 
the packed glands long ago. 
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Mechanical seal failures form a significant proportion of the total. The 
wear of the seal faces takes place mainly during their start-up phase. At this 
time, the hydrodynamic fluid film is not yet in place, and the seal runs dry. 
After a short while, the fluid film is established, separating the seal faces and 
reducing wear. Frequent starts are a major cause of wear in seals, and by reduc- 
ing the number of starts, we can reduce the number of seal failures, and hence 
pump failures. 

Let us consider the case of a 1002 pumping situation, where we have a des- 
ignated duty and standby pump.The consequences of failure of the two pumps 
differ, as the following argument shows. If the duty pump fails in service, the 
standby cuts in and in most cases there is no impact on production. On the 
basis of the production consequence of failure, it is difficult to justify any 
maintenance work on the duty pump. If the direct maintenance cost of failure 
is high, we can justify a limited amount of preventive maintenance, typically 
condition monitoring. 

If the standby pump does not start on demand, it has serious consequences. 
Its only role is to start if the duty pump fails, and take over the h l l  pumping 
load. 

This is a hidden failure, and the remedy is to test start the standby pump. At 
what frequency shall we carry out the test? Depending on historical failure 
rates relating to this failure mode, we can test start it at a suitable frequency 
(using expression 3.13), to obtain the desired availability. 

The next functional failure to consider is the inability to deliver the 
required flow at the operating pressure. To check this condition, we test the 
standby equipment on full load for 4 to 24 hours. A spin-off benefit from run- 
ning long duration full load tests is that it will then be possible to take condi- 
tion monitoring readings for the standby equipment regularly. 

Now consider the situation when we run the pumps alternately - either 
pump, if running at the time, may fail while running. If on standby, it may not 
start or perform satisfactorily. Thus both pumps need maintenance, often with 
poor condition monitoring data (since the collection of data is a hit or miss 
affair). The wear out rate is about equal, and the conservative policy would be 
to carry out condition- or time-based overhauls on both pumps. This is costly 
and inefficient. Last, with a similar level of wear-out taking place on each 
pump, they are both equally likely to fail, and thus will become worse with 
time. The advantage of having a redundant system is therefore greatly 
reduced. 

The operating policy of alternate duty operation results in many starts, 
which tends to increase seal failure rates. This in turn means that there is an 
increase in the level of risk. In the case of dutyistandby operation, the test fre- 
quencies will generally be quite low, and hence we require fewer total 
starts. The failure rates will therefore be lower, and it is the option with the 
lower risk. 
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There are two outcomes to consider, one relating to up-time and the second 
relating to costs. [n the case where we run both pumps alternately, we have to 
take both out of service from time to time, to carry out overhauls. In the 
duty-standby case, only when the duty pump exhibits performance problems 
do we initiate maintenance work. Similarly, we will work on the standby 
pump only if the test run fails. We can see that the total downtime will be 
higher in the case where the duty is alternating. Due to the higher seal failure 
rate, in absolute terms the workload will be higher. Further, the longer the 
downtime on one pump, the greater the chances that the other will fail while 
running. Overall. the system availability will tend to fall. 

In systems with installed spares, the availability will be higher when we 
designate duty and standby equipment, and align the operating policy suit- 
ably. The reduced maintenance workload has an immediate favorable impact 
on maintenance costs. We have seen cost and uptime improvements of 10% or 
more merely by switching to a duty-standby philosophy. 

In some cases, the equipment start-ups are quite difficult. Once started up, 
it is often prudent to leave the equipment running. In these cases, we cannot 
follow a strict duty-standby regime. The solution is to operate the duty and 
standby equipment unequally on a 90: 10 or 75:25 basis. In this case, we run 
the duty equipment for, say, three months, and the standby equipment for, say, 
one month. The advantage of this policy is that it produces a low number of 
starts, while allowing a long duration test run (of one month), and a long test 
interval (of three months). We can determine the actual frequency in each 
case using expression 3.13. We can round up (or down) the test frequencies for 
administrative convenience. 

Equipment such as gas turbines have dominant failure modes that are rea- 
sonably predictable. The vendors provide charts for derating the interval 
between major overhauls. The derating factors depend on the number of starts 
and loads on the machines. Gas turbine drivers of electrical power generators 
are invariably in systems with built-in redundancy. We have to work out the 
timing of their overhauls very carefully. One of the determining factors is the 
availability of (the high cost) spare parts. The vendor reconditions these 
spare parts off-line, so there is a known lead-time involved in obtaining 
them. It is therefore advantageous to plan their overhauls with this constraint 
in mind. We plan the operation of gas turbines to suit the reconditioning cycle 
of critical spares. 

9.4.3 
A control loop has three main elements: the sensing device, the control unit, 
and the executive device, as shown in Figure 9.7 below. For the purpose of 
this discussion, we include the cable or tubing termination in the relevant ele- 
ment, and ignore failures of the cable or tubing. Sensing devices measure 
flow, pressure, temperature, speed, smoke density, and vibration levels. The 
control unit or black box compares the inputs received from the sensing device 

End-to-end testing of control loops 
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b SENSING 
DEVICE 

with a control setting or logic. It then produces an output signal designed to 
bring the process back into control, or shut down the system safely. The com- 
plexity of control of units can vary, with software being used extensively in 
modern units. The executive device can be similar to the following types of 
devices: 

A simple control valve; 
An electrically or hydraulically operated emergency shutdown valve; 
A trip and throttle valve on a steam turbine; 
The hydraulic actuator of the rudder of a ship; 
The trip-actuated valve in a deluge system. 

EXECUTIVE 
DEVICE CONTROL UNIT 

Figure 9.7 RBD of control system. 

When dealing with hidden failures, it is necessary to test the relevant con- 
trol loops. Safety systems are often subject to hidden failures. There may be 
significant production losses and additional maintenance work as a result of 
these tests. However, it is easy to test parts of the system at low cost, so we 
often adopt this method. Sensing and control units are susceptible to drift and 
span changes, which will result in incorrect output signals. We can test the 
sensing units by defeating the outputs from the control unit for the duration of 
the test. We can thus establish the availability of the sensing units. We can 
supply a variety of input signals to the control units, and measure the out- 
puts. As before, we disconnect the executive unit from the control unit, so 
that we can avoid executive action. The test demonstrates that the control unit 
generates the required executive signals, thereby establishing its availabil- 
ity. Finally, we come to the action ofthe executive unit itself. This is the final 
element in the chain. The production losses referred to earlier relate to the 
action of this final element. The closure of an emergency shutdown valve 
results in production losses. We have to avoid or minimize the losses, without 
forgoing the test. One way of doing this is to permit partial rather than com- 
plete closure.We can be do this by providing, for example, a mechanical stop 
that limits the travel of the valve. Apart from the fact that we minimize pro- 
duction losses, such partial closure tests reduce the wear and tear on the 
valve. This is especially important in the case of valves with soft seals. Their 
function is to stop the process flow during a real emergency, so we cannot 
afford to damage them by inappropriate tests. The failure rates depend on the 
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number of operations of the valve. When a valve has to open from a fully 
closed position, at the time of opening it has to open under the f i l l  differential 
pressure. It requires large forces or torques to crack open the valve. Thereaf- 
ter, the differential pressure falls, and the loading reduces. Hence, a total clo- 
sure can cause significant damage to the seats, while a partial one does not do 
as much damage. The fact that the valve moves, even by a small amount, is 
enough to prove to us that it is in working condition. There is a small chance 
with partial closure tests that the valves may not close fblly, when called upon 
to do so. Therefore, we have to backup such partial closure tests by a less fre- 
quent total closure test. We can do this whenever possible, for example, just 
prior to a planned shutdown of the plant. When selecting valves, their ability 
to survive full closure tests should be given due importance. 

The control units are susceptible to another kind of failure, attributable to 
poor change control procedures. With the increasing use of software, we can 
alter the logic fairly easily. We have only to modify the lines of code affect- 
ing, for example, the set points. There is a distinctpossibility of loss of con- 
trol, so we must insist on rigorously using the change control procedure for 
such changes. Trained and competent people must carry out these alter- 
ations. One must verify the quality of the change with a suitable verification 
routine. The normal test regime used for demonstrating the availability of the 
control loop is not the means for doing such verification. In section 5.6, we 
discussed the Flixborough disaster, where they carried out piping changes 
without using a rigorous change control procedure. Unauthorized software 
changes could cause another Flixborough. High performance organizations 
enforce them rigorously, and carry out (external) audits periodically to cap- 
ture any deviations. Software changes are inherently dqficult to locate, so 
additional control steps are required. When people understand why change 
control matters, we can prevent unauthorized changes at source. 

9.5 CHAPTER SUMMARY 

We began our discussion of maintenance at the activity level and defined the 
terms used in maintenance. Planned work is more efficient than unplanned 
work and reactive work is less efficient as it is unplanned. Reactive or break- 
down work is perfectly acceptable when the consequences of failure are 
small. In this case it is usually the lowest cost option. Therefore proactive 
work is not always strategically appropriate. 

We examined the primary role or the raison d’&tre of maintenance. We 
developed a risk limitation model, using the escalation and damage limitation 
models discussed in Chapter 8. The viability and profitability of any organi- 
zation, both in the short-term and in the long-term, are dependent on its ability 
to contain minor events and prevent them from escalating into major inci- 
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dents, Far from being an interruption of production or an unavoidable cost, 
maintenance ensures that the revenue stream keeps flowing. It has therefore a 
very positive role, and is not merely an activity of fixing, finding, or anticipat- 
ing the equipment failure. 

We have discussed the continuous improvement cycle and its constituent 
maintenance phases. The objectives of planning are to achieve the required 
level of availability of the safety and production systems. Some breakdown or 
corrective work will result from the test routines and condition monitoring 
tasks. Breakdown work need not be entirely unplanned. We can prepare 
some generic plans to cover common breakdown types, with details being 
worked out when the breakdown occurs. 

The objective of scheduling is to minimize production losses during 
the execution of the work. The first step is to prioritize the work, with 
safety at the top, followed by production, and then the rest. The sched- 
uler arranges resources, tools, spare parts, logistics support, vendor 
assistance, permits, and other requirements for the safe and efficient exe- 
cution of the work. 

In the execution phase, safety is the first objective. Good planning and 
communication is essential for personnel as well as plant safety. Toolbox 
talks, the permit to work system, protective safety apparel, and proper 
planning are important steps in managing safety. Some jobs are inherently 
hazardous, requiring good planning and preparation to minimize the 
risks. 

The second objective is to ensure that we do the work to acceptable quality 
standards. The quality of operations and maintenance affects the reliability of 
the equipment. The knowledge, skills, and motivation of the operations and 
maintenance crew will contribute to the quality of work. 

The main drivers of maintenance costs are the operational reliability of the 
equipment and the productivity of the workforce. Quality is the result of the 
knowledge, skills, pride in work, and good team spirit of the workforce. It is 
the responsibility of management to create the right conditions to make these 
happen. 

The third objective is to do the work in time. We examined the reasons for 
planned work not being done in time. As long as we do the work within an 
acceptable time span around the due date, we can consider the execution to be 
in compliance. When we complete the work outside this span, it is unaccept- 
able. Compliance with the schedule is an important performance measure, 
and should be recorded. 

Analysis is the last phase in the continuous improvement loop. We have to 
measure performance during each of the phases. 

The fourth objective is to use resources efficiently. Good planning and 
scheduling are essential pre-requisites for obtaining high productivity lev- 
els. Delays caused in work are often attributable to poor scheduling. 
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We tend to overanalyze the execution phase so we need fewer, but more 
focused metrics. We should record safety and environmental incidents, as 
they are not acceptable and must be controlled. Quality is important and the 
trend in reliability is a good metric to use. For this purpose, we have to record 
the results of tests, the occurrence of spurious events, and equipment failure 
dates. It is also necessary to maintain compliance records. Ifwe carry out the 
analysis work satisfactorily, it will result in improvements to the plan. If there 
are no improvements, either the plan was perfect or the analysis was inade- 
quate. A qualitative measure of the analysis phase is therefore available. 

We applied the risk-based approach to three situations commonly encoun- 
tered in process plant maintenance.The examples included PRVs, 
dutyhtandby operation and end-to-end testing of control, loops. 
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Appendix 9 4  

A GENERALIZED VIEW OF MAINTENANCE 

The approach we have developed so far could be considered for applications 
in other areas not related to equipment maintenence. Thus we can maintain 
law and order, the health of the population or the reputation of the busi- 
ness. There are risks to manage in each of these cases. We can use the event 
escalation model and the damage limitation model discussed in Chapter 8 in 
these situations as well. 

In the case of law and order management, serious crimes such as murders 
and rapes are at the apex of the risk model. Similarly, the inability to manage 
unruly crowds can lead to situations that could result in fatalities. Soccer 
crowd violence has resulted in many incidents in the past few years, some of 
which resulted in multiple deaths. The law enforcement agencies have taken 
several steps to combat this problem. These include data banks with details of 
known trouble makers in several countries. The countries concerned share 
the data amongst themselves. Police from the guest nation travel to the host 
nation during major international matches to assist the latter in crowd manage- 
ment. They separate the fans from the guest nation physically from those of 
the host nation. They use closed circuit video cameras to monitor the behav- 
ior of the crowd. They control the sale of tickets carefully and route them 
through the soccer associations of the participating countries. They limit the 
sale of alcohol in the vicinity of the soccer stadium. For damage limitation, 
they use police on horseback, so that they can get in among the crowd and do 
so quickly. These are some of the Plant, Procedure, and People barriers that 
we use to prevent the escalation ofminor disturbances into serious incidents. 

Some of us will be familiar with the damage limitation procedures used 
when there is suspicion of food poisoning. If the authorities know the source, 
they quarantine the shop, factory, or warehouse. Countries can quarantine 
visitors traveling from a yellow fever area to prevent spread of this disease, if 
they suspect them to be carriers. 

The case of the Barings Bank collapse] illustrates how financial risk man- 
agement can fail, when the risk-control barriers are not in place. 

The management of the reputation of a business has to deal with the quali- 
tative aspects of risk. Here perception is reality, so concentrating on facts 
alone is not enough to convince people. People are more likely to believe 
firms who come clean when things go wrong than those who attempt to 
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cover-up. Firms that have earned a reputation over the years of treating their 
people well will be better able to face difficult circumstances than oth- 
ers. Late in 1997, Levi Strauss (the maker of jeans) announced major staff 
cuts in the United StatesS2 They had established a strong reputation for look- 
ing after their staff, and the public received the bad news very sympatheti- 
cally. Even employees who lost their jobs had a good word for the company. 

In 1982, seven people died after taking Tylenol, a pain-relieving drug 
made by Johnson & Johnson ( 5 8 ~ 5 ) ~ ~  The authorities found evidence of tam- 
pering, and the drug was laced with cyanide. J&J immediately removed all 3 1 
million bottles of Tylenol from stores and recalled purchases by custom- 
ers. This cost them nearly a hundred million dollars, and was a vivid demon- 
stration of its concern for the welfare of its customers. Tichy2 notes that in 
1975, J&J’s chairman, James Burke wrote to all the senior managers, asking 
them to review their company Credo. Then he met hundreds of them in 
groups, and discussed their Credo. The opening line of their Credo empha- 
sizes their responsibility to doctors, nurses, and patients. After much deliber- 
ation, the company as a whole decided to retain the Credo with only minor 
changes in wording. In the process, they had all committed themselves 
wholeheartedly to the Credo. James Burke credits these reviews to their suc- 
cess in handling the Tylenol crisis. He believes strongly that this large decen- 
tralized organization could not otherwise have managed the crisis. The public 
rewarded J&J by being loyal to it throughout the difficult times. Within three 
months, Tylenol had regained 95% of its market share. 

In both cases, the public perception was that the firms had been honest and 
diligent. The policies they adopt in critical circumstances reflect their values. 

There is an element of simplification in all these examples. Issues affect- 
ing people are always more complex than those affecting machinery. How- 
ever, we can still apply the risk model. 
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CHAPTER 

Risk Reduction 10 
In the preceding chapters, we examined hazards that we can expect during the 
lifetime of a process plant. The first step in managing them is to identify and, 
where possible, measure the risks. We can measure quantified risks using 
their component parameters, namely, the frequency and severity of the 
events. If the risk is qualitative, we note the factors affecting the percep- 
tions, There is an element of simplification here, since quantitative risks can 
affect qualitative risks and vice-versa. 

We have to bring these risks down to a level that society will be willing to 
tolerate, and at a cost that we can afford. Ideally, the best time to do this is 
while the plant is being designed. This does not always happen for reasons 
such as a lack of awareness, time, tools, resources, or skills. Often, the project 
team may get a performance bonus if they complete the project in time and 
within budget.The main risk they worry about can be that of the size of their 
bonus! Thus, their own agenda may conflict with that of life cycle risks fac- 
ing the plant. 

In this chapter, we will discuss a selection of tools that are applicable in the 
design and operational phases of the plant. Of these, Reliability Centered 
Maintenance or RCM has a wide range of applicability in both the design and 
operational phases, so we will discuss it in some detail. 

In Chapter 7 ,  we explored the qualitative aspects of risk and why percep- 
tions matter. If we are to influence the perceptions of the stake-holders in the 
business, whether they are employees, shareholders, union officials, pressure 
groups, or the public at large, we have to communicate our position effec- 
tively. If an individual or pressure group fights a large organization, the pub- 
lic sees them as David and Goliath respectively, and the organization faces a 
very difficult task. 

10.1 FREQUENCY OR SEVERITY? 

In managing quantified risks, we can attempt to reduce the frequency or the 
severity, or both. Risk in its quantitative sense was defined in Section 7.4 as, 

Risk = Frequency x Severity, or 
Risk = Probability x Consequence 
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In Figure 10.1 we can see a set of curves where the product of probability 
and consequence are constant. The risk may be in terms of loss of life or seri- 
ous injury, financial loss, or damage to property or the environment, Let us 
say that we wish to move down from a high risk level such as the upper curve 
with a risk value of $20,000. One such point is where the probability is 0.5 
and consequence is $40,000. Any point on the next curve has a risk level of 
S 10,000, and so should be acceptable. We can lower the risks if we reduce one 
or both of the elements. It may be possible to lower the consequence while 
the probability remains the same. The vertical line represents this 
change. Alternatively, it may be possible to move horizontally, keeping the 
same consequence and reducing the probability. The figure illustrates these 
options, but there is no restriction to move parallel to the axes. 

2501000 T 

0 0.2 0.4 0.6 0.8 1 .o 
Probability 

Figure 10.1 Constant risk curves. 

In theory, both of these options are equally acceptable as they represent the 
same reduction in the risk value. However, people tend to accept high fre- 
quency events of low consequence, but they do not accept high consequence 
events of low frequency as easily. For example, a single road accident involv- 
ing many vehicles and lives will catch media and public attention, but they are 
likely to account for a small proportion of the total road deaths on that 
day. Yet the remaining accidents are less likely to make it to the newspaper 
front page or TV headline news. In order to match our effort with people’s 
perceptions of risk, it is preferable to look for the low consequence solu- 
tions. If the choice is between one or the other, we suggest risk reduction pro- 
grams that mitigate the consequences in preference to those that attack the 
frequencies. 
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10.2 RELIABILITY BLOCK DIAGRAMS AND 

We introduced RBDs in Chapter 5 ,  using series and parallel networks to repre- 
sent simple systems. These represent the logic applicable to the physical con- 
figuration. In Figure 10.2, valves A and C isolate control valve B, and valve D 
bypasses it. The logical requirements for the flow to take place are that 
valves A, B, and C are all open or valve D is open. Thus, in the RBD, the 
blocks A, B, and C will be in series while the block D will be in parallel, as 
shown in fig 10.3. 

MATHEMATICAL MODELING 

b 

Figure 10.2 Physical layout of valves. 

Figure 10.3 RBD of sub-system. 

In Boolean algebra notation, we use AND gates to connect series blocks, 
and OR gates to connect parallel blocks. We ask the question whether both A 
and B have to operate in order to perform the function to decide how to repre- 
sent them in the RBD. In the first case, the connection is with an AND gate 
and is a series link, while in the second there is an OR gate and a parallel 
link. The more complex arrangements include for example bridge structures 
or nested structures as shown in Figures 10.4 and 10.5 below. 

The plant’s overall system effectiveness is the ratio of the actual volumet- 
ric flow through the system to that possible when there are no constraints at the 
supply or delivery ends. It takes into account losses due to trips, planned and 
unplanned shutdowns, and slowdowns attributable to equipment failures. We 
factor in low demand or feedstock unavailability into the denominator. Thus 
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Figure 10.4 Bridge structure RBD. 

Figure 10.5 Series-parallel nested RBD. 

we can use RBDs to evaluate the system effectiveness and identify the critical- 
ity of the individual blocks. Critical systems are those which produce the 
largest changes in overall system effectiveness when we make some small 
changes to each of the sub-systems or elements in the RBD. This helps us to 
carry out selective improvement of the reliability of the blocks con- 
cerned. The focus is on critical sub-systems only, whose operational reliabil- 
ity affects the overall system effectiveness. As a result, we can maximize the 
return on investment and net present value. 

We can improve these sub-systems in a number of ways, for example, 

By changing the configuration; 
By providing storage for raw materials, and intermediate or finished products; 
By using more reliable components. 

You will recall that availability is the ratio of the time an item can work to 
the time in service (refer to section 3.7). With a high equipment availability, 
the system effectiveness will also be higher. One way to increase availability 
is to improve the maintainability. We can do this, for example, by providing 
better access, built-in-testing, diagnostic aids, or better logistic sup- 
port. When spare parts are available at short notice, this reduces downtime, 
which results in an improvement in both maintainability and availabil- 
ity. Last, as this is likely to be the most expensive option, we can consider 
installing standby equipment. 
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One can use analytical or simulation modeling techniques in the calcula- 
tion of system effectiveness. Analytical solutions, using truth tables or alge- 
braic equations,  produce the same answer each t ime, and are 
deterministic. On the other hand, simulation methods, using numerical tech- 
niques, will produce different answers with each calculation. These differ- 
ences are not errors, but represent the distribution or spread in the value of the 
outcome. Usually we require several simulation calculations, sometimes up 
to a thousand runs. We can produce a distribution curve similar to the pdf 
curve discussed in Chapter 3, by plotting all the results. Such results are 
probabilistic and give us the distribution, thereby offering a more realistic rep- 
resentation. Simulation methods give probable outcomes, while analytical 
methods produce possible outcomes. 

Use of RBDs is particularly effective at the design stage, focusing 
attention on the critical parts of the system. The RBD is of use in achiev- 
ing high system effectiveness and thus a low production risk. Different 
elements in the RBD will affect the overall system effectiveness differ- 
ently. It is cost-efficient to improve those elements that produce the most 
overall improvement in system effectiveness. Once we establish the sen- 
sitivity of each path of the RBD, we check the sensitivity of the system as 
a whole to small changes in the parameters. In doing so, we start with the 
most sensitive equipment, then the next in order of sensitivity, and so on 
till we obtain the desired system effectiveness. These changes may be in 
the configuration, equipment reliability or capacity, storage at the sup- 
ply, intermediate or delivery end, logistics, and installed spare capac- 
ity. We choose the combination of changes that produces the required 
improvement, that is, risk reduction, at the lowest cost. Similarly, we can 
question the need for some of the low sensitivity equipment, with poten- 
tial savings in investment. This top-down approach focuses on items that 
will bring the greatest returns at the lowest cost, thereby making it a valu- 
able decision tool. 

Modeling is also useful during the operating phase. We can predict the 
effect of changes in e.g., spare parts unavailability, logistics support, trips or 
reliability at the equipment level on the system effectiveness and hence over- 
all production capability. Again, we select the option that produces the great- 
est improvement in system effectiveness for a given cost. 

A number of software applications are available to model systems, 
using analytical or simulation techniques. Simulation packages take lon- 
ger to run, but require fewer assumptions. They can represent a wider 
range of real life constraints such as queuing for maintenance, varying 
demand, resources, and logistic support. They are useful for life-cycle cost 
evaluations, and may be applied from the conceptual stage of a project 
through the construction, commissioning, operating, and end-of-life 
phases of a plant. They are thus cradle-to-grave tools. 
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10.3 HAZARD AND OPERABILITY STUDIES 

AHazard and Operability study, or HAZOP, is a qualitative method of analyz- 
ing hazards and operability problems in new or change projects. It is a struc- 
tured process to analyze the likelihood and consequences of initiating 
events. HAZOP uses a set of guide words to carry out the analysis. It is usu- 
ally applied in turn to each element of the process. The team members allow 
their imagination to wander and try to think of as many ways in which they can 
expect operating problems or safety hazards, using the guide word as a direc- 
tional prompt. For example, the guide word NONE will prompt the idea of no 
flow in apipe line. In turn, this could be due to no feed-stock supply, failure of 
upstream pump, physical damage to the line, or some blockage. Other guide 
words such as MORE OF, LESS OF, PART OF, MORE THAN, and OTHER 
THAN will help generate ideas of different deviations that may cause a hazard 
or operability problem. They identify and record the consequence of each of 
these deviations. Corrective action required to overcome the problem, either 
by making the operator aware or by designing it out altogether. Such actions 
may involve additional hardware, changes in the operating procedures, mate- 
rials of construction, physical layout, or alignment. 

The HAZOP team should have a representative each from operations, pro- 
cess, and the mechanical and instrumentation engineering disciplines. A 
well-experienced and independent HAZOP team leader should facilitate the 
work of the team. 

The technique helps identify environmental and safety hazards, as well as 
potential loss of production. It draws on the wealth of experience in the orga- 
nization. By providing a structured approach, the team uses its energy effi- 
ciently. It is a pro-active tool suitable for use during the design phase of the 
project, Additional information on this technique is available in Kletz. 1 

10.4 FAULT TREE ANALYSIS (FTA) 

A fault tree is a graphical representation of the relationship between the causes 
of failure and the system failure mode. Bell Telephone Laboratories Inc., 
introduced the technique in the early 1960s, and since then, it has grown in 
popularity. Designers use it to evaluate the risks in safety systems. 

In the nomenclature of FTA, the TOP event is the system failure mode, 
while PRIME events are the causes. Table 10.1 describes a set of symbols 
used in constructing the FTA charts. We define the TOP event clearly by 
answering the questions what, when, and where. A TOP event, for example, 
is the loss of containment (what), during normal operation (when), from reac- 
tor R-301 (where). From this TOP event, we identify those causes that are 
necessary and clearly linked to it. Using the appropriate logic gate from Table 
10.1, we can show the relationship between the TOP event and the immediate 
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AND Gate 
All inputs are required for output 

OR Gate 
Any input will produce output 

1 0 1 Faultevent 

Primary failure 101 
Transfer inlout 

Fault event not 
developed to cause 

Table 10.1 Symbols used in fault tree analysis. 

cause graphically. Next we identify the events that lead to these causes. This 
breakdown proceeds level by level, with all inputs to every gate being entered 
before proceeding further. We can stop the analysis at any level, depending 
on the degree of resolution required. We record the probability of occurrence 
of each of the causes, starting at the lowest level. Using the AND/OR logic 
information, we can calculate the probability of higher level events, ending 
with the TOP event. We can cany out what-if analysis, so that if the TOP 
event probability is unacceptable, the focus is on improvements to the critical 
branches. Figures 10.6 and 10.7 show a schematic drawing and an FTA chart 
respectively. For a more detailed explanation, readers may refer to Davidson2 
or Hoyland and R a ~ s a n d . ~  

Software tools are available to construct FTAs and evaluate the probability 
ofthe TOP event. These lend themselves to sensitivity studies, and cost effec- 
tive remedial measures. The use of FTA can reduce the probability of fail- 
ure, and it is most appropriate at the design stage of a project. It is an 
analytical method and hence has the disadvantage of not being able to predict 
the spread or distribution of the results. 

10.5 ROOT CAUSE ANALYSIS 

We use this technique to improve reliability by identifying and eliminating the 
true reasons for a failure. The process is like peeling an onion, where the outer 
layers appear to be the cause but are effects of a deeper embedded reason. At 
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Figure 10.6 Schematic diagram of pumping system. 

Figure 10.7 FTA of pumping system. 

the plant level, for example, we may have visible problems such as environ- 
mental incidents, high costs, or low availability. On initial investigation, one 
may attribute it to poor logistics, high turnover of staff, absenteeism, or human 
error. Further investigation will reveal a variety of underlying layers of rea- 
sons, and one has to pursue it doggedly to arrive at the true cause. 

We use a number of quality tools in carrying out root cause analysis 
(RCA). Many readers will be familiar with the Kepnor-Tregoe04 methodol- 
ogy. The change model and differentiation technique (Is, Is Not analysis), are 
powerfid tools used in RCA (refer to Figure 10.8). The Fishbone (or 
Ishikawa) analysis technique, illustrated in Figure 10.9, helps identify proxi- 
mate causes. 
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Figure 10.8 Problem solving models. 
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Figure 10.9 Fishbone (Ishikawa) analysis 

Cause itself can be at many levels. If we are investigating a vehicle acci- 
dent, we might consider several possible causes, for example, road condition, 
mechanical defects, or driver error. If the weather conditions were known to 
be bad, the poor road condition now becomes plausible. If we observe skid 
marks on the road, this evidence elevates it to aproximate cause. We examine 
which element of a proximate cause had the potential to do so, and look for 
supporting evidence. If such evidence is available, these potential causes 
become probable causes. We then test the most probable causes against the 
original effect or incident. If it can explain the full sequence of events, we call 
ittheroot cause. Figures 10.8,10.9, and 10.10illustratesomeofthetoolsused 
in the analysis. 

RCA is a structured process and the methodology is analogous to that used 
in solving a crime. We use problem statements (or inventory), classification, 
and differentiation techniques to identify the problem (crime). Thereafter, we 
describe the problem (evidence) using, for example, Pareto analysis, change 
model, timeline charts, and is-is not analysis. Next we identify the possible 
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Figure 10.10 Stair-step analysis 

causes (suspects) using the Fishbone and stair-step tools. Verification of plau- 
sible causes follows this step (confession, autopsy, trial). These steps result in 
identifying the most probable cause (‘judgment) that can explain the observed 
effects. Once we establish the root cause, the solutions are usually appar- 
ent. We can use tools such as brainstorming to find the best solutions (rehabil- 
itation). An excellent example of the RCA technique is the report of the 
Court of Inquiry into the Piper Alpha disaster, conducted by Lord Cullen’. 

We reviewed some of the causes of human failures in Section 4.9. When 
an RCA indicates that human failure is a proximate cause, we have to peel 
more layers of the onion. It is necessary to find out if these are due to stress, 
lack of sleep, poor motivation, or other causes. Conflicting demands, such as 
pressures to keep the production going when safety is at stake, are not uncom- 
mon. We discussed the Piper Alpha disaster in some detail in Section 
8.1.2. The rapid escalation of the fire was due to the large supply of hydrocar- 
bons from Tartan and Claymore. Both continued to operate at full throughput 
when their Offshore Installation Managers (OIMs) knew that there was a seri- 
ous incident at Piper Alpha’. They convinced themselves that Piper Alpha 
could isolate itself, when there was evidence that this was not happen- 
ing. Swain and Guttmann6 estimate that the probability of human error in 
well-trained people working under highly stresshl conditions varies from 0.1 
to 1.0. Even if we take the lower estimate, it is unacceptably large. Under 
these conditions, people tend to revert to their population stereotypes (doing 
what comes naturally). A strong safety culture in Tartan and Claymore may 
have persuaded their OIMs to shut down the pipelines connected to Piper 
Alpha. The evidence in Lord Cullen’s report shows that this was not so, and 
the lack of the safety culture (population stereotype) was a contributor to the 
escalation of the disaster. The same scenario is evident in the Challenger 
shuttle case. The (production) pressure to launch was so high that bothNASA 
and Morton Thiokol managers convinced themselves that the low ambient 
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Figure 10.11 Root cause analysis steps 

temperature did not matter. This was directly against the advice oftheir scien- 
tists. If there had been a strong safety culture in Tartan, Claymore, or NASA, 
the managers involved would in all probability have reached different conclu- 
sions. Successful RCAmust be able to get to the underlying structural, emo- 
tional, and political pressures leading to human errors. We call these 
underlying causes latent root causes. These are sleeping tigers, waiting to 
strike. An RCA is complete only when the physical, human, and latent root 
causes are identified clearly. 

RCA works by eliminating the source ofproblems, and thus improves the 
operational reliability of the plant, system, or equipment. As a result, we can 
expect a lower frequency of failures. 

10.6 TOTAL PRODUCTIVE MAINTENANCE 

In the early 1970s, Seiichi Nakajima pioneered the concept of total productive 
maintenance or TPM in Japan. The operator and maintainer form a team to 
maximize the effectiveness of the assets that they own. TPM embodies con- 
tinuous improvement and care of assets to ensure that their operation at opti- 
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mum efficiency becomes an organizational value driver. The operator applies 
five principles: 

seiri or being organized ; 
seiton or being disciplined and orderly; 
seiso or keeping the asset clean; 
seiketsu or remaining clean; 
shitsuke or practicing discipline. 

improvement path. The first step is to recognize six types of losses, as follows: 

unplanned shutdowns and breakdowns; 
additional changeovers or setups; 
trips; 
slowdowns; 
start-up losses; 
re-work and poor quality. 

We can analyze these, for example, by using FTA and eliminating or mini- 
mizing the causes to the extent possible. 

The second step involves the routine upkeep of the asset, by cleaning, con- 
dition monitoring, servicing, and preventive maintenance. The third step 
requires the operator to understand the importance of the machine quality in 
delivering the product quality. In TPM terms, we call this autonomous main- 
tenance. The enhancement of the skills of the operator by training, both off 
and on the job, is the fourth step. The last step relates to designing out mainte- 
nance of the machine to the extent possible. Details on the methodology and 
application are available in Willrnott’. 

TPM, which originated in the manufacturing industry, follows a five-step 

10.7 RELIABILITY CENTERED MAINTENANCE 

Reliability Centered Maintenance or RCM is a structured methodology to 
determine the appropriate maintenance work to carry out on an asset in its cur- 
rent operating context so that it performs its function satisfactorily. RCM 
identifies the timing and content of the maintenance tasks that will prevent or 
mitigate the consequence of failures. 

We started our discussion on the RCM process in chapter 2, with an expla- 
nation of FBD and FMEA. In chapter 3, we explained the concepts of proba- 
bility density functions, hazard rates and mean availability. Later, in chapter 4, 
we discussed the operating context, capability and expectation and incipiency. 
In this section, we will go through the whole RCM process. This is, in 
essence, a set of sequential tasks to identify the correct maintenance required 
to mitigate against the consequences of all credible failure modes. Further, 
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using the knowledge acquired in chapter 4, we can determine the timing of 
these tasks. 

We had set out to answer what maintenance to do and when to do it; these 
answers should be available by the end of this section. Following this brief 
discussion, readers are encouraged to refer to other texts on RCM (see bibliog- 
raphy) for a more detailed explanation. 

10.7.1 Functional block diagrams 
We discussed the functional approach in Chapter 2 and used FBDs to define 
the functions of the system and sub-systems, showing the inter-links that exist 
between them. The functional approach works in a top-down manner and 
identifies what each system or sub-system must achieve. From this, we define 
failure as inability to perform the function. It is a black box approach where 
raw materials or other inputs enter one side of the box, and intermediate or 
final products exit from the opposite side. The first two steps in an RCM 
study identify the functions and functional failures. 

10.7.2 
There can be a number of reasons that cause a functional failure, so the next 
step is to identify these. For example, if the discharge flow or pressure of an 
operating pump drops to an unacceptable level, there may be one or more 
causes. One is the blockage of the suction strainer, another an increase in the 
internal clearances due to wear. We call these causes failure modes and iden- 
tify them by a local effect, such as an alarm light coming on or by a fall in the 
pressure or flow reading. In our example, the local effect is the drop in dis- 
charge pressure. This is how we know that something unwanted has hap- 
pened. We use the human senses or process instruments in the control room or 
at site to identify the failures. 

The failure may affect the system as a whole resulting in, for example, a safety 
or environmental incident, or production loss. In the above example, ifthere is an 
installed spare pump that cuts in, there is no loss of system performance. On the 
other hand, if this is the only pump available, the system will not function, causing 
a loss of production, or impairing plant safety. This is the system effect. 

We then examine the category or type of consequence. It can be a hidden 
failure, as in the case of a standby pump failing to start or a pressure relief 
valve failing to lift. You will recall from the discussion in Chapter 4 that a dis- 
tinct feature of a hidden failure is that unless there is a second failure, there is 
no consequence. This second or other event may be a sudden increase in pres- 
sure, or the failure of another equipment. Thus the operator cannot know that 
the standby pump will not start or that the relief valve will not lift unless there 
is a demand on the item. This happens if the duty pump stops or the pressure 
has risen above the relief valve set-pressure. By then it is too late, as we want 
the equipment to work when required. The effect could be impairment of 
safety, potential damage to the environment, or loss of production. 

Failure modes and effects analysis 



190 Effective Maintenance Management 

The failure may be evident to the operator in the normal course of 
duty. For example, when the running pump stops, the operator will know this 
by observing the local or panel instruments. If it is an important function, 
there will be an alarm to draw the attention of the operator. 

The consequences of failures depend on the service, the configuration, and 
the external environment, and whether they are evident or hidden. We will 
illustrate this by examining a number of scenarios. First, they can have safety 
or environmental consequences, for example, when a pump or compressor 
seal leaks and releases flammable or toxic fluids. Even benign fluids may 
form pools on the floor, causing slipping hazards, and resulting in a safety 
consequence. Second, they may result in a loss of production. If a pump 
bearing seizes, the pump will stop and there will be no flow. If it does not have 
an installed stand-by unit, there will be no flow in the system, impairing safety 
or production. If there is a stand-by unit and it cuts in, the system continues to 
function. However, in this case the seizure can result in the shaft being 
welded to the bearing, so we may be in for a costly and time-consuming repair 
effort. Alternately, the seizure may result in internal parts rubbing, thereby 
causing extensive damage. Thus, the third consequence is an increase in 
maintenance cost. In this case, even though there is no impact on safety, envi- 
ronment, or production, there may still be a high cost penalty. Finally, there 
may be no effect at all on the system, in which case the failure does not mat- 
ter. Taking the example of the bearing seizure, the result can be just damage to 
the bearing itself and nothing else. In this case, assuming that the cost of 
replacing it is small, we would classify the failure as one that does not mat- 
ter, Categorizing system effects assists us in determining the effort we are 
willing to spend and, hence, the appropriate maintenance task. 

These steps complete the Failure Modes and Effects Analysis or FMEA. 

10.7.3 Failure characteristic analysis (FCA) 
We discussed failure distributions, hazard rates, and failure patterns in Chap- 
ter 3. We also examined the special case of constant failure rates. When deal- 
ing with hidden failures, testing is an applicable and effective maintenance 
task. Often it is the most cost effective task. Under the conditions discussed in 
section 3.7, we can use expression 3.13 to determine the test intervals that will 
ensure the required level of availability for a given failure rate. 

In the case of evident failures that exhibit incipiency, the time interval from 
incipiency to functional failure is of interest. Figure 4.10 in Chapter 4 shows 
a typical incipiency curve. The curves (refer to Figure 10.12) start randomly 
along the time axis, so the operator will not know the starting point of the 
incipiency. In order to measure a deterioration in performance, we need at 
least two points on the curve, so that we can recognize that performance dete- 
rioration has commenced. At what frequency should we test the item in 
order to ensure that we get at least two points on the curve? Let us choose a 
test interval equal to the incipiency period. As can be seen from Figure 10.13, 
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it will be impossible to find two points on the curve within the incipiency 
period. If we choose a test interval of, say, two-thirds of the incipiency, we 
notice from Figure 10.14 that we will miss some hnctional failures. How- 
ever, if we choose a test interval of half the incipiency, we will always get two 
points on the curve within the incipiency period, as illustrated in Figure 
10.15. Thus, for evident incipient failures, the test interval cannot exceed half 
the incipiency period. In the case of safety or environmental consequences, 
we can select a smaller test interval, say one third the incipiency period. 

We have to provide for the variability in the droop of the incipiency curve, 
as illustrated in Figure 4.14 in Chapter 4. 
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Figure 10.14 Test interval at two-thirds of incipiency interval. 

Figure 10.15 Test interval selected at half of incipiency interval. 

larly difficult to carry out reliability analysis. We need access to the operating 
history, specifically the start-stop dates and the cause of stoppage on each 
occasion. Similarly, calculation of average failure rates requires the time in 
operation and the number of failures. Operators can usually identify incipi- 
ency intervals from their knowledge of the equipment performance. 

For various reasons, some RCM practitioners shy away from reliability 
analysis. As a result, this is often the weakest area in the RCM process. A 
legitimate reason is the total lack of operating history, as in the case of a new 
plant. Another reason is that good quality data is often missing, as discussed 
in Section 3.9-the Resnikoff conundrum. It is true that data about really 
important failures is hard to find because of the great deal of effort spent in 
preventing such failures. In these cases, it is perfectly acceptable to use ven- 
dor recommendations or one's own experience as a starting point. Thereafter, 
we use age-exploration to refine the intervals based on the condition of the 
equipment when inspected, after operating it for some time. Each new 
inspection record adds to this knowledge, and using these we make hrther 



Risk Reduction 193 

adjustments to the maintenance intervals. We make these changes in small 
steps, and check how they affect the equipment's performance. Smith' 
explains this method in greater detail. 

Howevel; somepractitioners take the view that it is too dijjcult or costly to 
collect reliability data. They stop on completing the FMEA, even when data is 
available to calculate the reliability parameters. Instead, they use 
guess-work (euphemistically called engineering judgment), to determine the 
task frequency. We do not support this approach, since it devalues the R in 
RCM, and produces results of indifferent quality, 

A large volume of maintenance work relates to minor failures on which 
data is available. Serious failures result from the escalation of minor failures, 
as discussed in Chapter 9. If we resolve minor failures in time, there is a good 
chance of avoiding serious ones. Continuous improvement is only possible 
when we collect and analyze performance data, so it follows that data collec- 
tion is an integral part of good practice 

10.7.4 Applicable and effective maintenance tasks 
We discussed applicability of tasks based on the shape of the pdf curve. To 
illustrate this, we used the Weibull shape and scale parameters to help identify 
applicable maintenance tasks (refer to secton 9.1.2). There are other criteria to 
consider as well, and we will examine these now. 

Effective tasks relate to the type of failure and those that will solve the 
underlying problem. We ask the following questions about the failure: 

Is it evident or hidden? 
Is there an incipiency and can we measure it? 
What is the hazard pattern (for example, infant mortality, constant hazard 
rate, or wear-out)? 

The tasks must relate to the answers we get to these questions. For exam- 
ple, if there is a hidden failure, a failure-finding task is applicable. With a 
wear-out pattern, age-related maintenance (scheduled overhaul or replace- 
ment) is applicable. There can be one or more applicable tasks that can address 
a given hazard pattern and failure type (that is, hidden or evident). 

Effective tasks are those that are technically capable of solving the prob- 
lem. Aperson suffering from a headache can take apain-killer tablet to obtain 
relief. Often applying balm or massaging the head will do just as well, so 
these two methods can also be effective. However, applying balm to the feet 
will not be useful, so this not an effective solution. What is important is that 
the task must address the cause of the problem. 

An automobile tire wears out in the course of time. Failure of the tire has 
the potential for serious consequences, including loss of life. With a clear 
wear out failure pattern, a time-based replacement strategy can be 
applicable. Alternatively, we can measure the tread depth from time to time, 
and plot an incipiency curve. Hence, condition monitoring is also effec- 
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tive. Both tasks are physically possible, so the strategies are equally applica- 
ble. What is the best option? 

In the case of time-based tasks, such as failure-finding, scheduled overhaul 
(or replacement) work, we have to select its timing so that the residual life or 
survival probability at that point is reasonably high. The task will only be 
effective if executed in time. In other words, we cannot delay the task to the 
point where there is a good chance that the item has already failed-the patient 
must be alive to administer the treatment! Referring to Figure 3.2, the R(t) 
value is what we have to ensure is acceptable. In the case of safety and envi- 
ronmental consequences, we expect to see a high survival probability, say 
97.5% or higher. The actual value will depend on the severity of the conse- 
quences, and may be as high as 99.9%. If we had selected a desired survival 
probability or R(t) of 97.5%, we expect that at this time, 2.5% of the items 
would have failed. For a single item, there is a 97.5% chance that the item 
would still be working when we schedule the maintenance task. We call this 
the safe life. Normally, we can accept a lower survival probability when deal- 
ing with operational consequences. The exact value will depend on the 
potential loss and could be as low as 85%. This means that we can delay the 
maintenance work to a point much later than the safe life, called the useful 
life. The following examples illustrate the concept of safe and useful lives. 

Gas turbines provide motive power for modern aircraft. The heat pro- 
duced in the burners expands the combustion products and imparts this energy 
to the rotor blades. The combustion takes place in several burners mounted 
uniformly around the inlet face. In theory, the hot gases must be at the same 
temperature at any point around the circumference, along a given axial 
plane. In practice there are small variations, as a result of which the blades see 
varying temperatures as they rotate. This causes thermal cycling and 
fatigue. The blades experience mechanical stresses due to dynamic centrifu- 
gal forces as well as due to the differential pressure between inlet and out- 
let. They fail due to these mechanical and thermal stresses, and can break off 
and cause extensive damage inside the casing. They can also burst out 
through the casing, causing injury to people or damage to property. Cata- 
strophic blade failures are unacceptable, and we must do all we can to prevent 
them. The manufacturers test samples of these blades to destruction under 
controlled conditions, and assess their failure distribution. With this informa- 
tion, the manufacturers can predict the survival probability of the blades at a 
given age, The gas turbine manufacturers will recommend that the user 
re-blades the rotor at a very conservative age, when the blade survival proba- 
bility is high. We call this the safe life of the blade. 

Similarly, ball bearing manufacturers test samples of their products to 
destruction and plot their failure distributions. In the majority of applica- 
tions, failure of ball bearings will not cause catastrophic safety or environ- 
mental incidents. In such cases, we can tolerate a lower survival probability at 
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the time we decide to carry out maintenance action. Usually, we design ball 
bearing applications on the basis of its so-called L( 10) life, which is the age at 
which 10% of the bearings in the sample tested by the manufacturer have 
failed. At this point in time, we expect to see 90% of the sample to have sur- 
vived, a level far less stringent than in the case of the gas turbine blades. The 
bearing L( 10) life is its useful life. 

In Chapter 3, we discussed how the Weibull shape parameter describes the 
peakiness of the pdf curve. In Figure 3.16, we can see the shape of the pdf 
curves for Weibull p values from 0.5 to 10. The higher this number, the more 
certain we can be that the failure will take place close to the characteristic life. 
When the value of the shape parameter is low, for example 1.1 or less, the 
spread is very large. 

In the case of evident failures, when we can be reasonably sure of the fail- 
ure interval, time-based maintenance is applicable. With high Weibull p val- 
ues, typically over 4, time-based maintenance can be quite effective. We can 
expect high Weibull p values with items subjected to fouling, for example, 
furnaces or heat exchangers. We can also expect high Weibull p values in 
items subjected to wear, such as brake pads or tires. Some people call 
time-based tasks hard-time tasks, scheduled overhauls, or scheduled replace- 
ments. Note that the word time encompasses any parameter that is appropri- 
ate in measuring age. We can replace it by start cycles or the number of 
operations if these are more appropriate in a given situation. 

When the shape parameter is around 1, (say a range of 0.9 to 1. l),  the time 
of failure is difficult to predict due to the wide spread of the probability density 
curve. If there is an incipient condition that we can monitor, then condition- 
based maintenance is a good option. 

When the Weibull p value is lower than 1, say 0.9 or less, the item is subject 
to early failures or infant mortality. Here, the probability of failure decreases 
with age, so if the item has not yet failed, keeping it running is the best 
option. If we stop the item to do preventive maintenance, we are likely to 
worsen the situation. The low Weibull p value normally indicates a situation 
where the stress reduces with age, as in the case of internal parts that adjust and 
align themselves during operation. We use the term bedding-in to describe 
this learning process. Items such as crankshafts that have sleeve bearings, 
pistons, and gear trains, which align themselves after running-in for a few 
hours, illustrate this process. A low Weibull p value can also indicate quality 
problems, either in terms of materials of construction, maintenance workman- 
ship, or poor operational procedures. In this case, a root cause analysis will 
help identify the underlying problems. 

In the case of hidden failures, by definition we do not know the exact time 
of failure. If the item is mass produced, we can test a representative sample to 
destruction. Such a test, typically carried out on items such as switches or 
relays, helps establish the failure rate of the items. Often such tests are not 
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practical, if the unit costs are high and testing to destruction is not via- 
ble. Similarly, when factory test conditions cannot match the operating sce- 
nario, they lose credibility. An alternate method is to test the item 
periodically in service, without adjusting, cleaning or modifying it in any 
way. If there are a number of similar items in service, we can calculate the 
average failure rate by dividing the number of failures by the cumulative oper- 
ating service life in the test interval. 

The failures we are talking about in this context are those recorded in the 
FMEA. For example, a pressure relief valve (PRV) may fail to lift at the 
required pressure, or may fail by leaking even when the system pressure is 
lower than the set pressure of the PRY If overpressure protection is under 
consideration, we must base the failure rate on test results for these events 
alone. When we hear of a PRV failing in service, often it means that it is leak- 
ing. If so, this data is not relevant in calculating the failure rate relating to the 
fail-to-lift scenario. What data do we need for this calculation? The results 
of pre-overhaul bench tests will identify the number of fail-to-safe (leakage), 
and fail-to-danger (not lifting) events. The latter are relevant in this case and 
should be used to calculate the failure rate. We can calculate the frequency of 
hture tests using expression 3.13. We call such tests failure-finding tasks as 
they identify the ability or inability of the item to perform when 
required. Expression 3.13 is applicable when we can fulfill the conditions 
mentioned in Section 3.8. If not, we can use a numerical method called the 
Maximum Likelihood Estimator or MLE. Edwards’ describes the method in 
detail. When the failure event has no consequence or if it is very small, we can 
allow the equipment to run to failure. The item must fail before we do any 
maintenance work. A surprisingly large number of failure modes can fall in 
this category. With this knowledge, we can reduce the preventive mainte- 
nance work load significantly. Often such unnecessary maintenance results 
in additional failures caused by poor workmanship or materials. Eliminating 
the unnecessary maintenance will help reduce early failures, thus eliminating 
some breakdown work as well. The uptime or availability of the equipment 
also rises correspondingly. 

Finally we have the situation where the failure matters, but we cannot find 
a suitable maintenance task that will mitigate the consequence. If the failure 
has a safety or environmental consequence, we have no choice but to redesign 
the system. In this case, we improve the intrinsic reliability of the system, so 
that the failure rate drops to a tolerably low level. We do not need to restrict 
such redesign to that of equipment. We have discussed the importance of peo- 
ple, procedures, and plant in Chapter 9. Training to raise the competence of 
people is a form of redesign. Similarly, revising the operating and mainte- 
nance procedures to reduce the failures is also a form of redesign. 

When we carry out RCM studies, in about 5% or so of the failure modes we 
are usually unable to find an applicable and effective strategy. In such cases, 
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if the failure affects safety or the environment, then redesign is the only avail- 
able option. Applying RCM in new or change projects helps identify these 
failure modes while the design is still on the screen or drawing board. We can 
do such redesign work at relatively low cost and with minimum impact on the 
project schedule. 

10.7.5 Cost-effective maintenance tasks 
We noted earlier that there may be several applicable and effective tasks avail- 
able to tackle a given failure mode. For example, one may test a smoke detec- 
tor or simply replace it with apre-testedunit. We can test items removed from 
the plant later in a workshop. In some cases, this procedure can be cheaper 
than testing at site, especially if downtime is expensive or otherwise unaccept- 
able. In this case we replace failure-finding activity with a scheduled replace- 
ment task. In the case of oil or he1 filters, we need to clean or replace the 
choked elements. We can measure the onset and incipiency of failure by mea- 
suring the differential pressure across the filters. Hence an on-condition 
maintenance task is applicable and effective. If the rate of fouling is very pre- 
dictable, a scheduled replacement task is also applicable and effective. In this 
case, the latter strategy can be cheaper as the timing will be the same as with 
condition monitoring, without incurring the cost of the latter. Sometimes 
there are convenient windows of opportunity to carry out maintenance 
tasks. For example, a gas turbine may be down for a scheduled 
water-wash. There may be a number of maintenance tasks on the unit and its 
ancillaries for which failure-finding, condition-based, or on-failure strategies 
are applicable. However, we can reduce equipment downtime if we arrange 
to do these tasks during the water-wash outage. 

The RCM logic requires us to find the most applicable and effective task in 
all cases. This is especially important in the case of failure modes that have a 
safety or environmental consequence. There may be more than one applica- 
ble task from which we select the best one. In the case of safety or environ- 
mental consequences, we select the most applicable and effective task as cost 
is of secondary importance. In the case of the tire wear out situation, a 
time-based or mileage-based replacement can result in some tires being 
replaced too early, as they are not hl ly  worn out. Similarly, some other tires 
may have exceeded the tolerable wear out limits and may pose a safety haz- 
ard. Hence this strategy is not optimal. Ifwe replaced tires based on the tread 
depth, we can be sure that it is replaced at the right time. It is the most 
cost-effective task, as the monitoring is inexpensive and we do not replace the 
tires prematurely. So in this case the condition-based strategy is the most 
cost-effective one to use. 

10.7.6 Task selection 
In RCM terms, we apply strategy at the failure mode level. We have dis- 
cussed two essential criteria in selecting strategy, namely, applicability and 
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effectiveness. Table 10.2 shows these criteria and how they influence the strat- 
egy selection. The actual task selected will depend on the operational con- 
text. In the case of safety and environmental consequences, we select the task 
that will reduce the risk to a tolerable level. With operational and non-opera- 
tional consequences, we select the most cost-effective solution. Table 10.2 
shows a list of applicable and effective strategies for the different scenar- 
ios. We have to judge their cost-effectiveness on a case-by-case basis. 

10.7.7 Preventive maintenance routines 
Once we find suitable tasks for all the failure modes, we can start writing the 
preventive maintenance routines. In order to minimize equipment downtime, 
and optimize the utilization of resources, we propose the following steps: 

Sort the tasks by frequency, for example, as weekly, monthly, or annual; 
Sort the tasks by main equipment tag, for example, pump P 4010A; 
Sort the tasks by main resource, for example, mechanical technician; 
Examine the sorted lists and rationalize; 
Examine whether a higher level task can replace a number of tasks address- 
ing individual failure modes. For example, fire regulations often require 
us to start up emergency diesel-engine driven fire-pumps on a weekly or 
fortnightly basis. If the test is unsuccessful, we can then look for weak bat- 
teries, damaged starting motor or clutch, fouled air or fuel filters, blocked 
fuel injectors, or a worn he1 pump. There is no need to carry out the latter 
tasks on a preventative basis. The maintenance routines will then be a 
weekly start of the equipment; 
Create the maintenance routines using judgment, local plant knowledge, 
and experience. 

Software packages are available to help carry out RCM analysis. These 
can vary from the highly configurable package, which has very little RCM 
logic embedded in it, to the highly structured one that require mountains of 
data entry for each failure mode. It is better to use RCM packages that have 
the logic built-in and do not require large volumes of input data. User friend- 
liness is important; we want RCM specialists with some computer literacy to 
do the job, and not require computer specialists. Software packages have 
many advantages, including speed of execution, audit trails, and quick search 
and retrieval facilities. We can create child studies from an original par- 
ent-study, noting relevant changes in operating context and modifying the 
FMEA, FCA, and strategies suitably. 

Paper-based systems have some disadvantages. It is difficult to keep them 
up to date. Users do not have built-in check lists and cannot trap errors easily. It 
is also difficult to search for data, and using them is labor-intensive. Software 
based systems overcome these problems; they facilitate easy data exchange, 
and can be customized. 
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We carry out KCM analysis on systems that pose the greatest risk-to 
safety, the environment, and production capability. The selected systems will 
normally account for about 20-30% of the maintenance workload in a 
plant. Figure 10.16 shows a selection chart to help identify critical sys- 
tems. Once we select the minimum number of systems to work on, it is advis- 
able not to take short-cuts in the procedure itself. Templating or copying 
projects without adequate consideration to the operating context and physical 
similarity of equipment may appear to save money. Actually, it wastes time 
and money because it will not produce technically acceptable results. 

10.7.8 Structural and Zonal RCM Analysis 
So far we have looked at RCM Systems Analysis. Two other RCM methods 
which do not use the FMEA approach are Structural and Zonal Analysis. They 
are risk based and cost effective. A detailed discussion on these techniques is 
outside the scope of this book, but readers may wish to refer to Nowlan and 
Heap14 for additional information. 

10.8 COMPLJANCE AND RISK 

We had defined planning as the process of thinking through the steps involved 
in executing work. This process helps identify the risks. With this informa- 
tion, we can find ways to reduce these risks to a tolerable level. In this chap- 
ter, we have looked at a number of tools that can help us to reduce risk 
effectively. Once we identify and schedule the right work, we have to follow 
through and execute it in time to the right quality standards. 

We discussed the use of compliance bands in Section 9.3.3. The manager 
can alter the width of these bands to suit the circumstances in a given plant. If 
we complete all the jobs on the scheduled date or within the agreed band, the 
compliance is 100%. In practice, it is likely to be lower than 100 % due to 
equipment or resource unavailability, or due to market constraints. Such non- 
compliance increases the risk of safety and environmental incidents as well as 
potential loss of production. Referring to Figure 10.1 on risk contours, we are 
in effect moving from a lower-risk curve to one that is higher. 

10.9 REDUCING PERCEIVED RISKS 

Perceptions are not easy to handle because we do not always know the under- 
lying reasons, and they do not follow any simple structure or logic. Often, 
people do not express their feelings and emotions so we may not even be 
aware of their existence. Nevertheless, we can and should reduce these risks 
to the extent possible. Good communication with the stake-holders is impor- 
tant, something that is easier said than done. 
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10.9.1 David and Goliath scenarios 
In the mid-1 980s, two unemployed environmental activists attacked McDon- 
ald’s, the world’s biggest restaurant chain. The activists were associated with 
London Greenpeace (not connected with Greenpeace International). Their 
leaflets criticized McDonald’s record on health, the environment, animal 

. McDonald’s sued, and the case lasted 2 13 rights, and labor relations 
days over a three year period. It was the longest libel action in England. The 
judge ruled that the defendants’ statements injured the plaintiff‘s reputa- 
tion. However, he agreed with the defendants that the company’s advertise- 
ments were exploitative of children, that it was responsible for cruelty to some 
animals and that it paid low wages”. 

10, 1 1 ,12,13 
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The case drew a great deal of media and public attention. There was a sup- 
port web site and a so-called McLibel Support Campaign. At the 1995 share- 
holder’s meeting in Chicago on May 26, 1995, there were repeated questions 
to Michael Quinlan, the Chief Executive whether it was in the company’s best 
interests to continue the He replied that the case “is coming to a wrap 
soon.” In the event the case carried on till June 26, 1997. Whether they are 
right or wrong, as far as the public is concerned, Goliath is guilty. Acourt vic- 
tory need not result in changing the hearts and minds of the public. 

10.9.2 Influence of perceptions 
We discussed the factors that affect perceptions of risk in Section 7.2. These per- 
ceptions have an influence on the way we make decisions. Two of these fac- 
tors-dread and f ear  of the unknown-have a particularly strong 
influence. Poor communication contributes to both these factors, so we have to 
address this with some urgency. If the plant or facility is close to a populated area, 
it is important to carry on a dialogue with those who live there. One must use care 
and tact so that one does not raise unnecessary fears. The intention always is to 
reduce the fear of the unknown, while not creating a sense of dread. 

We must comrnunicate emergency response plans to the people in the sur- 
rounding areas and coordinate these with those of other facilities in the vicin- 
ity. We must work out these plans in consultation with the community. If 
there has been a near-miss that has the potential to harm the neighborhood, 
prompt disclosure will help improve credibility. If members of the commu- 
nity visit the facility periodically, they can see for themselves how the plant 
manages environmental and safety issues. 

10.9.3 Public goodwill 
In the case of Johnson & Johnson (refer to Appendix 9-1), the Tylenol disaster 
was so well managed that they got the public on their side. After the event, 
sales rebounded and J&J continued to prosper. The company had to earn the 
goodwill, and this does not happen overnight. 

10.10 CHAPTER SUMMARY 

Managing risks requires that we understand and find effective means to 
reduce them to a tolerable level at an affordable cost. The best time to do this 
is while the plant is being designed. In this chapter, we have looked at some of 
the issues that are relevant. 

The qualitative aspects of risk are important and perceptions matter. In 
addressing risks, we have to take the perceptions of the stake-holders into 
account. In the public perception, there is a bias towards risk reduction pro- 
grams that reduce high consequence events while they tend to tolerate low 
consequence, high frequency events. 
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We examined a number of tools that can assist us in reducing the quantified 
risks. They help reduce the consequence or probability of events, sometimes 
both. Some are applicable in specific circumstances, while tools such as 
RCM have a wide range of applicability. Some tools such as HAZOP, TPM, 
RCA, and RCM are team activities. This fosters ownership and team spirit, 
which are important benefits that justify their higher costs. Some of these 
tools can help identify causes of human failures and are, therefore, very use- 
ful. Others are useful in the design phase, where the stress is on improving 
operational reliability. In the operational phase, RCM and TPM are appropri- 
ate, though we can also use the others selectively. 

These tools help identify the applicable maintenance tasks and their tim- 
ing. Thereafter, we have to go out and do it, in time and to acceptable quality 
standards. Only then will we reap the benefits of all this planning 
effort. Compliance is therefore very important and should be measured and 
reported regularly. An important role of the maintenance manager is to spot 
deviations in compliance and take corrective actions. Finally, if the work 
quality is poor, no amount of planning and compliance will help improve per- 
formance. It is essential to train, test, and motivate the workforce so that they 
reach acceptable quality standards. 

We have noted the significance ofperceptions and how they matter. Fear of 
the unknown and dread are two important factors that influence our percep- 
tions. We can address the first concern by communicating our risk reduction 
plan to the stakeholders effectively. However, if we are not careful, it is easy to 
sound alarmist and this can raise the feeling of dread. There is an element of 
tight-rope walking when communicating risk management plans. Openness, a 
willingness to admit errors, and to have plans of action ready, all tend to build 
confidence. Good integration with the community, not merely with financial 
support, but also with active participation in their affairs helps build trust. 

Our objective is to reduce risks to a tolerable level economically. In this 
chapter, we examined some of the tools at our disposal and their applicabil- 
ity. Tools alone do not suffice, and competent and motivated people must use 
them in the planning and execution of maintenance work. 
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CHAPTER 

11 Information for 
Decision Making 

The operating context of the business process will evolve and change through- 
out its life cycle. This is because external conditions are market driven and 
technological advances affect the business process. Fashion and changing 
customer preference influences the demand for products. Within the business, 
conditions may also change, with changes in ownership interests, new product 
lines, and occasionally, geographical relocation. 

There are two objectives common to businesses, namely, to remain in busi- 
ness and to make a profit. In order to do that, businesses must be able to pre- 
dict the market for their products. The greater this ability, the more successful 
they will be in adapting to the changing needs of the customers. While a feel 
for the market or instinct is a useful gift, it is only available to a few lucky 
entrepreneurs. The rest have to rely on their ability to gather the appropriate 
data and analyze it to obtain the required information. The lucky few also 
work hard at it, and one might argue that their success is due to this effort, 
though others may attribute it to their instincts. 

Analysis by itself has no value. It must help achieve business objec- 
tives. For this purpose the data must be appropriate, analysis technique suit- 
able, and the errors recognized and compensated. The resulting information 
is useful for making good decisions. 

Time is a key element in any decision-making process. It places a limit on 
the pace of gathering and analyzing data. We have to make decisions even 
when the information is incomplete or not entirely accurate. With incomplete 
or incorrect information, there is a greater probability that we will make poor 
decisions. Time pressures are invariably high, so data quality and timeliness 
are always at a premium. The analyst must identify these risks when present- 
ing recommendations. 

11.1 WORK AND THE GENERATION OF DATA 

Whenever we do any work, we obtain some data along with it, as listed below: 

Data about inputs, e.g., materials, labor, and energy consumption; 
Output volumes; 
Process speed data, e.g., start and finish times, cycle time; 
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Process quality data, e.g., rejection levels, frequency of corrections, 
rework; 
Energy efficiency records; 

9 Process slowdowns, upsets or trips, direct and indirect delays; 
Data on soft issues, e.g., morale, attitudes, team spirit, customer satisfaction. 

In addition, some relevant external data is being generated continuously by 
competitors, trade unions, customers, and government. It is better to analyze 
the two data sets separately, and use both sets of information in making deci- 
sions. 

11.2 THE COLLECTION OF QUANTITATIVE DATA 

Data may be numerical, in coded format, and in free text. Work history 
records are often in free text, but most other quantitative data is invariably in 
numerical or coded form. Process history is often in free text, but both work 
history and process data additionally contain a fair amount ofnumerical data. 

The accountants and tax collectors were the first to recognize the impor- 
tance of data collection. As a result, accountants designed data collection sys- 
tems for their own use. These systems fulfill their original function, which is 
to record past Performance and to ensure that an audit trail is available. The 
double-entry book-keeping system they designed was able to account for 
every cent. For this, they needed time, and some delays were acceptable in 
the interests of accuracy, 

Most people are reluctant to design new data collection systems when 
there are existing systems in place. These are not always appropriate for their 
new decision-making roles, so they make attempts to bend the systems to 
suit. However the problem is more fundamental as the two have different 
functional requirements. The architecture for recording money transactions 
is not always suitable for analyzing failure history satisfactorily. In the latter 
case, the records must center on the equipment tag number. The equipment 
constructional details, operating context, performance, downtime, resources 
used, and cost data are all important, and must relate to the tag. We need the 
start-stop timing of events when we calculate equipment reliability parame- 
ters. Accounting systems do not usually demand these records so they are not 
always suitable for taking maintenance decisions. 

From the maintenance engineers' point of view, a better approach would be 
to start by defining the function that they want performed. This top-down 
approach will help identify the type and timing of information required. They 
can then identify the data required for obtaining this information. By examin- 
ing the existing data collection systems, they can check if they provide the 
required data at the right time. If so, there is no problem, otherwise they have 
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to fill the gaps between desired function and that available with existing sys- 
tems. If this is not possible, they have to design and install new systems. 

Open architecture data bases can provide a solution that meets the require- 
ments of both types of users. Systems that can talk to each other are superior 
to stand-alone systems. With suitable links, we can relate cost, history, equip- 
ment tag, and plant groups or other data collection nodes. This will help pre- 
vent the proliferation of systems and wasteful effort in recording the same data 
two or three times, along with the possibility of inconsistencies between sys- 
tems. 

Quantitative data for use in reliability calculations may be collected within 
one plant, several plants in one company, or as a joint industry project (JIP) by 
several companies. An example of such a JIP is the offshore oil and gas indus- 
try called OREDA', which has been very successfid. The reliability data from 
OREDA is used, for example, in risk assessments, mathematical modeling, 
and RCM studies. Their data collection methodology has now been captured 
in an International Standard, IS0  14 224 1999. 

11.3 THE COLLECTION OF MAINTENANCE DATA 

In Chapter 4, we discussed failures at the component, equipment, sub-system, 
and system levels. We know that maintenance can restore performance to the 
design capability, but any enhancement beyond this level requires some rede- 
sign. There are two ways of enhancing equipment performance, first by 
reducing failure rates, and second by reducing the consequence of fail- 
ures. While both methods are possible, each has an associated cost.This addi- 
tional dimension means that there is a cost effective optimum solution 
awaiting discovery. 

We can state these requirements as a set of functional requirements, as fol- 
lows: 

1. 
2. 

3. 

To identify design improvements to reduce failure rates; 
To plan and execute maintenance in such a way that the conse- 
quences of failures are acceptably low; 
To do the above at as low a long-term life-cycle cost as possible. 

11.3.1 Failure reduction 
This first function requires an analysis of all significant failures to establish 
their root causes. We need some or all of the following to analyze failures 
properly. 

Comprehensive and good quality incident investigation reports; 
Knowledge of the process; flow schemes, production rates, and other 
related data; 
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Procedures used to operate the equipment, including start-up or shutdown 
sequences; 
Records of the actual operating history, including process charts and readings; 
History records showing failure and repair data; 
Spare parts consumption history; 
Information regarding the external environment, such as enclosures or 
weather conditions; 
Information about company culture, management style, worker attitudes 
and related soft issues; 
Knowledgeable resources to carry out the investigations. 

Using root cause analysis (RCA), solutions follow fairly easily once we 
complete the study. The analysis must be thorough, and should not stop at 
proximate causes. It is easy to fall into this trap; often the RCA work stops at 
an early proximate cause. Eliminating proximate causes is like treating a sick 
person’s symptoms instead of the disease itself. The analysts need patience 
and persistence to reach the underlying root causes. 

The solutions may relate to the process, people, procedures, or plant. 
Often, the solution will involve training people, adjusting or revising proce- 
dures, or making the process steady. The solutions often require us to address 
management styles, company cultures, or conflicting goals. What do you 
think of an organization that proclaims ‘Safety and Environment First’ as its 
policy, and then punishes the supervisor or manager who decides to shut a 
plant down to prevent an event escalation? In hindsight, one may differ with 
the manager’s judgment, but punitive action sends very strong messages to the 
entire workforce. Organizations that do not ‘walk the talk’ confirm the worst 
fears and doubts of their staff. In the Piper Alpha disaster, the offshore instal- 
lation managers of Claymore and Tartan were aware of the mayday message 
from Piper, so they were aware of the major emergency there. However, they 
continued to produce at full capacity. Was safety or production higher on 
their agenda? Was there an underlying reason that could explain their 
actions? 

Sometimes, as a result of the analysis, we may need to change the plant 
configuration or design. The implementation of these actions is itself a diffi- 
cult issue. People resist change, even if it is in their own interest. Change 
management is a complex problem, and we must involve the workforce in the 
decision-making process itself, and in all stages of implementation. 

11.3.2 
We need a suitable set of maintenance strategies to minimize the consequence of 
credible failures. We can break this down into the following sub-functions: 

1. 

Reducing the consequence of failures 

To identify credible failure modes and their consequences; 
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2.  

3. 

4. 

To find applicable and effective strategies that can prevent or miti- 
gate these consequences; 
To create maintenance routines that integrate these strategies into 
practical and executable steps; 
To measure and confirm that the routines are carried out to the 
required quality standards and at the right time. 

As discussed in Chapter 10, we can use analysis tools such as RCM to 
achieve these objectives. What do we need to carry out these tasks? The data 
requirements include all those given in Section 11.3.1, as well as the following: 

Configuration of the equipment, e.g., series or parallel voting systems; 
Equipment performance data; 
Equipment layout drawings; 
Expected performance standards; 
Operating mode, e.g., dutyhtandby loading levels, continuous or intermit- 
tent operation; 
Knowledge of consequence of failures; 
An appropriate analysis tool. 

Item 3 above requires us to match the maintenance routines with the strate- 
gies devised earlier. A competent maintenance planner equipped with suit- 
able tools can do this work effectively. In order to check that the routines are 
in line with the strategies, we require an audit trail. The documents providing 
this trail constitute the relevant data. 

Item 4 above requires us to measure the quality and timeliness of execu- 
tion. We can achieve this if data about the following are available: 

Compliance records, to verify that the planned work is done in time; 
Staff training and test records to confirm competence; 
Service level records with respect to supporting logistics; 
The operating performance of equipment, as recorded after maintenance; 
Housekeeping and walk-about records, noting leaks and unsafe conditions; 
Results of physical audits carried out on maintenance work. 

11.3.3 Cost data 
We use systems built by the accountants, and they are experts on measuring 
costs. So it ought to be easy to measure maintenance costs. In practice the real 
maintenance costs are often quite difficult to obtain. The problem lies in defin- 
ing the elements of cost that we should include under the heading mainte- 
nance. Distortions occur due to a variety of reasons, and a few examples will 
illustrate this point. Maintenance costs often include those related to the fol- 
lowing types of work: 
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Connection and disconnection of temporary equipment, such as mobile 
generators and provision of fuel and lubricants to such equipment; 
Simple low cost plant changes; 
Replacement of electrical motors (instead of repair); 
De-bottlenecking projects where existing equipment is used, but some 
components are modified or enlarged to increase the plant capacity; 
Spare parts that are withdrawn from stores but not used and often not 
returned for credit; 
Spare parts that are written off on receipt, even though they are not con- 
sumed; 
Operational tasks carried out by maintenance staff; 
Maintenance tasks carried out by operators; 
Accruals that do not reflect the real carry-over values. 

There are fiscal incentives or tax breaks which encourage the creation of 
some of the distortions. In many cases, the value of each distortion may be 
relatively small. Taken as a whole, they could alter the cost picture, and 
because of inconsistencies from year to year, there may be apparent mainte- 
nance cost improvements without any real change in performance. Similarly, 
the books may show a worsening maintenance cost picture without any real 
change in performance. Cost management is always high on the agenda, and 
managers often think they are managing maintenance costs, without a k l l  
appreciation of some of these pitfalls. 

Adifferent type of distortion is possible in industries that have shutdown or 
turnaround cycles. We execute large volumes of maintenance work during 
these shutdowns, with the associated high costs. Thus, there are peaks and 
troughs in maintenance costs, but we enjoy the benefits over the whole of the 
shutdown cycle. Hence, a better way of treating such cyclical costs is to amor- 
tize them over the cycle 1ength.This is usually difficult, since it means that we 
have to keep two sets of books, one for financial accounting, and the other for 
evaluating maintenance performance. 

If we wish to control maintenance cost performance, the costs must be true 
and not distorted. The first step in this process is to define and measure the 
parameter correctly. We may need adjustments to compensate for shutdown 
cycles or inaccurate accruals. Transparency and consistency over the years 
are essential, if the figures are to be believable. Since you can only control 
what you can measure, it is important to measure the real costs directly attrib- 
utable to the maintenance work. 

Financial accounts must be accurate. This may require additional effort 
and time. Maintenance managers need a quick feedback of costs and commit- 
ments to do their jobs effectively. We can sacrifice some accuracy in order to 
obtain information quickly. 
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Our objective is to minimize the overall risks to the organization. If main- 
tenance cost figures are unreliable or hdged, we expose ourselves to the risk 
of reducing essential maintenance when faced with pressures to contain 
costs. As a result, the risks of increasedproduction losses and reduced techni- 
cal integrity can rise. 

11.4 THE COLLECTION OF QUALITATIVE DATA 

In Chapter 7, we discussed the word qualitative in its descriptive sense. These 
relate to the factors that affect feelings and emotions of the people 
involved. They are responsible for morale and may help or hinder motiva- 
tion. People do not always make decisions on sound rational judgment and 
analysis. Quantitative analysis can only go so far, and perceptions and emo- 
tions can easily swing the balance. This is why morale and motivation are 
important. 

There are a few quantitative indicators of morale such as trends of sickness 
and absenteeism. Organizations experiencing high absenteeism among the 
workforce often find a similar trend among the supervisors and middle man- 
agers. This is often indicative of low morale. Other indicators include partic- 
ipation levels in suggestion schemes and voluntary community projects. A 
well recognized but hard to measure indicator is the number of happy faces 
around the facility. In an article entitled ‘It’s the manager, stupid,’ The Econo- 
mist reports on the results of a very large survey on employee satisfaction car- 
ried out by Gallup, the opinion-polling company. This covered over 100,000 
employees in 24 large organizations over a 25-year period. They report that 
the best peforming units were those where the employees were the happi- 
est. The worst performers were also full of dissatisfied workers. The study 
also found that individual managers matter; by correlating employee satisfac- 
tion with things within their managers ’control. 

Good morale is necessary for a motivated workforce. However, there are 
other factors as well, so it is not sufficient to have just high morale. These 
include the physical and psychological needs of people, as well as their 
domestic and social stability. Such factors are not easy to measure, since even 
the persons directly affected may not recognize them. These needs are also 
changing over time, and not in a linear or predictable way. You can recognize 
motivated people when you meet them. They are usually go-getters with a 
can-do attitude. They have ideas and are willing to share them. Often they 
are quite passionate about their ideas. Some of them sing or whistle at 
work. In spite of all these indicators, motivation is hard to measure, and we 
usually need expert professional help. 

People with a logical frame of mind tend to shy away from such soft 
issues. Their zone of comfort is in rational thinking, preferably with numbers 
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to support their decisions. Their contribution is in countering those who 
decide by hunch and gut-feel. 

Morale and motivation are hard to measure, and the results may make us 
feel uneasy. These are some of the reasons why we do not always address 
them satisfactorily. The point however is this, if you do not know what makes 
people tick, you are not always able to make the right decisions. 

We should monitor sickness and absenteeism regularly. These records are 
easy to collect and are useful in judging morale. We should measure motiva- 
tion periodically with the help of professional experts. The trends will help 
decide if we need corrective action. 

11.5 ERRORS IN DATA COLLECTION 

The quality of any analysis is dependent on the correctness of the source 
data. However good the analysis technique, if serious errors exist in the raw 
data, the results will not be of much use. 

1. 

We can categorize maintenance records into two main types: 

Static data, including tag numbers (which identify the items of equip- 
ment by location), make, model and type descriptors, service details, 
and cost codes; 
Dynamic data, including vibration levels, operating performance, 
time of stoppage and restart, as-found condition, repair history, spare 
parts, and resources used. 

Errors in static data are usually reconcilable as it is possible to spot them 
through audits. If the tag number entry is incorrect, for example, if pump 
P4 120A is recorded as P42 1 OA, we can use the service or duty to validate it. If 
on the other hand, we record P4120A as P4120B, we can use the operating log 
to reconcile this error. Similarly, we can identify an error in the cost code by 
identifying the tag number and hence the location and service. The relative 
ease with which we can verify static data makes them less critical, as long as a 
logical numbering system has been used. This does not reduce the need to 
record static data correctly in the first instance. Ifthe error rate is high, the vali- 
dation task can become very difficult. 

Dynamic data is more difficult to validate or reconcile. Some dynamic 
data such as vibration or alignment readings are volatile. You cannot come 
back a few days or weeks later and obtain the same results, since they will have 
changed. In other cases, the record exists only in one place. For example, the 
technician records the as-found condition or repair history only in the job 
card. Similarly, if there is some confusion between the active repair time and 
the downtime, it may be impossible to validate. Some dynamic data entries are 
duplicated. In these cases, one can trace the errors easily. For example, spare 
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part consumption details may also be available in warehouse or purchase 
records. 

Human eyes can easily pick up text data errors. These include errors such 
as spelling mistakes, keystroke errors, transposition of letters or words, use of 
hyphens, backslashes, or colons between words. If we use conventional soft- 
ware to search for such errors, the task is very difficult. Such software cannot 
handle word order, differentiating between, for example, blind venetian and 
venetian blind. However specialized pattern-recognition software is now 
available. Desktop computers are powerful enough to use them effec- 
tively. The software has built in rules of forgiveness, and a lexicon of words 
with similar meanings that it can use to expand the searches. Other features 
include context sensitivity, and the ability to use conditional logic 
(...if. ..so.. . .), and change of endings ( ... ing, ... en ... er, etc.), without the need 
for wild card searches. As a result, the search quality approaches that of the 
human eye, but is obviously a lot faster. With current technology, we can 
manage errors in text data entry effectively. 

One can code data at source. This may consist of two-to-ten letters or 
numbers that represent a block of data. The main data fields are as follows: 

Defect reported, e.g., running hot, stuck open, high vibration, spurious 
alarmor trip, external (or internal) leak, fail to start (or stop, open, close); 
As found condition, e.g., worn, corroded, broken, bent, dirty, plugged, 
jammed; 
Probable cause, e.g., process condition (pH, flow, temperature, pressure, 
plant upsets, foaming), procedures not followed, wrong installation, drift, 
misalignment, loss of calibration, quality of utilities; 
Repair description, e.g., part(s) replaced, cleaned, realigned, recalibrated, 
surface finish corrected, lubricated, resealed; 
Origin and destination of equipment; 
Technician’s identification reference number or code name. 

Coded entries are easy to analyze using simple spreadsheets.They are pop- 
ular and are suitable for a range of applications. When used correctly, we can 
minimize errors and obtain results quickly. 

11.6 FIXED FORMAT DATA COLLECTION 

Many people see the use of coded entries or fixed format reporting as a solu- 
tion to the elimination of errors in data collection. There are many advantages 
in using fixed formats. Some of these are: 

There is standardization in data collection, and its quality is less dependent 
on the competence or personal knowledge of the person collecting the 
data. 
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There is a check-list or prompt available to guide the person; 
The time required to fill in a form or report is minimal; 
The time required to collate and analyze the data is minimal; 
It is easy to verify the completeness of the entries in the form; 
It facilitates electronic recording and analysis of data; 
It enables quick searches and simple statistical calculations. 

As a result, there is a strong move towards the creation and use of fixed for- 
mat reporting. A number of modem maintenance management systems use 
fixed formats, quoting the many advantages discussed above. Appendix 1 1 - 1 
shows a table of codes that we can use in modem maintenance management 
systems. There are four main categories that we use to describe the failure 
details, as follows: 

Series 1000 
Series 2000 
Series 3000-8000 
Series 9000 

Failures as reported 
Main work done 
Failures by equipment type 
As found condition, fault found 

The technician or operator must fill in all four categories in the appropriate 
columns. Multiple entries may be required in each of the categories to allow 
for the different scenarios. These entries only relate to the failure details. In 
addition, the form will have dates, account codes, free text history, and other 
items discussed earlier. 

There are however a number of drawbacks with fixed format reporting, as 
listed below. 

Data entry errors can easily occur due to the selection of the wrong 
code. The use of a wrong keystroke, or the selection of the wrong code 
number can occur easily, and seriously distort the information recorded; 
If the entries are by hand, the person reading it later may misunderstand the 
hand-writing; 
It is quite common to provide a pick-list to help the technician in entering 
the data. Providing only two or three alternatives is usually not ade- 
quate. The choices tend to grow, and the pick-lists often contain six or 
more items from which to make the selection. As a result of boredom or 
disinterest, the recorder may choose the first or second item in the pick-list 
each time. Such behavior defeats the purpose of providing multiple 
choices; 
It is difficult to describe some entries even with six or more choices. The 
available options can never fully describe every event or observation. In 
such cases, an item called other or general is justifiable. When such an 
option is available, it is common to find many entries falling in this cate- 
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gory. This becomes a catch-all or sink-code into which the majority of 
entries fall. 

The main problem with fixed formats is that it is not possible to identify 
source data-entry errors. Earlier, when free text was time consuming and 
laborious to analyze, use of fixed-formats was justifiable. The speed and 
accuracy of analyzing free text with the software tools currently available 
makes fixed format reporting less attractive. The quality problems associ- 
ated with them need to be recognized and resolved. 

11.7 OBTAINING INFORMATION FROM DATA 

In the context of maintenance management, the information we require 
relates to one of the following areas: 

Output of maintenance work, namely, system effectiveness, plant avail- 
ability, reliability and efficiency; 
Inputs such as labor hours, materials, and energy; 
Information to improve intrinsic reliability by, e.g., identifying the root 
causes of failures; 
Information to demonstrate timely completion of maintenance work; 
Information to assist in the planning of maintenance work in future. 

In each case, we have to analyze the appropriate set of data suitably. We 
will consider each of them in turn. 

We measure system effectiveness in volumetric terms, namely, how much 
we produce versus how much we require and what it is possible to pro- 
duce. Usually we can apply this metric at the plant level or at system level, 
but is difficult to apply it at the equipment tag level. Because of this diffi- 
culty, we use the time-availability or the proportion of time the equipment 
is able to produce, to the total period in operation. The latter metric 
requires the start and end dates, and the duration of downtime for planned 
and unplanned maintenance work. If a good maintenance management 
system is in place and the records are available, this data is easy to 
obtain. Otherwise we may need to trawl through the operating log and the 
maintenance supervisor’s note book. 
A simple metric to use to judge the plant and equipment reliability is the 

mean time to failures or MTTFs. To do this, we simply divide the time in 
operation by the number of failure events. Often, the time in operation is 
not always available. So we make a further simplification and use calendar 
time instead. At the plant or system level, we can measure the number of 
trips and unplanned shutdowns. The time in operation will be the calendar 
time less the duration of any planned shutdowns. While the absolute val- 
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ues are of interest, trends are even more important. A rising trend in 
MTTFs is a sure indication of the success of the improvement pro- 
gram. Sometimes, even these measurements are not possible, but mainte- 
nance work orders (or job cards) may be available. We can calculate the 
mean time between non-routine work orders as a measure of reliabil- 
ity. Here ‘non-routine’ means work orders for corrective and breakdown 
maintenance work. Each of these approximations decreases the quality of 
the metric. However, in the absence of other data, these may be the best 
available. 
The operators will normally monitor plant efficiency continuously. The 
metrics include flows, energy consumption, pressure or temperature drops, 
conversion efficiency, and consumption of chemicals and utilities. Effi- 
ciency is one of the parameters where the deterioration in performance 
shows an incipiency curve that operators can plot quite easily. Since the 
loss of efficiency is a strong justification for a planned shutdown, it is a 
good practice to monitor this parameter. 
Records of inputs such as human resources, energy, and materials are nor- 
mally available. It should be possible to identify the inputs at the equip- 
ment, system, and plant levels. 
It is a good practice to record all near-misses and incidents. We need these 
to carry out root cause analysis. We should analyze high-risk potential 
operational and integrity-related events. Since the RCA work may start 
several weeks after an event, the quality of incident reports is important. 
Technicians should record the start and completion of preventive and cor- 
rective maintenance work in the maintenance management system. We 
define compliance as the ratio of completed planned work to that originally 
scheduled. The monitoring of compliance is important, and can normally 
be produced with data from the maintenance management system; 
Learning is a continuous process. On each occasion that we do work, new 
learning points arise. If we capture and incorporate the learning points in 
the next plan, we complete the continuous improvement loop. A mecha- 
nism for capturing these learning points is therefore necessary. We can use 
the maintenance management system itself for this purpose or build a sepa- 
rate database. 

11.8 DECISION SUPPORT 

We have to manage the planning and execution of maintenance work prop- 
erly. Maintenance professionals must recognize the importance of data in the 
continuous improvement process. Improvements in maintenance perfor- 
mance depend on course corrections based on proper analysis of data. 
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11.9 PROCEDURES 

In chapter 8, we discussed the role of procedures in preventing the escalation 
of events. They enable the transfer of knowledge and serve as training mate- 
rial for staff at the time they need them. The best results are obtained when 
they are easy to understand, accessible to the people who need them and are 
updated regularly. For example, when startup and shutdown of critical equip- 
ment is difficult, it is useful to have these procedures in weatherproof enve- 
lopes at site. Operators and maintainers should be able to read the procedures 
they need in their supervisors’ offices. In high performance organizations, one 
is more likely to find well-thumbed copies of procedures. Pristine copies of 
procedures are a cause for concern, not a matter of pride. 

Keeping procedures up-to-date takes effort, discipline and resources. 
Revisions may be triggered by undesirable incidents or advice from equip- 
ment vendors. All procedures should be vetted periodically on a revision 
schedule, and revisions must be dated. This activity is important enough to be 
mentioned in the job description of the maintenance manager. 

11.10 BUSINESS PROCESS MANAGEMENT 

In some organizations, information requirements may be poorly defined or 
resourced. Sometimes this is due to a poorly defined business process. Such 
situations can lead to poor management control. If any of these deficiencies 
are identified, some of the tools we discussed earlier, for example, IDEF, 
RCA, FTA, or FMEA can be used to rectify the situation. 

11.11 CHAPTER SUMMARY 

In order to stay in business, managers must be able to adapt to changing cir- 
cumstances. Some may be in their control, but market forces can affect the 
operating context with the passage of time. Often we have to make decisions 
with limited information. 

Whenever we execute work we generate some useful data. We gather and 
analyze this data to make the appropriate decisions. During this process, we 
may introduce a variety of errors. Some people believe that fixed format 
reporting will solve many of these errors. We noted the flaws in this argument 
and the benefits and drawbacks of fixed format reports. Free text is now quite 
easy to read with software and offers an alternative method. 

In order to manage maintenance effectively, we need information in the 
following key areas. 

Outputs from maintenance, e.g., plant availability and reliability. 
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Inputs to maintenance, e.g., materials, resources and costs. 
Compliance with preventive maintenance program. 
Information to help improve operational reliability, e.g., data for comput- 
ing MTBFs, MTTRs, RCM and RCA studies. 
Information to improve productivity, e.g., delays, rework and their causes. 
Information to improve planning of future maintenance, e.g., as-found con- 
dition on opening equipment, success rates on tests etc. 

Maintenance data collection and analysis are important in supporting deci- 
sion making. 
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Appendix lbll 

FIXED FORM DATA-CODES AND DESCRIPTIONS 

Failures as reported 

Operational failures 

1001 
1002 
1003 
1004 
1005 
1006 
1007 
1008 
1009 

Fail to start 
Stopped while running/Trip 
Low output 
Operating outside design 
Poor startup procedure 
Poor shutdown procedure 
Stuck operdclose 
External leak 
Internal leak 

Mechanical.failures 

1011 Worn 
1012 Leakage 
1013 Vibrationhoise 
1014 Blockedfouled 
1015 Stuck opedclose 
10 16 Overheatedburnt 
1017 Impact 

Material failures 

102 1 Corrosioderosion 
1022 Fatigue 
1023 Fracture 
1024 Ductilelplastic deformation 
1025 Incorrect materials 

Electrical failures 

1031 No powerlvoltage 
1032 Earth fault 
1033 Short circuit 
1034 Open circuit 
1035 Burnt 
1036 Contacts welded 

Instrument failures 

1041 Out of adjustment 
1042 Leakage 

1043 Control failure 
1044 No signal/indication/alarm 
1045 Faulty signal/indication/alarm 
1046 Common mode failure 

Design related causes 

1051 Not operator friendly 
1052 Not per standards 
1053 Operation outside design 
1054 Not fail -safe 

External causes 

1061 External environment 
1062 Blockageiplugged 
1063 Contamination 
1064 Upstream/dowstream 

equipment 
1065 Unprotected surface 

Miscellaneous causes 

1071 Unknown cause 
1072 Combined causes 
1073 New cause-describe 

Main work done 

2010 Replace 
2020 Restorelrepair 
2030 Adjustlaligdcalibrate 
2040 Modifyhetrofit 
2050 ChecWinspectlmonitor 

condition 
2060 Combination of repair 

activities 
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Failures by equipment type 

Pump unit - centrifugal, rotary 

3011 
3012 
3013 
3014 
3015 
3016 
3017 
3018 
3019 
3020 

Rotor assembly 
Casing 
Impellerhotor 
Bearing 
Coupling 
Shaft 
Shaft mechanical-seal 
Balancing drum 
Wear rings, bushes 
Other items - specify 

Pump unit - reciprocating 

3021 
3022 
3023 
3024 
3025 
3026 
3027 
3028 
3029 
3030 

Piston, piston rings 
Suction’delivery valves 
Cylinder, casing, liner 
Bearings 
Shaft seals 
Diaphragm 
Auxiliaries 
Control System 
Lubricator 
Other items - specify 

Compressor unit - centrifugal 

303 1 
3032 
3033 
3034 
3035 
3036 
3037 
3038 
3039 
3040 
3041 

Rotor assembly 
Casing, barrel 
Impellers 
Bearings 
Coupling 
Shaft 
Shaft mechanical seal 
Lubrication system 
Seal oil system 
Control systems 
Other items - specify 

Compressor unit - reciprocating 

305 1 
3052 
3053 
3054 
3055 
3056 
3057 
3058 
3059 
3060 
306 1 

Piston, piston rings, vanes 
Suction/ delivery valves 
Suction unloader 
Cylinder, casing, liner 
Bearings 
Shaft seals 
Diaphragm 
Auxiliaries 
Lubricai.or 
Control System 
Other items - specify 

Gas Turbines 

3071 Burners. combustors 
3072 Transition piece 

3073 
3074 
3075 
3076 
3077 
3078 
3079 
3080 
3081 
3082 
3083 
3084 
3085 
3086 
3087 
3088 
3089 
3090 

Fuel gas supply 
Fuel oil supply 
Air compressor 
Gas generator 
Power turbine 
Blades 
Bearing 
Coupling 
Gear box 
Air filter 
Lubrication system 
Starting unit 
Casing 
Fire protection system 
Ventilation fan 
Acoustic hood 
Turbine control system 
Other items - specify 

Steam Turbines 

309 1 
3092 
3093 
3094 
3095 
3096 
3097 
3098 
3099 
3100 
3101 
3102 
3103 
3104 
3105 
3106 

Trip and throttle valve 
Steam chest valve 
Go v e m o r 
Casing, barrel 
Rotor 
Blade 
Bearing - radial 
Bearing - thrust 
Hydraulic system 
Coupling 
Gear box 
Lubrication system 
Shaft seal 
Condenser 
Vacuum pump 
Other items - specify 

Electrical Generator 

3111 
3112 
3113 
3114 
3115 
3116 
3117 
3118 
3119 
3120 

Rotor 
Stator 
Bearing - radial 
Bearing - thrust 
Exciter 
Cooling system 
Air filter 
Lubrication system 
Protective system 
Other items - specify 

Electric Motor 

3121 Rotor 
3122 Stator 
3123 Bearing 
3124 Fan 
3125 Ex-protection 
3126 Starter 
3 127 Local push button station 
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3 128 Control system 
3 129 Lubrication system 

Internal Combustion Engines 

3 13 1 Air filter 
3 132 Fuel filter 
3 133 Fuel pump 
3134 Injector 
3 135 Spark plug 
3136 Starter 
3137 Valve 
3 138 Manifold 
3 139 Piston, piston-ring 
3140 Battery 
3141 Radiator 
3 142 Water pump 
3 143 Control system 
3 144 
Starting system 

3 15 1 Electric motor 
3 152 Hydraulic motor 
3 153 Hydraulic pump 
3 154 Gear train 
3155 Clutch 
3 156 Start control system 

Columns, Vessel 

3 161 Pressure vessel 
3 162 Intemals (trays, demisters, 

3 163 Instruments 
3 164 Piping, valves 
3 165 Nozzles, manways 
3 166 External appurtenances, 

access 

Other items - specify 

baffles) 

Reactors, Molecular sieves 

3 171 Pressure vessel 
3 172 Internals (trays, catalyst/ 

ceramic beds) 
3 173 Instruments 
3 174 Piping, valves 
3175 Nozzles, manways 
3 176 External appurtenances, 

access 

Heating, Ventilation, Air Conditioning 

3181 Fan 
3 182 Fire damper 
3183 Filter 
3 184 Dryedconditioner 
3 185 Gas detection system 
3 186 Control and monitoring 

3 187 Refrigeration compressor 
system 

3 188 Coolers, radiators, heat 
exchangers 

3189 Motor 
3190 Gear box 
3191 Other items - specify 

Power transmission 

3196 Gearbox 
3 197 Coupling 
3 198 ClutcWariable Drive 

Boilers, Fired heaters 

3201 
3202 
3203 
3204 
3205 
3206 
3207 

3208 

3209 
3210 
3211 

Pressure parts 
Boiler/fUrnace tubing 
Burners 
Fuel system 
Electrical heating elements 
Insulation, Refractory lining 
Auxiliaries(air/water supply 
etc) 
Control and protective 
systems 
Valves 
External appurtenances 
Other items - specify 

Heat Exchangers 

3221 Pressure parts, process media 
3222 Pressure parts, cooling 

3223 Valves 
3224 Electrical heating elements 
3225 Auxiliaries 
3226 Control and protective 

systems 
3227 Other items - specify 

medium 

Piping systems 

3231 Pipe 
3232 Flanges, fittings 
3233 Instruments (Orifice plates, 

3234 Insulation, paintwork 
3235 Structural supports 
3236 Other items - specify 

gauges) 

Hydrocyclones 

324 1 Pressure parts 
3242 Internals 
3243 Nozzles, valves 
3244 Control and monitoring 

3245 Other items - specify 
system 

Lubrication system 
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3251 
3252 
3253 
3254 
3255 
3256 
3257 
3258 
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Pump with motor 
Cooler 
Filter 
Valves and piping 
Reservoir 
Instrumentation/ Accumulator 
Oil 
Other items - specify 

4001 
4002 
4003 
4004 
4005 
4006 
4007 
4008 
4009 
4010 

Pressure 
Flow 
Temperature 
Level 
Speed 
Density 
Humidity 
Turbidity 
Proximity 
Other items - specify 

Instruments - signal transmission 

4011 
4012 
4013 
4014 

4015 
4016 
4017 
4018 

Transmitters 
Receiver 
Integrators 
Junction boxes, marshalling 
racks 
Signal convertors 
Cables and terminations 
Tubing and connectors 
Other items - specify 

Processing units 

4021 Computers 
4022 Amplifiers, pre-amplifiers 
4023 Central processing units 
4024 Analysers 
4025 Computing relays 
4026 Printed circuit cards 
4027 Other items - specify 

Display units 

403 1 
4032 Alarm annunciators 
4033 Klaxons, hooters 
4034 Recorders 
4035 Video displays 
4036 Printers 
4037 Other items - specify 

Executive elements 

Gauges - pressure, level, flow 

4041 Pneumaticihydraulic actuators 
4042 Electrical actuators 
4043 Valve positioners 

4044 Control valves 
4045 Trip and release mechanisms 
4046 Other items - specify 

Other Instruments 

405 1 Meteorological instruments 
4052 Test equipment - pneumatic/ 

hydraulic 
4053 Test equipment - electrical 
4054 Other items - specify 

Electrical distribution 

5001 

5002 
5003 
5004 

5005 
5006 
5007 
5008 
5009 

5010 

5011 

Transformers, Power factor 
capacitors 
HV circuit breakers 
LV circuit breakers 
Miniature circuit breakers, 
fuses, isolators 
HV switchgear 
LV switchgear 
Switchboards, cubicles 
Motor starters 
Junction and marshalling 
boxes 
Relays, coils, protective 
devices 
Other items - specify 

Electrical heaters 

502 1 Process heaters 
5022 Trace heaters 
5023 Trace heater controls. 

switchgear 
5024 Other items - specify 

Electrical - general items 

503 1 
5032 
5033 
5034 
5035 
5036 
5037 
5038 
5039 
5040 

Cables, jointing 
Cable termination 
Batteries 
Battery chargers 
Electrical test equipment 
Electric hoists 
UPS systems 
Rectifiers, invertors 
Cathodic protection systems 
Miscellaneous electrical items 

Lighting systems 

505 1 Fluorescent fittings, bulbs 
5052 Flood light fittings, bulbs 
5053 Sodium vapor fittings, bulbs 
5054 Mercury vapor fittings, bulbs 
5055 Beacons fittings, bulbs 
5056 Other items - specify 
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Miscellaneous process equipment 

5061 
5062 
5063 
5064 
5065 
5066 
5067 
5068 
5069 
5070 
5071 
5072 

Silencer 
Ejector 
Flare 
Hot oil system 
Tank, silo 
Runway beam 
Crane 
Chain block 
Slings, wire rope 
Other lifting equipment 
Conveyor 
Other items - specify 

As found condition. fault found 

9005 
9010 
9015 
9020 
9025 
9030 
9035 
9040 
9045 
9050 
9055 
9060 
9065 

9070 
9075 

9080 
9085 

9090 
9099 

Worn 
Broken, bent 
Corroded 
Eroded 
Fouled, blocked 
Overheated, burnt 
Fatigued 
Intermittent fault 
Worked loose 
Drift highilow 
Out of span 
RPM hunting 
Low/high output 
voltageifrequency 
Short/open circuit 
Spurious operation (false 
alarm) 
Signal transmission fault 
Electrical/Hydraulic power 
failure 
Injection failure 
Other (specify in text field) 
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CHAPTER 

12 Improving 
System Effectiveness 

In Chapter 8, we looked at a number of case histories relating to major disas- 
ters. The sequence of events leading to these disasters appears to follow a 
common pattern. Production losses are also due to similar failures. When 
people ignore warning signs, process deviations or equipment failures may 
lead to loss of process control. If we do not resolve these in time, they can 
escalate into serious failures. We can reduce the risks of safety or environ- 
mental incidents and minimize production losses by improving the effective- 
ness of the relevant systems. 

In order to reduce risk to tolerable levels, we need data and tools to analyze 
performance. With these elements in place, we can put together a plan to 
improve system effectiveness. In this concluding chapter, we will examine 
implementation issues, and see what practical steps we can take. In Appendix 
12-1, we will look at applications outside the equipment maintenance area, 
using the more holistic definition of maintenance. 

12.1 SYSTEM EFFECTIVENESS 

When there are no constraints at the input and output ends of a plant, it can pro- 
duce to its design capacity. The only constraint is its own operational reliabil- 
ity, The ratio of the actual production to its rated capacity is its system 
effectiveness. It takes into account losses due to trips, planned and unplanned 
shutdowns, and slowdowns attributable to the process or equipment fail- 
ures. A simple way to picture this concept is to think of the plant or system 
being connected to an infinite supply source and an infinite sink. In this case, 
the only limitation to achieving design capacity is the operational failures 
attributable to the process, people, and the equipment. Thus if the process flu- 
ids cause rapid fouling, equipment fails often, or we do not have well-trained 
and motivated operators and maintainers, the system effectiveness will be 
low. 

Limitations in getting raw materials, power, or other inputs, or poor market 
demand will influence our expectations from the plant. The scheduled pro- 
duction volume has then to be lower than the design capacity to allow for these 
limitations. If the actual production volume is lower than these reduced 
expectations, the system effectiveness falls below 100%. 
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Certain processes require the delivery of products on a daily, weekly or 
seasonal basis. For example, supermarkets have to bring fresh stocks of milk 
and vegetables daily. Similarly, a newspaper can receive incoming stories up 
to a given deadline. After this time, the presses have to roll, so new stories 
have to wait for the next edition. If an organization settles its payroll on a 
weekly basis, their accountant has to manage the cash flow to suit this pattern. 

If there are delays in delivering the goods or services and if we do not meet 
the stipulated deadlines, we may incur severe penalties. In these cases, we 
can think of the demand as discrete packages or contracts. Time is of essence 
in these contracts, and is a condition for success. Delivery of the product 
beyond the deadline is a breach of contract. In this situation, we define system 
effectiveness as the ratio of the number of contracts delivered to those sched- 
uled in a day, week, month, or other time period. 

We defined availability (refer to Section 3.7) as the ratio ofthe time an item 
is able to perform its function to the time it is in service. A subsystem or item 
of equipment may be able to operate at a lower capacity than design if some 
component part fails. Alternatively, such failures may result in some loss of 
product quality that we can rectify later. In these cases, the operator may 
decide to keep the system running till a suitable time window is available to 
rectify the fault. The system will then operate in a degraded mode till we cor- 
rect the fault. If the functional requirements were that the item produces at 
100% capacity throughout, the degradation in quality or reduction in product 
volume means that the system no longer fulfills its function. Technically, it 
has failed and is therefore not available. In practice, however, the functional 
statement can be quite vague, so it is customary to treat an item as being avail- 
able as long as it is able to run. Many people use this interpretation because of 
the lack of clarity in definition. With this interpretation, high availability 
does not always mean high system effectiveness. A second condition to be 
met is that there are no degraded failures that can bring down product volumes 
or quality. 

The picture changes when we have to deliver discrete quantities in speci- 
fied time periods. Here the timing of the degraded failure is important. If a 
fresh-milk supplier’s packaging machine fails at the beginning of a shift, it 
may be possible to meet the production quota. For this, we have to do the 
repairs quickly and must have the ability to boost the production thereafter. If 
the same failure takes place towards the end of the shift, it may be impossible 
to fulfill the contract, even with quick repairs. This is because it takes some 
time to start and bring the process itself to a steady state. Assuming we can 
boost production, we still need some period of time to make up for lost vol- 
umes. As you can see, the timing of the failure is an additional parameter that 
we have to take into account. In order to raise the system effectiveness, we 
have to improve the operational reliability of the equipment and subsys- 
tems. This will reduce the total number of failures, so the frequency of pro- 
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duction interruptions falls. When this is sufficiently low, we do not have to 
worry whether these take place at the beginning or end of the shift. 

12.2 INTEGRITY AND SYSTEM EFFECTIVENESS 

In Section 4.1.4, we discussed hidden failures. Protective equipment such as 
smoke or gas detectors, pressure relief valves, and overspeed trip devices fall 
in this category. They alert the operators to potentially unsafe situations. 
They may also initiate corrective actions without operator intervention. If 
these fail, a second line of defense is available to limit the damage (refer to 
Section 9.2). By maintaining these safety systems properly, we can reduce 
the chances of event escalation. The barrier availability is a measure of the 
effectiveness of safety systems. In terms of the risk limitation model, a high 
barrier availability helps us achieve integrity. 

12.3 MANAGING HAZARDS 

12.3.1 Identification of hazards 
The hazards facing an organization may relate to its location, the nature of 
materials it processes or transports, and the kind of work it executes. In addi- 
tion, there may be structural integrity issues related to the equipment 
used. Process parameters (pressure, temperature, flow, speed, toxicity, or 
chemical re-activity) can influence the severity of structural hazards. 

Once we have identified these hazards, we have to assess the level of risk 
involved. These risks may be qualitative or quantitative, and we must assess 
them using appropriate methods. 

12.3.2 Control of hazards 
If we have a method to reduce the process demand, we should do this in the 
first instance. In terms of the event escalation model, we try to reduce the rate 
of occurrence of minor failures or process deviations. Techniques such as 
HAZOP or root cause analysis are useful in reducing the probability of occur- 
rence of process deviations. 

If this is not possible, we try to improve the availability of the people, pro- 
cedure, andplant barriers. As we have seen in Chapter 9, this helps reduce the 
escalation of minor events into serious ones. Note that we should improve 
those elements of the barrier that are most effective. For example, if there is a 
hot process pipe that could cause injury, consider providing a plant barrier 
such as insulation instead of a procedure such as a warning sign. 
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12.3.3 
If a serious event has already taken place, we have to try to limit the dam- 
age. We used the damage limitation model to explain why we need a high 
availability of the people, procedure, and plant barriers at this level. 

In trying to manage barrier availability, we can work with one or both of 
the variables, namely the intrinsic reliability and the test frequency. The 
age-exploration method we discussed in Section 3.10 is ofuse when reliability 
data is not readily available. There is a tendency for companies to introduce 
additional, often illogical, maintenance checks after an incident in an attempt 
to prove they have done something. From the discussion in chapters 8 and 9, 
we know that they have to invest in improving the availability of the event 
escalation barriers. ‘The maintenance manager is in a good position to lead the 
way. 

Minimization of severity of incidents 

12.4 REDUCING RISKS - SOME PRACTICAL STEPS 

12.4.1 Appreciating life cycle risks 
Awareness of the risks we face is merely the first step. The key players-namely, 
senior management, staff, union officials, pressure groups, and the local commu- 
nity-also have to agee that these are risks worth addressing. Issues that affect 
safety and the environment are relatively easy to communicate and the escalation 
models can assist us in building up our case. Improving plant safety, reliability, 
and profitability will appeal to all the stake-holders as worthwhile objec- 
tives. Since people favor risk reduction programs that reduce high consequence 
events, we must align our efforts accordingly. In communicating our risk reduc- 
tion program to the community and to the workforce, we have to address two 
important factors tactfully. These are fear of the unknown and dread, as dis- 
cussed in Section 7.3, The information must be truthful and reduce the fear of the 
unknown, without raising the sense of dread. 

12.4.2 Tools and techniques 
In Chapter 10, we examined a number of tools that can assist us in reducing the 
quantified risks. These include, for example, HAZOP, TPM, RCA, and 
RCM. Some of these tools can also help identify causes of human failures and 
are, therefore, very useful.They may reduce the consequence or probability of 
events, sometimes both. 

Some tools are usehl in the design phase where the stress is on improving 
operational reliability. Other tools are applicable for use in the operational 
phase. These help us plan our maintenance work properly so that we avoid or 
mitigate the consequences of failures. 
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12.4.3 The process of carrying out maintenance 
In Section 9.3, we discussed the continuous improvement cycle and its con- 
stituent maintenance phases. These are planning, scheduling, execution, 
analysis, and improvement. In order to achieve high standards of safety, we 
have to plan and schedule work properly. We use toolbox talks and the permit 
to work system to communicate the hazards and the precautions to take. Pro- 
tective safety gear and apparel will help minimize injury in the event of an 
accident. The quality of the work has to be satisfactory. Quality depends on 
knowledge, skills, pride in work, and good team spirit of the workforce. Staff 
competence, training, and motivation play an important role in achieving 
quality work. 

12.4.4 Managing maintenance costs 
In managing maintenance costs, we noted that the main drivers are the opera- 
tional reliability of the equipment and the productivity of the workforce. If 
we manage these drivers effectively, the costs will fall. However the 
workforce, unions, and community may view maintenance cost reductions 
with suspicion. Hence, these cost savings must be a natural outcome of the 
reduction in failure rates. This reduces the volume of work, and better meth- 
ods improve the productivity. The combination will help reduce costs, while 
improving the equipment availability. By demonstrating that the cost savings 
are a natural outcome of these actions, we can allay the fears of the interested 
parties. 

The most effective approach is to reduce failure rates first and then tackle 
productivity issues. In practice we find a reversal in emphasis and often the 
focus is on productivity aspects. In our eagerness to improve productivity, we 
might eliminate some essential maintenance, thereby increasing the risks to 
the organization. This is also the public perception and one of the reasons for 
resistance to risk reduction programs. 

One can improve productivity by good quality planning and schedul- 
ing. Using industrial engineering tools such as method-study, one can 
improve planning and scheduling so as to enhance productivity. Managers 
can contribute to reducing the idle time of workers as they control planning 
and scheduling resources. Unfortunately, people often use time-and-motion 
study in preference to method-study. As a result, instead of eliminating 
unnecessary activities or transport, they only try to speed up the work. A 
sweat-shop mentality will not be effective or find favor with the work force. 

12.5 COMMUNICATING RISK REDUCTION PLANS 

Good intentions do not necessarily produce good results. The actions we pro- 
pose may not appeal to the target group. When we explain to people how they 
can reduce their personal risks, they do not necessarily follow the 
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advice. Recall our earlier comment that people tend to believe that bad out- 
comes will affect others, but not themselves. 

A transparent organization that is willing to share good news along with 
the bad news is more likely to succeed in communicating its position. Simi- 
larly, one that takes active part in the community is more likely to receive pub- 
lic sympathy if things go wrong. On the other hand, if it tries to soften the 
impact using professional spin-doctors, the public can become suspi- 
cious. We must tell the people who have a right to know. Tact is important, so 
that the message does not convey a sense of dread. 

12.6 BRIDGING THE CHASM BETWEEN THEORY AND 
PRACTICE 

There are many learned papers that address the application of reliability engi- 
neering theory to maintenance strategy decisions. Many of them use 
advanced mathematics to fine tune maintenance strategies. The authors have 
limited access to field data, and their recommendations are often abstract and 
difficult to apply. So these remain learned papers, which practitioners do not 
understand or cannot apply to real-life situations. 

Maintainers are under pressure to improve operating performance. They 
have access to field data, but are often not aware of the tools and techniques 
that they need and which reliability engineers can provide. In many cases, 
they do not apply even basic theory, partly due to lack of familiarity and partly 
because the mathematics is beyond them. Similarly, designers should be able 
to select the optimum design option by applying, for example, reliability mod- 
eling. They may be unaware of the existence of these techniques or not have 
access to them. 

This chasm between the designers and maintainers on the one hand and 
the reliability engineers on the other is what we have to bridge. Reliability 
engineers have to understand and speak the language of the maintenance and 
design engineers. They have to market the application of their knowledge to 
suit the requirements of their customers. For this purpose, they may have to 
forsake some of their elegant mathematical finesse. Ideally, if their models 
and formulae were user-friendly, the designer and maintainer could happily 
apply the techniques. Once they start applying these techniques successfully, 
there will be a feedback to the theoreticians, so both parties will benefit. 

12.7 MAINTENANCE AS AN INVESTMENT 

Maintenance is much more than finding or fixing faults. It is an essential 
activity to preserve and improve our technical integrity and to maximize our 
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profits. In this sense, it is an ongoing investment that will bring in prosper- 
ity. We have seen how to approach it in a structured and logical manner, using 
simple reliability engineering concepts. In making their decisions, 
maintainers need timely cost information. Even if there are minor errors in this 
information, the decisions are not likely to be different. Maintainers aim to 
reduce the risks to integrity and production capability, and we know they can 
do so by improving the availability of the event escalation barriers. 

Throughout history, people have tried to make perpetual motion machines 
and failed. Similarly, there are no maintenance-free machines. Investors 
who expect a life-long cash cow merely because they have built technologi- 
cally advanced plants are in for a surprise. Even these need maintenance, 
which is an investment to preserve the health and vitality of their 
plant. There is a proper level of maintenance effort that will reduce the risks 
to the integrity and profitability of the plant to an acceptable value. We can 
optimize the costs related to this effort by proper planning, scheduling, and 
execution. Any effort to reduce this cost further will result in an increase in 
the risks to the organizational. 

12.8 CHAPTER SUMMARY 

In this final chapter, we examined system effectiveness and reviewed several 
examples. From an integrity point of view, system effectiveness of protective 
systems is very important. These are the Plant Barriers in our risk limitation 
model (Figure 9.1), and play a vital role in limiting event escalation. 

This leads us to a discussion on the practical steps we can take to reduce 
risks; understanding, applying the right tools and techniques, and executing 
the maintenance work cost-effectively. 

Doing the work is, by itself, not enough; we need to communicate our risk 
reduction strategies effectively to the concerned people in simple language. 
This affects perceptions, and it is as important an issue to manage as quantita- 
tive risk. We conclude this chapter emphasizing that maintenance is an invest- 
ment, essential for managing the risks facing any organization. 

12.9 BOOK SUMMARY 

We started off this journey by asking why we do maintenance, so that a clear 
justification could be offered. Using the event escalation and maintenance 
models, we concluded that its raison d’&tre was to 

i. preserve integrity and hence the long term viability of the plant 
ii. ensure profitability by providing availability of the plant at the 

required level. 
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This approach should help maintenance practitioners prove the value of their 
work and justify maintenance cost as an investment towards viability and 
profitability. 

Managers manage risk, which in its quantitative sense depends on two fac- 
tors. We can learn about the probability of adverse events by knowing some 
basic reliability engineering theory. Therefore, we developed this theory 
using (mainly) tables and charts. We can do root cause analysis to reduce the 
probability of failure. Doing the right maintenance at the right time also 
reduces the probability of failure. In the main, however, when we do mainte- 
nance, we minimize the consequences of failure. We developed an under- 
standing of the RCM process as we progressed through the book. With an 
RCM approach, we can say what maintenance tasks we should do, and when 
we should do them. 

The qualitative aspects of risk, those dealing with perceptions, are also 
very important as they affect the way decisions are made. We explained why 
seemingly illogical decisions are made, based on the perception of the people 
involved. Rather than fight this behavior, we are better off adapting our own 
strategies, so that they appeal to the decision-makers. 

Many of us struggle with cuts in maintenance budgets. Maintenance costs 
are always under pressure, so it is best if we addressed the cost drivers. These 
are the operational reliability of the equipment and the productivity of the 
maintenance staff'. Operational reliability depends on both operators and 
maintainers. Operational philosophy, such as duty-standby operations can 
bring large improvements in reliability and costs. There are examples in the 
book of other operational philosophies, such as those relating to PRVs, which 
can be applied to advantage. Good maintenance work contributes greatly to 
operational reliability. For this we need strategies, knowing what work is 
worth doing and w hen we should do them. We also need work to be done to the 
required quality standards. Work quality depends on the knowledge, skill 
and behavior of the maintenance staff. Knowledge can be enhanced by pro- 
viding good work procedures, documentation, training and instruction. Simi- 
larly, training and experience can help develop skills. The behavior of people 
is affected by their motivation and morale. Knowing that your supervisor pro- 
vides feedback, whether favorable or unfavorable, supports you in your learn- 
ing process, and accepts responsibility for your actions can be very motivating 
and do wonders for your morale. 

We can do a lot to improve productivity, not by beating the drum faster, 
but by removing impediments to work progress. Good logistics support is 
essential. Thus, getting spares, tools drawings, documentation and procedures 
on time will make the technician do the job better and faster. Arranging the 
work day to maximize the time available for hands-on-tools is also very 
important. Apart from the direct cost savings and uptime improvements, these 
steps can improve morale significantly. 
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Plant shutdowns are major maintenance investments, in terms of down- 
time and costs. The maintenance manager faces a number of risks in organiz- 
ing and executing them. The major challenges are in managing safety, scope 
changes and costs. 

In order to manage maintenance effectively, we need good information. 
This is distilled from raw data entered in the maintenance management data- 
base. Whether we use fixed format or free text reporting, we can still get good 
information, provided that the data inputs are of acceptable quality. This is an 
area where we need to convince the technicians of the importance of good 
data. 

We would like to close by reminding readers that maintenance is an invest- 
ment that adds value, by ensuring the integrity and profitability of the plant. 
All investments need a return; it is our job to compute and demonstrate the 
value we add by doing maintenance. 



MAINTENANCE IN A BROADER CONTEXT 

In Appendix 9-1, we looked at maintenance holistically, extending the def- 
inition to include the health of thepopulation, law and order, or the reputa- 
tion o fa  business. We noted that we have to manage risks in these cases as 
well, so we can apply the event escalation and damage limitation mod- 
els. In this section, we will continue the earlier discussion with some addi- 
tional examples. 

12-1.1 Public health 
In an article entitled ‘Plagued by cures’ in The Economist‘, the author argues 
that preventing diseases in infancy may be a mixed blessing. The study of 
hospital admissions (for severe cases of malaria in Kenya and Gambia) 
showed some unexpected results. The admission rate for children with severe 
malaria was low in areas where transmission of the disease was highest, and 
high in areas where its transmission was more modest. In these cases, wide- 
spread prevalence of a mild form of malaria appears to influence the onset of 
the virulent form of the disease. 

In the same article, the author quotes a study in Guinea-Bissau, where chil- 
dren who had measles were less prone to allergies causing illnesses such as 
asthma or hay-fever when they grow older. Several other studies show simi- 
lar results with other childhood infections. Thus, in a more general sense, 
childhood diseases seem to reduce proneness to other diseases later in 
life. The human body’s immune system is the event escalation barrier, and 
childhood infections appear to influence its availability. 

Historically, we used vaccines to prevent the onset of disease in healthy 
people and therapeutic drugs to cure sick people. Now, a new generation of 
vaccines is becoming available to cure the sick, thereby acquiring a therapeu- 
tic role. These vaccines are a result of advances in biotechnology and prompt 
the immune system to cure diseases such as hepatitis-B and herpes. Some 75 
new vaccines of this kind are under development, according to an article enti- 
tled ‘‘Big Shots” in The Economist’. The body’s immune system is still the 
barrier that prevents the escalation, but such vaccines may be able to increase 
the barrier availability. 

A very successful anti-AIDS campaign is being conducted in Sene- 
gal. This commenced in 1986, before the disease had spread in the coun- 
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try. In spite of its predominantly Islamic and Catholic population, the 
responsible agencies were able to provide sex education in schools. They 
sold condoms at heavily discounted prices. They targeted the Army, as it 
had a large group of young sexually active men. In an article entitled “An 
Ounce of Prevention,” The Economist3, reports that a recent survey shows 
that Senegal indeed appears to have succeeded in controlling the spread of 
AIDS. 

Diet is another area of interest when dealing with public health. Trace 
amounts of zinc in the diets of children are proving to be successful in 
reducing the incidence of a wide range of diseases. These include malaria, 
bacterial pneumonia, and diarrhea. Zinc administered to pregnant women 
raises the level of antibodies in the blood of their offspring, indicating a 
better immune system. These children had a lower probability of falling ill 
in their first-year. In an article entitled “Lost Without a Trace,” in The 
Economist4, the author notes that zinc supplements may soon join iron and 
folic acid as routine supplements for pregnant women. By improving the 
immune system, zinc appears to increase the availability of the human 
body’s internal barrier. 

12-1.2 Law and order 
In Appendix 9-1, we discussed crowd control situations, especially in the 
context of football hooligans. The use of the people, plant, and proce- 
dures barriers clearly assists the police in maintaining law and order in 
these situations. 

In the United Kingdom, the police support and encourage Neighborhood 
Watch schemes. People living in a locality form a loose association to protect 
their neighborhood from vandals and criminals. The police assist them by 
providing some basic instructions and training. The scheme coordinator 
keeps in touch with the members and the police. The members assist one 
another in preventing untoward incidents by remaining vigilant. They also 
try to improve road safety in their locality, especially if small children are at 
risk. Such schemes can reduce petty crime and vandalism, and act as a barrier 
against escalation to more serious offenses. 

In an article about the falling crime rates all over the United States, The 
Economist’ discusses possible reasons, amongst them one of zero-toler- 
ance. An earlier article entitled “Broken Windows” in the Atlantic 
Monthly of March 1982 argues for such a policy. Minor infractions of the 
law-dropping litter on roads or painting graffiti on walls-become pun- 
ishable offenses. This produces a climate where serious crimes are unable 
to flourish. A few years ago, the New York City police commissioner 
moved police officers away from desk jobs and back on the beat. They 
were also better armed and given a greater latitude in decision-mak- 
ing. Precinct commanders were held accountable for reducing crimes, not 
for speed of response to calls, as was the earlier practice. The better visi- 
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bility and improved morale of the police proved successful in reducing 
crime rates dramatically. 

The Boston Police Department has run a very successful campaign against 
juvenile crime. Officers and civilians cooperate in scrubbing off graffiti and 
run youth clubs.'They provide counseling services and look out for tru- 
ants. Juvenile crime rates have fallen dramatically and it is reasonable to link 
these results to the efforts of the police. 

Referring to our risk limitation model in Chapter 9 (refer to Figure 9. l),  we 
note that some of 1 he above steps reduce the demand rate, others act as barriers 
to prevent event escalation. For example, greater police visibility means that 
people know that their response is quicker. This stops potential criminals 
even before they start, thus reducing the demand rate. If a holdup or other 
crime is already under way, the speedy arrival of the police can prevent further 
escalation. 

12-1.3 Reputation management 
In Appendix 9- 1 !, we discussed two cases, one relating to clothing manu- 
facturer Levi Strauss and the other to pharmaceutical manufacturer John- 
son & Johnson. Both organizations had built up good reputations over the 
years with their customers and staff. When they faced very difficult situa- 
tions, they enjoyed the full support of their customers and staff. 

In our risk model, we can think of minor customer complaints as process 
deviations. If the organization has trained staff and a proper complaint-han- 
dling procedure, these minor issues will not escalate into significant griev- 
ances. In Section 12.5, we discussed the benefits of keeping open lines of 
communications with all the stakeholders. Without the benefit of a sympa- 
thetic public, a large organization is one more Goliath and by implication, an 
oppressor. Hence, it becomes even more important for them to build trust 
with their stakeholders. By doing so, they improve the damage-limitation 
barrier availability, and this can protect the organization from serious loss of 
reputation. 

12-1.4 Natural disasters 
Every year, in the summer months, forest or bush fires rage in many parts of 
the world. They cause economic and environmental damage as well as casu- 
alties among wildlife and human populations. Conventional fire fighting 
methods are often ineffective. Strong winds, which can accompany these 
fires, make it very difficult to control their rapid spread. Fire fighters build 
artificial barriers to prevent the spread by denuding wide swaths of vegetation 
across the path of the fire. They often do this by burning the vegetation using 
well-controlled fires. When the main fire reaches this band of burnt out vege- 
tation, it is unable to jump across this artificial barrier. 

Storms, typhoons, and tornadoes strike some parts of the world quite regu- 
larly. Their energy levels are such that they can cause massive destruc- 
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tion. Usually the most effective solution is to evacuate the population, using 
early warning methods. By relocating the potential victims, we reduce the 
number of people at risk. 
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The following is a list of terms used, along with their meaning or definition as applied in this 
book. 

Accelerated test 

Age-exploration 

Availability 

Breakdown 

Circadian rhythm 

Compliance 

Condition Based 
Maintenance 

Condition 
Monitoring 

Conformance 

Corrective 
Maintenance 

Defect 

A test in which the applied stress is higher than design values so as to 
reduce the time to failure. The basic failure mechanism and failure 
modes must not be altered in this process of acceleration. 

A method used to decide maintenance intervals when failure rates are 
unavailable. We choose an initial interval based on experience, 
engineering judgement or vendor recommendations. Thereafter we 
refine the intervals based on the condition of the equipment when 
inspected. Each new inspection record adds to this knowledge, and 
using these we make further adjustments to the maintenance intervals. 

1) The ability of an item to perform its hnction under given conditions. 

2) The proportion of a given time interval that an item or system is able 
to fulfil its function. 

Availability = {time in operation - ( planned + unplanned) downtime} / 
time in operation 

Failure resulting in an immediate loss of product or impairment of 
technical integrity. 

A natural biological cycle lasting approximately 24 hours, which 
governs sleep and waking patterns. 

A measurement of the percentage completion at the end of a defined 
period of the routine maintenance jobs due in that period. 

The preventive maintenance initiated as a result of knowledge of the 
condition of an item from routine or continuous monitoring 

The continuous or periodic measurement and interpretation of data to 
indicate the condition of an item to determine the need for 
maintenance 

Proof that a product or service has met the specified requirements 

1)  The maintenance carried out after a failure has occurred and 
intended to restore an item to a state in which it can perform its 
required function 

2) Any non-routine work other than breakdown work required to 
bring equipment back to a fit for purpose standard and arising from: 

- defects found during the execution of routine work 

- defects found as a result of inspection, condition monitoring, 
observation or any other activity. 

An adverse deviation from the specified condition of an item. 
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Diagnosis 

Disruptive stress 

Down Time 

Efficiency 

End-to end testing 

Ergonomics 

Evident failure 

Facilitative stress 

Fail safe 

Failure 

Failure cause 

Failure effect 

Failure mode 

The art or act of deciding from symptoms the nature of a fault. 

The physical or mental stress a person feels that threatens, frightens, 
angers or worries a person, resulting in poor or ineffective 
performance. 

The period of time during which an item is not in a condition to 
perform its intended function. 

The percentage of total system production potential actually achieved 
compared to the potential full output of the system. 
A test in which the sensor, control unit and executive element of a 
control loop are all called into action. 

The science that matches human capabilities, limitations and needs 
with that of the work environment. 
A failure that on its own can be recognized by an operator in the 
normal course of duty. 

The physical or mental stress that stimulates a person to work at 
optimum performance levels. 

A design property of an item that prevents its failures being critical to 
the system. 
The termination of the ability of an item to perform any or all of its 
functions 
The initiator of the process by which deterioration begins, resulting 
ultimately in failure. 

The consequence of a failure mode on the function or status of an item. 

The effect by which we recognize a failure. 

Failure Modes and A structured qualitative method involving the identification of the 
Effects Analysis 

Fatigue 

Fault 

Function 

Hidden failure 

functions, functional failures and failure modes of a system, and the 
local and wider effects of such failures. 

The reduction in resistance to failure as a result of repeated or 
cyclical application of stresses on an item. 
An unexpected deviation from requirements which would require 
considered action regarding the degree of acceptability 

The role or purpose for which an item exists. This is usually stated as 
a set of requirements with specified performance standards. 

A failure that on its own cannot be recognized by an operator in the 
normal course of duty. A second event or failure is required to 
identify a hidden failure. 

Progressive performance deterioration which can be measured using 
instruments. 
Those activities carried out to determine whether an asset is 
maintaining its required level of functionality and integrity and the 
rate of change (if any) in these levels. 
These instruments protect equipment from high consequence failures 

Incipiency 

Inspection 

Instrument 
protective systems by tripping them when pre-set limits are exceeded. 

Item A system, sub-system, equipment or its component part that can be 
individually considered, tested or examined. 
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Life Cycle Costs 

Maintainability 

Maintenance 

Maintenance 
Strategy 

Mean availability 

Modification 

Net Positive 
Suction Head 

Non Routine 
Maintenance 

Operational 
Integrity 

Outage 
Overhaul 

Partial closure 
tests 

Performance 
Indicator 

Planned 
Maintenance 

Population 
stereotype 

Preventive 
Maintenance 

The total cost of ownership of an item of equipment, taking into 
account the costs of acquisition, personnel training, operation, 
maintenance, modification and disposal. It is used to decide between 
alternative options on offer. 
The ability of an item, under stated conditions of use, to be retained 
in or restored to a state in which it can perform its required functions, 
when maintenance is performed under stated conditions and using 
prescribed procedures and resources. It is usually characterized by the 
time required to locate, diagnose and rectify a fault. 

The combination of all technical and associated administrative 
actions intended to retain an item in or restore it to a state in which it 
can perform its required function 

Framework of actions to prevent or mitigate the consequences of 
failure in order to meet business objectives.The strategy may be 
defined at a number of levels (i.e.corporate, system, equipment, or 
failure modes). 

With non-repairable items, the point availability has the same value 
as the survival probability or reliability. As this varies over time, the 
average value of the point availability is the mean availability. 

An alteration made to a physical item or software, usually resulting in 
an improvement in performance and usually carried out as the result 
of a design change 

The difference between the suction pressure of a pump and the vapor 
pressure of the fluid, measured at the impeller inlet. 

Any maintenance work which is not undertaken on a periodic time basis. 

The continuing ability of a facility to produce as designed and forecast. 

The state of an item being unable to perform its required function 

A comprehensive examination and restoration of an item, or a major 
part of it, to an acceptable condition 

When total closure of executive elements is technically or 
economically undesirable, the movement of the executive element is 
physically restrained. Such tests prove that these elements would 
have closed in a real emergency. 
A variable, derived from one or more measurable parameters, which 
when compared with a target level or trend, provides an indication of 
the degree of control being exercised over a process (e.g work 
efficiency, equipment availability). 

The maintenance organized and carried out with forethought, control 
and the use of records, to a pre-determined plan.. 

The behavior expected of people or equipment (e.g.valves are 
expected to close when the wheel is turned clockwise). Under severe 
stress or trauma, people do not behave as trained or according to 
procedure, they revert to a population stereotype. 

The maintenance carried out at pre-determined intervals or 
corresponding to prescribed criteria and intended to reduce the 
probability of failure or the performance degradation of an item 
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Redundancy 

Reliability 

Reliability 
Centered 
Maintenance 

Reliability 
Characteristics 

Repair 

Resources 

Risk 

Routine 
Maintenance 

Safety 

Shutdown 

Shutdown 
Maintenance 

Standby Time 

System 
Effectiveness 

Technical 
Integrity 

Test interval 

Turnaround 

Work Order 

The spare capacity which exists in a given system which enables it to 
tolerate failure of individual equipment items without total loss of 
function over an extended period of time. 

The probability that an item or system will fulfil its function when 
required under given conditions. 

A structured and auditable method for establishing the appropriate 
maintenance strategies for an asset in its operating context. 

Quantities used to express reliability in numerical terms 

To restore an item to an acceptable condition by the adjustment, 
renewal, replacement or mending of misaligned, worn, damaged or 
corroded parts. 

Inputs necessary to carry out an activity (i.e.people, money, tools, 
materials, equipment). 

The combined effect of the probability of occurrence of an 
undesirable event and the magnitude of the event. 

Maintenance work of a repetitive nature which is undertaken on a 
periodic time (or equivalent) basis. 

Freedom from conditions that can cause death, injury, occupational 
illness or damage to asset value or the environment. 

A term designating a complete stoppage of production in a plant, 
system or sub-system to enable planned or unplanned maintenance 
work to be carried out. Planned shutdowns are usually periods of 
significant inspection and maintenance activity, camed out periodically. 

Maintenance which can only be canied out when the item is out of service. 

‘The time for which an item or system is available if required, but not used. 

‘The probability that a system will meet its operational demand 
within a given time under specified operating conditions. It is a char- 
acteristic of the design, and may be evaluated by comparing the 
actual volumetric flow to that theoretically possible when there are no 
restrictions at the input or output ends of the system. 

.4bsence, during specified operation of a facility, of foreseeable risk of 
failure endangering safety of personnel, environment or asset value. 

‘The elapsed time between the initiation of identical tests on an item to 
evaluate its state or condition. Inverse of test frequency. 

.4 term used in North America meaning planned shutdown. See Shut- 
down above. 

Work which has been approved for scheduling and execution.Materi- 
als, tools and equipment can then be ordered and labor availability 
determined. 



This page has been reformatted by Knovel to provide easier navigation. 

INDEX 

Index Terms Links 

A 

Absenteeism 73 184 211 21 

Access  81 83 180 

Accident 20 26 28 60 70

   73 90 103 122 124

   132 147 159 178 185 

   229 

Accounting 3 93 206 

Accrual  210 

AGAN (as good as new) 35 

Age-exploration 44 45 192 228 

Aircraft  142 194 

Airline  28 29 32 84 103

   195 120 127 

Alarm  18 58 59 71 72

   101 104 129 131 133

   140 190 

Applicability 20 37 39 45 144

   152 197 203 

As good as new. See AGAN  

Audit  90 

 external 92 138 143 172 

 internal 7 131 133 138 154

   209 

 maintenance data 212 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

 trail  161 198 206 209 

Availability 33 37 97 138 139

   142 

 of barriers 141 143 145 155 156

   162 163 227 228 234

   236 

 mean 34 37 

 system 79 138 139 141 143 

   155 162 

B 

Baring's Bark 175 

Barriers, damage limitation 140 141 144 155 236 

 to event escalation 109 139 140 141 143

   144 146 159 235 

 multiple 138 167 

Bath-tub Curve 27 28 69 

Bhopal  72 99 134 

Boolean  85 87 139 179 

Brainstorming 186 

Breakdown 1 27 188 196 216 

Business process 2 16 19 205 217 

C 

Capability 8 57 62 73 80

   99 149 188 207 

Catastrophic 84 134 194 

Challenger shuttle 127 135 186 

Change control 90 101 136 172 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Chernobyl 72 122 134 136 137

   155 

Choice, influence of 119 120 125 126 

Circadian 72 

CMMS  159 

Communication conventions 104 

Communication tool 16 

Communication system 12 104 129 143 

Competence 75 

 and knowledge 75 

 and motivation 90 

Compliance 160 173 174 200 203 

   209 216 218 

Condition monitoring 69 70 73 93 150 

   157 169 173 188 193

   197 

Consequence 11 18 59 69 70

   94 118 169 178 190

   202 208 209 

 See also Severity  

 dreaded 122 

 production 79 

 safety or environment 20 44 88 127 159

   182 191 193 194 197

   228 232 

Contingency, contingent 102 106 107 

Continuous improvement 62 156 173 187 193

   216 229 

Contract, contractor 78 83 84 85 103 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

   104 108 113 132 135

   158 226 

Control valve 78 79 133 171 179 

Control, feedback mode 161 

Control, process 6 7 61 138 225 

Conundrum, Resnikoff 42 62 192 

Cost drivers 93 95 232 

Cost, errors in measuring 3 

Cost, maintenance 8 77 83 92 160

   169 170 173 190 209

   229 232 

Criticality 135 180 

D 

Damage limitation 11 20 142 143 147

   153 155 156 159 172

   175 228 234 

Data errors 212 213 

Data, collection of 169 206 207 212 213 

   218 

Data, fixed format 213 217 233 

Decision-making 78 97 118 122 125

   205 206 208 235 

Demand rate 8 117 124 125 138

   141 144 154 155 158

   167 236 

Distributions, deterministic 43 150 

Distributions, exponential 37 70 87 144 164 

Distributions, failure 23 28 30 32 34 

Distributions, probabilistic 43 181 183 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Distributions, Weibull 23 41 42 45 152 

Document management 90 

Duty-standby operation 168 170 232 

E 

Economic life 8 

Efficiency, loss of 99 100 216 

Efficiency, process 2 5 8 80 90 

Emergency shutdown 13 143 167 171 

Emergent work 107 

Emotions and feelings 57 73 74 118 122 

   141 187 200 211 

End of life 97 

Ergonomic 72 75 81 

Event escalation 127 149 154 175 

   208 227 231 234 236 

Execution 89 105 109 110 114

   159 160 198 209 216

   229 231 

Expectation 57 62 80 120 188

   225 

Expected value 30 34 62 63 

Exposure 20 79 89 92 117

   124 125 146 147 

F 

Factor space theory 123 

Fail-to-danger 164 196 

Fail-to-safe 162 167 196 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Failure  11 13 14 18 

 age–related 28 57 70 73 193 

 characteristic analysis, see FCA  

 critical 57 58 62 71 73

   93 

 cumulative 24 33 

 degraded 57 58 73 93 226 

 evident 44 58 59 70 101

   146 152 190 191 193

   195 

 hnctional 11 13 19 20 59

   63 68 94 150 169

   189 

 hidden 34 37 58 59 138

   144 150 155 157 162

   164 169 171 189 190

   193 195 

 histogram 23 25 45 

 human 19 70 72 74 186

   203 228 

 incipient 57 59 65 73 93

   150 157 191 195 

 mitigation 11 19 

 mode 23 41 68 89 101 

   151 156 161 169 182

   188 196 208 

See also FMEA  

 modes and effects analysis. See FMEA  

 nature of 57 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

 patterns 23 27 28 29 32

   57 69 72 190 

 prevention 19 

 of system 85 123 182 

Fatalities 20 28 122 135 142

   154 175 

Fatigue  63 64 99 100 107

   149 150 194 

Fault tree analysis, see FTA  

FBD  12 16 19 188 189 

FCA  190 198 

Fire detection 87 167 

Fire protection 12 131 167 

Fire and evacuation drills 104 105 

Fishbone diagram 184 186 

Flixborough 91 92 99 101 172 

FMEA  11 17 189 190 

FPSO  83 

Framing effects 118 

FTA  182 183 188 217 

Functional block diagram. See FBD  

G 

Gambler, gambling 117 

Goodwill 202 

H 

Hazard and operability study. See HAZOP  

Hazard patterns 32 193 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Hazard rate 23 27 28 32 39

   44 45 69 70 174

   188 190 193 

See also  

 Mortality  

Hazardous materials 103 114 127 

HAZOP  90 182 203 227 228 

Health  6 88 97 102 121

   125 149 175 201 234

   235 

Holistic  225 234 

Hypothesis 143 147 

I 

IDEF  11 14 20 217 

Incipiency 57 59 64 66 70

   73 152 188 193 197

   216 

 interval 67 68 69 122 146

   150 151 190 191 192 

Induction course 104 132 133 145 

Influence of choice 119 120 

Instrument Protective Systems 100 101 

Integrity  93 99 106 107 149

   154 155 158 199 211

   216 227 230 

Ishikawa diagram, See Fishbone diagram  

J 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Job enrichment 71 

K 

King’s Cross fire 133 136 

L 

Life cycle 1 70 77 94 95

   177 205 228 

Loading roughness 59 60 

Local effect 18 189 

M 

Maintainability 77 81 98 101 180 

Maintenance  

 breakdown 149 150 157 216 

 corrective 150 151 157 

 predictive 149 151 

 preventive 28 41 42 44 70

   149 151 169 188 195

   216 218 

 raison d’être of 153 154 172 231 

 tasks, failure-finding 44 150 151 193 194

   196 197 

 tasks, on-condition 150 151 197 

 tasks, on-failure 11 149 150 197 

 tasks, scheduled 150 151 193 197 

Mean operating time between failures. See  

 MTBF  

Mean time to failures. See MTTF  



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Mean time to restore. See MTTR  

Medical support 106 109 

Milford-Haven Refinery 97 133 136 

Model damage limitation 142 143 147 153 172

   175 228 234 

Model, analytical 181 183 

 event escalation 137 143 175 227 

 risk limitation 172 227 231 236 

 simulation 181 

Modifications 90 101 129 

See also  

 Change control  

Morale  73 74 95 99 141

   154 206 211 212 232

   236 

See also motivation  

Morality  122 125 

Mortality 26 27 44 119 193

   195 

Motivation 19 71 90 94 138

   142 146 155 159 173

   186 211 229 232 

See also Morale  

MTBF  34 35 37 40 218 

MTTF  34 35 70 164 166

   215 216 

MTTR  35 218 

N 

Neighborhood watch 235 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Night-shift, See Circadian  

O 

Operability 77 80 90 101 182 

Operating context 18 57 59 66 68 

   73 145 153 188 198

   200 205 206 217 

Opportunity, window of 101 107 

Overhaul 44 84 85 112 114

   140 150 151 167 193 

Ownership 81 94 159 203 205 

P 

Partial closure tests 171 172 

pdf   25 27 33 34 43

   152 181 188 195 

People barrier 140 141 155 156 175 

Perception 97 117 118 122 123

   125 175 200 202 211

   229 231 232 

See also Risk, qualitative  

Performance indicator 107 153 161 

Performance standard 17 57 73 209 

Permit to work, see PTW  

Piper Alpha explosion 72 127 131 132 135

   143 154 155 158 186 

   208 

Plant barrier 140 142 159 227 228

   231 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Plant change 91 101 106 109 210 

See also Change control  

Plausible cause 186 

Population stereotype 186 

Possible cause 185 

Pressure relief valve, see PRV  

Pressure safety valve, see PSV  

Preventive maintenance routines 198 

Probability density function, see pdf  

Procedure barrier 141 154 169 

Productivity 4 5 9 73 101

   104 110 162 163 173

   218 229 232 

See also  

 Cost drivers  

Proximate cause 184 208 

PRV  58 124 145 163 164

   166 174 189 196 227

   232 

PSV  130 131 143 

PTW  130 143 161 173 229 

Q 

Quality, of design 77 80 98 

R 

Random errors 70 

RBD  86 87 139 141 156

   164 167 179 180 181 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

RCA  7 44 90 184 195

   208 216 227 232 

RCM  89 177 188 204 

Redesign l 9 89 100 196 197 

Redundancy 78 79 87 153 155

   156 159 

   163 166 170 

Reliability block diagram. See RBD  

Reliability-centered maintenance. See RCM  

Reputation management 236 

Rescue  20 105 135 142 159 

Resnikoff conundrum. See Conundrum  

Risk reduction 20 178 202 203 228

   229 231 

Risk, of natural phenomena 121 

 during construction 77 88 97 98 

 during shutdowns 99 101 106 108 114 

 qualitative 118 154 177 

See also Perception  

 quantitative 36 44 117 118 123

   177 211 227 231 232 

 tolerable level 1 198 200 202 203 

   225 

Root Cause Analysis, see RCA  

S 

Safe life  194 

Scale factor 45 152 

Severity  96 113 117 122 123

   154 177 194 227 228 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

See also, consequence  

Shape factor 23 42 45 152 

Shutdown cost 95 96 

Shutdowns 88 99 157 162 179 

   188 210 215 225 233 

Sleep cycles, see circadian  

Sporadic errors 71 

Spurious trips, see Trips  

Stair-Step 186 

Stress, facilitative 71 

Survival probability 23 25 26 33 34

   36 38 39 41 42

   43 45 138 152 194 

System effect 1 18 189 190 

System Effectiveness 1 156 163 179 180

   181 215 225 231 

Systematic errors 70 

T 

Task selection 197 

Test frequency 144 155 163 167 169

   170 228 

Testing, end-to-end 170 174 

Thalidomide 121 

Timeline charts 5 185 205 

Tool box meeting 104 105 

Total Productive Maintenance. See TPM  

TPM  187 188 203 228 

Traceability 108 114 

Traffic safety 103 114 



Index Terms Links 

 

This page has been reformatted by Knovel to provide easier navigation. 

Training  70 80 81 94 104

   105 127 132 133 136

   141 188 208 217 232

   235 

See also Competence  

Trips  59 75 80 93 101

   154 179 181 188 206

   215 225 

Turnarounds. See Shutdowns  

Tylenol  176 202 

U 

Uncertainty 27 63 68 78 79 

Useful life 8 28 42 194 195 

V 

Viability  8 154 172 231 232 

W 

Waste management 103 114 

Weibull  23 41 45 152 195 

See also  

 Distributions-failure  

Work scope 96 106 107 113 114

   157 


	Front Matter
	Foreword
	Preface
	Table of Contents
	Abbreviations & Acronyms
	1. The Production and Distribution Process
	1.1 Process Efficiency
	1.1.1 Criteria for Assessing Efficiency
	1.1.2 Improving Efficiency
	1.1.3 Cost Measurement and Pitfalls

	1.2 Work and its Value
	1.2.1 Mechanization and Productivity
	1.2.2 Value Added and its Measurement

	1.3 Manufacturing and Service Industries
	1.3.1 Conversion Processes
	1.3.2 Factors Influencing the Efficiency of Industries
	1.3.3 Factors Affecting Demand

	1.4 The Systems Approach
	1.5 Impact of Efficiency on Resources
	1.5.1 Efficiency of Utilization
	1.5.2 Efficiency and Non-Renewable Resources

	1.6 Maintenance - The Questions to Address
	Chapter Summary

	2. Process Functions
	2.1 The Functional Approach
	2.2 Functional Block Diagrams �䘀䈀䐀
	2.3 Failure Modes and Effects Analysis �䘀䴀䔀䄀
	2.4 Effective Planning
	2.5 Prevention of Failures or Mitigation of Consequences?
	Chapter Summary
	References

	3. Reliability Engineering for the Maintenance Practitioner
	3.1 Failure Histograms
	3.2 Probability Density Function
	3.3 Mortality
	3.4 Hazard Rates and Failure Patterns
	3.5 The Trouble with Averages
	3.6 The Special Case of the Constant Hazard Rate
	3.7 Availability
	3.8 Mean Availability
	3.9 The Weibull Distribution
	3.10 Deterministic and Probabilistic Distributions
	3.11 Age-Exploration
	Chapter Summary
	References
	Appendix 3-1: Development of Failure Patterns
	Appendix 3-2: An Example to Show the Effect of the Shape Factor

	4. Failure, its Nature and Characteristics
	4.1 Failure
	4.1.1 Failure - A Systems Approach
	4.1.2 Critical and Degraded Failures
	4.1.3 Evident Failures
	4.1.4 Hidden Failures
	4.1.5 Incipient Failures

	4.2 The Operating Context
	4.3 The Feedback Control Model
	4.4 Life without Failure
	4.5 Capability and Expectation
	4.6 Incipiency
	4.7 Limits to the Application of Condition Monitoring
	4.8 Age Related Failure Distribution
	4.9 System Level Failures
	4.10 Human Failures
	Chapter Summary
	References
	Appendix 4-1: Error Prone Situations

	5. Life Cycle Aspects of Risks in Process Plants
	5.1 Design Quality
	5.1.1 Marketing Inputs
	5.1.2 Operability
	5.1.3 Maintainability
	5.1.4 Reliability

	5.2 Risks during Construction
	5.3 The Pre-Commissioning and Commissioning Phases
	5.4 Planning of Maintenance Work
	5.5 The Operational Phase
	5.5.1 Steady State Operations
	5.5.2 Competence and Motivation

	5.6 Modifications to Plant and Change Control
	5.7 Maintenance Costs
	5.7.1 Failure Rates and Their Impact
	5.7.2 Maintenance Cost Drivers - Normal Operations
	5.7.3 Maintenance Cost Drivers - Shutdowns �吀甀爀渀愀爀漀甀渀搀猀
	5.7.4 Breakdowns and Trips

	5.8 End of Life Activities
	Chapter Summary
	References

	7. Facets of Risk
	7.1 Understanding Risk
	7.2 Descriptive or Qualitative Risk
	7.2.1 Framing Effects
	7.2.2 The Influence of Choice
	7.2.3 Control of Situation
	7.2.4 Delayed Effects on Health
	7.2.5 Voluntary Risks
	7.2.6 Risks Posed by Natural Phenomena
	7.2.7 Subjectivity
	7.2.8 Morality
	7.2.9 Dreaded Consequences

	7.3 Factors Influencing Decision-Making
	7.4 The Quantitative Aspects of Risk
	7.4.1 Failure
	7.4.2 Exposure

	Chapter Summary
	References

	8. The Escalation of Events
	8.1 Learning from Disasters
	8.1.1 The Challenger Space Shuttle Explosion
	8.1.2 The Piper Alpha Explosion
	8.1.3 King's Cross Underground Station Fire
	8.1.4 Milford-Haven Refinery Explosion
	8.1.5 Bhopal
	8.1.6 Chernobyl

	8.2 Hindsight is 20-20 Vision
	8.3 Foresight - Can We Improve it?
	8.4 Event Escalation Model
	8.5 Damage Limitation Model
	8.6 Failure of Barriers
	8.7 Event Escalation Relationship
	8.8 Evaluating Test Frequencies
	8.9 Incipiency Period
	Chapter Summary
	References

	9. Maintenance
	9.1 Maintenance at the Activity Level - An Explanation of Terminology
	9.1.1 Types of Maintenance - Terminology and Application Rationale
	9.1.2 Applicable Maintenance Tasks
	9.1.3 How Much Preventive Maintenance Should We Do?

	9.2 The Raison D'être of Maintenance
	9.3 The Continuous Improvement Cycle
	9.3.1 Planning
	9.3.2 Scheduling
	9.3.3 Execution
	9.3.4 Analysis

	9.4 System Effectiveness and Maintenance
	9.4.1 Testing of Pressure Relief Valves
	9.4.2 Duty-Standby Operation
	9.4.3 End-to-End Testing of Control Loops

	Chapter Summary
	References
	Appendix 9-1: A Generalized View of Maintenance
	Appendix References


	10. Risk Reduction
	10.1 Frequency or Severity?
	10.2 Reliability Block Diagrams and Mathematical Modeling
	10.3 Hazard and Operability Studies
	10.4 Fault Tree Analysis �䘀吀䄀
	10.5 Root Cause Analysis
	10.6 Total Productive Maintenance
	10.7 Reliability Centered Maintenance
	10.7.1 Functional Block Diagrams
	10.7.2 Failure Modes and Effects Analysis
	10.7.3 Failure Characteristic Analysis �䘀䌀䄀
	10.7.4 Applicable and Effective Maintenance Tasks
	10.7.5 Cost-Effective Maintenance Tasks
	10.7.6 Task Selection
	10.7.7 Preventive Maintenance Routines
	10.7.8 Structural and Zonal RCM Analysis

	10.8 Compliance and Risk
	10.9 Reducing Perceived Risks
	10.9.1 David and Goliath Scenarios
	10.9.2 Influence of Perceptions
	10.9.3 Public Goodwill

	Chapter Summary
	References

	11. Information for Decision Making
	11.1 Work and the Generation of Data
	11.2 The Collection of Quantitative Data
	11.3 The Collection of Maintenance Data
	11.3.1 Failure Reduction
	11.3.2 Reducing the Consequence of Failures
	11.3.3 Cost Data

	11.4 The Collection of Qualitative Data
	11.5 Errors in Data Collection
	11.6 Fixed Format Data Collection
	11.7 Obtaining Information from Data
	11.8 Decision Support
	11.9 Procedures
	11.10 Business Process Management
	Chapter Summary
	Reference
	Appendix 11-1: Fixed Form Data - Codes and Descriptions

	12. Improving System Effectiveness
	12.1 System Effectiveness
	12.2 Integrity and System Effectiveness
	12.3 Managing Hazards
	12.3.1 Identification of Hazards
	12.3.2 Control of Hazards
	12.3.3 Minimization of Severity of Incidents

	12.4 Reducing Risks - Some Practical Steps
	12.4.1 Appreciating Life Cycle Risks
	12.4.2 Tools and Techniques
	12.4.3 The Process of Carrying Out Maintenance
	12.4.4 Managing Maintenance Costs

	12.5 Communicating Risk Reduction Plans
	12.6 Bridging the Chasm between Theory and Practice
	12.7 Maintenance as an Investment
	Chapter Summary
	Book Summary
	Appendix 12-1: Maintenance in a Broader Context
	12-1.1 Public Health
	12-1.2 Law and Order
	12-1.3 Reputation Management
	12-1.4 Natural Disasters
	References


	Acknowledgements
	Dedication
	Glossary
	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W


