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Preface

The IUTAM Symposium on High Velocity Deformation of Solids
(August 24-27, 1977) was held at Science Council of Japan,
under the sponsorship of IUTAM, Science Council of Japan,
The Japan Society for Aeronautical and Space Sciences,
Japan Society for the Promotion of Science, and The Com-
memorative Association for the Japan World Exposition
(1970). The proposal of the symposium was accepted by
the General Assembly of IUTAM in 1974, and the scientists
mentioned below were appointed by the Bureau of IUTAM to
serve as member of the Scientific Committee. The Sym-
posium had as its theme High Velocity Deformation of
Solids. The scope of the subjects were theory, experi-
ment, and instrumentation, in macro- and micro-mechanics
(from continuum to dislocation dynamics) concerning high
velocity deformation of solids including metals, polymers
and composite materials. These research fields were
covered by 39 invited papers presented from 22 invited
speakers and 16 invited discussers, in 9 scientific
sessions chaired by the specialists invited shown in the
programme. In Contents the full scientific programme is
listed. Asterisk (*) shows the invited speech and non
asterisk ( ) shows the invited discussion. Participants,
numbered 91, came from 9 countries (Egypt, France, Japan,
Poland, Saudi Arabia, Sweden, UK, USA, and USSR).

The topics discussed dealt mainly with: Micromechanical
study of wave propagation behaviour, deformation and
fracture of materials under dynamic loading, mainly of
metals and composite materials (session 1, 2, 3 and 4),
crack propagation problem (session 5), macro-mechanical
analyses of high velocity deformation and fracture be-
haviours such as spalling, cratering, compression, analy-

sis methods such as finite element method, etc. (session
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6), various problems such as wave propagation in aniso-
tropic media, combined dynamic stress effect, penetration,
ricochet, supersonic and transonic impact, continuum theo-
ry of dislocation, etc. (session 7), high velocity defor-
mation in structure, structural element and lamination
forming (session 8 and 9). It is a great feature of the
symposium that it were clarified that micro-mechanical
treatments were necessary and powerful frequently for full
understanding of various macroscopic behaviours of high

velocity dcformation and fracture.

With the advices and suggestions provided by the Local
Organizing Committee, Organizing Executive Committee was
responsible for the planning of the meeting, for the
social activities, and for the editing of the Proceedings.
The organizations of International Scientific Committee,
Local Organizing Committee, and Organizing Executive Com-
mittee are listed below. Not in the last place owing to
these committees, we may look back upon a very successful
and enjoyable symposium.

We appreciate the contributions made by the following
organizations in Japan: Science Council of Japan, The

Japan Society for Aeronautical and Space Sciences, Japan
Society for the Promotion of Science, and The Commemo-
rative Association for the Japan World Exposition (1970).

I express my sincere thanks to the IUTAM Officers: Prof.

H. Gortler, Prof. W. T. Koiter, Prof. D. C. Drucker, and
Prof. F. I. Niordson, for their valuable guidance and co-
operation, to the Representatives of The National Committee
for Theoretical and Applied Mechanics of The Science Council
of Japan: Prof. I. Tani, Prof. I. Imai, and Prof. M. Yoshiki,
for their valuable guidance and arrangement, to the members
of the Scientific Committee, the Local Organizing Committee,
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and the Organizing Executive Committee, to all participants,
for their hearty cooperation, and to the Springer Verlag

for setting the scientific progress made by the symposium.

I do hope future IUTAM symposiums would be utilized actively
and successfully as well as the one on High Velocity Defor-
mation of Solids.

Tokyo, December 1977

S. Fukui
Chairman
Scientific Committee
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Analyses of High Velocity Tension of Bars of Finite Length
of BCC and FCC Metals with Their Own Constitutive
Equations

K. KAWATA, S. HASHIMOTO AND K. KUROKAWA

Institute of Space and Aeronautical Science,
University of Tokyo, 4-6-1, Komaba, Meguro-ku,
Tokyo 153, Japan

Summar

The concepts of high velocity ductility and high velocity
brittleness are defined and it is stated that these pheno-
mena are ruled by the crystal lattice system. The consti-
tutive equations modelling high strength Al alloys are
derived on the basis of thermal activated motion of dislo-
cation. For a mild steel and high strength Al alloys, the
behaviours of bars of finite length in high velocity ten-
sion are analysed basing upon their constitutive equations
by finite element method. The difference and similarity
between these two cases such as the existence and non-
existence of sharp stress peak in wave front, are clarified.

1. Introduction

As suggested in the effect of crystal lattice systems on
the relation of breaking elongation of thin bars of finite
length vs. tensile velocity, it is considered necessary
for the understanding of macromechanical behaviours in
high velocity tension to introduce their own constitutive
equations based upon their own crystal lattice systems.
From this necessity the constitutive equations modelling
high strength Al alloys are derived. The behaviours in
high velocity tension of bars of finite length of a mild
steel and Al alloys analysed by finite element method are

known to show the interesting difference and similarity.



2. High Velocity Ductility and High Velocity Brittleness

The results of a series of high velocity tension test
(Kawata et al. 1968)[1] indicate the existence of the
lattice systems effect on the relation of breaking elonga-
tion g, vs. tensile velocity V, for pure metals and alloys
especially in their annealed states as shown in Fig. 1.
The tests cover the tensile velocity ranging from 10™°ms~!
to 200 ms~! (equivalent strain rate: 2x107%s"! to
4x10%s71). The experimental values of B show remarkably
clear tendencies as shown in Table 1.

Table 1. Crystal Lattice Systems Effect in High
Velocity Breaking Elongation

Crystal Ratio of max. variation in
lattice Material €, to corresponding static
system breaking elongation ey, B(%)
9/1 Cu-Zn +20.0
ole Cu +11.3
Al +41.9
Al 2S +53.2
BCC Fe -40.1
Mo -56.6
HCP Ti +25.9
Zn -93.2

The terms of high velocity ductility or high velocity
brittleness are defined as to express positive or negative
values of B respectively. Table 1 shows that high veloc-
ity ductility appears for FCC materials, high velocity
brittleness for BCC materials, and both high velocity
ductility and brittleness for HCP materials. The fact
that B8 is negative for Zn in contrast to positive B for

Ti seems closely connected with the fact that axial ratio
is 1.856 for Zn although it is 1.60 very close to FCC
materials for Ti. Anyway, it is necessary to consider



micromechanical behaviour connected with crystal lattice
system, to understand macromechanical behaviour of metallic
materials.

80

9/1 Cu-Zn

Cu

€ (*%)

Al-2S \A\A

100 15C
Vi (m/s)

Fig. 1. Typical breaking elongation €pvs. tensile
velocity V, relation in high velocity tension
of annealed pure metals and alloys

3. On the Constitutive Equations Modelling FCC
Metallic Materials Especially High-Strength
Al Alloys and Their Characteristics

3.1 Derivation of the Constitutive Equations Modelling
High-Strength Al Alloys [2] [9]
As shown in Fig. 2, general tendency of stress-strain dia-
grams in quasi static tension for high strength Al alloys
[3] would be expressed approximately by elastic-linearly
work hardening plastic type and be characterized with E:
Young's modulus, Ep: tangent modulus in plastic region,
and Oyt yield stress. Known facts {[4] ~ [8] are summarized
for the strain rate dependence of the flow stress in Al and
some Al alloys in the strain rate range from 10-3 to 103s-!
as follows: (1) Strain rate dependence of flow stress of Al
and some Al alloys in O-temper can be rationalized with
simple theory for thermally activated motion of disloca-
tions. (2) Principal effect of increased alloying is to

increase athermal stress component. (3) Activation barriers



are probably forest dislocations. Constitutive equations
modelling FCC metallic materials especially high strength

Al alloys are derived basing upon the above mentioned.

3.2 Elastic-Perfectly Plastic Type

When Seeger's [5] flow rate with constant activation volume
is adopted directly as plastic strain rate and zero ather-
mal stress term is assumed, Eq. (1) is obtained, that gives
elastic-perfectly plastic stress-strain relations as shown
in Fig. 3, for the constants: E=7,190 kg/mm?, C;=4.5x10%2s"?,
Up =30.3 x 107!® kg.mm, o, =19.42 kg/mm*, k: Boltzmann's
constant, T=300° K. Eq. (1') gives practically the same
behaviour when C; =2.32 x 10! (kg/mm?) " !s™! is taken

although the form of pre-exponential term is different.

5 U
¢-Sac, exp{-k—%(l - 5‘10_)} (1)
e - g . C.o ex -Hl(l -9 (1)
E ! P TKT 7o

where o is tensile stress, G stress rate, and € strain
rate; E is Young's modulus, C; frequency constant, U,
activation energy, k Boltzmann's constant, T temperature,
0, constant related to activation volume, and C; another
constant related to frequency constant.

3.3 Elastic-Linearly Work Hardening Plastic Type

Egqs. (1), (1') are not enough to model high strength Al
alloys. Such constitutive equations that give elastic-
linearly work hardening plastic stress strain relations
should be searched for. For this purpose constitutive
Eqs. (2) v (2") are considered, in which work hardening

coefficient H and athermal stress term og are introduced.
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where o, 6, €, E, Cy, C1, Uy, k, T, and o, are the same
with Eqs. (1), (1') respectively, and og is athermal stress,
and H work hardening coefficient.

Eq. (2) gives the stress-strain diagrams as shown in Figs.
4 and 5 for H=5 and 10 respectively for example. Eq. (2')
gives practically the same behaviour. About Eq. (2") refer
Fig. 13 and 5 (3).

The effect of introduction of athermal term og to stress
term in the numerator in Eqs. (2), (2') is to shift the
curves in plastic region upward by og, as shown in Fig. 4
for example. These constitutive equations are the searched

elastic- linearly work hardening ones.

3.4 Relation between Micromechanical Constants
and Macromechanical Constants

The process to determine the values of unknown micromecha-
nical constants g and H from given macromechanical con-

stants oy and Ep is considered.

In all plastic range of linearly hardening material,

I —EEp E P (3)

0y+

5/¢ = E, (4)

where ep: plastic strain.
Using these conditions,
(1-Ep/B)E =Cs exp [-p&(1 - X=98)] (5)
P 8 k_T [oX}

Ep . 1
(1 -EP/E) Oy - Og

= H



Assuming EP/E <1,

- KT , ¢
Og—Oy (o)) {1+m 1]'16-3—}
T . (6)
= XL
H = Ep/{oo(1-+U0 1nC3)}
When the constants: Uy/kT =71.709, oo =19.42 kg/mm?,
C;=4.5x10'%s"! are taken,
og = 0y - 11.530 - 0.6236 log €
(7

H = Ep/(11.530 + 0.6236 log €)

Calculated examples are shown in Table 2,

Table 2. Macromechanical and Micromechanical
Constants of Ten High Strength Al Alloys

. fo] * * fol * % H**
Material (kg§mm2) (kggmmz) (kg§mm2)
2014 0 10 50.56 1 5.60
T6 42 61.95 33 6.86
2024 0 8 55.56 -1 6.15
T3 35 78.65 26 8.70
7075 O 11 73.62 2 8,15
T6 51 64.81 42 7.17
7178 0 11 78.43 2 8.68
5052 0 9 46.22 0 5.12
H38 26 58.82 17 6.51
5056 O 15 43.10 6 4.77

* Experimentally determined (¢ =10""s~!).
** Calculated from Eq. (7), using Oy and Ep.

4, Behaviours in High Velocity Tension of Bars of
Finite Length for BCC Metallic Material [2]

For the constitutive equation of mild steel of Johnston-
Gilman type already shown in previous papers [10], [11]:
Eq. (8), the behaviours in high velocity tension of bars
of finite length are studied, by finite element method
combined with Newmark 1/6 B8 method [12] ~ [14], laying
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emphasis on the ones after the reflections at the fixed
ends.

~

2[D +%H(e-%)]) 8

Me

1
nﬂo-

= 3b [No +3M(e - D Iv* exp(-

o
where b= 2.5x1077 mm, v*=3.2x10°% mm/s, Ng= 3.75x 10%mm2
M= 10° mm~2, D= 200 kg/mm?, H= 10666 kg/mm?,
E= 2.15x10* kg/mm?

Examples are shown in Figs. 6 ~ 8. The remarkable charac-
teristic of this BCC case is the existence of sharp stress
peak at the stress wave front, after the reflection at the
fixed ends of bars similarly with before the reflection,

although its decay is observed of course.

5. Behaviours in High Velocity Tension of Bars of
Finite Length for FCC Metallic Materials

For the constitutive equations modelling high strength Al
alloys, the behaviours in high velocity tension of bars of
finite length are analysed paying attention to both before
and after the reflection of stress wave front at the fixed
ends.
(1) Distributions before the Reflection

at tﬁe Fixed End
Two examples treating the cases for two pre-exponential
forms and zero og are shown in Figs. 9 and 10. Two sig-
nificant characteristics of FCC materials are observed.
The first is the non-existence of sharp stress peak at
stress wave front, forming a striking contrast to mild
steel. The second is the increasing formation of plateau
in stress and plastic strain distributions with increasing
work hardening coefficient H, showing a similar tendency
with mild steel. There is practically no difference in
behaviours between the two pre-exponential forms, that is,
C; and C,o.



9

Fig. 6-1 High velocity ten-
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Fig. 9 High velocity ten-
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s material given by
b 4
Eq. (2).
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(2) o, €p Distributions after the Reflections at the
Ends

As shown in Figs. 11 and 12, no essential difference occurs
by the reflections. It is interesting that when time varia-
tions of stress and plastic strain are observed for three
different points in the bar both stress and plastic strain

tend to be equalize respectively.

(3) The effect of athermal stress term og

As seen in the plot of ¢ -0y (Fig. 13), its behaviours near
wave front are nearly equal but in plastic strain growing

region some differences are observed. This means that o
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plot is shifted upward by Og near stress wave front and by
a value a little smaller than 0g for the region where plas-
tic strain grows. The difference between the behaviours
given by Eq. (2) and Eq. (2") are little as seen in Fig.
13 and it is considered practically the same for these

cases.

6. Some Discussions on the Applicability of Strain
Rate Independent Theory

For the case of FCC type constitutive equation (2) with

the constants: H =100, bar length =100 mm, tensile velo-
city = 20 m/s, comparison of Karman theory [15] is made as
shown in Fig. 14. The constants for the strain rate
independent theory are shown in the figure. For this case,
the strain rate independent theory gives approximate values
simulating general tendencies of the behaviours given by
Eq. (2), although details of the stress profiles are not
reproduced. So, the strain rate independent theory gives
approximate values simulating general tendencies of correct
behaviours, when a suitable stress-strain diagram of an
selected ¢ is taken as constant constitutive equation.

7. Conclusion

(1) The concepts of high velocity ductility and high veloc-
ity brittleness are defind and their relations with crystal
lattice systems are discussed. The importance of consider-
ing the crystal lattice system is emphasized for the study
of high velocity deformation behaviour of metals.

(2) Constitutive equations modelling FCC materials
especially high strength Al alloys are derived, based
upon the experimental data in the strain rate range up to
the order of 103s-1!.
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(3) The mechanical behaviours in high velocity tension
of bars of finite length are calculated for a mild steel
and high strength Al alloys by finite element method, and
the difference and similarity between BCC and FCC metallic

materials are clarified.

(4) The existence and non-existence of sharp stress peak
in the stress wave front in BCC and FCC materials respec-
tively, seems to be connected with high velocity brittle-
ness and high velocity ductility of these materials.
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Introduction

Computerized analysis of materials and structures under explosive
loadings has lead to the development of finite difference and finite
element codes which are capable of treating nonlinear materials with
a variety of dissipative mechanisms, such as thermal energy depen-
dence, and hysteretic behavior in load-unload cycles in both shear
and dilatation. Incremental plasticity theory is widely used for
this purpose and a significant factor in this choice is the accom-
panying uniqueness - stability theory. The object of this paper is
to review and illustrate this methodology for modeling nonlinear
hysteretic materials and for analyzing the behavior under shock load-

ings of nonlinear media and structures embedded in such media.

Incremental Plasticity Theory

Classical incremental plasticity theory (e.g. see Ref. [1], p. 346 f.)
provides a sound mathematical basis for the development of constitu-
tive equations to represent diverse material behavior. Specifically,
the plastic strain increment, é?j’ is related to the stress through
a "flow rule" of the form

b = 33{: )
where Oij is the stress tensor, f is a specified function of the
stresses (and possibly other parameters), and A is a non-negative
function which must be determined as part of the solution of the

problem. The equation

f(oij) =0, (2)
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called the yield condition, defines a surface in stress space and
the yield surface is required to be everywhere convex in this space.
Any portion of the yield surface may remain fixed (perfect plasti-
city), or move outward whenever the stress point is on that portion
(work - hardening), or move inward so long as the stress point is
not on that portion (e.g. kinematic hardening). In any case, work-

softening is prohibited.

A plasticity model which satisfies the preceding guidelines is
stable*) in the sense of Drucker, Ref. [2]. That is the constitutive
equations together with the standard continuum mechanics equations
(conservation of mass, momentum and energy) are properly posed so
that solutions exist, are unique, and depend continuously on the
initial and boundary data. These abstract mathematical properties
are of considerable practical significance in the analysis of con-
tinuum problems. For example, if the solution does not depend
continuously on the initial data, then small numerical errors
(e.g. due to approximation or computer round-off) might propagate
in such a manner as to make the entire solution worthless at a
later point in time. Similarly, one would want to avoid problems
with several solutions, or no solution, since the results may not

correspond to a physical situation.

Cap Models

The cap model, Refs. [5] - [11], falls into the category of an
incremental plasticity theory based upon the principles stated above,

It is routinely used in finite element and finite difference calcu-

*)

The use of the same function f in Eqs. (1) and (2) is referred to as
an associated flow rule. Although non-associated flow rules are
discussed in the literature, Refs. [3] and [4], their general use

is not advised since stability proofs are difficult, often impossible,
to obtain.

In this context, it is worth noting that constitutive equations
based on endochronic theory have recently been shown to have non-
unique solutions and are deemed unsuitable for use in general
dynamic problems, Ref. [24].
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lations to simulate the behavior of geological materials and buried
structures subjected explosive loadings. Work has also been done to
apply the cap model to earthquake problems. Various types of
material behavior have been modeled with the cap model, including
both the high and low pressure response of a number of geological
materials such as sands, clays, and rocks. Anisotropy, strain rate
effects in rocks, and temperature dependent effects have all been
considered. The model developed in Ref. [11] is applicable from
pressures of several bars to several megabars, and has been gene-
ralized to account for the observed increase in shear strength which

occurs in the kilobar range.

For simplicity consider the (isotropic) cap model, Refs. [5] and
[6], which employs a yield surface which is a function of only two
invariants of the stress tensor. A typical yield surface is shown
in Fig. 1 in which the coordinates are the pressure, p, and the
square root of the second invariant of the deviatoric stress tensor
/Jé , i.e.
= (0, +0
p = (9

) * 03)/3 (3)

. B 2 B 2 _ 2
J2 = [(c1 02) + (02 03) + (03 cl) 1/6 (4)

where the Oi are the principal stresses. Three different modes of
behavior are possible for this model: elastic, failure and cap.
Elastic behavior occurs when the stress point is within the yield
surface which has two portions labeled failure envelope and cap.
References [5] and [6] use a linearly elastic model inside the yield
surface although various types of nonlinearly elastic or visco-

elastic behavior can be modeled if warranted by test data.

During the failure mode of behavior, the stress point lies on the
failure envelope which may be a movable (hardening) yield surface.
In Refs. [5] and [6], the failure envelope is assumed to be fixed

and is represented by a yield condition of the form
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/Jé - A+ Cexp (-3Bp) =0 (5)

where A, B and C are material constants.

The cap mode of behavior occurs when the stress point lies on the
movable cap and pushes it outward. The cap position and shape are
related to the plastic strain history of the material through a
hardening rule. In Refs. [5] and [6], the hardening rule is assumed

to be of the form

€0 = W[1 - exp(-3Dp)] (6)

where W and D are material constants and for simplicity the shape of
the cap is chosen as an ellipse. The cap does not move during purely
elastic behavior. However, the behavior of the cap when the stress
point lies on the failure envelope depends on whether the rock model
or soil model is used. This distinction is made in order to model

a phenomenon called dilatancy which is an inelastic volume change
which appears in triaxial compression tests in rocks and some very
dense sands, but is generally not present in most soils. When the
stress point is on the failure envelope, the associated flow rule
requires that the plastic strain increment be directed upward and to
the left (see Fig. 1). Hence, the plastic strain increment during
failure has a volumetric, or dilatant, component (as well as a shear
component). For the rock model the cap position depends solely on
the plastic strain generated when the stress point is on the cap;
therefore the cap is stationary in this model when the stress point
is on the failure envelope. This allows dilatancy to continue for
as long as the stress point remains at failure. For the soil model,
all plastic strain is included in ES , so that the dilatancy
associated with failure leads to a decrease in Es , resulting in
inward movement of the cap. This cap movement is halted if and when
the cap reaches the stress point on the failure envelope. When this
occurs the associated flow rule requires that the plastic strain
increment lie between the outward drawn normals at the corner,

Ref. [2]; the amount of dilatancy is then automatically controlled
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so that the stress point does not lie outside the cap.

Tensile Behavior of Materials

Compressive states of stress appear to be adequately represented,
both theoretically and practically, by the use of cap models. How-
ever, the state of the art in tensile modeling does not appear to

have reached the same status.

Tensile failure of solids is typically associated with a phenomenon
which is characterized as brittle. There may be ductile - like tran-
sitions but ultimately there appears a sudden relaxation from a
measurable tensile stress to a zero stress. This relaxation frequent-
ly occurs in a time which appears instantaneous. As a result, tensile
failure is often represented by some form of rate-independent stress-—
strain model. For example, the maximum principal tensile stress is
monitored and set to zero whenever it reaches a specific wvalue.

Other, similar approaches involving the pressure and deviators have

been used.

Little experimental information is available on the behavior of most
solids after tensile failure, but what little there is indicates

that these approaches are inadequate. A more important point is

that these kinds of models violate the mathematical property of
continuity and are thus potentially dangerous to use in calculations.
In fact, simple one-dimensional numerical calculations have shown
this danger to be quite real, Ref. [12]. 1In particular, extremely
small changes in time step can be shown to lead to significant

changes in calculated results.

An approach to tension modeling which appears both theoretically

and practically acceptable is to use a rate-dependent theory.
Tension models based on crack propagation concepts have been devel-
oped by several investigators. One such approach has been developed
by the Stanfard Research Insitute, Refs. [13] and [14]. Work is

currently under way, Refs. [15] and [16], to adapt such models for
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use in wave propagation studies.

Soil—Island Calculations

Current methods for calculating the response of buried structures to
explosive loadings sometimes employ a technique referred to as the
soil-island approach, Fig. 2. 1In this method the ground response is
first calculated as if the structure is absent (sometimes called a
free-field calculation), and ground motions at the boundary of a region
which contains the structure’s lecation are saved. These boundary
motions are then used in a second (usually more detailed) computation
in which the structure is embedded in the ground. If the structure
is at a considerable distance from the explosion and the boundary is
placed at a reasonable distance from the structure, this can be an
effective technique for reducing the interaction calculation to an
acceptable size (Ref. [17]). This approach is particularly effective
when a three-dimensional analysis is involved. For example, in
vulnerability studies of protective structures subjected to high ex-
plosive or nuclear weapons, it is usual to model the ground as a
series of layers (each of which is represented by a cap model) and

to use a two-dimensional axisymmetric code (e.g. LAYER, Ref. [18])

to calculate the ground response in the vicinity of the structure.

A local three-dimensional calculation is then performed with a

three-dimensional code, such as TRANAL, Ref. [19].

Calculational Techniques

With the publication of several papers in the 1940's, John von
Neumann laid the groundwork for both the current generation of digi-
tal computers and wave propagation calculations. Since then there
has been continued evolution of computer capabilities so that it is
now relatively easy to develop (or obtain) computer codes for dynamic
calculations of various types. One and two dimensional calculations
which were unthinkable a generation ago are now considered routine,
and three dimensional calculations are becoming practical. Hence, the
emphasis of this paper has beenon how to model more complicated

situations, rather than on how to integrate the equations of motion.
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Nonetheless, a brief review of this part of the methodology is in

order here.

In a review just two years ago, Ref. [20], nine specialized computer
codes for doing three dimensional transient nonlinear calculations
were briefly summarized. (Not included there were general purpose
structural codes such as ANSYS, ASKA, NASTRAN, etc.) Codes for one
and two dimensional wave propagation calculations have been adequate-
ly reviewed in Ref. [21]. Reference [22] has become a classic in

this field and should not be overlooked.

Generally speaking, all of these codes integrate forward in time and
permit different types of materials. The most commonly used time
integration method for nonlinear wave propagation calculations is

the explicit, central difference method with the artificial viscosity
method of von Newmann and Richtmyer (see Ref. [23]). Other methods
(e.g. implicit time integration) are sometimes used for structural
problems but, for the high velocity motions and history dependent
stress paths induced by explosive loadings, the traditional method
appears to be the most economical. The TRANAL code, Ref. [20], is
noted as an example of this methodology for calculating three dimen-
sional problems. TRANAL is a finite element code which incorporates
the cap model and which integrates the equations of motion using the
central difference method. A calculation with 6,156 elements (21,480
degrees of freedom) and 660 time steps was performed in less than 32
minutes of computer time on the CDC (Control Data Corporation) 7600

with this code.

Concluding Remarks

Recent advances in computerized analysis of materials and structures
under explosive loadings has been summarized. The use of incremental
plasticity theory and the importance of stable material models has
been emphasized. With the improvement of computer technology, three
dimensional dynamic calculations involving complex material behavior

are quickly becoming common place.
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Deformation Maps in the Region of High Dislocation
Velocity

ULRIC S, LINDHOLM

Department of Materials Sciences
Southwest Research Institute
San Antonio, Texas

Summary

The form of the deformation map, as introduced by Ashby, is con-
sidered with emphasis on the region of high dislocation velocity
(high stress). Of particular concern is the transition at high
strain rates from a thermally activated to a linear viscous mode
of deformation. New experimental data on aluminum and copper over
a wide range in temperature and strain rates to 10° s™+ are pre-
sented. No evidence of the linear viscous mode was observed in
these tests. Other data in the literature show a transition at
strain rates on the order of 107 s~

Introduction

Inelastic deformation of metals may occur by means of a number of
distinct mechanisms. To describe the deformation process in terms
of a constitutive equation, or set of equations, requires pre-
knowledge of the operating mechanism(s) for the particular range
of the relevant operative loading variables (stress, temperature,
rate of deformation). Thus, both the form of the constitutive
equation and the range of its applicability must be defined for
each alloy of interest. Deformation maps, as introduced by

Ashby [1], are a useful means of presenting this information

graphically.

In this paper, we will examine the form of the deformation map in
the region of high dislocation velocity, high strain-rate or high
stress; these three being essentially equivalent. The maps are
developed from a combination of analytical modeling of dislocation
processes and of empirical data generation. We will proceed from
some general considerations to specific quantitative data on

aluminum and copper with particular emphasis on the transition
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from thermal activation to linear viscous drag as the dominant

rate controlling processes at high velocity.

Generalized Deformation Maps

Metals and other crystalline solids can deform plastically by
means of a relatively large number of different mechanisms. The
rate of plastic deformation is dependent, therefore, on the
operative mechanism, or mechanisms if more than one is operative
simultaneously, as well as the applied stress field and the tem—~
perature. When we are interested in a wide range of the pertinent
variables, stress, temperature and strain rate, we can expect sig-
nificant changes in the functional form of the constitutive relation
at transition regions between operative mechanisms. Ashby [1]

has introduced the deformation map, with axes of stress and tem-
perature, for the purpose of delineating boundaries of those
regions where specific mechanisms are dominant. The map may be
accompanied by analytical or empirical constitutive relations to
define the behavior within each region. The emphasis of Ashby's
maps has been on the low stress or creep regions. Our purpose
here is to concentrate on the regions of high stress which occur

either at low temperature or at high strain rates.

The generalized form of the deformation map is given in Figures 1
and 2. Figure 1 is given in the Ashby form of stress vs. tem-
perature with contours representing constant dislocation velocity
or strain rate. Figure 2 presents an alternate form, more familiar
to those working in high strain-rate effects, of stress vs. dis-
location velocity (strain rate) with contour lines of constant
temperature. In these figures, the stress is normalized by the
shear modulus p and the dislocation velocity by the elastic shear
wave velocity, cye Conversion of dislocation velocity to strain
rate is made by the usual kinematic relatiom, Q = pbv. The
dimensional scales on Figures 1 and 2 are based on nominal prop-

10 =2
erties for aluminum with a dislocation density p = 10 cm .

Major regions on these maps can be delineated based on four basic
deformation mechanisms [2]. At the lowest stress levels, defor-

mation occurs by diffusion controlled creep mechanisms. Significant
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Figure 1. Generalized deformation Figure 2. Generalized deforma-
map for high deformation rate tion map in terms of dislocation
region. velocity (strain rate).

creep rates generally require temperatures above 0.5 Tm and for
constant creep rate the stress drops rapidly with increasing tem-
perature. Further subdivision of the creep range can be made

based upon the type of diffusion controlled process involved

[1, 2], but will not be discussed further here.

As the stress is increased by reducing the temperature or increas-
ing the rate of deformation, for most metals there will occur a
plateau or region where the flow stress is nearly independent of
temperature variation over some range. At this athermal stress
level, T, the glide dislocations are held up at long range bar-
riers which may be overcome only by further increases in the ap-
plied stress; i.e., the intrinsic barrier free energy is very
large compared with kT so that random thermal fluctuation is not

able to assist dislocation motion.

Upon further increase in applied stress, the principal resistance
to dislocation motion is the interaction with short range barriers
whose intrinsic free energy is comparable with kT. Therefore,
these barriers may be overcome by random thermal fluction and
thermal activation becomes the rate controlling mechanism. We
again have a region where deformation rate may be strongly de-

pendent on stress and temperature. In its simplest form, the
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relationship between stress, 1, temperature, T, and strain rate,
Y, in the thermal activation region is

vk (TO - T)

Y=y exp - T o (1)

where ?0, To and v* are constants. This simple model assumes that
the activation barrier has a constant amplitude, To’ and constant
width in the direction of dislocation motion proportional to the
activation volume, v*, These assumptions correspond to the Seeger
model for intersection of glide dislocations with stationary
forest dislocations. There are other types of localized barriers
such as Peierls stress, cross-slip, solute atom stress fields, etc.
for which the variation in activation energy with stress amplitude
may be nonlinear [3]; however, the Arhenius form of Equation (1) is
retained. 1In the thermal activation region, stress increases with
decreasing temperature and increasing dislocation velocity or
strain rate. At T = 0 or ? = 90, the applied stress equals the
barrier strength T The parameters Ty ?0 form bounds for the

region of thermal activation.

If the applied stress exceeds Tos the dislocations may overcome all
local barriers without assistance of the available thermal energy.
At this point, viscous drag mechanisms (which are always present)
become rate controlling. Several specific mechanisms have been
proposed (see Ref. 2 for review), all of which result in a
Newtonian viscosity and the drag force on the moving dislocation is

given by
b = Bv (2)

where b is the Burger's victor and B is a drag coefficient.
Alternately, Equation 2 can be expressed in terms of strain rate

as
T=ay (3)

2 .
where a = B/pb~. The coefficients B or o are such that viscous

drag becomes effectively rate controlling only at very high
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dislocation velocity or strain rate. Experimental evidence to be
discussed later indicates that viscous drag may become dominant at
strain rates of the order of 103 to lO4 s—l. Such a transition

is important because of the change from a comparatively weak
(logarithmic) dependence on strain rate to a much stronger (linear)
dependence. As shown in Figure 2, the slope of stress vs. strain
rate turns up sharply in the viscous region, T > TO. There may
also be some weak dependence of the drag coefficient, B or o, on

temperature.

The final limiting stress shown on Figures 1 and 2 is the theoret-
ical strength,Tm, which is taken to be approximately Tn = u/20.
The behavior in the neighborhood of the theoretical strength or
the problem of relativistic effects as dislocation velocities
approach the shear wave velocity will not be discussed in this

paper.

The generalized deformation maps shown need further refinement and
definition, but are presented to illustrate the general transi-
tions occurring and to help guide the development of constitutive
theory. The following experimental work is intended to verify
certain regions of the map and specifically explore the transi-

tion region between thermal activation and viscous drag.

Experimental Procedure

Compression tests were performed on two metals, aluminum (1100-0),
and copper (99.999% pure). Strain rate was varied over a wide
range from 10-4 s_1 to 105 s_1 and temperature was varied from
approximately 70K to 700K.

For strain rates below 100 S_l, all compression tests were per-
formed on a hydraulic testing machine. At rates from 100 s—'l to
3000 s—l, a conventional split Hopkinson pressure bar of 1.25 cm
diameter was used. These test techniques have previously been
reviewed by Lindholm [4]. To achieve higher strain rates in order
to define the potential transition into the viscous drag region,

a split pressure bar system was modified as follows. The ef-

fective strain rate produced by the pressure bar technique is
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proportional to the maximum elastic particle velocity in the bars
and to the length of the compression specimen. Using maraging
steel alloy bars with yield strengths in excess of 2,500 MN/mz,
the maximum particle velocity could be increased by nearly a
factor of 10. Also, the specimen was reduced in size to 4 mm in
diameter by 4 mm length, a dimension equal to approximately five
times the maximum grain diameter in the polycrystalline test speci-
mens. In reducing the specimen size (by approximately 1/3), it
was also essential to correspondingly reduce the diameter of the
pressure bars to assure that the area mismatch between bar and
specimen is minimal and the interface remains planar during wave
reflection. This reduced bar diameter also minimizes geometrical
dispersion of the large amplitude pulses in the pressure bars.
The actual pressure bar dimensions were 4.7 mm diameter by 300 mm
length. Stress pulses were generated by axial impact from a bar
of the same diameter. Other than the bar geometry and material
properties, the test procedure was similar to the conventional
Hopkinson pressure bar method [4]. Using this miniature pressure

. . 4 -1 .
bar system and specimen, strain rates to 6x10 s = were achieved.

Results for Aluminum and Copper

Two alternate plots of typical data using the test procedures
described are given in Figures 3 and 4 for 1100-0 aluminum.

These are in the same form as the deformation maps although di-
mensional coordinates are used. Figure 3 shows compressive stress
as a function of temperature for three widely different strain
rates. The data points are taken from continuous stress-strain
curves at a constant strain amplitude of € = 10%. The plotting

of other constant strain amplitudes results in similar curves.
Figure 4 shows the alternate plot of stress vs. strain rate at

constant temperature.

It is apparent that two distinct modes of deformation are in-
volved, both correlated by the simple thermal activation model
given in Equation 1. The modes are defined based on the em-

pirical data only and for reference purposes will be designated
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Figure 4. Flow stress for 1100-0 aluminum

vs. strain rate.
by numerals 1 and 2, Mode 1 occurring at the higher stresses. The
solid lines in Figures 3 and 4 are based on the following sets of

constants from Equation 1.

Mode 1 Mode 2
vk = 6.44}(10'_22 cm3 3.76){10_21 cm3
Y, = 1.73x10° 71 1.73x107% §71
o= 234 MN/m? 147.5 MN/m’

The Mode 2 deformation occurs in a range usually attributed to the
dislocation intersection model of Seeger [5]. The mechanism as-

sociated with Mode 1 is uncertain. A possible mechanism is the



nucleation of cross-slip as the temperature is decreased and the
stress increased. This low temperature mode is also apparent in
the low strain rate tensile data of Trozera, Sherby and Dorn [6]
for pure aluminum. See particularly Figure 10 of Reference 6

which is contained in written discussion by Wiedersich.

If we now observe Figure 4, we see the same mode transition oc-
curring with increasing strain rate. At ambient temperature
(295K), the change in slope occurs at roughly lO3 s‘l. Similar
observations on strain rate effect in aluminum have led others

[7] to conclude that this slope change was evidence of a transi-
tion to the viscous drag mechanism. However, in the present case,
the low temperature, low strain rate data show that the transition
is only to another thermally activated mode. The correlation of
temperature effect and strain rate effect on flow stress over such

a wide range is strong evidence of the thermal activation process.

Test results for copper obtained at 77K and 295K are shown in
Figure 5 for two levels of compressive strain, 107 and 20%.

These results show a lower strain rate and temperature sensitivity
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Figure 5. Flow stress for 99.999% copper.

than the aluminum and no change in mode over the wide range
covered. The greater scatter in the data at the very highest
rates can be attributed to the accuracy of the experimental tech-

nique in this region. Nevertheless, increases in stress of the

33
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type that would accompany linear viscous damping are not present.
Reducing the test temperature to 78K increased the stress level

by less than 20% above the 295K data over the entire strain-rate
range., Unfortunately, enough temperature data was not taken to
compute all the activation parameters; however, the low sensitivity
to temperature correlates with the low strain-rate sensitivity.
Also, the present data does not indicate the presence of a second
thermally activated mode in copper, either at low temperature or

high strain rate.

It should be pointed out that other investigators [8, 9, 10], also
using pressure bar techniques, have measured a sharp increase in
flow stress at strain rates in the order of 103 s-l. This increase
has been attributed to viscous drag controlled deformation. Drag
coefficients of the order 4-10 stm—2 for copper at room temper-—

ature have been reported [10].

Conclusions

The construction of deformation maps is helpful in obtaining a
consistent and complete picture of the deformation behavior for

a given metal or alloy. They also assist in defining the range of
applicability of the associated constitutive theory. For high
velocity deformation, the deformation map and deformation mechan-
isms are not as well established as in the quasi-static or creep
range. Thermal activation and viscous drag are relatively well
established as the dominant mechanisms in this range. However,
experimental mapping of the transition between these two mechan-
isms needs further work since there remains apparent inconsis-
tencies among the reported results. This additional data is
required in a region which is not available to simple experimental
determination. The Hopkinson bar methods, which are widely used,
must come under careful scrutiny when used for strain rates above
about 104 sFl. The limiting assumptions concerning uniaxial stress
state, stress homogeneity and boundary constraint all become
critical at these rates. However, improved alternate techniques

are not yet available for large plastic deformation,
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Dislocation Configurations Due to Plate Impact

R. J. CLIFTON and P. KUMAR
Division of Engineering, Brown University
Providence, Rhode Island, U.S.A.

Summary

Plate impact recovery experiments are described in which single
crystals of LiF are impacted by a thin flyer plate. Provisions
are made to prevent reloading of the crystal by reflected waves or
repeated impact. As a result, the crystal remains in position for
subsequent removal to examine the dislocation configurations pro-
duced by a known stress pulse. Observation of dislocations by an
etch pit technique shows large increases in dislocation density with
closely spaced, long glide bands emanating from both front and rear
surfaces. Comparatively short,widely spaced interior glide bands
have lengths comparable to those predicted by applying the linear
drag model of ultrasonic attenuation studies to the stress levels
of the plate impact experiments.

Introduction

Plate impact experiments on single crystals provide a means
for probing the dynamics of high speed dislocations as well as the
nucleation and multiplication of dislocations. Early experiments
of this type [1] focussed attention on the spatial attenuation of
the stress amplitude at the leading wave front and the relation of
this so-called "elastic precursor decay'" to the dynamics of dis-
locations at the wave front. The general conclusion from these ex-
periments is that the precursor decay is much greater than pre-
dicted from theory, provided that the decay is assumed to be due
to movement of the initial dislocations at speeds less than elastic
wave speeds. Various possible explanations of this discrepancy have
been considered, including dislocation multiplication in the wave-
front [2], front surface effects [3] and heterogeneous nucleation
of dislocations [4]. Differentiation between these mechanisms, as

well as such other possibilities as supersonic dislocations [5] and
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dislocation breakdown into multiple dislocations at dislocation ve-
locities approaching elastic wave speeds [6], should be facilitated
by examination of dislocation configurations before and after impact.
Preliminary plate impact experiments intended to reveal post-
impact dislocation configurations in LiF crystals have been reported
by Flinn et al [7] for low velocity impacts (drop heights of less
than 1 meter). These experiments show that marked increases in dis-
location density can occur, even for the relatively low impact ve-
locities imposed. However, detailed quantitative interpretation of
these experiments is not possible because the wave profile was not
monitored and reloading by reflected waves was not prevented. A
more comprehensive series of plate impact recovery experiments on
LiF crystals is being carried out by the authors [8,9]. Typical
results and overall insights obtained from these experiments are re-

ported in the following sections.

Experimental Setup and Procedure

A schematic of the plate impact recovery experiment is shown
in Fig. 1. The objective of the experiment is to subject the single
crystal specimen to a single, one-dimensional plane pulse with a
duration of 0.25 usec or less. Prevention of reloading by reflected
waves is a primary requirement of the experiment because differences
between dislocation configurations before and after impact are to be
interpreted as due to the one-dimensional plane pulse. The specimen
is impacted in a vacuum chamber by a thin aluminum flyer plate
mounted in front of a projectile that is accelerated in a launching
tube with a bore diameter of 6.35 cm. The velocity of the projec-
tile is measured to an accuracy of better than 1% by recording the
times at which 5 wire pins of known separation are contacted by the
steel projectile plate at the front of the projectile. The flyer
plate is separated from the steel projectile plate by a stiff foam
spacer. The acoustic impedance of the foam is less than 0.5% of
that of the aluminum flyer so that reflection of the initial com-
pression wave at the aluminum-foam interface is essentially the
same as reflection at a free surface. The duration of the initial

pulse propagated into the specimen is equal to the round-trip transit
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Fig. 1. Schematic of Single Crystal Recovery Experiment.

time for a longitudinal elastic wave in the flyer plate, provided
that the acoustic impedance of the flyer is less than or equal to
that of the specimen,and the yield strength of the flyer is high
enough that yielding does not occur under the impact velocities em-
ployed. Both of the latter requirements are met for impact of high
purity LiF crystals at projectile velocities less than 0.07 mm/
usec by using 6061-T6 aluminum flyer plates for which the acoustic
impedance agrees with that of LiF to within 1%. The flyer plate
has an eight-pointed star shape in order to prevent lateral release
waves from influencing significantly the stress history in a central
region of the crystal [10].

The single crystal specimen is a square plate of 99.9999% pur-
ity LiF, oriented for wave propagation along <100>. The specimen
is backed by an impedance matching, unbonded, longitudinal momen-
tum trap. As a result, the compression pulse generated by the flyer-

specimen impact propagates into the momentum trap, reflects from the
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free rear surface as a tensile pulse, and causes separation from the
specimen when the reflected tensile pulse arrives at the unbonded
interface. Under ideal conditions in which all plate faces are flat
and parallel, all pieces are acoustically matched, and all pieces
respond elastically, the specimen would be left at rest and unstress-
ed. Subsequent, late impact of the specimen is prevented by stopping
the projectile through impact of the projectile plate with the steel
anvil. Thus, under ideal conditions the specimen remains in place
and can be removed for examination of changes in dislocation config-
urations due to passage of the single pulse.

The ideal conditions listed here are, of course, not fully re-
alized in actual experiments. However, actual experiments allow one
to retain the principal feature of subjecting the specimen to a known
pulse that leaves the crystal in place for subsequent examination of
changes in dislocation configurations. Faces of the flyer, specimen,
and momentum trap are made flat by lapping with a 3 micron alumina
powder in a mineral oil. Periodic checking of the surfaces with a
monochromatic light source and an optical flat allows production of
surfaces with a flatness of approximately 1 light band per cm. The
surface roughness is approximately 0.25 microns. Alignment of the
impact faces by means of an optical technique [11] yields a parallel-
ity at impact of better than 1 x lO-3 radians. This angular mis-
alignment at impact is obtained from recorded times of contact of
the flyer with conducting tabs of aluminum deposited on the impact
face of the specimen [8]. The surface flatness and parallelity
achieved are generally adequate for these deviations from ideal con-
ditions to cause negligible adverse effects.

Deviations from ideal conditions that have the most effect on
the experiments are those associated with inelastic deformation of
the specimen and with stress wave transmission through the unbonded
interface. The former is an inevitable consequence if the experi-
ment is to be used to study the motion and generation of disloc-
ations. However, the influence of dislocation motion on the pulse
shape can be reduced by using crystals with low dislocation density
and by using low amplitude, short duration pulses. To this end, in-

eyt . . s 2
itial dislocation densities are generally kept less than 5 x lOu/cm
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and the pulse amplitudes and durations are generally kept in a range
where negligible decay is observed in non-recovery experiments on
similar crystals. In addition, the pulse is monitored by means of
a laser displacement interferometer [12] so that deviations between
the actual pulse and the one predicted for ideal, elastic behavior
are known.

The problem of achieving high fidelity stress wave transmission
through the unbonded interface has proved to be difficult. One ap-
proach has been to lap the mating surfaces, ring them together,
check the separation by observing Newton's rings due to interference
of light reflected from the two surfaces, and bond the two pieces
together with small drops of glue or foam at the corners. This ap-
proach has the drawback that an initial gap is left between the two
faces. As a result, part of the compression pulse is reflected
from the interface before the gap closes. This reflected wave then
makes a round trip in the crystal and thereby subjects the crystal
to a more complicated loading history than intended originally. How-
ever, once the gap closes and the reflected wave completes the round
trip, essentially the entire pulse is transmitted to the momentum
trap.

A second approach has been to put a thin layer of low viscosity
(5 cp) silicone oil between the specimen and the momentum trap and
assemble the pieces in a vacuum chamber at a pressure greater than
the vapor pressure of the oil (~10 microns). (Again the assembled
pieces are bonded at the edges by small drops of glue or foam to fac-
ilitate handling and maintain relative positions of the two pieces
prior to impact.) This approach has the advantage that the leading
part of the initial pulse is largely transmitted to the momentum
trap so that the wave reflected back into the crystal has much small-
er amplitude than for the case of a vacuum gap at the interface. How-
ever, it also has the disadvantage that the thickness and rheological
properties of the oil are introduced as additional factors influenc-
ing the loading imposed on the specimen and the determination of that
loading from the recorded motion of the free surface of the momentum
trap. Examples of pulses obtained using both approaches are pre-

sented in the next section.
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Plate Impact Results

The series of plate impact experiments on LiF crystals annealed
at 600° C. consists largely of three types of experiments: (i) non-
recovery, (ii) recovery--with a vacuum gap between specimen and momen-
tum trap and (iii) recovery--with silicone oil between specimen and
momentum trap. The non-recovery experiments differ from the recovery
experiments in that no momentum trap is used and the motion of the
specimen rear surface is monitored directly. Also, the flyer plates
are generally circular and thicker (-3 mm) than for recovery experi-
ments. Wave profiles for a series of experiments at different im-
pact velocities are shown in Fig. 2. For linear elastic behavior of
the flyer and the specimen the velocity of the free surface should

jump to the projectile velocity and remain constant thereafter. Thus,
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Fig. 2. Velocity-Time Profiles at Rear Surfaces of
Specimens in Non-Recovery Experiments.
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from Fig. 2 it appears that for impact velocities less than 0.03 mm/
usec and pulse durations less than 0.5 usec the wave profiles show
only minor deviations from those predicted for the linear elastic
case. For impact velocities of 0.04 mm/usec and larger there are
clear signs of inelastic wave phenomena. On the basis of these ex-
periments, the recovery experiments were designed for impact veloc-
ities less than 0.025 mm/usec.

A typical velocity-time profile for a recovery shot without a
substance between the specimen and momentum trap is shown in Fig. 3.
The thickness of the flyer is such that the expected pulse duration
is 250 nsec. However, because of an initial gap between the speci-
men and momentum trap, approximately 110 nsec of the pulse is re-
flected at the interface and only the remaining 140 nsec of the
pulse appears in the main transmitted pulse. The remainder makes
a round trip in the specimen and arrives at t = 1452. The tail fol-
lowing the main pulse and the second part of the reflected pulse in-
crease nonlinearly with increasing projectile velocity and appear
to be related to plastic deformation of the specimen. The longi-
tudinal momentum transmitted to the momentum trap is equal to the
area under the curve in Fig. 3 from t = 896 to t = 1765 times
(pcl/2) where pcy is the acoustic impedance of aluminum. Measure-
ment of this area indicates that the transmitted momentum is approxi-
mately 3.8% greater than the initial momentum of the flyer plate.
This comparison provides a rough check of the measured velocity-time
profiles and also indicates that the longitudinal momentum trap has
effectively trapped nearly all of the longitudinal momentum.

A velocity-time profile for a recovery shot with silicone oil
(5 centipoise viscosity) between the specimen and momentum trap is
shown in Fig. 4 for the case of a projectile velocity comparable to
that of Fig. 3. In Fig. 4 the duration of the initial pulse is ap-
proximately equal to the round trip transit time in the specimen.
However, the amplitude of this pulse is approximately 15% less than
expected from elastic wave theory. Another important difference
between the velocity~time profile of Figs. 3 and 4 is the reduced

amplitude and duration in Fig. 4 of the first part of the reflected
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pulse that arrives after a round trip in the specimen. This dif-
ference is of course due to more of the leading part of the initial
pulse being transmitted through the oil layer to the momentum trap.
Measurement of the area under the velocity-time profile in Fig. 4
from t = 907 to t = 1850 indicates that the momentum transmitted
to the momentum trap is approximately 1.5% less than the initial
momentum of the flyer plate. Thus, the LiF-0il-Af% configuration
also allows nearly all of the momentum to be transferred to the

momentum trap.

Dislocation Configurations Produced

In recovery experiments the specimen generally remains in pos-
ition, supported by drops of glue or foam at the cornmers. Often,
and especially at relatively high impact velocities, the specimen
has a number (say 1-5) of cracks on (100) planes perpendicular to
the impact face. In most cases when these cracks are present the
specimen is separated into several pieces by cracks extending either
all the way through the crystal or until they intersect another
crack at right angles. The most common crack planes are the mid-
planes coinciding with lines joining opposing re-entrant corners of
the star. Thus, when cracks develop they generally expose (100)
planes in the central region of the crystal where dislocations are
to be observed. If such planes are not exposed as a result of the
impact experiment, then they are exposed afterwards by cleaving with
a sharp chisel. In either case, dislocations produced during frac-
ture remain near the fracture surface and are removed by using a
2% NHuOH solution to dissolve a 5-10 um thick surface layer.

Etch pits [13] marking the intersection of dislocations with an
(001) face perpendicular to the impact face are shown schematically
in Fig. 5. A schematic representation is used in order to enhance
contrast for the photographic reproduction used for this book. How-
ever, the glide bands shown are the same as those in a particular
experiment, except that individual etch pits in glide bands are not
shown and the number of glide bands near the surfaces is reduced to

keep the picture from appearing uniformly dark in these regions.
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Interpretation of these glide bands is facilitated by noting that the
primary slip systems in LiF consist of the six slip systems with
{110} slip planes and <110> slip directions. In the central part
of the crystal loaded by waves of one dimensional strain the two
families of slip planes perpendicular to the impact face are un-
stressed whereas the other four slip systems are stressed equally.
Evidence of glide band formation on all stressed slip systems is
shown in Fig. 5, whereas there is no evidence of slip on the un-
stressed slip planes which intersect the surface shown along lines
perpendicular to the impact face. Glide bands parallel, and at 450,
to the impact face correspond, respectively, to the intersection of
screw and edge dislocation segments with the observed surface.

The dislocation configurations in Fig. 5 are characterized by
long glide bands emanating from the boundaries and comparatively
short glide bands in the interior. Furthermore, the lengths of in-
terior edge and screw bands are approximately the same. In addition,
there are a large number of individual dislocations that do not appear
to be part of any glide band structure. Overall, the dislocation
density in the middle third of the crystal is approximately 106/cm2
and increases to greater than 107/cm2 at the impact and rear sur-
faces. This is a marked increase in dislocation density from an in-
itial density of 5 x lOu/cma except within 50 pm of the lapped sur-
faces where the density was greater than 5 x 107/cm2.

The long glide bands can often be traced to regions of the im-
pact and rear surfaces where scratches and/or foreign particles have
contributed to glide band initiation. The lengths of these glide
bands are frequently greater than the distance a dislocation could
move if driven at sub-sonic velocities for the duration of the ap-
plied pulse. Furthermore, the lengths of bands emanating from front
and rear surfaces are nearly the same even though forwérd moving
dislocations emanating from the front surface remain under the driv-
ing force of the initial pulse significantly longer than backward
moving dislocations emanating from the rear surface. For these

reasons it is believed that the long glide bands are initiated to
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Fig. 5. Schematic of Etch Pits on (100) Face Per-

pendicular to Impact Face. (Recovery Ex-

periment with Vacuum Gap; Vo = 0.0223 mm/

usec; Pulse Duration of 0.2u8 usec)
accommodate geometric imcompatiblility of mating surfaces and that
these glide bands continue to extend after the applied stress is re-
moved due to the repulsive force between dislocations of like sign.
Resistance to ejection of the dislocations at the boundary is pro-
vided by the opposing force resulting from the intersection of glide
bands. The length of the long glide bands presumably increases with
the number of dislocations necessary to accommodate the given incom-
patibility. It should also decrease with increasing yield stress, due
to arrest of dislocations at higher stress levels. Partial confirm-
ation of the latter hypothesis comes from experiments on hard irrad-
iated crystals which have a much higher yield stress (more than ten-
fold) and resulted in much shorter glide bands (less than one tenth)

emanating from the boundary even though the surface preparation was
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the same as for annealed specimens and the recorded wave profiles were
also similar to those for annealed specimens.

The interior glide bands contain, on the average, approximately
20 etch pits. If the outermost etch pits in the longer interior
bands are viewed as marking the limits of the region swept out by
the leading dislocation loop (circular loop in view of the equality
of lengths of edge and screw bands), then the average velocity of
the leading dislocation can be estimated by dividing the half-length
of the glide band by the duration of the pulse. For this calculation
it appears reasonable to take the pulse duration to be that of the
initial pulse because of the relatively small amplitude and duration
of the reflected pulses. Also, the reversal of sign of the resolved
shear stress that occurs during reflection from the free front sur-
face of the specimen tends to nullify the effect of reflected pulses
on final loop diameter. For a glide band length of 0.23 mm and a
pulse duration of 0.25 usec the estimated average dislocation veloc-
ity is 0.46 mm/usec or approximately 7% of the longitudinal elastic
wave speed. Thus, the average dislocation velocities in these exper-
iments appear to be small relative to those at which breakdown and rel-
ativistic effects are expected to play important roles.

An interesting insight into the rate controlling mechanism for
dislocation motion in high purity LiF crystals at the stress levels
of the experiments is obtained by substituting the experimentally
determined dislocation velocity and resolved shear stress into the

model for'linear drag on a dislocation:

1t = Bv (1)

where T is the resolved shear stress (approximately 0.6 Kbar for the
initial pulse in the experiment corresponding to Fig. 5), b is the
Burgers vector (b = 2.84 x 10'8 em fo LiF), v is the dislocation
velocity and B is the drag coefficient. The resulting value of

the drag coefficient is B = 3.7 x lO-u dyne-sec/ch, which is com-
parable to values obtained in ultrasonic attenuation experiments
[14-16]. This suggests that the dominant mechanism controlling the

motion of dislocations in the plate impact recovery experiments is
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the intrinsic resistance of the clear lattice, as in the case of the
small amplitude vibration of dislocations in ultrasonic attenuation
studies. More detailed interpretation of the recovery experiments
awaits the development of constitutive models that incorporate the
main features of the dislocation configurations shown in Fig. 5.

In particular, more realistic models of the behavior of groups of
dislocations appear to be required. These models should relate

the dislocation line length per unit volume to the density of loop
centers and the diameters of loops. The dislocation density at any
position should include contributions from expanding loops nucleated
in other regions. Furthermore, the modelling of the interaction of
dislocation loops through their long range stress fields appears
important for an adequate description of glide band formation. The
wave profiles and dislocation configurations obtained in plate impact
recovery experiments comprise a rich data base for excluding un-

satisfactory constitutive models.
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Summary

Two experimental works concerning the behaviour of dislo-
cations at high rates of strain in polycrystalline OFHC
copper are reported. The first work is time resolved
measurements of the ultrasonic attenuation and velocity
in specimens undergoing dynamic deformation. The highest
strain rate imposed was about 80 /sec. From the ultra-
sonic data the density of the mobile dislocations was es-
timated as a function of the strain rate. The second
work is measurements of the flow stress in a strain rate
range from 1x10%® to 2.5x10" /sec and at 293°, 573° and
773° K. A sharp increase in the strain rate sensitivity
which means a transition in the rate controlling mecha-
nism appeared at a strain rate of about 1 x 10" /sec. The
behaviour of dislocations in this transition range is dis-
cussed.

Introduction

In fcc metals such as copper and aluminium, the intrinsic

drag on dislocations is given in a linear form [1]:
v=1b/B , (1)

where v 1s the velocity of a dislocation, T is the re-
solved shear stress, b is the Burgers vector, and B is
the dislocation damping constant. Since the value of B

is very small, in the strain rate range lower than about
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10} /sec, the dominant rate controlling mechanism for
dislocation motion is not the above drag but a thermally
aided cutting of localized extrinsic obstacles. At least
in case of pure metals, the dominant obstacles may be the
forest dislocations. A simplified analysis given by
Seeger [2] interprets the existing experimental results
[3,4] fairly well. However, there is a possibility that
the actual process is more complicated. The experimental
results by Edington [5] indicate that the cell structure
of dislocations should be considered. On the other hand,
when the strain rate is higher than about 10° /sec, it
has been reported very often that the strain-rate sensi-
tivity of the flow stress increases rapidly. Many inves-
tigators have attributed it to an explicit appearance of
the intrinsic drag [4], while a question has been raised
by Lindholm [6] concerning the experimental technique in

such a very high strain rate range.

In this paper, two experimental works are presented. The
first one is time resolved measurements of the ultrasonic
attenuation and velocity in polycrystalline OFHC copper
specimens undergoing dynamic deformation. The second one
is measurements of the flow stress in the strain-rate
range where the transition in the rate controlling mech-
anism is expected to appear. The material of specimens
was again polycrystalline OFHC copper, and measurements

were made at widely different temperatures.

Ultrasonic Experiment

1. Experimental

In order to develop a more direct method of detecting the
behaviour of dislocations than the flow stress measure-
ment, two of the present authors [7] have tried time re-
solved measurements of the ultrasonic attenuation and

velocity changes in specimens undergoing dynamic defor-
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mation. However, the analysis of the experimental results
given in the previous papers was not necessarily satis-
factory. 1In this paper, a somewhat detailed discussion
will be presented together with an outline of the method
and results of the experiment.

The devised ultrasonic apparatus has a resolution time of
about 10 pusec. Set-up around the specimen is shown in
Fig.l. The ultrasonic frequency was 11 MHz. Measure-
ments were made on polycrystalline OFHC copper vacuum
annealed at 700° C for 3 hr. The highest strain rate im-
posed was 83 /sec. The results on the ultrasonic atten-
uation and velocity changes induced by deformation are

shown in Fig.2, and summarized as follows:

Fig.l. Set-up around specimen.
(size in mm)

1. Specimen.
2. ¥X-cut quartz transducers.
3. Hopkinson pressure bars.

Fig.2. Ultrasonic attenuation and velocity changes, A)

and AV/V respectively, against strain ¢ and time after
deformation.
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(1) during deformation, the attenuation change AA is
strain-rate sensitive, whereas the velocity change
AV/V is not;

(ii) after dynamic deformation, AX rapidly falls near to
the value under static deformation, whereas AV/V
shows no remarkable change;

further, from (i) and (ii)

(iii) AX and AV/V after deformation are insensitive to the
previous strain rate;

(iv) AX and AV/V can be divided into rate sensitive and
rate insensitive parts, but the rate sensitive part
of AV/V is negligibly small.

The above rate sensitivities of A)A and AV/V were confirm-—

ed by changing the strain rate £ stepwise [7].

2. Discussion

Edington [5] reported that the cell structure of dislo-
cations was formed in dynamic deformation as well as in
static deformation. The foregoing summary (iii) of the
experimental results corresponds with the above Edington's
result. In the following analysis, formation of the cell
structure in dynamic deformation will be postulated. 1In
the present experiment the strain is small, but Gottler
[8] pointed out formation of the cell structure from a

very early stage of deformation.

Fig.3. Cell structure.

---- Mobile dislocations
—— Cell wall dislocations
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Under the cell structure, as shown in Fig.3, plastic de-
formation is caused by the glide motion of the mobile
dislocation loops, which bow out from the cell wall and
move across the interior of the cell until they are ab-
sorbed again into the cell wall. The strain rate in this

deformation process is given by
Eatayd (2)

where # is the emission rate of mobile dislocation loops
from the cell wall, a, is the cross-sectional area of the
cell. The emission of mobile dislocation loops may be

thermally aided process.

The rate controlling mechanism in the glide motion of
mobile dislocation loops may be the intrinsic drag given
by (1). Therefore, the lifetime of mobile dislocation
loops, the time required for crossing the cell interior,
may depend upon the stress. However, in case of fcc
metals, the strain rate dependence of the flow stress in
the strain rate range lower than about 10° /sec is very
small, and, accordingly, the lifetime of mobile disloca-
tion loops will depend upon the strain rate very weakly.
On the contrary, as is given by (2), the emission rate
of mobile dislocation loops, #, should be proportional
to the strain rate. Thus, the instantaneous density of
mobile dislocation loops may be nearly proportional to
the strain rate. ©Now, by putting together the foregoing
summary (iv) of the experimental results with the above
consideration, it may be concluded that the rate sensi-
tive parts of AX and AV/V are the contribution of the
mobile dislocation loops while the rate insensitive parts

are that of the cell wall dislocations.

In Granato-Lucke's theory [9], a dislocation is simulated
by an elastic string. In case of the cell wall disloca-
tions, the loop length between adjacent tangle nodes is

very small. Accordingly, the contribution of the cell
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wall dislocations to AX and AV/V can be given by the low

frequency approximation of Granato-Lilicke's theory;
A\ = QAL*Bwt,/T3C -AV/V = QALPt,/2T% (3)

where A and L are the density and mean loop length of
dislocations, respectively; w is the circular frequency
of the ultrasonic wave; ¢, and t, are constants deter-
mined by the distribution function of the loop length; 0
is a factor determined by the orientation of the slip
system; B and C (==%Gb2) are the damping constant and
line tension of a dislocation, respectively, and ¢ is

the modulus of rigidity.

In case of the mobile dislocation loops the motion due
to the ultrasonic stress is superimposed upon the main
motion. For simplicity, the following assumptions are
made:
(a) the lifetime of the mobile dislocation loops is suf-
ficiently longer than the ultrasonic period;
(b) the intrinsic drag which is the rate controlling
mechanism of the mobile dislocation loops is linear
as is given by (1).
On the above assumptions, Granato-Lucke's theory may be
applicable in its original form. Though the mobile dis-
location loops are not necessarily long enough, their
natural frequency at the critical position for bowing
out (Fig.3) is zero, and after the critical position is
passed the frequency turns imaginary. Thus, for the
contribution of the mobile dislocation loops the high fre-

quency approximation of Granato-Licke's theory may hold;
AN = mQAC/Bw , AV/V=0 . (4)

Gottler [8] pointed out that the cell wall dislocations
are distributed over all the slip systems nearly equally
while the mobile loops belong mostly to the primary slip
system. On these conditions, the orientation factor @

is derived as follows:
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for cell wall dislocations

Q= (E/15G) (1 - 2v) /(1 - v?) , (5)
for mobile dislocation loops
Q= (3E/32G) (1 -2v) /(1 -v?) , (6)

where F is Young's modulus and v is Poisson's ratio. The
above derivation was made for polycrystalline materials
by taking an average with respect to the orientation of
the grains. The Schmid factor of the primary slip system
with respect to the main compression axis was assumed to
be 0.5, and the direction of the ultrasonic wave trans-

mission shown in Fig.l was taken into account.

Table 1. Density and mean loop length of cell wall dis-
locations and density of mobile dislocation
loops. (strain € =0.01)

Cell wall dislocations Mobile dislocation loops

strain rate /sec | A /cm?

7
A=1.2x10° /om? 32 2.3x10
52 2.9 x10’7

L=2.0%x10"% cm

83 4.0x107

The density and mean loop length of the cell wall dislo-
cations can be evaluated by substituting (5) and the ex-
perimental data of the rate insensitive parts of A\ and
AV/V into (3). Similarly, the density of the mobile dis-
location loops is obtained from (4), (6) and the experi-
mental data of the rate sensitive parts of AX and AV/V.
The experimental fact that the rate sensitive part of
AV/V is negligibly small [summary (iv) of experimental
results] coincides with the second equation of (4). Some
of the results are shown in Table 1. For the constants and
moduli the following values were used: B=7x 10"" dyn-
sec/cm® [1], ¢; =120 and ¢, =6 [9], v=0.35, E=1.23x10%2
dyn/cm?, G =0.4x10' dyn/cm?. The values of the density
and mean loop length of the cell wall dislocations and

the density of the mobile dislocation loops seem accept-
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able. 1In Fig.4, the density and mean loop length of the
cell wall dislocations in the static deformation and af-
ter the dynamic deformation are plotted against strain.
The strain dependencies of the density and mean loop

length are also reasonable.

0 €=83 sec!
2t o0 €=83sec! oL o 52
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Fig.4. Density and mean loop length of cell wall disloca-
tions against strain e. Density A and loop length I are
shown in non-dimensional forms.

The abeve analysis of the data was made postulating the
formation of the dislocation cell structure. On the
other hand, if this is not the case, the mobile disloca-
tions should cut through an array of the forest disloca-
tions with the aid of thermal activation. If the density
of the dislocations is not so low, the lifetime of the
mobile dislocation loops, the time required for one jump
motion, may be negligibly short compared with the ultra-

sonic period. In this case, A)x and AV/V may be given by

dn
mTRG (E-{;) =1 Oajb

W

AX =

AV/V=0 (7)

where 7 is the rate at which a thermally aided jump of

the mobile dislocation loops occurs per unit volume, aj

is the area swept by a mobile dislocation loop in one



58

jump, T, is the resolved shear stress due to the main
compression. It must be noted that AV/V is again zero.
Equations (4) and (7) represent two extreme cases. In
order to identify the actual process further experiments
especially at different ultrasonic frequencies and tem-

peratures seem necessary.

Flow Stress Measurement

1. Experimental

Flow stress measurements over a strain rate range from
1x10° to 2.5x 10" /sec were performed on polycrystal-
line OFHC copper at 293°, 573° and 773° K with the split
Hopkinson pressure bar method. Small specimens, 2 mm
both in diameter and length , were used. The above size
and diameter-length ratio were adopted to minimize the
effects of the inertia and the end surface friction. A
schematic diagram of the apparatus is shown in Fig.5.
The pressure bars were made of maraging steel and their
diameter was 10 mm. Specimens were vacuum annealed at

650° C for 3 hr after machining.

e— 2z,:30cm — — Zo=30cm

(D\ Vo—> @ €ig —> —>€r1g @\
Jd

€Rs € 4

—[o

Fig.5. Schematic diagram of the split Hopkinson pressure
bar apparatus.

1. Impact bar. 2. Incident bar. 3. Transmitter bar.
4. Specimen. 5. Position sensors. 6. Electronic counter.
7, 8. Strain gauges. 9, 10. Digital memories with a

common quartz controlled time base. 11. Pen recorder.
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In tests at very high strain rates, the effect of the ge-
ometrical dispersion of elastic waves in the pressure bars
becomes significant. Miklowitz [10] showed that when a

step velocity S(t)V, or a step pressure S(t)P, is imposed
upon one end of a circular elastic bar, where S(¢) is the
Heaviside function, the axial strain e,,(¢) at a long dis-
tance z from the end can be approximated by essentially

the same form,

14 2 Cot . P 2 cot
€a5(t) 2 gEFLZ Z071 or e (B) ~TEFL S5, (8)
where
D 1
2 coty _1 _ _ 4 -, Cot &
FIZ 22 1—3+J0 4,0-8)d8 D=3 -0

Ai( ) is the Airy function, ¢, is the velocity of the lon-
gitudinal wave in a thin bar, 2a¢ is the diameter of the
bar, £ and v are respectively Youndg's modulus and Poisson's
ratio. Further, Kennedy and Jones [1ll] pointed out that
‘the effect of the non-uniformity in the pressure distrib-
ution on the end surface is not so significant when z/a >

40 (the dynamic Saint-Venant's principle).

In the split Hopkinson pressure bar apparatus, if the in-

ertia of the specimen is neglected
erg(t) +epglt) =epg(t) (9)  &(t) =-(2co/Llo)eEpg(t),(10)

where ¢ is the strain of the specimen, €757 ERg and Epg
are respectively the strain amplitudes of the incident,
reflected and transmitted pulses at the specimen side
ends of the pressure bars and 7, is the length of the
specimen. From (8)

_ Vg Z_i_ cot
EIs(t) _——ZCOF[ a, _a ] s (ll)

where v, is the impact bar velocity and z; is the length
of the incident bar. If the flow stress of the specimen

is given by



o=f(e, &) , (12)

the output of the transmitter bar strain gauge, ET(th
to be obtained experimentally is derived utilizing (8) in

the form of the Duhamel integral

t
eT(t)=J FIEL c"(ta'tl)]dflcm(m)dm

(13)

epg(t) =%jf [e(t), e(t)1[l+e(t)]

where 2z, is the distance from the specimen end to the
transmitter bar gauge and 4, and 4 are respectively the
cross-sectional areas of the specimen and the transmitter
bar. For determining f(e, &), evaluation of ETS(t) from
measured sT(t), i.e. inversion of the first equation of
(13), becomes necessary. In actual practice, by assuming

fle, £€) in the form of
o=fle, &) =K(&)Ve , (14)

K(&) was determined by fitting ET(t) calculated utilizing
from (9) to (14) to the experimental eT(t). In the above
procedure, K(&) was considered a function of the nominal
strain rate, and the following time lags were taken into
account. The first one is due to the inertia effect of
the specimen, and was assumed equal to 1,/c¢,g, where Cog
is the longitudinal wave velocity in the specimen. The
second one is the effect of the local temperature rise of
the pressure bars in the high temperature tests. The
amount of this lag was evaluated comparing the results of
the test impacts at the room and elevated temperatures.

A further lag was observed, which is roughly inversely-
proportional to the impact velocity v,. Its amount was
about 0.5 usec for v, =52.17 m/sec. Presumably, this lag
is due to imperfect contact at the specimen and pressure

bar interfaces.

The above method based upon (l14) gives a first approxima-
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tion to f(e, €). A second approximation was obtained by
evaluating directly €pg(t) from the experimental ep(t)
utilizing the relationship between eTS(t) and ET(t) calcu-~
lated with the first approximation to f(e, &). However,
the difference between the obtained results was not so
significant, and this implies that (14) is a fairly good

assumption at least for copper.

In Fig.6, the incident and the first reflected waves in

the incident bar under free end condition are plotted in

1.5 Experiment  ----- Theory
i " Fig.6. Experimental and
ok N A theoretical F[z, T].
N 3 -
- 2 c.t
w ~ z=15¢cm 7 == T ===
5 Vo=24,69 m/s{ a5 a, a
15
42,92 { -
O Il 1 1 1 1l 1 J

20 2 4 6 8 10
(4/3v%2)"3(1-2)

Fig.7. Examples of the
output of the transmitter
bar strain gauge, ep(t).
Calculated curves are
also shown.

(293° K)



62

the form of F[i gizi for two different impact velocities.

3
The broken curve is a theoretical one given by (8). In the
data analysis, an experimentally determined function was
used. From these measurements, ¢, in the pressure bar

was also determined.

Examples of the experimental eT(t) are shown in Fig.7.

In Fig.8, the experimental values of the flow stress ¢ at
€=10.20 obtained through the foregoing data analysis pro-
cedure are plotted against the strain rate &. The strain
rate sensitivity of the flow stress changes abruptly at a

strain rate of about 1 x10"* /sec.

50
40
T
£ 30
N
o
<20
b
10+ © ® © Experiment
----- Calculation
O 1 1 J
10° 10* 10
€ (sec™)
Fig.8. Flow stress o against strain rate ¢. (g=0.20)

2. Discussion

In Fig.7, in order to examine the function of the appara-
tus together with the validity of the data analysis pro-
cedure, eT(t) calculated utilizing from (9) to (l4) is
compared with the experimental one. In this figure t=0
indicates the time when the non-dispersive wave front
would arrive, where the foregoing time lags are taken

into account. In this calculation, K(¢) in (14) was
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regarded as a function of the instantaneous strain rate
instead of the nominal strain rate and determined from
the experimental flow stress at €=0.20 shown in Fig.8.
A slight systematic deviation presumably caused by the
assumed strain dependence of the nominal flow stress,
VE(l+¢e), is observed. It was recognized from the cal-
culation that the wavy shape of €;(t) seen in cases of
very high strain rate is due to the shape of the disper-
sion function F[ ]. In spite of a large area mismatch
between the specimen and the pressure bars in the present
experiment, eT(t) calculated with F[ ] for no area mis-
match follows the wavy shape of the experimental ep(t)

fairly closely.

Kumar and Kumble [12] derived the average velocity of a
dislocation moving across a forest of dislocations in the
form of

al™!

Y = 15
v iexpl[(Ug - 1b21*) /kT] + aBL™Y/T**p (15)

where 7 is the distance between the forest dislocation, «
is the area swept by a dislocation loop after cutting a
forest dislocation, v is the frequency factor, U, is the
activation energy, k is Boltzmann's constant, 7 is the
absolute temperature, and 1* and T** are shear stresses,
The first term in the denominator is the time necessary
for a thermally aided cutting of a forest dislocation,
and the second is the time required for one jump under
the control of the intrinsic drag (1). When the strain
rate is very high, there is a possibility that a thermal-
ly aided cutting at one intersection point successively
causes an athermal cutting at the adjacent intersection
points and thus a long free loop is formed as a result
of one thermal event. Further, when such a long loop
intersects a forest dislocation during its motion, there
is also a possibility that the forest one is cut ather-

mally and therefore such a long loop has a large free
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path length. If the length of such a loop and that of
free path are respectively given by »nl and %nl, the

shear strain rate becomes
LW(nl)?b
(nv)"lexpl[ (Vo - Lb21y) /kT] + nlB/21.b ,

(16)

2

where Te=T~ T T is the flow stress, g

range back stress and ynl is the density of the mobile

is the long

dislocations. The thermal activation term should be put
equal to zero when Uy, —szre < 0, but since the frequency
factor v is very large (=x10!3 /sec), (16) holds mathe-
matically through the whole range of T, >0. Eguation (16)
can describe the transition in the rate controlling mech-

anism according as
(nv) " lexpl (Uo - 1b%1,) /KT Lo nlB/21,b . (17)

Kumar and Kumble considered t* and t** in (15) assuming

the thermal and phonon damping components of stress to be
additive, while, in the present treatment, it was assumed
that the same force t,b acts per unit length of a mobile
dislocation whether it is captured by the forest disloca-

tions or moving freely.

The calculated curves shown in Fig.8 are obtained from
(16) by putting y,( z%ﬂba) =40 kcal/mol, 7=2.5x10"% cm,
n=20,B=7x10"* dyn-sec/cm? [1], pb=2.5x10"% cm, yunl=
2.7x107 /em?, 1,=0, y=2¢ and o=21. A fairly good
agreement with the experimental results is seen, but fur-
ther work seems necessary to attribute conclusively the
experimentally observed change in the strain rate sensi-

tivity to the explicit appearance of the intrinsic drag.

In the above analysis, after Kumar and Kumble's treatment,
a distributed array of the forest dislocations was assum-
ed. The possibility of the formation of the dislocation
cell structure and its effects, if it is formed, in the
very high strain rate range are important subjects to be
studied.
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Conclusions

1. The ultrasonic wave method can provide time-resolved
information on dislocation behaviour under dynamic defor-
mation. Experimental results on copper in the strain
rate range up to about 1 x102 /sec seem to suggest a pos-
sibility of the formation of the cell structure. Assum-
ing the cell structure formation, the following conclu-
sion was drawn from the ultrasonic data: the density of
the cell wall dislocations does not depend upon the strain
rate, while that of mobile dislocation loops increases
with an increase in the strain rate. In order to obtain
more decisive information, measurements over a wide range

of ultrasonic frequency seem necessary.

2. The results of the flow stress measurements on copper
at 293°, 573° and 773° K show an abrupt change in the
rate sensitivity at a strain rate of about 1 x10"* /sec.
An analysis based upon the mobile dislocation motion con-
trolled alternately by the thermally aided cutting of the
forest dislocations and the intrinsic drag during jumping
motions seems to account for the experimental strain rate
sensitivity in the above transition region. However, it
is difficult to say that a conclusion has been reached
concerning the identification of the rate controlling

mechanisms.

Figures 1 and 2 are reproduced from Ref.[7] by courtesy
of Institute of Physics.
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Dislocation Concepts in the Mechanics of Rapid
Deformation of Metals
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Summary

Inelastic behaviour of metals and alloys has been in-
vestigated in a wide range of variation of strain rates.
An equation has been proposed for the rate of formation
of dislocations in which all possible mechanisms for
the production and annigilation of dislocations have
been taken into account. The possibility for a common
description of static and dynamic experiments on the
basis of certain mechanism of propagation and multipli-
cation of dislocations has been examined. The problems
of quasi-static compression in short rods at a constant
gtrain rate, propagation of Luders front in rods, pro-
pagation of elastoplastic waves in rods and plates have
been numerically solved. Using the models developed,
two stages in the creep and superplastic deformation in
metals and alloys of fine-grain structure have been
studied.

Governing relationships
We shall consider the case of uniaxial-stressed and un-
iaxial-strained states. Let loading be applied along
the axis denoted by I, and let the axes 2 and 3 be mu-
tually perpendicular. We shall take 6,= G, , and
€,=¢&, , where GL and G, are the components of
the stress tensor, ¢, and 83 are the components of
the total strain tensor. We shall assume that

E=6%hel 2123 (1.1)
V)
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where 6» are the components of elastic strain tensor,

62 are the components of plastic strain temsor. The
elastic strain tensor is related to the stress tensor
by the Hooke low:

6,2 (VHYNETRAE] , € =2EF +R(ME, €& (1.2)
where xﬂ and J“ are the Lame coefficients. By virtue
of plastic incompressibility of the material from the
equations (I.I) and (I.2), we obtain the following go-
verning relationship for uniaxial-stressed and uniaxial-
strained states:

66,0, 6,-E(6,-4E73) t=6. 2 @m
£22 €520, 6, (m;u €i-BfEN3, T=ple, 260 @

where ¢/ (éf Ef)/g, . These relationships have an
obvious physical meaning: stress increases with increa-
sing total strain, and relaxes owlng to plastic strain.
The properties of a particular material should be given
due consideration in selecting the physical model for
Furthegpore, we shall suppose that the plastic shearing
rate EF depends on the dislocation flow density:

éPngL\” n (1.5)

where 5 is the Burgers vector, 4l is the dislocation
density, tqfn)ls the mean dislocation rate. In the pa-
per /I/ it has been shown that the static description
of the behaviour of dislocation clusters can be replaced
by the description of a certain averaged dislocation
loop. The mean rate of an isolated dislocation depends
on the maximum shearing stress T /2/. In order to ac-
count for the closing action of dislocations we shall
assume that

wlr,n)= 4w Y (1.6)
where ’Uﬁ(t) is the rate of an isolated dislocation

without an account of the interactions, (fUQ> is a fun-
ction accounting for the closing action of adjacent dis-
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location, Lf(ﬂ)%i for N4&HLy , and f(“) &y

for WMy , where W is the strengtheninge con-
stant. The value 1/JVL* characterizes the critical
distance between dislocations at which they are closed.
For sufficiently large T , we may use the approxima-
tion suggested in /2/:

L= Uhsexp(-Tu/T) (1), Yl1)- eap&-/l,/m) (1.7)

where WU, 1s the shearing elastic velocity of sound,

Ty 1s a constant of the material. The relation (I.7)
gatisfactorily approximates the experimental data in
the range of T values where the dislocation slip
rate is controlled by the viscous retardation mechanism
/3/. Por sufficiently small ¢ , the dislocation rate
is controlled mainly by the thermofluctuation mechanism
in which the time of slip from one obstacle to another
depends largely on the time of retention before an ob-
gtacle, but not on the time of displacement from one
active barrier to the other. In this range of 0 values
the dislocation rate is satisfactorily approximated by
the exponential relationship:

w0 =u(E -1 (.9)

where {L and K are constant parameters, LH is the
Peierls-Nabarro gtress. In the superplastic flow, the
dislocation rate is controlled by the thermoactive slip
of granular dislocations gg in the case of creepage of
screw dislocations with steps. In this case the rate of
an individual dislocation is of the form /4/:

= U sh(Y/vY (1.9)
where uf and 7* are constant parameters.

With due regard for the possible mechanism of
production and annihilation of dislocations, we write
the kinetic equation for the total rate of dislocation
formation as /5/:
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fL=m by + @y - 41t (1.10)
where the first term on the right-hand side of the equ-
ation (I.IO) describes the production of dislocations
as a result of multiple slip, on(F) is the produc-
tion of dislocations at Franck-Ryde type sources, and
the function Wy(n) accounts for the inhibiting ac-
tion of adjacent dislocations at the source and is sim-
ilar to the function Lfﬂ) ( "/(4’3,) 1 for /VL SNy
and \Y'n & ] for 1> M, ). The tern dic)fi desc—
ribes the annihilation of dislocations due to pairwise
interaction of dislocations of opposite signs. For
small grain sizes ( & { IO microns) the coefficient
admits negative values. For large grain sizes (dréa
I00 microns) the Franck-Ryde source is not so effectiv
as the multiplication of dislocations as a result of
multiple slip /4/. In this case the relation (I.IC)
can be rewritten as

2 0 R

n=mbuil’y -an®, m(d)>o (I.11)
For sufficiently small 7 , the relation (I,II) can
be expressed in the form:

n=mbnuy=mél (1.12)
After integrating (I I2), we obtain
N=No+mer (1.13)

where /l, is the initial dislocation density. Forcoarse
grain materials the relation (I,I3) is corroborated by
the experimental results. If during deformation the pa-
rameter 7L attains such a high value, that 1 >>#
say as in the creepage of metals, then the relation
(I.II) has to be applied. In the deformation of metals
of fine-grain superplastic structure, strengthening of
metal does not take place at all, i.e. 7L<<J@*. In
this case the pairwise interaction of dislecations can
be discarded and the relation (I.I0) rewritten as
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n=mél +dY | mid) <o (1.14)

In the steady stage of superplastic flow and in the
second steady creep stage the exeess of generated dis-
locations is compensated by their annihilation, so that
h'-'O « Applying the equations (I.II) and (I.I4) for
these stages, we obtain an expression for the function

0('\ ) and ‘p( ) :
(%)= mbi (D) n‘)/n (1.15)
&)= - mbn WV [ y(n,) (1.16)

where - C(L) and Vlg(“t) are the limiting values of
dislocation density in creepage and in superplasticity
corresponding to maximum shearing stress T attained
at the moment when the balance ?2 0 is established.
Substituting the relations (I,I5) and (I.I6) into the
right-hand part of the equation (I.I0) we find

A=mel] '%——) ] nan @

C
Under certain specific range of varlation of the cha-

racteristic grain size (|, , a combined action of the
dislocation mechanisms determining the deformation of
coars-grain and fine-grain materials is possibles, In
this case the relation (I.I7) has to be used.

Quasi-static and dynamic deformation in uniaxial-stra}-
ned and uniaxial-stressed states

We shall now examine a case where the strain rate
is not great, and the stresses are uniform along the
rod. We shall assume such conditions of uniformity for
the stress along the rod that are applicable to suffi-
ciently short specimens. Let the law governing the
strain be given in the form of constant strain rate,
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i.e.ﬁizconst. Using the relations (I.3),(I.5),(I.7) and
(I.I2) we shall write a closed system of equations des-
cribing the quasi-static deformation in short rods at

a constant strain rate:

éf’:@m,’%'=E(é1-—45"/5)/2 i =méf
U= dlenp(-Th/T) , P)=eap(- ﬂ/”@
with the initial conditions T =0 fll—C. =0, N=N,.
The solutions of the system (2.I), derived with the

help of a computer, were compared with the correspon-
ding experimental data obtained by Marsh and Campbell

(2.1)

/8/ for the quasi-static compression of short rods

made of low-carbon steels of different granularities
(346,495,773,2033 mn~?). A method has been developed
for determining the kinetic parameters from the solu-
tion of the inverse problem /7/ . Fig.I shows the de-
pendense of the kinetic parameters on the granularity.
The following values were taken for the constants of
low-carbon steel: - = 2,IxI0° bar, 2 = I,096xI0° bar,

ﬂl = O,9O6xIO6 bar, i, = 3,2x10° cm/sec, = 2,5x
1078 cn.
0%y, x10* e

397, bar 157112

¥ m 16 +12

A7 1 N NLL5~,1.1 Pig.I

Ty
Al — 3 110

250 500 4000 Z,mn
By varying the initial dislocation density the effect

offinitial dislocation density on the upper creep limit
was studied. For a granularity of 2033 mm~ -, the calcu-
lated data (solid line), and for the sake of compari-
son, also the data reported in /8/ are shown in Fig.2.
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Fig.2

In the strain rate variation range from 0.I to IO sec'I
there 1s satisfactory agreement between the calculated
and the experimental results, For small 61 , close to
the static value, the theory gives a lower Ea_ » because
for small Ei , end consequently, for small T , the
viscous mechanism of dislocation slip predominates over
the thermefluctuation mechanism, and therefore the appro-
ximation applied gives a higher value to the dislocation
rate,

The kinetic effects described above are also exhi-
bited in the propagation of shock waves in metals. We
shall express the system of equations of a one-dimensi-

onal plane motion of the medium in Lagrangian variables
as follows:

ati L *\ (.:/U’ a@
" Seqr T ’Wt bnu

In order that the system (2. 2) may be closed, we have to
use a governing relationship in the form of (I.3) if we
are considering the head-on collison of rods, or in the
form of (I.4) for the head-on collison of plates.

We shall now consider the two-dimensional collison
of a plate of thickness 1 (impinging body) on a plane
target of thickness L. The initial conditions are

(2.2)
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t=0 ¢=¢, 7

~

<0, H(1,00=0 (2.3)
for 0< &L
and the boundary condition are G,(-0t)= G,,(L:,ﬂ:@.
In solving this problem the kinetic parameters were ta-
ken to be of the values given elsewhere for solving the
quasi-gtatic problem on the deformation of short rods
at a constant strain rane. Fig.3 shows the calculated
values (s80lid line) for the dependence of the mass ve-
locity of the substance in front of an elastic forerun-
ner 1t£ on the coordinate U in the target for two im-
pinging velocities of I00 and IS0 m/sec. The results ob-
tained in experiments /9,I0/ for low-carbon steel and
Armco iron are shown in the same figure for the sake of
comparison.

Fig.3

Fig.4 shows the 6&-61 dependence for a fixed cross-
section of the target. It is obvious that stress relaxa-
tion takes place almost elastically though there is a
small amount of plastic deformation in the dynamic yield
point range.

Satisfactory agreement between the experimental
and theoretical results demonstrates that the results
derived in the calculations of quasi-static deformation
in rods (uniform plastic deformation) can be used for
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predicting the dynamic behaviour of materials.

Fig.4

Propagation of Luders front (quasi-static plasticity
wave

During elongation of long rods the uniformity of
plastic deformation along the rod length is disrupted
as is indicated by the generation of Luders fronts near
the target. The cross-section, where the Luders wave
has not still reached, undergoes elastic deformation,
but those section, where the wave has already reached,
exist in a plastic state. A boundary value problem has
to be formulated for investigating such a process., The
gituation is analogous to the case of flame propagation.
The problem of flame propagation is solved with the
help of the equations of state and the reaction kinetic
with due regard for the transfer of heat to the layers
before the flame front., We shall now formulate this
problem in a coordinate system moving with the front.
The system of equations describing the propagation of
Luders front along the rod is of the form:

DA€, fi=di L, L= imi - dg jd
6=RT=Comsl, €= Ewﬁrt{f’)/j) el (n-n)/m

Unlike in the case of (I.5), here we have a flow of dis-
locations along the rod due to cross slip /6/. Among
various possible lows for %/ , we shall consider the
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» Lo &
W (i/ = _X(GUH’) an/gx , where QA(C-WL/&’C) is
the cross slip factor. It can be shown that such a law
for admits a unique solution for the rate and struc-

ture of the quasi-static plasticity wave. The boundary
conditions for (3.I) are

~e0, €=60=6, [, elo nn iy
v £,€,6) (3(e Ea)i =N, V=1,

where Lt determines the plasticity,wave velocity, and
f{e(g]> is the static diagram (& — O ) for the
elongation of the specimen., The value of L% , as in
the theory of flame propagation, is determined from the
condition for the passage of the integral curve through
two points corresponding to the initial and final
states. In order that a solution may exist, it is neces-
sary that these states be stationary ( &’ 0 )iim
order that these states may be stationary, it is necess

(3.2)

L=
1

sary to correct the relationship (I.5) near these states
assuming that #{ =0 . Similar truncation of the kine-
tics 1s also used in combustion problems.

Creepage and superplasticity

Creepage and superplasticity of metals and alloys
exhibit certain common features which make it possible
to investigate them theoretically. The first two stages
in creepage (logarithmic and stationary stages) are
characterized by a change in the internal structural
dislocations, and the third stage by external destruc-
tion of the material. Therefore, only the first two

stages in creepage can be described by means of the lo-
cally uniform medel developed in the previous pages.To
describe the third stage we have to introduce an addi-
tional parameter characterizing the destruction of the
material., The logarithmic state of creepage is charac-
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teriged by multiplication and closing of dislocation
which ultimately lead to a decrease in the creep rate,
Using the relations (I.5) and (I.7), Gilman /2/ inves-
tigated the thirst stage in LiP single crystals, The se-
cond stationary stage in creepage is characterized by
intensive annihilation of dislocations of opposite signs
in adjacent slip planes when closing of dislocations
glves rise to energy conditions for the diffusion of
dislocations over short distances, Similarly m: balance
is established between the annihilated and generated
dislocations during superplastic defermation at the sta-
tionary stage, so that

Unlike in the case of creepage, noticeable increase in
the dislocation density is not observed during super-
plastic deformation, and therefore in the equation (I.6)
we can take that

sy~ ¥ (hg) ~
from the relation (I.5) when =const,, the following

expression is obtained for the strain rate at the sta-
tionary superplastic state:

& =bnmudh (/) (4.3)
The 6 ( )dependence is determined from experiments, A

comparison of (4.2) with the experimental data /I1/ makes
it possible ito express ’ns(Tj in the following form:

~ 4
n (@)= 15 (/) (4.4)
where ’HS and { are constant parameters. Substituting
(4.2) and (4.4) into (4.3) we obtain:

Em)= 2601 (L, udﬂ(%) e

{ (4.2)
T

™
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The parameters Y , T* and fl:%lx. can be determi
ned from the experimental dependence 54(t7 at three
characteristic points. The values of the kinetic para-
meters “é‘ and U* , or the values of the coeffici-
ent M can be determined only from comparison of the
numerical solut%on of the problems for the nonstationa-
ry stage where )| >0 « Consider the elcngation of
rods made of superplastic alloy Zn-22%Al at a constant
rate of movement of end faces VL , 80 that

J €4= 1/ (b+ Uit)

where U, is the initial rod length. A comparison of

the expression (4.5) and corresponding experimental de-

pendence obtained for this alloy having a grain size of

1.8 microns at T=523'K /Il/ gives 7% =0.308 kbar,
=I.5,gf%§u* =4.05xI0"> sec, and the Burgers vec-

tor was taken to be equal to 2.5xIO"8 cm. We shall write

the closed system of equations for supperplastic defor-

mation of rods as

h=mbu n-nﬂ))%;g(é - 4€7f3), m<o
b €21/ (Lt e

This system is closed by the equation (I.9) and the
initial conditions t=0, =/, 7@:5!’;0 ,T=0,
From a comparison of the numerical solution of the
problem of the nonstationary stage of superplastici-
ty with the experimental data, we obtain the following
values for the kinetic parameters:

W= bx0% 4" fox10 Smfsec, m=—f0"ca™
The upper limit for the creep at the initial stage of
plastic deformation depends on the preliminary heat
treatment given to the material. In the model deve-
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loped here this situation is accounted for by the fact
that the calculations for the initial stage of superplas-
tic deformation leads to a redistribution of f/l:ﬂ”, de-
termined for the stationary stage, between the parameters
’Vl: and A* . PFig.5 shows the experimental and cal-
culated data (dotted line)., Different curves correspond
to different strain rates at the initial deformation
stage: I- 2xIO'4sec'1; 2- 2xIO'2sec'I; 3- 2xIO'Isec'1.
The kinetic parameters were determined from the condi-
tion that the calcu;pted curve may fit with the experi-
mental curve for E} = 2x10"%gec™1* The other two
plots were used as a check for the calculations,

Fig.5

Unlike the superplasticity, annihilation of dis-
locations during the creep takes place at a very high
dislocation density #1 >>#], . We shall write the
closed system of equations for creep of rods as

n=me[1- %%J L T=Comt

. (4.7)
el &nu,(“c,n) | N, =comt
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The initial comnditions %=0, 7=,  anmd é{:é’ﬁzo com-
plete the system (4.7). The kinetic parameters-%*‘and

K were determined from the solution of the inverse
problem for the first creepage stage without an account
of the term cL%ZZ in (I.II); moreover, the values of

. and 41*_ were taken from the solution of the
problem of quasi-gtatic deformation of short rods made
of low-carbon steel. A comparison of the numerical solu-
tion of the system (4.7) with the experimental data for
the nonstationary creepage stage makes it possible to
determine the kinetic parameter l%c,
The values found for the kinetic parameters are as fol-
lows:

A2 _
(/*:‘32/(.1”1459(. 5 K‘&Z ) mk = 3:5/(10 %ml

The values of 1), was taken to be equal to IO—Bjuv
Fig.6 shows the experimental /I2/ and calculated data
(dotted line).

A
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Some Results on the Dynamic Deformation of Copper

M. STELLY, R. DORMEVAL

Commissariat a |'Energie Atomique, Service Métallurgie
B.P.N°511-15 - 75015 PARIS, France

Summary.

The influence of strain rate and strain rate history on the mechani-
cal behaviour of copper single crystals has been studied b{r means
of compression tests. The shear strain rate range 10-4s-1 - _
8 103s-1 has been investigated. Dynamic tests were performed with

an Hopkinson bar,

Th§: strain rate behaviour can be divided into 2 regions. Above
103s-1 a linear relationship between shear stress and shear strain
rates is observed. This can be explained by a viscous damping of
dislocations., Static curves are sometimes over the dynamic ones
depending of the strain rate. .
Tests performed with change of strain rate have shown that strain
rate history memory is never lost.

Results are compared with those obtained by tensile tests.

I - Introduction,

It is now well established that strain rate has an effect on metals
and alloys mechanical behaviours. A great deal of experiments
have been performed to measure strain rate effect and try to give
satisfactory explanations to this phenomenon. Three zones have
been clearly determined /1/ : at low strain rates a zone of very
weak influence of strain rate, at medium strain rates (up to 1035 H
a region more sensitive to this parameter and finally at higher
strain rates (above 105 or 10% s~ 1) a field where the influence of
strain rate is very pronounced. This behaviour has been particu-
larly studied for f.c.c. metals, Though copper was one of the
most studied materiai there is still some lack in our knowledge.
Many authors have performed tests to clear up the copper beha -
viour at high strain rates. Among others, Hopkinson bar tests
have been used in compression /2-5/ or torsion /6-9/ and have
shown unambiguously the influence of strain rate and also of mecha-

nical history on the behaviour of that metal.
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We have thought that studies on single crystals would be of interest
to get more informations on copper behavior., So we have perfor-
med compression tests on single crystals of different orientations.
We have particularly studied single crystals of <112 > axe on which
interrupted tests have been realized. This work follows and com-

pletes one on the tensile behaviour of copper single crystals /10/.

I - Specimens,

Specimens are obtained from 99.99 % copper by a method derived
from Bridgman method. We put a short (10 mm) single crystal of
choosen orientation at the bottom of the graphite mold and grow the
specimen from this nucleus which can be used many times to get
single crystals of the same orientation,

Single crystals, about 100 mm long, are cut by spark machining so
as to obtain specimens 5 or 8 mm hi gh for compression tests, For
tension tests, samples have been shaped directly. Impact faces for
compression samples are polished flat and parallel and a 24 h ther-
mal annealing at 1000°C is performed to lower dislocation density.
Finally specimens undergo a chemical and electropolishing. Dis-
location density estimated by electron microscopy was about 10
per cm? /11].

II1 - Experimental procedure,

At low strain-rates tensile tests were carriedoout with a standard
Instron tensiometer, at medium strain-rates (¥ = lO_2 to 1071
with an hydraulic Schenck Machine, High strain rates tests were
performed in compression on a Hopkinson-bar and in tension on a
specially built machine that we named Arbalete (Cross-Bow) /12/,
Hopkinson bar principle is well known., Projectile, measure bars
and impulse bar are in steel with a diameter of 12 mm and a length
of 1 m, Strain gauges are sticked to measure bars near the speci-
men and strain-time curves are recorded on a magnetic record
Biomation - Impact speed was limited to 20 m/s to avoid plastic
deformation of measure bars, End faces near specimen were lu-

bricated,
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The dynamic tensile testing machine consists of two parallel guid-
rails between which moves a projectile propelled by rubber bands.
The speed range varies from 3 to 60 m s_l. The specimen, posi-
tioned between the rails, is fixed at one end on a long fixed rod
acting as a dynamometer and at the other end on a head which is hit
by the projectile., Strain gauges attached to the dynamometer re-
cord load as a function of time, In a first approximation head speed
is supposed constant which allows to derive stress-strain curves,
Following Bell /13/ we have transformed these curves in shear
stress-shear strain curves assuming a single system of slip during
the whole test, For tension tests, we have used classical formulas

and for compression tests those proposed by Taylor [14/.

IV - Compression tests,

Constant strain-rate tests,

Two types of specimens were used., The first one was an orthocy-
linder 8 mm in diameter and 8 mm high and the second one a paral-
lelepiped with a section of 4 x 5 mm2 and a height of 5 mm. The pa-
rallelepipedic specimens had their axe in the close vicinity of the
<112> direction and faces were of (111) and (110) types. These
orientations were chosen to give a symmetrical mode of deformation
and to present two planes of great interest in the deformation study
by microscopy.

Tests results are given on fig. 1. to 4.
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We can see that for samples 10 and 11 (which were cylindrical) the
dynamic curves obtained with mean shear strain-rates of 1.8 1035_l
and 8 1O2 s'1 respectively are always below the static ones. This
behaviour has soon been reported by Nagata and Yoshida on alumi-
nium and copper single crystals /15-16/ and by Larrecq on alumi-
nium single crystals /17/. They have shown that, depending on the
initial orientation of the specimens the dynamic curves can be below
or above the static curves, Dynamic curves for orientation 10 are

not similar to those found by Edington /3/ for an adjoining orienta-

tion, TMPa in Tura §e30%
h
Ye20%
yors»
[% ¥ero%
— P
\
\
0¥ w0 1 107 0° Ll
° © w Figure
Figure 3 gure 4

For the <1122 orientation, as expected the static curve shows only
two stages, The linear stage Il extends up to a shear strain of about
10 to 12 % and then begins the parabolic stage 1II. The three dyna-
mic mean curves have the same shape : they are all curved upwards,
They are also nearly parallel and the higher the strain rate, the
higher the shear stress. We can see that the curve obtained at

5o 2 103571 is over the static one ( 5 - 4.5107%s™h up to 8 %,
under up to about 25 % and then is still over. We must note that
these dynamic tests were performed at higher shear strain rates
than with cylincolrical specimens.

In the (2, In ¥ ) diagram we can separate two fields (fig.4). The

1

first spreads up to about 1033_ . For a given shear strain the

U
shear stress varies very little ; stress levels for ¥ =4.5 10'25'1
0
are always somewhat under those for & = 4.5 10'4 s_l or for
U
5 =2 1035'1 producing a minimum on the curves, In the second

field, strain rate has a great influence on shear stress ; there
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exists a linear relation between shear stress and strain rate for

each strain level (fig. 5).
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We can define a strain rate sensitivity parameter as follows /9/ :
d & A 2

B = ( 3 5
dln & In 5’2/51

) =

Below bo/ = lO3 s_l this parameter has a very low value, possibly
negative, Over 1035' 1 this parameter takes values of the order of
16 to 30 MPa (fig.6). Between ¥ - 21031 and 5 10357 the para-
meter increases with strain but between 5 1035' ! ana 8 1035_ Lt

remains constant,

Incremental strain-rate tests,

For this type of tests we have only worked with the parallelepipe-
dic specimens,

Two methods can be used (fig.7) :
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- deform statically the specimen up to a given strain and then make
a dynamic test,

- deform dynamically the specimen then statically.

Due to the apparatus used we cannot change the strain rate sudden-
ly. We are obliged to discharge the specimen after the first part of
the test, to place it in the other apparatus and to reload at the new
strain rate. Thus tests are not conducted in the same way as other
workers did with an instantaneous jump of strain rate. It is possible
that, due to our method, the specimen microstructure would be
changed and that we do not study only the influence of a strain rate
change but also of a structure change. But we think that the struc-
ture change effect would be very weak for this metal and would in-
fluence the beginning of the test after the strain rate change. By
the way we cannot get the beginning of the curves because stress
and strain are still inhomogeneous along the sample and because la-
teral inertia introduces oscillations which are important at the just
test beginning /18/. It is then expected that the interruption of
tests has no influence on results.

Two sets of tests have been performed ; in each the static shear
strain rate was 4.5 10_45_l but the dynamic strain rates were

2 1035'1 or 8 1035'1. For each curve, we have performed one or

two tests,

Upward changes.

- from 5 - 4.510%s Lo ¥ - 21031 (fig.8 and 9). Results
for prestrained specimens are entangled with the purely static or
dynamic ones at low strain but they are located between the two
after a shear stress of 30 %. They never come again under the

static curve as do the dynamic curve between 8 and 25 %.

~from ¥ = 4.510% st to ¥ -8103s7! (fig.10). All the cur-
ves are located between the static and dynamic ones. They do
not trend to reach the purely dynamic curve, Curves with 25 %
and 50 % prestrain have not the same behaviour than others at

high shear strains.
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Downward changes (fig.11 and 12).

10

Irrespective of the initial strain rate, the curves are situated upon

the static curve and are very near from one another at least for low

deformations,
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V - Discussion,
Constant strain-rate tests.

The diagram of fig.4 shows that two fields can be distinguished in
the behaviour of copper single crystals between 5 - 1645'1 up to
5/ = 1045'1. This has previously been established on copper sin-
gle crystals by Edington /3/ or Dusek et al /4/ in compression or
Dormeval et al /10/ in tension. The transition between these two
areas is situated about 5 10 s_l.

Similar results have been found for polycrystals or single crystals
of f.c.c. metals /1/ and the two fields are related to two different
deformation mechanisms, At strain-rates below 1033'1 the deforma-
tion is thermally activated. At higher strain rates, deformation is
controlled by the viscous damping of dislocations /19/. In this case

strain rate and stress are related by :
z , o
= Zb +a X

a can be expressed in function of mobile dislocation density and
viscous damping parameter B by :
o - B

p v
(b is the dislocations Burgers vector).
It is obvious that in each field a single phenomenon does not occur
but that the two mechanisms compete /20/. This competition is spe-
cially noticeable in the transition zone around 1035— 1.
Values of a have been calculated from fig.5. The mean value
4.5 lO3 Pa.s., is quite in good agreement with values of other au-
thors /3,4, 16,10/. Values of B are in the range 1to 8 1072 Pa.s.
/4 - 21 to 24/. From these values one can calculate the mobile dis-
location density, We have found values ranging from 4 lO6 per cm2
to 3 lO7
with those found in dynamic tension tests /10/ : from 2 106 to 107

2 s .
per cm”, These low densities are however in accordance

per cm2. They require high dislocation speeds ranging about 300
K

to 3000 m/s according to the relation ¥ = P b V and thus need

high stresses. This is especially true in tension tests where an

initial stress peak can be noticed on dynamic curves /10/.
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We can also note that the value of a does not change noticeably up
to a shear strain of 40 % which in turn means that the mobile dis-
location density does not vary very much in this strain range.
Concerning the curves for ¥ below 1035'1 and specially the fact
that curves for ¥ - 10"4 - 107371 2

1035_ 1, it would be interesting to study, for different initial orien-

-4 1035_1

o
are over curves for & = 10
tations, the behavior all over the range 10 . It is possi-
ble, as suggested by fig.4, that a minimum exists on the curve
(G, In ¥ ) for some value of ¥ .

Incremental strain-rate tests,

As shown on fig.7, we can define four parameters to describe the
behavior in the two sets of incremental strain-rate tests, They are
relative to the influence of the previous history which is supposed
to be divided in two terms : one representing the strain rate effect
for the "same" structure (83}) and the other the effect of the dif-
ference of history for the same strain rate (6g71).

The strain rate effect parameter & 2 has a similar behaviour for
the two sets of tests (fig. 13 and 14) except for static tests realized
after a dynamic prestrain at X - 2 103 571 for which this parame-
ter is sometimes negative, A plateau is reached between 10 to 20 %
of shear strain. The level of this plateau is not far from the value
which can be determined by the intersection of the linear elastic
part of the stress-strain curve and the tangent to the initial plastic

portion of this curve. After the plateau 5 ¢ rises, as it does for

¥
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high values of prestrain, Plateau levels are identical for tests
between & = 8 1095”1 and 5 - 4.5 1074571 irrespective of the
initial value of g . These values are about 10 MPa, For tests

at 5 - 2 103 s-l after a static prestrain the plateau levels are low
(2.5 MPa) which must be connected with results obtained at constant
strain-rates,

This strain-rate effect parameter may be connected with the activa-
tion volume derived from the thermal activation strain rate analysis,
only suitable in the low strain rate range. We have attempted this
connection for the tests with prestrain at ¥ - 4.5 10"45_1 and de-
formation at g 2 1035'1 the lowest dynamic strain rate studied.
We have used the relation v = kT (—ésl—IolE) which is similar to that
derived by Klepaczko /9/. For low shear strains v is constant
(~ 29 10_27m3) due to the plateau of & ¢ after decreases when
increases. For ¥ - 40 % we obtain v = 6 10'27m3/ value which is nat
far from that which can be extrapoleted from Klepaczko's work. The
decrease of v with & was also found by this author. We are fully
aware of the limitations of our results : we have not performed
incremental tests by rapid variations of ?of , We are not sure to be
in the thermal activation field but the similitude of the results is
noticeable, This may be fortuitous and once again it would be ne-
cessary to perform tests at lower strain-rate first to define the li-
mit of strain rate for which thermal activation analysis may be used
and second to study the influence of higher low strain rate that is

to say to limit the jump height, Thus it would be possible to define
unambiguously the domain of validity of thermal activation analysis
and then the activation volume and to use this analysis to derive
more informations on the deformation mechanism and dislocations
density.

For tests between bo/ = 4.5 10'45'1 and 8 1035'l the parameter

5 g may be considered partly as the contribution due to phonon
damping of dislocations, We are not informed of a theory which can
be used to explain the results,

The other parameter & gT may describe history influence on the
structure that is to say, for example, the difference in mobile dis-

location density between samples tested at low or high strain rates.
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Its variations are plotted on fig. 15 to 18, The main point is that

6 g never vanishes except for results obtained with incremental
0

tests finished at ¥ = 210%™

the strain-rate history contrary to what happens for polycrystalline

. So single crystals never forget

copper /6-7/. Studies by electron microscopy are carried on to ex-
plain this behaviour.

For dynamically prestrained specimens, values of SST are close,
to 15 to 20 MPa so that the ratio SST /85 50, is about 2 between

& = 10 and 25 %, value very close to that found by Glenn and

Bradley for similar tests on polycrystalline copper /2/.
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Comparison with tension tests.

We shall recall some results obtained in tension /10/ before com-
paring tension and compression tests,

For all orientations tested (fig. 19), stress-time curves have the
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same general features (fig.20). It is possible to distinguish four
zones more or less pronounced according to specimen orientation
and test conditions : at the beginning of the test, a stress peak is
reached between 40 and 100})5. After relaxation, stress rises
again strongly then more slowly. After a maximum value stress de-

creases up to rupture by a chisel point mechanism,
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Figure 19 Figure 20

Stress-time curves have been transformed in shear stress-shear
strain curves with a single glide hypothesis, In all cases dynamic
shear stresses are greater than the static ones for the same shear

stress. Stress variations with strain rate are reported on fig,21,
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Below about 1023'1, stress levels are nearly constant ; on the
other hand we can note a rapid rise over 5 1025' L , Stress cur-

ves for a given strain are linear functions of strain rate. The cod-
o
ficient a of the relation & = ZB +a ¥ is about 7 103 Pa.s.,

value near those found in compression and by other authors.
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Interrupted tests have also been performed with only static pre-
strains (it is not possible to stop a dynamic test). The initial peak
is always very high (fig.22), over the stress for the same strain in
the pure dynamic test, The flow shear stress is weaker for inter-
rupted tests than for dynamic tests but stronger than for static tests,
We have not realized enough tests to generalize but it seems that
there does not either exist a fading memory effect in tension.
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So we have obtained similar results in tension and compression,
the only great difference is that in tension the dynamic shear stress
shear strain curve is always over the static one contrary to that
found in compression,

We think that this difference is due to the facts that for most of the
orientations specimen axis rotation is not the same in tension and
compression and that microscopical structure is certainly unlike.,
A study by electron microscopy would be necessary to elucidate
this behavior,

Conclusions.

Compression tests performed on copper single crystals with strain

rates ranging from 10'4 s 1t08 1035' ! have shown that :

- the strain rate behaviour can be divided into 2 regions. Above
1035_1 a linear relationship between shear stress and shear

strain rate is observed of the type
L]

Z=3B+ab/

with ¢ = 4.5 103 Pa.s. This behaviour must be related to viscous
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damping mechanism on dislocations and a mobile dislocation den-
sity of about 107 per cm2 may be calculated.

- low strain-rate curves are over curves obtained for a strain rate
of 1035'1 indicating that a minimum must exist in the stress-strain-
rate diagram.

Tests performed with strain-rate changes either to lower strain

rate or to greater strain rate have given the following results :

- incremental test curves never trend toward the purely dynamic
or static curves, The fading memory effect which has been dis-
play for copper polycrystals is not observed for single crystals,

- the parameter 55; describing the strain-rate effect for the
"same" structure is equal to about 10 MPa for tests performed
between ¥ - 8109s land ¥ - 4.5 1074 51 irrespective of
the initial strain rate value,

- for dynamically prestrained specimens values of the parameter

o ST showing the effect of a difference of history for the same
strain-rate are close to 15 to 20 MPa,

- the ratio SST / 550 is about 2 between ¥ = 10% and 25% for
dynamically prestrained specimens.

- a slighty different behaviour is observed for samples statically
prestrained in stage II or III of the single crystal stress - strain
curve,

- observations by electron microscopy seem necessary to explain
the variations of O ST

Comparison with tensile tests shows a similar value of « at high

strain rates. Incremental tensile tests indicate that there does not

exist a fading memory effect.
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Summary

Continuous compression tests and incremental strain rate change
tests of four kinds of titanium alloys and four kinds of alumi-
nium alloys are carried out within the strain rate range of 16"
n10%/s and the temperature range of -195°Wi50°C. The experi-
mental results reveal the effects of the strain rate and the tem-
perature on the flow stress at 5% strain. The strain rate sen-
sitivity obtained by the continuous tests or the incremental
tests is also revealed. The thermal and the athermal components
of stress are presumed and the relation between the activation
volume and the thermal component of stress is discussed.

Introduction

It is very important to clarify the mechanical properties of ma-
terials at high strain rate. A succession of techniques for car-
ring out high strain rate tests have been developed and the ex-
perimental results have been discussed from both macroscopic and
microscopic aspects. Progress in this field has been described
in recent reviews [1, 2], including the experimental results for
titanium alloys and aluminium alloys.

This paper presents the experimental results for titanium alloys
and aluminium alloys obtained by continuous compression tests
and incremental strain rate change tests in a strain rate range
of le%lO3/s(lOW' and medium strain rate ranges) and a tempera-
ture range of -195°uL450°C.

The split Hopkinson bar technique [3] has been applied in inves-
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tigating the dynamic strength of various materials [Uv6]. This
technique has also been used in obtaining our experimental re-~
sults [7].

The investigationof the mechanical properties of materials from a
microscopic aspect [8, 9] is also significant. The clarification
of the interrelation of microscopic and macroscopic phenomena has
been a problem of long-standing [10]. History effect [11, 12]

and force barrier shape [13] are treated recently.

Test materials and specimens

The eight kinds of materials listed in table 1 were tested. The
chemical composition, heat treatment and Vickers hardness after
the treatment are also shown in the table.

The diameter and the height of the cylindrical specimen are shown

in table 1.

Table 1. Materials

R Chemical Vickers . Ref.
Material composition Heat treatment hardness Specimen no.
Ti Annealed at 650°C for 150 7¢X7

2 hours
Ti-5A1 5.07%Al 2.29%Sn Annealed at 800°C for 330 5¢x7 [14]
0.32%Fe 2 hours !
Ti-6A1 5.99%A1 4.14%V Annealed at 700°C for L35 5¢X7 [15]
0.22%Fe 2 hours
Ti-Mo  14.8%Mo 5.09%Zr Annealed at 800°C for 330 5¢X7
0.04%Fe 2 hours
Al 99.997%A1 Annealed at 500°C for 20 8%x8  [16]
1 hour [17]
Al-Mg  1.08%Mg 0.01%Cu Annealed at 500°C for 35 8%x8 [17]
0.06%Si 0.01%Fe 1 hour [18]
Al-Cu  L4.01%Cu Solution treated at 34 5$x7 [16]
530°C for 1 hour 6°x7  [17]
Quenched in ice water
Aged at 350°C for
36 hours
A3B2 (Duralumin) Solution treated at 67 6¢X6 [16]
(2017) 500°C for 1 hour [17]

Quenched in ice water
Aged at 350°C for
2 hours
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Test method

Continuous compression tests (constant temperature and constant
strain rate) and incremental strain rate change tests (constant
temperature, but the constant

strain rate being abruptly

Figure 1. Effect of strain Figure 2, Effect of strain
rate on the flow stress of rate on the flow stress of
four titanium alloys. four aluminium alloys.



changed to another strain rate) were carried out. The strain at
which the strain rate was changed abruptly was 5%.

The strain rate was within the range of 10*710%/s. An Instron
testing machine was used for the static (low strain rate) tests,
and a split Hopkinson bar apparatus was used for the dynamic (me-
dium strain rate) tests. The incremental tests in the dynamic re-
gion were car-

ried out with

a stepped

striker bar

[19]. A hy-

draulic test-

ing machine was

used to test

aluminium al-

loys at a

strain rate of

about 1/s [20].

The temperature

range in which

the tests were

performed was

-195°Vh50°¢C,

Test results

The relation
between the
flow stress at
5% strain and
the strain rate
at various tem-
peratures is
illustrated in
figure 1 for

Figure 3. Effect of temperature on the flow
titanium al- stress and the temperature sensitivity.
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loys, and in figure

2 for aluminium al-

loys. The stress is

the true stress and

the strain is the

true strain. Figure

3 illustrates the

relation between the

flow stress and the

temperature. Super-

scripts S and D

written on the left-

hand side of the

symbols denote the

static value (&£21x

10%/s) and the dy-

namic value (&=2x102

/s).

The temperature sen-

sitivity, 90/37,

is also shown in

figure 3. Figure 4 Figure 4. Effect of temperature on the
shows the strain strain rate sensitivity.

rate sensitivity, 90/dlogé. Superscripts C and I on the right-
hand side indicate the value calculated from the slope of the
curve in figure 1 and the value obtained experimentally by the in-
cremental tests. In regard to the incremental tests, the strain
rate was abruptly increased 10 times in the static tests and twice
in the dynamic tests. 1In the case of aluminium, it has been
proved that the amount of an abruptly increased strain rate has

little effect on the static strain rate sensitivity [20].

Consideration

The strain rate £ of thermally activated flow is expressed as
é=Aexp[—(Ho—fv*d0*)/kT]. (1)
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A is a parameter proportional to the number and distribution of
activation site and to the fregency of vibration of the disloca-
tion segment, Ho, the total activation energy, and 0%, the ther-
mal component of stress, being expressed by

0*=0-0, , (2)
where OG is the athermal component of stress. v¥ is the activa-
tion volume, k Boltzmann's constant and T
the temperature. In the case where the
activation energy is given by H,-vo*, the
following relation exists [21]:

v*=u+c*(3v/ac*)T
Equation (1) is written as

kT(1nE-1nA)=-(Ho- [v*do*) . (11
It is assumed that Hy is constant, v¥ is a
function of 0¥, and 4 and 0% are functions
of € and T. Differentiating equation (17)
with respect to 0¥, the following is ob-
tained.

v*=KT[ (31n¢/30%) ~(81n1/80%),] (3)
It can be considered that A and OG do not
change their values at an abrupt change of
strain rate. Therefore, equation (3) be-
comes

o*=kT(91nt/d0%) =kT(31nt /20) ;.

(31 Figure 5. Effect of

The relation between v¥ and T is illus- temperature on the
activation volume.

Table 2. Numerical values

1nA

Material S(TC) °K T,) °K Hy ev Hy ev
T o0 D(“*)T=565=S(”*)T=hoo 0%86 1%39 1?23 1.65
T-5AL 80 09 pio0™ (Mo 0,00 1037 ke 2
AL 290 D(”*)T=290=S(”*)T=75 0%36 0%21 0%26 0.66
A3B2 130 3k0, 300, 275 1 16 18 0.29

0.25 0.27 0.30
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trated in figure 5. Differentiating equation (1') with respect to
T

s
(BG*/BT)é=k[1né—lnA-T(BlnA/aT)é]/v* (4)
is obtained. With the assumption that (BlnA/BT)é can be neglected,
it follows
(30%/3T) .=k(1né-1nd) /v¥=(1né-1n4) /[ T( alné/ao);]. (47)
Integration of this equation gives 0%(T). The boundary condition
that 0¥=0 at temperature
TC is used. TC is the
temperature at which the
0-T curve changes its
slope remarkably. The
temperatures in static
case S(TC) for four mate-
rials and that in dynamic
case D(TC) for A3B2 are
listed in table 2. Be-
cause D(TC) is generally
difficult to decide on
the 0-T curve, the inte-
gration was carried out
with the condition O¥*=
3(0%) 1.8 1y 8t r=2(7y,
where S(v*)T=S(T)=D(U*)T
L) (table 2). This
assumption means that v¥
is a single valued func-

tion of 0¥, Correspond-

Figure 6. Effect of temperature on the
thermal and the athermal components of
cal values of 1n4, the stress

ing to the given numeri-

o*-T relation is obtained and then the OG-T relation can be de-
cided. These relations are illustrated in figure 6. It seems rea-
sonable to suppose that 0¥ and GG increase with the decrease of the
temperature and that the values in dynamic tests are higher than
those in static tests. From this point of view, the values of 1n4d

of four materials in table 2 are less than 18, 11, 10 and 15, re-
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spectively.
Putting 0¥=0 in equation (1'), the total activation energy Ho is
given as
m=kWTJ[hm4n%éH. (5)
The values thus obtained are listed in table 2.
On the other hand, the activation energy H is given as
H=KT?(-(31né/30*)3(30%/3T){+(31nd/30*) 1 (30%/3T)§- (31n4/T) ]
=kT?[-(31n¢/30*) L (30*/37) 1. (6)
Assuming 1nd=const. and putting 0¥=0 at T=Tc’ the total activation
energy Ho is expressed as

Ho=kT§[-(alné/ao*)g(ac*/aT)g]T=Tc.

The approximate values, Hé, defined as

are also written in table 2. Figure T shows the v*¥-0¥ relation.
It seems that the curves in the static range are almost continu-
ous with those in the

dynamic range for alu-

minium alloys, but it

is not easy to say the

same for titanium al-

loys.

Conclusions

1. Flow stress of Ti,

Ti-5A1 and Al increases

steadily with the in-

crease of the strain

rate and the decrease

of the temperature.

Ti-6A1, Al-Mg, Al-Cu Figure 7. Activation volume against
and A3B2 have the tem- thermal component of stress.

perature range where the stress is independent of the temperature
or decreases with the increase of the strain rate. Ti-Mo shows
rather complicated behaviour.

2., The strain rate sensitivity calculated on the basis of con-
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tinuous test results does not coincide generally with that ob-
tained by incremental strain rate change tests, except in the case
of Ti-5A1. The value of the former tends to be smaller in the
cases of titanium alloys and larger in the cases of aluminium al-
loys comparing with the latter value.

3. Assuming that static deformation and dynamic deformation are
controlled by the same single thermally activated process and 1nd
is constant, thermal and athermal components of stress are pre-
sumed. In the case of titanium alloys, the thermal and athermal
components of stress are the same order, but, in the case of alu-
minium alloys, the former is far smaller than the latter.

L. The relation between the thermal component of stress and the
activation volume in static range corresponds with that in dynamic
range for aluminium alloys, but the correspondence is not so good

for titanium alloys.
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Summary

At strain rates from 1073 to 102 and temperature above
0.5 Ty, the flow behaviours of various metallic materials
are classified into alminum type and copper type. The
former has dynamic recovery as a Restoration process and
the latter dynamic recrystallization. Copper type mate-
rials show smallest in the magnitude of temperature de-
pendence and strain rate sensitivity exponent "m" value.
Steady State flow Stress can be expressed as functions of
product of strain rate and the reciprocal of the Arrhen-
ius term of temperature dependence, and the values of
stress exponent "n" value in it well correlates to the
restoration processes of materials. It has been clarifi-
ed from the observation of deformed microstructure that
dynamic recrystallization as restoration process is oc-
cured soon after passing of the peak in flow curves. Fi-
nally, there has been good correlation between the defor-
mation condition parameter and dynamically recrystallized
grain diameters or dynamically recovered ones.

Introduction

Hot working an important process in which materials are
applied the largest reduction and given a high strain

rate deformation, among the various working operations un-
dergone in the process from ingots to products. Results
of the investigation to be presented hereafter, are on the
analysis of the hot working process of various metallic

materials mainly by mean of hot torsional deformation.

The recent reports of other type of deformation in our

country are also reviewed.
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one of the purpose of the present investigation is to sup-
ply the basic data useful for hot working of metals by in-
quiring critically,the interrelation of flow stress,
strain rate and temperature during a steady state defor-
mation at the view point of mechanical approach. Special
notice is taken on the fact that the characteristic of
high temperature deformation of metals during hot working
is the occurence of steady state deformation in which

work hardening due to deformation equilibrates with dynam-
ic restoration process as a thermal softening effects.
Secondly, to consider the behaviours of deformation and
restoration of metals at elevated temperature inclusively,
the dynamic restoration process which contributes to the
occurence of steady state deformation is investigated met-

allographically.

Steady State Deformation Behaviours

When metals are deformed at high temperature above 0.5T,

where Tp is melting temperature in degree Kelvin, with

10 20
«l0™Y ' 1 ‘ T /0%

Austenstic stainkess steel
896°c(07Im)  _| s

—

Cogper
679°C(07Tm)
006XC steel(X-range) —|[2
809°¢(0-6Tm)

Aluminium
378%(0-7Tm) -48

e
0-06%C stee!(¥ -ronge

Shear modulus compensared stress(Tu)

989°C(07Tm)
2¢ —14

I | | 0
o 05 0 15 20 25

Shear strain (¥)

Fig. 1 Characteristic steady state deformation curves of Al, Cu,
austenitic stainless steel and low carbon steel both in o and Y
ranges, at 0.7 Ty or 0.6 Tp and shear strain rate of 0.12 sec-l. Flow
stress is expressed as the ratio of shear stress to shear modulus
at the temperature of deformationm. Shear modulus compensated flow
stress of austenitic stainless steel is to be read in the right scale.
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constant strain rates, the flow stress is constant in the
larger strains, although it increases with strains during
initial hardening region. Phenomenon of the steady state
deformation occurrs also in the secondary creep, and has
been studied extensively.

The characteristic shapes of the stress-strain curves for
steady state deformation are shown in Fig.l for typical

metals at temperature of about 0.7 Tml’z).

These steady
state deformation curves were roughly classified into alu-
minum type and copper type,in term of the approaching fea-
tures to steady state. It would be considered that the
reason of the changes of shapes of flow curves is due to
the difference in the controlling mechanism of dynamic re-
storation process associated with deformation.

In aluminum in which dislocation climb is rapid, the ini-
tially work hardened structure is modified into a partial-
ly polygonized structure by the time the maximum stress

is reached and further deformation leads to a sharpening
of the sub-boundaries, followed by a migration of grains
boundary when boundary angle is large enough. Since re-
storation is rapid, only a small maximum in the stress-
strain curve, if any, is observed. While, in copper, dis-
location climb is slower and sufficient strain energy is
available to initiate the recrystallization as a restara-
tion process. Therefore, copper softens during work hard-
ening so as to exhibit a maximum in the stress-strain
curve and fall into the steady state level. Thus, the
materials belonging the copper type have a peaked stress-
strain curve and those of alminum type show the stress-

strain curve having no peak.

Temperature and strain Rate Dependence of Flow Stress

The magnitude of Temperature dependence of shere modulus
compensated flow stress, flow stress divided by the shere

modulus at the deformation temperature, was smaller below
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Table 1. Temperature and strain rate dependences of flow stress
up to large strain3).

T ng T Oder of Order of Strain rate
107% . .
0% max magnitude of magnitude of dependence
temperature T/u "n" value

Material Th/Tn  Th/Tm dependence B
Al 0.4 0.4 2 3 0.23(0.8T1,)
Cu 0.55 0.4 smallest i 0.16(0. 8Tm)
SUS 304° 0.6 . .

0.5 3 largest 0.20(0. 8Tp)
oFe 0.4 0.4 1 4 0.15(0.6Tg)
YFe 1 4 0.16(0.8Tp)

largest smallest
°JIS (18-8 stainless steel)
g 05 ey
E o & Aluminium ]
s 0.20 f »
§' o Copper ‘ ,"éUS 28
v 2 # Austenitic stainless steel | A
w msL“””*‘“”“ﬁ>_*J T
£ .
as1
£ 010
L
=
= 0.05 |
£ ’
2
w0 o= :
Y N T g
0 0.2 0.4 0.6 0.8 1.0
Homologous temperature, T/ Ty,
Fig. 2 Variation of strain rate sensitivity "m" value with homo-

logous temperature in Al, Cu, and austenitic stainless steel. Black
circles are obtained from strain rate dependence of 200 % strain or

maximum flow stress, open circles from differential tests at strain

of 100 % and before softening in the case of Cu.

0.5 or 0.6 Ty and became larger above ones. Thus, a tran-
sition which was shown as a knee in the relation between
flow stress and temperature occurred at some temperature,
Ty . The larger the strain, the lower became the transi-
tion temperature Ty which was about 0.6 T for strain of
0.2 % and 0.5 Ty the strain of 200 %.

Temperature and strain rate dependence of flow stress
could be summarised as in Table 1 where the transition
temperature Ty for flow stress at 10 % strain maximum flow
stress,strain rate hardening exponent "m" and oder of mag-

nitude of shear modulus compensated flow stress t1/uT are
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given for four materilas3). The dependence of strain rate

hardening exponent for steady state deformation on temper-
ature are shown in Fig. 23). The exponent "m" increased
as temperature increased until the characteristic temper-
ature was reached, above which "m" remained nearly con-
stant except in stainless steel in which the exponent con-
tinued increase. The magnitude m was largest for alminum,
i.e. dynamic recovery type material, and smallest for cop-
per and low carbon steel, i. e. dynamic recrystallization

one.

Interdependence of Flow Stress, Temperature and Strain

Rate during steady State Deformation

The mechanical equation of state representing the interde-
pendence of flow stress, temperature and strain rate in

hot working are as follows:

Power law ¢=ApoNexp (-Q/RT) at low 0 (1)
Exponential law é=Agexp (Bo)exp (-Q/RT) at high ¢ (2)
Hyperbolic sine law é=Al[sinh(a0)]“'exp(—Q/RT) at all o (3)
¢=f (0)exp (-Q/RT) (4)
f (0)=Z=¢exp (Q/RT) 5,

where ¢ is strain rate, ¢ flow stress, T temperature, ©
activation energy, Z Zener-Hollomon parameter, R gas con-
stant, and Ay, A2, A3, n, n' and B=on are constants. Com-
monly used equations are (1), (2) and (3), however, none
of these mathematical relationship have a strict theoreti-
cal foundation. The most convienient one which was pro-
posed and widely used by sellers and Tegart is the power
hyperbolic sine stress relationship, (3)4_72 This rela-
tionship is a development of the one proposed for creep

by GarofaloS)

, into the hot working condition region.

The activation energy, Q, is approximately to that for
creep or self diffusion. Further, at low stress (ac<0.8)
the equation (3) reduces the power law relationship of
equation (1l). which is used well in creep. At high stress

(a0>1.2), equation (3) is convertable to the exponential
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Table 2 Constnts in equation (3) for heat resisting materials.

Alloy In A n o Q no Q/na
kcal kg
sec~l (kg/mm2)~1 kcal/mol (kg/mm2)~1 mm2 mol

17 Cr 57.35 6.9 0.117 142.0 0.60 175
2.25Cr 1Mo 30.98 3.24 0.188 93.0 0.61 152
SUS 304 36.39 5.53 0.088 103.1 0.49 211
SUS 321 43.35 5.85 0.104 126.8 0.61 209
SUS 347 37.11 3.73 0.135 111.7 0.50 222
SUS 316 38.43 5.45 0.094 113.1 0.51 220
SUS 316M 37.85 4,92 0.106 115.7 0.52 221
SUSs 317L 35.90 5.24 0.079 104.2 0.42 249
SUS 310 42.01 4.55 0.129 128.9 0.59 220
HK 40 130.2 0.52 249
Incoloy 802 97.4 0.38 260
Incoloy 800 26.37 2.95 0.108 78.9 0.32 247
Inconel 600 30.87 4.03 0.061 85.9 0.24 358
Hastelloy X 119.0 0.34 350
R 4286 139.0 0.34 408
Inconel 617 167.8 0.34 494
SSS 410 170.9 0.33 513
SSS 113M 118.2 0.20 513

relationship of equation (2), where the constants o and n
are related by B=an so that B and n can be determined

from experimental data for high and low stress, respec-
tively.

Tamura, Kamemura and Ichinose recently presented the sell-
ers' constants for various heat resisting steels and al-

loys, which are tabulated in Table 29’10).

They reported
that those values can be used successfully in predicting
the deformation resistances in hot extrusion of such al-
loys.

The steady state flow stress can also be expressed as the
product of the strain rate and the reciprocal of the
Arrhenius term of temperature dependence, namely t£exp(Q/
RT), and this product is called the temperature compen-
sated strain rate parameter, Z or the deformation condi-
tion parameter. This value is maintained constant during
hot working test and value of Z increases either with

increasing strain rate or decreasing temperature. For
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' Fig. 3 Variation of log Zener-Hollomon parameters with log sin(0o)
in hot torsion of zinc (a), and relation between Z and peak flow
stress (Op) and steady state flow stress (0g) for 0.06 % C steel (b).

the high values, the higher flow stress originates from
the fewer thermally activated events per unit strain

which arise from either temperature or the short duration
accorded by a high strain rate.

The correlation of Z and flow stress allowed the represen-
tation of the data for different temperatures as a single
straight line, as shown in Fig. 3(a). In the figure the
plot of Z calculated by using the activation energy for
self diffusion, Q=25.7kcal/mol, against sinhoao in hot tor-
tion of Zinc is shown. This type of plot provides a reli-
able method of interpolating data to obtain values of

flow stress at any temperature or strain rate within the
ranges studied. Fig. 3 (b) is the similar plot for 0.06
$C steel. From the such plots, the stress exponent "n"
values were correlated with restoration process as: poly-
gonization for n lower than 5, polygonization and recrys-
tallization for n between 5 and 6, and recrystallization

for n larger than 6.

Microstructure during High Temperature Deformation

The microstructure during high temperature deformation
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are most important factors which determine flow stress
and were widely investigated by Sakui and Satoll), and

recently by Sakui and SakailZ)

with using specimens de-
formed by an elegant tensile machine.

The reason why the large strain can be imposed to materi-
als in hot working condition, is due to the approximately
absent work hardening. In other words, the work harden-
ing cannot be observed apparently, because of the dynamic
equilibrium between the work hardening and the thermal
softening process during deformation. The behaviours of
metals in hot working remain unsolved, the reason of this,
as mentioned above, is due to the complexity of the hot
working mechanisms because of the superimposed effect of
mechanical process due to deformation and microstructural
evolution by the operation of dynamic restoration pro-
cesses. Therefore, the microscopical features of the
structure obtained by high temperature deformation, have
the interest of variety. And then, the observation of
the structure during hot working is one of the useful
methods in consideration of plastic behaviours of metal-
lic materials.

According to the results of the observations of quenched-
in structure during hot working in various metals and al-
loys, the deformed microstructures are able to be classi-
fied into two groups. The first group contains Al, Al
alloys, commercial purity o iron, ferritic iron alloys
and austenitic stainless steels, and the second one Cu,
Cu alloys, Ni, Ni alloys, Y range steels and high purity
airon. In the materials belonging to the first group,
the sub-grains are deformed at the instance of quenching
after deformation in spite of the degree of given strain
whether large or small, and so-called polygonization phe-
nomenon is observed. The characteristics of the second
group materials are the development of substructures in-

terior of strained grains during small strain in hot de-
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formation, and the genaration of the egiaxed recrystal-
lized grains at large strains in steady state region. 1In
the case of generation of the recryatallized grains, the

peaked stress-strain curves can be obtained.

Fig. 4 Typical stress-strain curve and quenched-in microstructure
of the each point on the curve, for 0.10 % C, 0.02 7 Nb steel at 1000°C.

Fig. 4 illustrates quenched-in microstructures at the
strain given at each point on the stress-strain curve for
low carbon steel containing small amount of Nb deformed
at 1000 C.l3)

grains became fine under the operation of dynamic recov-

In the initial hardening range, austenitic

ery, and soon after passing the peak microstructure be-
gins to change to recrystallized grains and dynamic re-
crystallization structure is well attained in the steady
state of deformation. The same behaviour also are report-
ed by Ohuchi 14) for such materials in the study relating
controlled rolling. In these investigations, dynamically
recrystallized grain structure cannot be observed at all,
when peaked stress-strain curves are not obtained under
the condition of high strain rate for the same material
and same deformation temperature of Fig. 4. Therefore,
it is concluded that the peaked flow curves are certainly
appeared with occurrence of dynamic recrystallization.
Fig. 5 illustrates the quenched-in microstructures of the
each point on the plots representing the relations be-
tween the steady state flow stress andparameter Z. This

plots have a knee point at the vicinity of 7=1012gec™1,
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and at values of Z below the knee the equiaxed recrystal-
lized grain structure was observed. It could be under-
stood that the recrystallized grain size decreases with
increasing the flow stress and the Z value up to the
range of Z<lOlzsec—1. At the condition of Z>1Olzsec—l
althouth the recrystallized grains nucreate at grain

boundaries. The large enough strain to cover the whole

Fig. 5 Representation of proceedings of the dynamic recrystal-
lisation on the plot of steady state flow stress with parameter Z.
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Fig.. 6 Relation between the reciprocal dynamic recrystallized
grain diameter and logarithm of temperature compensated strain rate.
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structure, cannot be attained. Fig.6 illustrates the
quantative relation between the deformation condition
parameter Z and recrystallized grain size as shown in the
previous figure, for the condition Z<10125ec_1. The good
correlation which is shown in the figure, justified that
the mechanism of deformation is thermally activated and
resultant dynamically recrystallized grain size depends
on the numbers of thermally activated events which are
inversely proportional to parameter Z and also determine
the hot working stress though relation shown in Fig.5.
This fact considered as the same as the existence of the
constant relation between the sub-grain size, parameter

Z and flow stress in the dynamically recovery type mate-

rials.
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Impact Failure Mechanisms in Fiber-Reinforced
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Summar

Experimental studies of centrally impacted (0-90° 1lay-
up) fiberglass-epoxy plates have revealed a sequential
delamination mechanism, which appears to be a signifi-
cant factor in the energy absorption at impact speeds
below the speed required for perforation of the plate by
a small rigid impactor. A linear relationship is found
between impactor kinetic energy and total delamination
area in this impact speed range (above a threshold speed)
when the delamination does not extend to the edge of the
plate.

Introduction

Because of their high strength-to-weight ratio as com-
pared with conventional metal components, fiber-rein-
forced composite materials have become important for
use in some parts of aircraft and space vehicles. Re-
search on impact failure mechanisms has been motivated
by the fact that their relatively poor impact resist-
ance has limited applications of these composites where
impact is a design consideration, for example in the
compressor blades of jet engines. During take-off and
flight, ingestion of stones, ice balls, birds and other
objects may lead to impact loading of the blades [1].
Small hard impactors produce an effect similar to the
effect on a stationary plate by a projectile fired from
an air gun as in the experiments reported here. Bal-
listic perforation studies on fiberglass-epoxy plates
were published by Gupta and Davids [2] in 1966. Askins
and Schwartz [3] reported that a two-stage failure mode
of heavy delamination followed by tensile loading of
individual laminas increased energy absorption in com-

posite backup panels for armor. They believed that the
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tensile loading stage was the major energy absorber but
that the delamination served to spread the deformation,
involving more of the panel in the energy absorption.
Additional references as well as experimental details of
the investigation may be found in [3-10].

The impact perforation resistance of continuous fiber-
reinforced plates is affected by many factors, including
composite constituents, geometrical arrangement of the
fibers, and fiber spacing. In examining the results of
a study [4] of the effect of varying several of these
factors it was noted in some 00-900 layup fiberglass-
epoxy plates, each with a total of 15 layers of fibers,
that the number of fiber layers in each unidirectional
lamina had a surprising effect on the results. It had
been supposed that the alternating crossply arrangement
would have greater perforation resistance than an ar-
rangement with 5 laminas each containing 3 layers of
fibers oriented in the same direction [referred to as a
3-3-3-3-3 arrangement] or a plate with three 5-layer la-
minas [5-5-5]. It turned out that both the 3-3-3-3-3
and the 5-5-5 plates showed somewhat better perforation
resistance to normal impacts with 0.0143-kg blunt-ended
steel cylinder impactors 9.7 mm in diameter by 25.4 mm
long. Examination of some perforated and some partly
penetrated plates led to the description of a sequential
delamination mechanism [5], which appears to account for
the good performance of the plates with multilayer la-
minas.

Sequential Delamination Mechanism

Delamination areas are clearly seen in the semitrans-
parent epoxy matrix plates when a bright light is
placed behind the plate as in the photograph of Fig. 1,
which shows two delamination areas in a 3-lamina 5-5-5
plate. Fig.2 is a schematic diagram with three dela-
mination areas, marked Aq, Ag, A3. In impacts by a
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blunt-ended cylinder of diameter D on plates with multi-
layer laminas, at moderate speeds such that the shear
cut-out of a circular plug does not extend all the way
through the first lamina, the sequential delamination

is begun when a strip of width D of the first lamina
(parallel to the fibers) is pushed forward by the pene-
trator. This "generator strip" loads transversely the
second lamina and initiates a separation between the
first two laminas.

The generator strip from the first lamina is bounded by
two through-the-thickness shear cracks, marked AA and

BB in Fig. 2. This generator strip lengthens and the
delamination area Aq enlarges until the available energy
is insufficient to continue the propagation of the dela-
mination. A new generator strip may be formed in the
second lamina (perpendicular to the first one in the 0°-
900 layup plates), which initiates the area A, between
the second and third laminas, and the process is then
repeated with each subsequent delamination covering a
larger area than the one before it.

Fig.l. Generator
Strip and two dela-
mination areas in
Type 5-5-5 plate.

In very high-speed impacts plugging may extend all the
way through the plate with almost no delamination, al-
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Fig.2.Schema-
tic of three
sequential de-
laminations.
First genera-
tor strip is
bounded by

AA and BB.

though the hole enlarges so that the last laminas per-
forated show more tensile breaking and less clean shear
cut-off. It can now be understood why in the first
series of tests [4] at moderate speeds the delamination
mechanism was more fully developed in plates with multi-
layer laminas than in the crossply arrangement with only
one layer of fibers to the laminas. At these speeds

the penetrator cuts through a single layer before there
is time for a generator strip to form and initiate the
sequential delamination. It was concluded [5] that the
better perforation resistance of the plates with multi-
layer laminas could be attributed to the greater de-
lamination, which involves a larger volume of the plate
in the process. Fig.3, from a subsequent extensive
series of tests [8], shows first generator strip length
versus impact speed for three symmetrical layering ar-
rangements, all with the same impactor and the same
total of 15 layers of fibers in the 6.7-mm thick plates.
All three show initially a monotonic increase of gener-
ator strip length with impact speed [at approximately
the same slope], but for speeds above about 80 m/s the
strips in the crossply plates are shorter because of
the rapid perforation of the single layer. At the
highest speeds the strip length of the 5-5-5 plate also
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showed a drop, which may be associated with the fact

that the delamination areas had reached the boundaries

of the 150-mm square clamped plate. The point marked
with a triangle is for the 300-mm square type 3-3-3-3-3
plate. Since it falls near the line of the 150-mm

square type 3-3-3-3-3 plate, boundary interaction appears
not to have affected the results.

Delaminated Area Versus Impactor Kinetic Energy

Some energy is absorbed by the delamination process it-
self and some by tensile breaking of the fibers and by
matrix breakup. Details of the energy transformation
from kinetic energy of the impactor to elastic strain
energy of bending and stretching and kinetic energy in
the dynamically deforming plate and final absorption by
such dissipative processes as delamination and tensile
breaking are not known.
Fig.4 shows a plot of the total delamination area versus
impactor kinetic energy at speeds below the speed re-
quired for complete perforation in the 3-3-3-3-3 and
5-5-5 plate types [8]. The results for both agree well
with the same straight line. At the higher speeds the
experimental points for the 5-5-5 plates fall below the
line because the delaminated areas have extended to the
clamped boundaries.
The point for the 300-mm square type 3-3-3-3-3 plate
falls near the line fitted to the 150-mm square plates,
again indicating negligible boundary influence in the
type 3-3-3-3-3 plates at these speeds where the delami-
nation did not extend to the boundaries. The equation
of the fitted line in Fig. 4 is

K =3.5+ 0.315A (L)
for area A in cm? and kinetic energy K in joules. The
implication of this result is that for one fixed type
of impactor and plate, above a threshold impact speed,

the total delamination area is a linear function of im-
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pactor kinetic energy. The apparent fracture surface
energy is constant at 1580 J/m2 [or 0.158 J/cm?, half
the coefficient 0.315 in Eq.(l) since two surfaces are
formed]. This is an order of magnitude higher than the
fracture surface energies measured in static tests on
pure epoxy double cantilever beam specimens [11]. It
may be noted that several investigators have reported
higher values of fracture surface energy in dynamic
crack propagation than in static tests [12,13,141, as
much as an order of magnitude higher in PMMA (Plexiglas)
[137.

The details of the delamination crack propagation are
not known, but the dynamic loading before delamination
appears to involve mainly a flexural wave. The stress
field around the delamination crack, which is caused by
a combination of interlaminar flexural shear stress and
the crack-opening loading from the generator strip, may
be quite different from the stress field in the double
cantilever beam specimens. Moreover the delamination
proceeds along the interface between a fiber layer and
the matrix, which may give different fracture surface
energies from those of pure epoxy. Some reported static
double cantilever beam tests on cleavage at the inter-
face between E-glass fabric/epoxy laminates have shown
fracture surface energies at least double those reported
for unfilled epoxy specimens [15].

Continuing Studies

Current and planned studies include observation and
analysis of the elastic flexural wave before delamina-
tion, and experiments designed to document the time
history of the sequential delamination. Some calcula-
tions of the elastic response to a simulated impact
loading applied as a pyramidal shaped pressure distri-
bution over a square area at the center of the plate,
were made with the DEPROP computer code [16]. The pres-
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sure was assumed instantaneously applied and then de-
creased to zero linearly with time to give a loading

time and total impulse comparable to the impact experi-
ments. The code uses classical laminated plate theory
neglecting shear strain. The transverse shear and inter-
laminar shear stresses were, however, estimated by inte-
grating the equations of motion, neglecting inplane

shear stresses and inplane inertia forces, so that

Bsz/az = -aoxx/ax and BTyz/az = -Boyy/ay (2)

Values of normal stresses O e and o__ were taken from
the classical plate theory solution. Then the shear
stresses T, and Tyz were determined by integrating in
the z-direction (thickness) and using the stress free
boundary conditions., The maximum interlaminar shear
stress in a symmetric 3-lamina plate was estimated by
this analysis to be 23.25 MPa [3370 psi] in a simulated
impact at 107 m/s and 33.6 MPa [4780 psi] at 153 m/s
impact speed. This compares with a static interlaminar
single shear strength of 4100 psi quoted in the 3M spec-
ification sheet for crossplied Scotchply 1002 epoxy-
glass composites. The calculation takes no account of
delamination, and the simulated loading by a pyramidal
pressure distribution does not reproduce the stress con-
centration at the edge of the blunt impactor. Thus de-
tails of the elastic stress distribution near the impact
point are not given by the calculations.

Planned observations of the flexural wave include Moiré
and strain gage techniques. A few strain gage records
have been obtained, which verify that the primary de-
formation mode appears to be a flexural wave, in agree-
ment with results recently reported by Daniel and

Liber [17] for impacts on boron/epoxy and graphite/epoxy
laminates. Muldary [18], however, has reported some
impacts on glass-epoxy plates where membrane-type defor-
mation was dominant.



128

Planned observations of the delamination history in-
clude fabrication of plates with conducting paths in
them to be broken by the propagating delamination.This
technique has been used successfully in our laboratory
on some wedge loaded fracture specimens. It can also
be used on plate specimens. Most of the plates fabri-
cated in our laboratory have been fabricated by fila-
ment winding and matrix impregnation. Fabrication from
prepreg tape should make it easier to build in the con-
ducting paths. A few tests have been made of 00-900
fiberglass/epoxy plates fabricated from prepreg tapes
using an autoclave, e.g. Fig.l. These showed the same
type of delamination patterns as the filament wound
plates but at somewhat higher impact speeds. The thres-
hold speed for delamination was about 2.5 times that of
the filament wound plates. This may be attributed to
the slightly higher volume fraction of fibers in the
prepreg specimens.

A few plates were tested with an impactor having twice
the length and mass of the impactors previously used.
The threshold speed for delamination appeared to be of
the same order of magnitude although slightly higher.
The fracture surface energy also appears to be somewhat
higher with the heavier impactor. Additional tests
varying the mass and size of the impactor will be made,
as well as static and dynamic three-point bend tests to
measure delamination energies in flexural shear.
Conclusions

The superior perforation resistance of the multilayer
lamina plates as compared to the crossply single-layer
arrangement in the 0°-90° glass/epoxy plates is attri-
buted to the sequential delamination mechanism, which
spreads the deformation to a larger volume of the
plate. Initiation of this mechanism requires the first
lamina to resist perforation long enough for the gene-

rator strip to form, and, in the composite systems
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studied, this requires multilayer laminas. It may be
that the same effect could be achieved with a single
layer of stronger fibers, but this has not been dem-
onstrated.

The linearity of the relationship between the total de-
lamination area and impactor kinetic energy above a
threshold impact speed seems to imply that delamina-
tion is the principal energy absorbing mechanism at
subperforation speeds in this composite system. This
requires the dynamic delamination fracture surface
energy to be an order of magnitude larger than the fra-
cture surface energies measured in static double canti-
lever beam tests of pure epoxy specimens. This dif-
ference does not seem too unlikely in view of the re-
ported differences between static and dynamic fracture
surface energies in other materials [12,13,14], but the
energy relationships need further investigation in other
loading situations.
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Summary

The number of dislocations emitted from the source under
constant applied stress has been obtained in terms of
simple and analytical formula by computer simulation on
dislocation groups dynamics.

Based on this simulation and the previous one, yield
model in bcc metals is proposed and the results are
applied to the problem of the delay to the yield
initiation under rapidly applied constant stress and of
initial yield under constant rate of stress application
in mild steel. The theoretical results are in good
agreement with the experimental data on the temperature
and the applied stress dependences of yield delay time
and on the temperature and the stress rate dependences of
upper yield stress in the mild steel using the same
parameters, respectively.

Introduction

In previous papers [1][2][3] computer simulation was
carried out for the problems of the same sign dislocation
groups and of the positive and negative dislocation
groups emission from a source and their movements under
constant stress rate using the stress-velocity relation
V=P1?;f€. Thus the number of dislocations emitted until
any time has been given by simple analytical formula [1][2][31].
Onthe other hand, Rosenfield and Hahn [4] studied

dislocation groups dynamics under constant stress using
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stress-velocity relation v =Kexp (BTesf), but the analytical
estimation of the dynamic behavior of dislocation groups
and the number of dislocations emitted remain difficult.
Furthermore, experimental equation of isolated dislocation
velocity may be more reasonably represented by power
relation such as V = M’Z@f?. Therefore, in this paper,
the computer simulation for the problems of the same sign
dislocation groups emission from a source and their
movements under constant stress was carried out by using
stress-velocity equation v = M Teef.

Dynamic behaviour of the positive and negative
dislocation groups moving is shown to be represented in
good approximation by that of the same sign dislocation

groups dynamics [3]. Thus, based on these results

and the previous results, also the application has been
made to the problem of delayed yield and the upper yield
stress in mild steel

Simulation model and basic equations

The power relation between stress T and velocity v was
assumed for each individual dislocation in a linear array
of parallel co-planar dislocations similar as in the

previous paper [1 - 3].
m
vi = M Tefr g (H

where ’téff ;¢ the effective stress on individual

dislocation in terms of applied shear stress.

m : material constant
Mooy (178"
*
To: a material constant representing the

stress required to give a dislocation velocity vy = lem/s
i : the index number of the dislocation in

order of emission from the source. 't;ff iis given as
b



134

follows:

(2)

?-eff,i =T u——‘ -__39

)
where A is Gb/2n(1-Y) for edge dislocation, Gb/ 20l for
screw dislocation. G: shear modulusJ Y Poisson's
ratio, b: the Burgers vector,ﬁQL: applied shear stress,
An initial condition is that at t = 0, n =1 and x; = 0,
that is, at t = 0 one dislocation is at the source. On
the other hand, the effective stress exerted on a source,
ZEff’s is written as:

T;ff,s = Z:z' A

(3)

M=

L
=5
Simulation model and method of computation is similar as
in the previous paper [l - 3]. 1In this paper calculation
is carried out both for f ¢ c metal and bcc metal.
Therefore, experimental data [5 - 8] are used as material
constant of this computation. Equations was programed
and computed by NEAC2200-MODEL 700 computer, Computer
Center, Tohoku University. 1In carrying out calculation,
it is convenient to rewrite Egns. (1)-(3) non-dimensional
form; thus let us take

T, : the specified applied stress, 1Kg/mm?

4 : the specified length, say, 10" ’mm for becc
metal, lO_Imm for fcc metal

tg: the time which is required for an isolated
dislocation to run the distance,ftn@er specified applied
stress ;.
then

1

to = (4)

=M

Let us use variables in the terms of the non-dimensional

form



135
0= t/% (s
Si = xi/g (6)
Using eqns (4),(5) and (6), then eqn. (1) redues to

fiz 3] ‘

The flow chart for this analysis is shown in Fig.l.

Results of calculation

3.1 Dynamic behavior of individual dislocation in
dislocation groups. :

Under constant applied stress, for pure iron, the ratio of
the position of the lead dislocation in the array to that
of an isolated dislocation is shown in Fig. 2. From Fig.2
it can be seen that the ratio of the position is
determined only by the factor @C =z (’Z_/Z;)L+ t/ty as far
as T and t is concerned, and represented by a function
of (:)C . It is also valid not only for the ratio of the position
of the individual dislocation in the array to that of an isolated
dislocation but also for the ratio of the velocity of and the
effective stress on the individual dislocation to those of an isolated
dislocation.Result in Fig.2 is similar to those for
constant rate of stress application [1 - 3], except that
the maximum value being slightly larger than the latter case.
The results of calculations of other materials show that
the dynamic behavior, such as the ratio of the position
of, the effective stress on, and the velocity of the
individual dislocation to those of an isolated

dislocation is determined only by the dynamic factor

@c = (T/%) m+1t/to or ’}?CE ™1 a5 far as T .t

and material constant is concerned. For instance, the
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Fig.l. Flow chart by the simulation.

2.0+ .
pure iron s :(l)L
<,
S
ySiso
1.5
10 1 2 3 4 5 6 7 8 9

Dynamic factor, @

Fig.2. The ratio of the position of the lead
dislocation to that of an isolated dislocation as a
function ofGDc. Solid circles are values calculated
by computer.
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S Vi Tetsy
Siso Viso Tiso
/1, | 50| 100 50 | 100 | 50 [100
® | N
1250 15 | 1.80 | 1.80 1.66 166 1.14 | 114
19.801 20 | 174 | 174 1.62 | 162 | 113 [113
2790| 25 | 1.7 | 1.7 159 | 1.59 | 112 {112
Table 1. The
dynamic behavior
S N Tett.s of the lead,
S . o fifth and tenth
%, 50 (100 | 50 |10.0 | 5.0 10.0 dislocation in
the array (for
® | N w238-2), (N is
1250 |15 | 101 [1.01 | 1.32 | .32 | 1.07 | 1.07 the number of
19.80 | 20 | 114 | 114 | 1.37 | 1.37 | 1.08 | 1.08 S;itl:iggt)lons
27.90 [ 25 [ .21 }1.21 | 1.39 | 1.39 | 1.09 1.09 '
Sio Vio Tett0
SISO VISO TISO
/7, | 50 | 100 | 50 |10.0 | 50 | 100
& | N
1250( 15 |0.357 |0.357 | 0.934 [0.934 {0.983 | 0983
19.80{ 20 |0624 [0.624 | 1.2 | 112 103 1.03
27.90| 25 {0,787 |0.787 | 1.20 1,20 1.05 1.05
Table 2. The maximum values of (@fj,l/ TGso M /Visg v
and X;/Xis¢ for various metals.
x Tett Yy Xy
m k RALLALE =1
£ Yom? Tiso )max (ViSO)max (Iiso)max
Al 1 | 85x10° 1.376 1376 | 1397
edge . . . .
Fe 3 6.10 1198 1718 | 1.900
edge :
Wa3s2 )| 559 1.163 1.831 | 2110
edge
w 4.8 31.4 5
edge . . 114 1.916 2.2M
Mo 6.4 5.5 1.119 2.056 | 2.586
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Fig.3. The position of each individual dislocation
in the array at any time under constant stress.

» W 238-2
19 (D N= 284@9 )
- 56
S0l N= 1.39@qc
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O}
1o}
5»
1 A i - [ 1 i
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B

Fig.4. The relation between the number of dislocations
emitted from a source and the dynamic factor for
tungsten (w238-2). Solid circles are values
calculated by computer.



dynamic behavior
of the lead
dislocation, the
fifth dislocation,
and the tenth
dislocation in
the array for
tungsten ( m =
1.0, TE s5.9
kg/mm? ) are
shown as a
function of<:)c
in Table 1.

In Table 2 it

is shown

Fig.5.

Table 3.

Teotm), ¥ei(m)
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® ¥Feo (M)=3.90m-0.644
@ ¥ (m)=2.448m-08654

0.7 I 1 L

The dynamic factor

06 1 5 10
m
The value of Xc'o(m) and 1 (m) .

. and the approximated

formula for the number of dislocations emitted for

various metals.

m for smalier N for targer N
Al 2 ¥ 5 né,
edge 1 Tt 1850 77 (N<6) 6.456 x10° 3(N>6)
Fe 4 2 0.8
edge 3 Tt 16.08 'lc5 (N=20) 13.75 Y. (N>20)
W 238-2 5 4 5
edge 4.0 Tt 0.006216 "(CT(5<N530) 00006581 "% (N230)
C
4.
w 48 | T 0.002591 784" (5<Ns20) | 00003143 783 (230
% 6.4 Y13
Mo 6.4 | T¥t | 009984 3z 00<Ns30)| 003172 78z (N=30)
C
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that the maximum value of TEﬁl/?&o becomes larger as
m decreases, whereas the maximum values of (V1 /Viso )

and (x; /Xigo) become larger as m increases. The effect
of the value ’z;* on (’Zg ,l/z:fa) , (V1/Vigo) and (s/Siso)
is small. These results are similar to the results for
constant rate of stress application [1 - 3] except the
value being slightly larger than the latter one. The
configuration of the inverse pile-up of moving
dislocations is shown in Fig.3, which is similar to the
case under constant rate of stress application, but not so

much conspicuous as for the latter case.

3.2 The number of dislocations emitted
The calculated value N, the number of dislocations emitted
until any time t for tungsten is shown in Fig.4. Furthere,
it was shown in general N is also determined by the
dynamic factor C)C or ﬁ: and represented by the
following simple formula in good approximation:

(i) for small N:

(9)

m - me rﬂ(mH)
T mi ¥, mt2 a) m+2.
(ii) for large N:

( >m+z(?‘* m—("g}i)(’(afpnilz (10

= )fl(m)

where )GOOn)and ¥e,(m) 1is represented by the following

formula respectively. (Fig.5)

?Eo 3.90m_0'6‘“+

-0.8654
Yer

1

(11)

1

2.45m
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For instance, for tungsten the line () in Fig.4 is the
theoretical one by Egn.(9), and line C) is obtained by
Egn. (10) . The good approximation formula for the computer
calculated relations between N and 7& for various metals
is shown in Table 3. Egn.(9) and Egn.(10) are similar
form to equations of the number of dislocations emitted
under constant stress rate, except the coefficients Yco(m)
and {cj (m) being different from ¥ (m) and ¥ (m)
respectively.

The ratio of the number of dislocations emitted under
constant stress rate up to time t to that under constant
stress is shown in Table 4. It shows that the ratio is
about 24~87% for smaller N, 20~57% for larger N, and it

increases with increase of m.

Table 4. The value of Newdt / Nt=¢ongt

m 1 26 | 3 4 (4.8 | 6.4

for smaller N|0.867 |0446(0.403|0.33(0,291]0.238

for larger N |0 570 |0,326| 0.3 |0,25]0.228|0.193

In the model described above, Eqgn.(l) is used as the
empirical formula. That is, the model does not require
that the velocity of an isolated dislocation should be
given by a thermally activated process. Next, let us
consider the case in which the velocity v of an isolated
dislocation is given by a thermally activated process.
By the similar calculation as in the previous paper [2],
the number N of dislocations emitted up to time t for

larger N is represented by the following equation:
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are G\ o 2 e o f ?—O) l
-0.86 1 -
N = 2.45m *%°% <—~—-~—d) w2

exp
bG 4kT ).

(12)
where the velocity of an isolated dislocation V=A1exp ~H/AKT),
16 .
H= Hk(1+4 -—ﬁég%) He = kind energy, (o= e*(16/M % %p°

1s Peierls stress at 0°K. m= Hk/4kT, Z;A; '?;(Al/vo)_J/m.
For &gugyemggggggigesagﬁeas pure iron (m=3 at room
temperature) in the range between -100 and 0°C the value
of (m+1)/(m+2) becomes from 0.85 to 0.80, and for pure
aluminum (m=1 at room temperature) in the range between 0
and 300°C, (m+l1l)/(m+2) is from 0.67 to 0.60, which are
practically not dependent on temperature. On the other
hand, the change of the value of the logarithm of X}l(m)
with temperature change is neglectﬁd as cgﬁpared with the
value of the logarithm of (b/tA1) ™2 ’Z:;_/G)m‘*'Z in Eqn. (12)
in the range 573°K > T >273°K for pure iron. Thus Eqn. (12)
shows an equation of Arrehenius type. It is to be noted
that the number N of dislocations emitted from the source
up to time t from the instant of application of constant
stress is expressed in terms of an apparent single rate
process, and the apparent activation energy is (m+1l)/(m+2)
times the activation energy for the motion of an isolated
dislocation, although the dislocation groups movement is
not a single rate process, but consists of composite rate
processes. For smaller number of N, using Egn. (9) we
obtain

N=3.90 xm

bG 4k T

_m_ Coo
—oeuy A1t g ™2 {_m% Hkﬁn <’Z’a. > l
— exp I
7/
(13)

It can be seen that the argument made on Edgn. (12) also
holds on Egn. (13).
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Application to the yield delay under rapidly applied
constant stress and the yield stress of mild steel under
constant stress rate.

Dislocation dynamics theory for yielding of steel by
Johnston-Gilman and Hahn [9] is based on the equation of
motion of an isolated dislocation, and does not consider
moving of dislocation groups especialy with emission. In
this paper, by using the results obtained in the present
paper and the previous ones [1-3] on dislocation groups
dynamics with emission, the stress and temperature
dependences of the yield delay and the stress rate and

temperature dependences of yield points were studied.

4.1 The yield delay

Let us denote Ny as the number of dislocations emitted
from a source up to time t under constant stress, and.f
as grown in dislocation density per unit volume. It may
be assumed that when the total dislocation number £ Ny
emitted from sources per unit volume up to the time t
increases and amounts to the certain specified value of
N;, yielding will occur. Then the yield criterion is
represented by

NF = AN (14)

Now, N9 can be obtained by the simulation mentioned
above and by the previous results [1 - 3]. Further, if
the dislocation motion is subject to thermally activated

process, then we can use the following relations.

* -1/m
To" = To(Ar/vg) . m=Hk/4KT,

m+ 2

m=10~30 (for steel), -

=1.03~1.09==1.06

(15)

Thus the delay time under rapidly applied constant stress
is obtained as follows:
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(i) for smaller Nj:

(16a)

¢ =<N§/ﬁ)l'l(_H1<_>°'7°“ AT (m

3.9 4kT A G \2 By

For the value of m=10~30, m+l>~m is valid, and then

Hk
* 1.1 0,708 4 “TiLm
t=(M Hk bG Oy \ kT (16b)
3.9 4kT A1 oo \2 Too

(ii) for larger N,

Hk
.- N/ p 106/ gk \ 0917 / G Gy \~ GrrtD) (170)
2.45 4kT Gor1 (2 oo

For the value of m=10~30, since m+lzam is valid,

NY /P \Mos/uk \°°17  ba @ -[‘HTkT
t =L\ (2= == [ % (17b)
2.45 4kT GoA1\2 To

It is interesting that Egns. (16)to (17) are apparently
quite the same type as Egn. (18) obtained [11] based on
the Cottrell-Bilby locking mechanism.

1
t = to(—g%—) nkT (18)
0

For mild steel, m=10 being assumed under room temperature,

.

the comparison of the theory with the experimental data

[10] are shown in Fig.7. It shows the agreement is good.

4.2 The yielding under constant stress rate

Let us denote Ny, as the number of dislocations emitted
up to time t under constant stress rate [1-3]. TIf the
dislocation motion is subject to thermally activated
process, then substituting the value of N, in to Eqn.
(14), the following relation is obtained;

(i) for smaller Ny:
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Fig.7. The upper yield point under constant stress
rate. Points are experimental values.[l10]
Solid lines are by Egn. (19a).
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* 4KT
Gy = 27| NolP Hkﬁ S MG AVE TN +2 (19a)
3= 2% 3.38 | 4kt oA T2 "kT ) :

For the value of m = 10 ~30, since m+22m+l is valid

4
=27 No/p [ Hk\M* (G0 \(BE Y (10
%= [3 38 <4kT ) 281 Tov- (“‘T )_

(ii) for larger Ng:

i) AR o

1.396

For the value of m = 10~30, since m+2~m+l is valid
1

o’—z No/P Hk) b & \[(Hk,; (200)
|1 306 ax 2n, G2 )| kT )

3

It is interesting that Egns.(19) to (20) are apparently
quite the same type as Egn. (21) obtained [11] based on
the Cottrell-Bilby locking mechanism.

1
Gl £

The comparison with the experimental data [10] is shown
in Fig.8. The agreement is in fairly good.

4.3 Discussion

In £ ¢ c metal ’l’: and m is small. When "[: and m
becomes small, the delay time and the stress rate effect
becomes small as can be seen respectively by Egns. (17a)
and (20a) using Egn. (9) or (10). Further N: may be much
smaller in f ¢ ¢ metal. These might explain that delayed
and sharp yield can be obserbed in b c¢ ¢ metals only.
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Conclusion
By computer simulation of dislocation groups dynamics
under constant stress application, the following
conclusions are obtained.
1) All dynamic behaviors of dislocation groups and
the number N of dislocations emitted up to time
t are determined only by the dynamic factor()<:
(E( T/?;>m+l t /%o ) as far as stress and
time are concerned.
2) The number N of dislocations emitted up to time t
is obtained by the simple and good approximation

formulas.

Based on the present results and the previous ones, the
application has been made to the yield problems of mild
steel under rapidly applied constant stress and under
constant stress rate, combined with new model of yield
by dislocation groups dynamics. The following conclusions
are obtained.
3) The theory proposed for yielding is in good
agreement with the experimental data in literature.
4) The formulas of delay time and the upper yield
stress are apparently quite the same type as

obtained as based on the Cottrell-Bilby locking
mechanism.
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Computer Modeling of Microscopic Failure Processes
Under Dynamic Loads

D. A. SHOCKEY, D. R. CURRAN AND L. SEAMAN
SRI International, Menlo Park, California

Abstract

High rate failure of structural materials takes place

by rate processes occurring on the microlevel and in-
volving nucleation, growth, and coalescence of voids,
cracks, or shear bands. We have constructed computa-
tional models describing these processes and have used
these models to predict macroscopic failure behavior in
many materials under compressive, tensile, and shear
loading conditions. This paper reviews the microphenom-
enology of dynamic failure, describes the approach used
to obtain equations for the rate processes, and indicates
the success of the resulting computer models in predict-
ing dynamic failure behavior.

Introduction

Depending on material and loading conditions, high rate
failure of solid materials occurs by the nucleation,
growth, and coalescence of cracks, voids, or shear
bands. [l1] Under short-lived t e n s i 1 e pulses,
materials such as Armco iron, beryllium, polycarbonate,
and quartzite rock develop numerous planar, roughly cir-
cular microcracks, whereas materials such as commercial
purity aluminum and copper, and structural aluminum,
steel, and titanium alloys develop numerous roughly
spherical voids. Under high rate compr e s s i v e
loads, these materials may deform and fail by developing
a profusion of surfaces of intense shear strain. We have
constructed computational models describing the develop-
ment of these microfeatures and have used them to calcu-
late the macrobehavior of failing specimens. This paper
describes the approach used to obtain these models and

presents examples of their application.
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Brittle Tensile Failure

When subjected to high rate loads from impact, in-contact
explosive, or intense radiation, Armco iron undergoes
relatively brittle failure from nucleation, growth, and
coalescence of planar cracks. [2] The fracture mor-
phology is apparent from the cleavage facets on fracture
surfaces, and from polished cross sections that show the
traces of cracks at stages in their development before

coalescence, Figure 1. The phenomenology of brittle

Figure 1. Polished Cross
Section in Shock Loaded
Armco Iron Revealing
Internal Cleavage Cracks

tensile failure is even more clearly indicated in trans-
parent materials such as the polycarbonate specimen

shown in Figure 2. [3] Here, the internal penny-shaped
cracks produced under planar impact are easily studied.
The cracks are largely circular and have distinctive
centers or starting points, suggesting that crack nuclea-
tion occurs at preferred sites in the material (some of
which have been identified as inclusions and pores), and
that crack growth occurs radially outward from the ini-
tiation site in a symmetric manner. The various fracture
surface markings provide information about the growth

history.
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Figure 2. Internal
Cracks in Poly-
carbonate Produced By
A Short-Lived Tensile
Pulse

The distribution in crack sizes suggests that nucleation
occurs continually during the stress pulse life, the
larger cracks being nucleated earlier than the smaller
ones. Finally, the random location of the cracks reflects
the nonuniform distribution in the material of inclusions
and flaws. These observations suggest that to be physi-
cally realistic, any computational model of brittle ten-
sile failure must include equations describing the nuclea-

tion, growth, and coalescence of penny-shaped cracks.

To obtain equations for microcrack nucleation and growth,
we subjected specimens to simple, well-defined pulse loads
to produce populations of cracks in various stages of de-
velopment. The crack populations were quantitatively
assessed and correlated with computed stress histories to
obtain relationships for nucleation and growth rates.

The procedure is now illustrated for Armco iron.

Armco iron flyer plates mounted on the leading edges of
projectiles were accelerated in a light gas gun, Figure
3, to produce short tensile pulses in specimen plates of

Armco iron under uniaxial strain conditions (Figure 3).
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Figure 3. Schematic Diagram of Gas Gun Impact Facility
Used To Produce Dynamic Fracture Damage in
Materials Under Uniaxial Strain Conditions

The amplitudes and durations of the tensile pulses were

controlled by the impact velocities and plate thicknesses,

respectively; the pulse shapes were either measured or

computed.

To reveal the internal fracture damage, we sectioned the
specimens through the thickness, polished the surfaces,
and examined them with a microscope (see Figure 1). The
crack size distributions were determined by counting and
measuring as a function of location the crack traces on
the sectioned surface and converting these surface data to
volume data with a statistical transformation code [4].
Figure 4 shows the crack size distributions for an Armco

iron specimen. The curves are approximated by the equa-
tion

Ng(R) = N, exp (-R/Rl) (1)

where Ng is the cumulative number of cracks per cubic
centimeter with radii greater than R, N0 is the total num-
ber per cubic centimeter, and R, is the characteristic
size of the distribution.
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Figure 4. Crack Size
Distribution at
Several Distances
Beneath the Impact
Surface in a
Specimen Plate of
Armco Iron

The stress histories at various depths in the specimens
were computed using PUFF, a one-dimensional, finite-
difference wave propagation code. [5] The constitutive
relation included yielding and work hardening and (after
the equations for microcrack development were established)
the stress relaxation arising from fracture damage. Mi-
crocrack nucleation and growth laws were deduced from
iterative correlations of the measured microcrack size
distributions and the computed stress histories. The
measured microcrack distributions were best expressed by

the following equations:
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where N and R are time rate of crack nucleation and
growth, respectively, o is the instantaneous tensile
stress, and R is the radius of a penny-shaped crack.

The remaining symbols are dynamic fracture parameters

that are determined empirically by fitting the data.
Figure 5 shows the agreement that was obtained between
computed and measured distributions of damage in an im-
pacted plate specimen of Armco iron. The dynamic fracture
parameters for beryllium [6], polycarbonate [3], and
quartzite [7] produced similar agreement between observed

and computed damage.
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The nucleation and growth model has been extended to in-
clude the fragmentation that occurs in some materials such

as ceramics and rock [8]. Growing cracks are allowed to
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coalesce when the sum of the volumes of their magnified
stress fields fills the volume of a computational cell.
The fragment size distribution is computed from the crack

size distribution at coalescence.

The fracture and fragmentation parameters obtained in
simple one-dimensional strain experiments apply to other
less simple loading situations. For example, experiments
were performed in which a column of high explosive was
detonated on the surface of a block of quartzite, and the
fracture damage was assessed quantitatively [9]. A two-
dimensional (axisymmetric) simulation using the fracture/
fragmentation model developed from the one-dimensional
plate impact procedure gave good agreement between com-
puted and measured crater dimensions, subsurface fracture
damage, and ejecta size distribution, Figqure 6, although
the spatial and velocity distributions of the ejecta were
not closely predicted. Similar results were obtained from
experiments and computer simulations for the case of right
cylindrical rods impacting the rock surface. Finally, the
extent of fracture damage produced by the explosion of 20
tons of liquid nitromethane buried in basalt was reason-

ably well predicted in a computational simulation [9].

Ductile Tensile Failure

In contrast to the planar cracks acquired by Armco iron
under dynamic loads (Figure 1), polished cross sections
of impacted plates of 1145 aluminum exhibit roughly
spherical voids (Figure 7). This mode is also exhibited
in structural alloys of iron [10,11], aluminum [2], and
titanium [12] and is responsible for their good fracture

toughness properties.

The equations for modeling ductile tensile failure of
1145 aluminum and OFHC copper were obtained by the plate

impact technique described earlier for Armco iron.
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Figure 6. Successive Stages of Crater Formation and Sub-
Crater Fracture Development in Quartzite Rock
Computed for a Surface Explosion

The nucleation and growth expressions (1), (2) and (3)

were found to also describe ductile void development.

Agreement between observed and computed damage in 1145

aluminum is shown in Figure 8.

Shear Failure

Under high rate compressive loading conditions, where ten-
sile failure is suppressed, solid materials often fail in
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Figure 7. Polished
Cross Section in
Shock Loaded 1145
Aluminum Showing the
Population of Internal
Spherical Voids
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Figure 8. Comparison of Computed and Measured Fracture

Damage in Shock Loaded 1145 Aluminum
shear by developing surfaces of intense plastic strain.
This behavior, known as shear banding, is commonly ob-
served in ballistic penetration of plates, exploding
cylinders, impact forging, and in high-speed machining,
and occurs according to the following mechanism [13].

Plastic flow first occurs at a number of discrete sites



168

where inhomogeneities raise the local stress above the
yield stress, and local thermal softening overwhelms the
work hardening, resulting in the propagation of a thin

surface of high deformation into the material.

Local temperatures may rise so high that phase transfor-
mations result in some materials. In steels the austenite
transitions temperature is often exceeded, and a thin band
of white-etching martensite is formed when the cold ma-
terial immediately adjacent to the shear band rapidly
quenches the austenite. Thus shear bands in steel often

appear as a network of white bands, Figure 9.

Figure 9. Network of White-
Etching Shear Bands and
Associated Cracks Near a
Ballistic Performation in
ESR 4340 Steel

Shear banding not only governs the deformation response of
materials but may also strongly influence the fracture
behavior. Shear bands are preferred sites for subsequent
cracking, Figure 10, possibly because of residual tensile

stresses or the embrittled state of quenched material.

To construct a computational model for the nucleation and
growth of shear bands, we used an exploding cylinder tech-
nique [14,15], that allowed experimental and quantitative
studies of shear bands in early stages of development.
Cylinders of the specimen material were filled with
chemical explosive of chosen density and power and en-

closed by a thick-walled iron cylinder to stop the
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expansion when the explosive was detonated. A series of
experiments were designed to produce various levels of
shear band activity. The numbers and sizes of shear bands
on polished sections were correlated with stress and
strain histories to help establish the laws describing
shear band nucleation and growth. The nucleation rate

was found proportional to the square of the rate of plas-
tic strain energy increase and directly proportional to
the plastic strain rate. The shear band growth rate was
found proportional to the plastic strain rate and the size
of the band. Coalescence and fragmentation of the speci~-
men were assumed to occur in a computational cell when the

total volume of shear bands equaled the cell volume.

We used this computational model to calculate the frag-
ment size distribution from unconstrained exploding
cylinders with varying diameters and wall thickness. A
two-dimensional wave propagation code, TROTT, was used

to simulate the running detonation and the subsequent ex-
pansion of the cylinder. The measured and computed frag-
ment size distributions for two different steels (Figure
10) show good agreement.

Discussion

The dynamic failure models have been applied to a wide
variety of materials and loading conditions and appear

to be quite general. The values of the dynamic failure
parameters in the models depend on microstructure [16]
and temperature [17] and therefore behave as material
properties. The models are based on detailed quantitative
measurements of individual microfractures and shear bands
observed in shock-loaded material, but these failure data
appear in the model as statistical distribution functions
and are treated as internal state variables in the con-
tinuum constitutive relations for the material. Thus the
failure rate equations act as a link between microscopic

and continuum behavior.
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Calculation of Spall Damage Accumulation in Ductile
Metals

LEE DAVISON and M. E, KIPP
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Albuguerque, New Mexico 87115, U.S.A.

Sumary

In this article we review a theory of viscoplastic flow with spall
damage accumulation, and describe its incorporation into a computer
code for solving problems of propagation of plane waves of uniaxial
strain. Solutions for plate-impact problems covering the range of
sample thickness and impact velocity normally encountered in experi-
mental investigations are discussed and shown to be in qualitative
accord with observation. Calculated results are successfully inter-
preted in terms of existing spall criteria, indicating again the
qualitative agreement of the new results with prior experience.
These comparisons provide an indication of the range of validity of
the simpler criteria.

1. Introduction

Spall damage is a type of fracture produced when large tensile stres-
ses develop in material bodies through the interaction of stress
waves. When present at low levels in ductile materials, this dam-
age takes the form of a diffuse distribution of small rounded voids
and may be characterized by the number density (typically lOu/mm3)
and average volume (typically 10-6/mm3) of the voids. As the damage
accumulates, it affects the gross mechanical properties of the mate-

rial and thus interacts with the stress wave.

The deformation of a spalling ductile body comprises viscoplastic
flow, the nucleation and growth of voids, and thermoelastic strain-
ing. Numerous investigations, both theoretical and experimental, of
each of these phenomena have been conducted. On the basis of the
knowledge thus gained, it seems most appropriate to describe the un-
derlying response of the material using viscoplastic flow equations

based on dislocation mechanics. Equations that have been proposed
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for the nucleation and growth of spall voids are similarly motivated,
or follow from experimental observations., Elastic behavior can be
calculated in the usual manner, but with corrections introduced to
account for the reduction in stiffness resulting from the presence
of the voids. An internal-state-variable theory is an appropriate
vehicle for combining these results, and a description of spalla-
tion has recently been developed on this basis [1]. The equations
of this theory are complicated enough to necessitate resort to num-
erical solution for problems of practical interest, so a computer

program implementing such calculations has been developed.

In Sec. 2 we give a brief review of the theory and describe the com-
puter program in which it is implemented. We discuss a group of
solutions covering the range of conditions most commonly encountered
in experimental investigations of spall phenomena in Sec. 3. In

Sec. 4 we compare the present results with previous work.

2. Theory and Computational Method

Our theory of elastic-viscoplastic deformation with spall-damage ac-
cumulation has been described in detail in Ref. 1, 1In that article
the general theory was specialized to the case of uniaxial strain.
This one-dimensional version of the theory forms the basis for the
analysis presented here. In this section we briefly review the the-
ory and its incorporation into a computer code. More detail on the

latter topic is presented in a report by Kipp and Stevens [2].

One-dimensional motions of uniaxial strain can be described by the
equation

X = (Xl’XQ’x

~

3(X3,t)) (2.1)

giving the present cartesian position X of each material point X of
the body. As is customary, we identify each material point § with
its position in a fixed homogeneous reference configuration in which
it has the mass density PR The deformation gradient tensor asso-
ciated with this motion is diagonal and, with F = a§3/ax3, can be
written

F = diag(1,1,F) . (2.2)
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The momentum-balance equation has its usual one-dimensional form

2n

ot 3x
2= s (2.3)

3 dt
where t_, is the normal component of the Cauchy stress tensor on

33

planes perpendicular to the direction of wave propagation. The
principle of conservation of mass is represented by the equation

o= pR/F, where p 1s the mass density of the deformed material.

Our description of material behavior is based on the assumption that
the deformation gradient tensor is composed of a part P associated
with the viscoplastic flow, a part % representing the dilatation re-
sulting from the nucleation and growth of spall voids, and a part E
arising as a result of thermoelastic deformation:

I-EXP . (2.4)

The part M of this deformation gradient is a pure dilatation, and so

has the form

M= (l-;g)-l/Bdiag(l,l,l), (2.5)
vwhere §, the spall damage, is the volume fraction of voids at a
point in the material. The rates of nucleation and growth of voids
have been studied by Barbee, et al. [3] in a pioneering series of
experiments leading to the equation

§ = (£, + [3870/(1-0)]}(1-8)° (2.6)
for the damage accumulation rate at a material point. 1In this equa-
tion f and A’ are functions of the spherical part of the stress and
L, a material constant, is the nucleate-void volume. Since Eq. (2.6)
has the form of an evolutionary equation for an internal state var-

iable, we have incorporated § into the theory on this basis.

Because of the symmetry of the uniaxial strain problem the part P of
the deformation gradient is of the form P = dlag(Pll,Pll,P33) and,
since the plastic flow is assumed to be isochoric,

2
det P = P33Pll =1 . (2.7)

OQur calculation of P is based on a dislocation-mechanical model ac-
cording to which the rate of change of the longitudinal component is

given by



166

. 1

P,, == BD,f, VP . .
3372 79(1) (m) " 33 (2.8)

The quantity B in this equation is the length of Burgers' vector, a

material constant, while D( is the density of dislocations, f(m)

is the fraction of these diziocations that is mobile, and V is the
average velocity of the mobile dislocations. The quantities D(T)
and f(m) are regarded as internal state variables, so their values
are determined from evolutionary equations. The dislocation velocity
V is a function of the excess of the maximum resolved shear stress
T= % (t33-tll)(l-ﬁ)_2/3 over a threshold value. This threshold
value, T(A), called the back stress, controls the onset of yielding.
In order to incorporate strain hardening into the theory, we allow
T(A) to evolve as an additional internal state variable. On the
basis of this brief description we see that,to determine the part

E of the deformation gradient, we must solve a coupled set of first-
order ordinary differential equations for the values of P

at each point in the body.

33° P(1)°
f(m)’ and T(A)
In order to calculate the changes in temperature, 8, that occur in
the body as a result of compression or dissipation we must solve an
additional first-order ordinary differential equation representing

the balance of energy at each material point.

Integration of the evolutionary and energy equations, and determina-
tion of Pll from Eq. (2.7), yields values for P and M so that E can
be determined from the equation

E-r2Y . (2.9)

In problems analyzed in this article the thermoelastic deformations

are quite small, so we use the linear stress relation

2
b5 = [x - 3 wey - m(e—eR)}éij *2ueps (2.10)

where e = % (E+ET)1£ is the infinitesimal strain tensor, K is the
bulk modulus, y is the shear modulus, and & is the coefficient of

thermal expansion. The elastic moduli are allowed to decrease lin-
early with damage, according to established formulae, so stress re-

lief can occur as the spall begins to develop.
The theory outlined above has been incorporated into a computer code

called WONDY [3] that solves second-order finite-difference analogs
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of the balance and constitutive equations. This code accommodates
several layers of material (each with its own constitutive equations)
and permits imposition of a variety of boundary and initial condi-
tions. Shock waves are treated by the method of artificial viscosity.
Starting with the body in its specified initial state, the solution
is advanced by increments of time (typically 10_8 s in the calcula-
tions reported here) that are related to the spacing of the material
mesh by a numerical stability constraint. To advance the solution
by one time step, the code progresses through the mesh substituting
the stress calculated during the previous step into the difference
analog of Eq. (2.3) and solving for the new positions of the mesh
points. Compatibility requirements then yield the deformation gra-
dient and particle velocity. Completion of this step of the solu-
tion requires determination of an updated value of the stress. This
calculation entails integration of the evolutionary and energy equa-
tions to obtain @, P33, B, and three dislocation parameters. The
solutions of these equations frequently change so rapidly that they
cannot be integrated using the relatively long time increments nor-
mally used for the momentum balance calculation, so they are solved

on a subcycle basis using a standard integration subroutine.

Completion of the subcycle integration in each zone, and determina-
tion of Py from Eq. (2.7), yields values for P and M so that E can
be evaluated using Eq. (2.9). Substitution of E and 6 into Eq.
(2.10) yields an updated value of the stress in each zone and thus

completes the computational step.

As many of these steps are taken as may be necessary to advance the
solution over the desired time interval. A typical calculation of
the sort discussed in the next section involves a 2 mm-thick impac-
tor striking a 4 mm-thick target. In this case the 6 mm thickness
of material was dissected into 120 zones and the computation was
run for U450 time steps. This advanced the solution 3 pys (about 9
wave transits through the flyer). Obtaining this solution with a
CDC 7600 computer required the use of about lOO,OOO8 words of stor-

age and occupied the central processor for about 65 seconds.
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3. Computational Results

Experimental investigations of spallation usually involve impacting
a thin slab of the material of interest against a thicker slab of
the same material (a thickness ratio of 2 is common). A simplified

(X,t)-diagram of the waves produced in this case is shown in Fig. 1.

Fig. 1. When the thin impactor
collides with the thicker target
plate compression waves produced
at the interface propagate into
each plate., These waves reflect
from the free surfaces as stress
release waves. Interaction of the
stress-release waves in the cen-
ter of the target produces a regior
of tension in which spall damage
(indicated by dots) may develop.

Examination of this figure shows how the wave interactions that occur
during this impact experiment can produce a region of tension in the
interior of the thicker slab. It is in this region that damage may
develop. The plane of maximum damage is called the spall plane. The
detailed numerical solution of a problem essentially like that dis-

cussed above has been presented in Ref. 1.

In this article we consider a number of aspects of spallation that
involve comparison of one solution to another as some of the para-
meters of the problem are varied. In order to permit this compari-
son, we have analyzed a series of cases involving impact of slabs
of thickness 1, 2, 5 and 10 mm on targets that were, in each case,
twice as thick as the impactor. The target and impactor were of
aluminum, as characterized by the material constants used in our
previous work. For each thickness, calculations were made for im-
pact velocities covering the range necessary to produce damage up

to peak void fractions of about 0.3.

The curves of Fig. 2 show the meximum demage level produced in the

target as a function of the flyer velocity (or impact stress) for

each of the four thickness combinations. The cross-hatched regions
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Fig. 2. The damage accumulated at T T T

the spall plane in a given impact
increases with increasing thickness
of the impactor plate (i.e. with in-
creasing duration of load applica-
tion) and with increasing impact
velocity or stress. The shaded re~
gions indicate cases where recompac-
tion occurs from a peak level at
the upper boundary to a final level
at the lower boundary. The dashed
lines are fit to the data using the
criterion of Tuler and Butcher, as
discussed in Sec. L,
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are those for which some recompression of the voids is produced by
wave interactions subsequent to the one initiating the spall. The
top border of the region gives the maximum value of 8 predicted to
occur during the course of an experiment, and the bottom edge gives
the final value after recompression. Recompression also occurs along
the lower parts of the straight lines, but the regions involved are
too narrow to show on the graph. Further examination of the calcu-
lations shows that high levels of damage accumulate in stages. Us-
ually a void fraction distribution having a peak at about 0.15 would
develop during the first tensile phase. Damage accumulation would
cease during the subsequent recompression, but resume during the
next tensile phase of the stress history. Some typical histories

of damage accumulation are shown in Fig. 3.

Since the earliest investigations of spallation, it has been known
that the stress required to produce a given level of damage in-

creased as the duration of load application decreased. Much of the
subsequent research on the subject has been directed toward obtain-
ing a quantitative description of this effect. In experimental in-
vestigations it is customary to plot the velocity that an impactor

must have to produce a given level of damage as a function of the
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Fig. 3. Histories of damage ac-
cumulation at the spall plane for
2-mm thick impactors colliding with
Lh-mm thick targets at various rela-
tive velocities. The rate of damage
accumulation increases with increas-
ing impact velocity. When the dam-
age is below about 0.15 the subse-
quent recompression wave is strong
enough to produce some recompaction.
Above this level no recompaction oc-
curs and additional damage is pro-
duced during the second tensile 1.0 L5 2.0 2.5
phase. time, us

0.2

I mpact velocity

200 mis

(= void fraction) at the spall plane
0.1

0.0

thickness of the impactor. Such a plot is essentially one of the
impact stress required to produce a spall as a function of the dura-
tion of the compression pulse. When our calculated values are plot-
ted in this manner we arrive at the result shown on Fig. 4. We see
that the material withstands impulses of short duration much better
than those of longer duration, but that the effects become less pro-
nounced when pulses of very long duration are being compared. On
the other hand, it is also clear that the damage produced by a thick
impactor depends in a very sensitive way on its velocity. All of
these results are in qualitative accord with experimental observa-
tions.

Fig. 4. Conditions of impactor g
thickness and velocity calcu-
lated to produce three given
levels of damage. The resis-
tance of the material to dam-
age increases as the dura-
tion of load application is
decreased. Failure occurs at

a well defined stress level
if the duration of load appli-

180
—T

I mpact velocity, m/s
140
T

00
e

Il 1 L Il 1 1 1 L Il

cation is long. The dots 2 ] 6 8 10

represent thresholds calcu- fmpactor thickness, mm

lated by Taylor's criterion,
as discussed in Sec. U.

A somewhat different view of the effect of stress pulse duration is
presented in Fig. 5, which shows the increasing level of damage pro-

duced by impactors of fixed velocity but increasing thickness.
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Fig. 5. Damage distributions
produced by 150 m/s (stress of
1.1 GPa) collision of impac-
tors of various thicknesses L
with targets of twice this
thickness. The short-duration
impacts produce broad, low-
level damage distributions
while those of longer dura-
tion produce high levels of
damage and sharply defined
spall planes.
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4. Spall Criteria

In this section we interpret earlier work on the problem of spalla-
tion in terms of the present theory. Two specific items are con-
sidered: (1) criteria for predicting spallation on the basis of
wave-propagation calculations not incorporating damage accumulation
and (2) methods for interpreting spall experiments by examination

of free-surface velocity histories.

Spall Criteria for Use in Calculation. A spall criterion is simply

a formal method for deciding whether or not some critical amount of
material damage will occur under given conditions. Spall criteria
are evaluated in terms of field variables calculated on the assump-

tion that no damage is present.

The first spall criterion to have been considered is one of criti-
cal tensile stress--failure will occur on a plane at the instant the
tensile stress first exceeds a critical value called the spall stress.
Our calculations show that significant stress relief occurs as damage
begins to accumulate and that the value calculated on the assumption
that no damage develops will not accurately reflect the real situa-
tion. Nevertheless, we see from Fig. 4 that when compressive pulses

of sufficiently long duration are introduced into the sample, damage
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is produced at a critical level of impact velocity (equivalently,
stress) and develops to high levels at impact velocities only slight-
1y above the threshold value. Under this condition the critical
stress criterion seems quite satisfactory. The curves of Fig, L
also show, however, that the material is capable of resisting much
higher velocity impacts if the duration of the stress pulse produced
is short enough (less than about 1 ps in the present case). In this
short-pulse regime large variations in impact stress produce only
small variations in damage, so the critical-stress criterion is of

limited utility.

A variety of spall criteria have been proposed to account for the in-
creasing apparent strength of material when it is subjected to stress
pulses of decreasing duration. Among these is the criterion of Tuler
and Butcher [4]. According to a continuous-damage generalization of
this criterion, a rectangular compression pulse of amplitude ‘t33‘ >
ts > 0 and duration At will produce a peak damage level § given by

8- (____‘t33| )A_t=(___‘t33' |z (1)

s T ts Ur

where t, T, and A (usually )\ = 2 is chosen) are material constants.
In deriving the second of these equations we have used the approxi-
mate relation At = 2L/U, where L is the thickness of the impactor
plate and U is the wavespeed. When the parameter values UT = 6 mm,
ts = 0.69 GPa, and ) = 2 are chosen we obtain, for each of the four
flyer thicknesses we have been congidering, the dashed curves on Fig.
2. Except at very low damage levels, the fit to the more elaborate
calculations presented in this paper is accurate enough to be quite
useful. This agreement can easily be improved if attention is re-
stricted to a specific damage level ﬂs as was originally intended by
Tuler and Butcher. It also seems possible to improve the fit by
changing the form of the stress-dependent factor in the criterion.
We must remember, however, that no spall criterion can be expected
to reproduce the results of a fully coupled theory over a broad range
of conditions because it does not model all of the interactions ac-

tually taking place.
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Spall Criteria for Use in Interpreting Experiments. Experimental in-

vestigations have often been conducted to determine the amplitude of
a stress pulse that is just sufficient to initiate a spall. This has
usually required conducting tests at various impact velocities until
the critical degree of damage has been produced in a target plate.
Taylor [5] has suggested an alternate procedure based on measurement
of the velocity history of the stress-free back surface of a target
plate impacted at a velocity comfortably above the expected threshold.
A typical measurement produces a record like the calculated history
shown in Fig. 6. The acceleration of the free surface beginning at

the time tB is attributable to the arrival of a tension-release wave

Fig. 6. A typical free-surface velo-
city history recorded experimentally
corresponds closely to this history
calculated for the case of a 2-mm-
thick impactor colliding with a
L-rm-thick target at 175 m/s.
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that is initiated at the spall plane when fracture occurs. Accord-
ing to Taylor's analysis, the stress at which a spall develops is
given approximately by

ta3 = pRUAxs/Z (k.2)

where Ais = is(tA) - is(tB) is the pull-back velocity taken from the
experimental record and U is the wavespeed. The advantage of Tay-
lor's method lies in the fact that a spall threshold can be deter-
mined from a single test. It has the disadvantage that it fails to
provide any direct indication of the degree of damage associated
with the derived value of threshold stress. To determine this degree
of damage, we have analyzed the free-surface velocity histories ob~
tained in each of our calculations using Eq. (4.2). For the l-mm,
2-mm, and 5-mm thick impactors the spall thresholds determined were,

respectively, 1.03, 0.98, and 0.93 GPa. The variation over the range
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of projectile velocities considered was less than + 2% in each case.
A1l of these stresses exceed the nucleation threshold of 0.80 GPa
used in the calculations, but are entirely consistent with the usual
interpretation of a spall stress. The impact velocity associated
with each of thése cases is shown by a dot on Fig. 4. The associated
damage levels are seen to vary somewhat, but all fall in the range
usually characterized as incipient spall. The method of interpreta-
tion breaks down when applied to the calculations for the thickest
(10 mm) flyer. In this case the indicated spall strength decreased
markedly with increasing impact velocity from a meximum of 0.97 GPa
to a minimum of 0,69 GPa. The larger value is somewhat in excess of
what one would expect on the basis of other evidence, and the lower
value is clearly in error, as it lies below the nucleation threshold
used in our calculation. The reason for the difficulby in interpret-
ing the thick impactor calculations by Taylor's analysis has not been
established.

As a final item, we consider the recent suggestion of Cochran

and Banner (7] to the effect that the relative amplitude

R = x (t,)/x,(t,) (4.4)
of the first and second peaks in the free surface velocity history
(see Fig. 6) is a measure of the level of damage sustained in an ex-
periment. We evaluated this ratio for each of our calculations, and

obtained the curves of R versus flyer velocity shown on Fig. 7. The

curves are of similar appearance to those Cochran znd Banner ob-

tained experimentally for uranium. — T T T

Comparison of the R values with

80

the damage level for each of our

calculations confirms the -
Fig. 7. When Cochran and Banner's «
damsge estimate R is evaluated from
calculated free-surface velocity
histories results indicated by the
s0lid curves are obtained. The R}
dashed curves connect points on
the solid curves at which the peak
of the damage distribution is 0.1 st
and 0.2, respectively. 10 ——
tmpact velocity, mis

[t
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association of increasing values of R with increasing levels of demage
(at the peak of its distribution) for a fixed thickness of impactor.
However, comparison of results for different impactors indicates that
a given value of R corresponds to smaller and smaller amounts of dam-
age as the impactor thickness is increased. The dashed curves of Fig.
7 indicate conditions producing the fixed damage levels ® = 0.1 and
0.2. A better correlation of R to damage might be obtained if some
other definition of damage than the value of the void fraction at the
peak of its distiibution were adopted. One caution we note is that
the value of R cannot accurately estimate damage in cases where it de-
velops in stages to a final value, or where the final value is influ-
enced by recompression. TIThis is because the damage distribution is

still evolving after t_, the last time at which information contribut-

B’
ing to the value of R is obtained.
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Observation of Atomic Behavior in Crystal During Shock-
Compression by Flash X-Ray Diffraction
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Research Laboratory of Engineering Materials,
Tokyo Institute of Technology,
Ookayama, Meguro, Tokyo 152, JAPAN

Summary

Flash X-ray diffraction patterns of LiF single crystal
during shock-compression have been successfully obtained
up to 50 GPa. Some anomalous phenomena different from
isotropic compression have been observed; the single
crystal transforms to the imperfect one like a mosaic
crystal, and the unit cell volume obtained from (200)
interplanar spacing by FXD appears systematically
smaller than the Hugoniot.

Introduction

The flash X-ray diffraction (FXD) technique is an usefull
method to elucidate the microscopic structure of solids
during shock-compression and release process because

the FXD pattern brings some informations concerning the
atomic arrangement. In traditional shock-wave studies,
there has been a lack of understanding of disruptive
forces within a shock-front and the effect of shock-

wave passage on crystalline order. Moreover, volume and
pressure under shock-compression are estimated by Rankin-
Hugoniot relations based on the significant assumption
that materials behave as the completely relaxed fuluid
above the yield point.

The present authors intended that crystallography during

shock-compression could be performed in the usual ex-
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perimental room by using the following FXD system. We

1)

have constructed the FX generator similar to Q. Johnson

et al.'s and developed an X-ray detector by using an image
intensifier (I.I.)z). This equipment has sufficient
intensity and sensitivity to obtaine good diffraction
patterns of polycrystalline LiF, NaCl, Si and S5i0O, etc.
for molybdenum and copper Ko radiation under atmospheric
pressure. The system has been combined with a small

type of double stage light-gas gun for application to
shock-wave studies3).

Experimental Procedure

Schematic diagram of the experimental arrangement is
shown in Fig. 1. The FX generator is combined with the
gas gun at an angle of 80° to the projectile flight
direction. The detector-assembly is placed on a precise
mounting holder in the instrumentation chamber. The
distances from the center of the back-surface of a

specimen to the fluorescent screen of the detector and

——

N-———/
—_—

-~ —

O ——

3 45 6

Fig. 1 Schematic diagram of the experimental arrangement.
1. Anode 2. Cathod 3. Collimator 4. Specimen

5. Trigger pin 6. Fluorescent screen 7. Image intensi-
fier 8. Emulsion film 9. Projectile 10. Metal impactor
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to the cathod plate are 80 mm, respectively. The
detector can cover diffracted X-rays in the 2 6 range
10° to 30°. The diffracted X-rays from the specimen
are approximately focused on the fluorescent screen at
20° 2 6. Since reproducibility of the angle on the
film is good, changes of the Bragg angle can be deter-
mind with a distance between recorded lines and a
standard point marked on the film without a known line
of normal condition to be compared to them. The error
due to the above treatment is less than #0.1° in 2 6.
The <100>-oriented crystal of LiF was shaped into a
pellet of 15 mm in diameter. The surface was perpendi-
cular to the shock direction. The crystal was cut and
polished to the thickness calculated from G. E. Hauver

4)

and A. Melani's Hugonior ° of LiF single crystal in
order to synchronize the X-ray irradiation with the
arrival of the shock-front at the back-surface of the

specimen.

Results and Discussion

Figure 2 shows microphotometer tracings of typical

diffraction records on LiF single crystal taken before

705111
LiF during shock

.

before shock

{200Ks (200K

. 0 o
15 . 20 25

Fig. 2 Density pattern of FXD records by a microphotometer.



and during shock-conditions. These were taken using
unfiltered molybdenum radiation. The projectile with
a copper plate impacted the crystal at 1.83140.013 mm/
usec parallel to (200) plane. The shock-pressure
estimated is 24.0%+0.3 GP5 using G. E. Hauver and

A. Melani's Hugoniot of LiF4). The (200) Ko and KB
lines can be seen in the normal condition and the
additional line corresponding to the shock-compressed
state can be seen at the higher angle position. The
X-rays were irradiated at a few 10 nsec earlier than
the shock arrival at the back surface of the specimen.
Peak densities of the normal state during and before
shock are equal to about 2.5. Although the density of
the additional peak of the shock-compressed state is
slightly lower and broader than that of the normal
state, the difference is very small. Judging from the
peak height and shape, the interplanar spacing of the
crystal lattice is uniformly contracted, and then it is
>) that
the shock compression is hydrostatic, and that crystal

reconfirmed as pointed out by Q. Johnson et al.

orientation can be preserved.

However, a remarkable increase of the back-ground
diffraction exists around the peak compared to the
pattern before shock and indicates that the direction
of <100> crystal axis is distributed at several degree
around the peak. It might be better to call it the
broad peak indicating the distribution of the arrange-

ments of crystallites rather than the back-ground.
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Since both the sharp and the broad peaks are much higher

than those of the polycrystal diffraction records which

are shown elsewhere, the disorder extent of each
crystallite is not so random as polycrystal. It is,
therefore, interpreted that the single crystal of LiF
transforms to the imperfect one like a mosaic crystal
which has a large disorder in the range of several

degrees.
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The peak of (200) Ko shock indicates 21.92%0.11° in 2 6,
thus the ratio of d to d, results in 0.929+0.004, where

d and d, are the interplanar spacing corresponding to

the shock and the normal states, respectively. Supposing
hydrostatic compression and preservation of cubic
symmetry, the change of the unit cell volume should be
expressed by the cube of (d/d,). Then, the volume

change is estimated to be 0.801t 0.011. The data includ-
ing the other pressure ranges indicate the significant
results; the unit cell volume obtained from the (200)
interplanar spacing which is measured by these FXD
experiments appears systematically smaller than the
Hugoniot volume. This indicates certainly the microscopic
structure of the lattice during shock-compression or
uniaxial-compression effect because we can observe only

the perpendicular plane to the shock direction by FXD.
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The Influence of High-Rate Deformation on Structure
and Properties of Materials in the Presence of Stress
Concentrators
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Summary

The propagation of shock waves in solid bodies is ob-
served. The equipment and methods of measuring dynamic
properties in wide temperature /up to 1200°C/ and strain
rate /¢ = 10" sec~!/ intervals are worked out.

Changes of the deformation mechanism with increasing ¢
are investigated on the model materials of copper and
magnesium alloy.

It is established that with increasing strain rate up to
dynamic loads /é = 10" sec~' and more/ the transition to
a multiple slip occurs. In plastic flow takes place as

a result of slip in a great number of slip planes of the
{111} <110> system, in the magnesium alloy alongside with
basal slip a non-basal one in the (1010), (10I1) systems
occurs.

In the magnesium alloy twinning is also activated. Under
the conditions of dynamic loading twinning occurs in many
systems simultaneously.

Taking into account the deformation characteristics of
the materials: A dislocation type, stacking-fault energy,
it is possible to describe changes in the deformation
mechanism with increasing strain rates.

The change of a dislocation structure has been studied at
increasing strain rates. Dislocation density increases
2-3 times as much at increasing strain rate by 6-7 orders
of magnitude. The given result points at the fact that

a high-rate deformation accomplishes at the expense of
the increase in strain rates rather than in their number.
The obtained results allow to give a structural explana-
tion of the dynamic properties of the material and to ex-
plain an effect of stronger hardening of materials after
impulsive loading.

The change of dynamic properties of the materials and
their influence on the effect of stress concentration in
real constructions are analyzed. The role of stress con-
centrators depending on a strain rate changes non-
monotonously. At the calculation of details working at
dynamic loading it is necessary to take into account both
changes of properties and structure of materials and of
the role of stress concentrators with strain rates.



On the Behaviour of the Process Region at a Fast
Running Crack Tip
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Division of Solid Mechanics,
Lund Institute of Technology, Lund,Sweden

Abstract

The energy dissipation at fast crack growth is studied.
Whereas in the low velocity range the size of the pro-
cess region (i.e. the region where micro-separations
occur) 1is given by intrinsic dimensions of the material
it is governed by the strength of the surrounding stress-
strain field in the high velocity range. Therefore the
energy dissipation per unit of crack growth is fairly
independent of the crack tip velocity in the low velo-
city range but increases at least in proportion to the
crack tip velocity in the high velocity range. At very
high velocities the increase is strongly accelerated.
The cause is to be sought in the changes of the near-
tip stress field and in the associated changes of the
micro-separation morphology.

Introduction

Recent experiments [l],[Z],[B},[4] (see also [5]) have
shown that the energy dissipation per unit of crack
growth is extremely sensitive to the crack tip velo-

city in the high velocity range, see Fig. 1.

Basic Considerations of the High Velocity Range

The concept of damage region will be introduced, i.e.

the region around the crack-tip where irreversible mecha-
nisms work - plastic flow, micro-crack formation and
growth, etc. Very small scale yielding and steady crack

growth in the high velocity range is regarded.
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Fig. 1. Principle character of the relation between ener-
gy dissipation per unit of crack growth, T, and crack tip
velocity, V, at small scale yielding. Cq is the propaga-
tion velocity of Rayleigh waves. In b)~the TI'-V-curve pos-
sesses a minimum at the point B. For stability reasons
therefore the part AB cannot be definitely given, and the
part BC can be definitely given only for decelerating
cracks.

Two different crack-tip velocities (in one and the same ma-
terial), Vl and V2 (cases 1 and 2), will now be compared.
It is known from dynamic analysis [6] that the near-tip
stress-strain field changes with the crack-tip velocity
even if the stress intensity factor is constant. However,
for simplicity, such changes are disregarded in this sec-
tion. Thus the near-tip stress-strain field is supposed

to be uniquely described by an amplitude factor, only.

Then the following statement can be made: If the damage
region is known for case 1 it is also known for case 2,

and 1f the stress intensity factor at case 1 is Kl then it
is K2=(V2/Vl)%Kl at case 2. This follows immediately from

a study of Fig. 2. Obviously a material particle of case

2 at the distance y2:(V2/Vl)b from the x-axis experiences
exactly the same time history as a material particle of
case 1 at the distance y1=b from the x-axis if K2=
(Vz/Vl)%Kl. Consequently the same damage is produced at
Y=Y, in case 2 as at Y=y, in case 1. The energy dissipa-
tion per unit of crack growth is thus proportional to the
velocity V of the crack-tip. This statement, which will

be referred to as the similarity argument, will later
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a) b)

Fig. 2. Damage region in case 1 (Fig. 2a) and case 2

(Fig. 2b). V is the crack tip velocity and K is the stress
intensity factor. Coordinate directions x and y are shown.
The sectioned regions are the damage regions, i.e. the
regions where damage occurs. The dotted regions are the

wakes of the damage region where no changes in the damage
occur.

on be modified when the assumption made of stress-strain

field similarity is removed.

Considerations of the Low Velocity Range

Near the crack tip there is a process region where micro-
separations occur. The physical nature of these is not
essential for the discussion in the following. However, it
is helpful to make the specific assumption of hole growth
starting from inclusions (dimple formation). The energy
dissipation per unit of crack growth cannot be less than
the energy needed to create a hole and to make it grow
until coalescence with the main crack divided by the spa-
cing between the holes. This will be called the minimum
energy requirement, which implies that the results of the
preceding section cannot be extrapolated to very low crack
tip velocities, since they point towards zero energy dis-

sipation at very slow crack growth.

The number of holes opened at very slow crack growth can-
not considerably exceed the minimum number required for
coalescence. The reason is simply that slow hole growth

occurs under decreasing forces. This implies unloading
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at neighbouring micro-separation kernels (here the in-
clusions), thus an impediment to hole formation at these
sites. A comparison can be made with the fact, that only

one necking occurs in a tensile bar at low loading veloci-
ties.

A simple but reasonably adequate model for slow crack

growth consists of an unbroken sucession of cubic cells,

Fig. 3. Model for the process region at slow crack growth.
In the originally cubic cells holes are opened at inclu-
sions. At the innermost cell (the cell adjacent to the
crack tip) coalescence between the hole and the main
crack is about to take place.

each containing a micro-separation kernel, see Fig. 3. The
(originally) cubic cells are extended in the y-direction
under the action of increasing forces before hole forma-
tion, but afterwards (i.e. during hole growth) the exten-

sion occurs under decreasing forces [7].

The size of the plastic region as well as the energy dis-
sipation in this region is completely determined by the
minimum energy requirement, which in the model is inter-
preted as the energy needed to extend a cell until coa-
lescence can take place. At very slow crack growth, there-

fore the total energy dissipation per unit of crack growth
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is fairly independent of the crack tip velocity. However,
already at surprisingly small crack tip velocities, chan-
ges of the plastic region are likely to take place due to
rate effects [8]. Suppose, tentatively, that the remote
stress required to propagate the crack at, say, the velo-
city 10 m/s is about the same as the one required for very
slow crack growth. Then a lower energy dissipation than at
very slow crack growth is expected in the plastic region
due to its smallness (generally less than a few millime-
ters), which implies very short loading times. Thus surp-
lus energy is available and also needed since cell exten-
sion to coalescence is likely to demand more energy at the
higher velocity. Then, if the available energy is just
what is needed the tentative assumption of unchanged re-
mote stress is justified. The total energy dissipation is
unchanged but the part due to micro-separation has increa-
sed and the part due to ordinary plastic flow has decrea-
sed. This result should be modified as the assumption of
unchanged remote stress is removed. First one recalls

that the cell size is fixed (by intrinsic dimensions of
the material). Therefore the maximum amount of energy

that can be consumed in a cell cannot be expected to be
much larger than the energy consumption at very slow crack
growth. This indicates that the total energy dissipation
per unit of crack growth ought to decrease or to increase
only moderately with increasing velocity as long as (es-
sentially) no other micro-separations occur than those

directly involved in coalescence with the main crack.

Transition Between the Low and the High Velocity Range

At crack tip velocities that are not very small compared
to the propagation velocities of waves in the plastic re-
gion, more holes can be opened than those directly invol-
ved in coalescence with the main crack. The reason is

simply that the unloading of the region surrounding a
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growing hole propagates in a wave manner and, therefore,
acts with a delay on neighbouring kernels of hole forma-
tion. (Compare high velocity elongation of bars where
necking can take place at more than one site). The model
in Fig. 3. should therefore be exchanged by the one shown

in Fig. 4. The more the velocity increases the larger

Fig. 4. Model for the process region at fast crack
growth.

will the number of (activated) cells per unit of crack
growth be.

At a sufficiently fast crack growth the dominating role
of the cells in the plane of the crack disappears and

the total number of cells becomes large enough for apply-
ing continuum mechanics on the region of micro-separa-
tions. The size of this region will no longer be tied to
intrinsic dimensions of the material but instead to the
strength of the surrounding stress-strain field. Then the

high velocity range, previously schematically considered,
is reached.

The same arguments as used for the low velocity range in-
dicate that the relative part of the total energy dissi-
pation that is due to plastic flow outside the cells

should decrease with increasing velocity also in the
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transition region. However, one additional mechanism must
now be considered. An increased resistance to energy flow
through the plastic region to the cells is expected be-
cause of the low propagation velocities of equivoluminal
waves in a plastic region. The significance of this effect
has been analysed in two previous investigations [8], [9].
The results indicate that the energy flow to the region
of micro-separations is, in fact, impeded by the presence
of low sound velocities, but only to a fairly low extent.
Therefore it seems most probable that the fraction of the
total energy dissipation that is due to ordinary plastic
flow does not increase with the velocity in the transi-
tion range. In the high velocity range, the simple model
previously considered, indicates that this fraction is
independent of the velocity. This range will now be sub-

ject to a more detailed study.

Detailed Considerations of the High Velocity Range

The assumption previously made that the near-tip stress-
strain field in the high velocity range is described uni-

quely by an amplitude factor, will now be removed.

In Fig. 5. curves of constant principal stress (the lar-
gest one) near a crack tip are shown for different tip
velocities. If the linear scale is proportional to 1/V
(thus different for the different curves) then it can

be expected that micro-separation is initiated at appro-
ximately the same point in the figure for all V (say

at the point marked x), because then the cells in the
plane of the crack will experience approximately the
same time history. But then the damage region (not shown
in the figure) ought to increase faster in the y-direc-
tion than in proportion to V. This effect will be refer-

red to as the effect of the widening of the stress field.
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B=012
B =0.06,0.00

Fig. 5. Curves of
constant principal
stress (the largest
one). The figures
refer to the non-
dimensional crack-
tip velocity

B=V/cd where cyq is
the propagation
velocity of irrota-
tional waves.

It was tacitly assumed that the largest principle stress
could serve as a guide to the changes of the damage re-
gion with the velocity. However, also the stress compo-
sition changes. In the static elastic case

Oy = Oy (1)
just in front of the crack tip. Considerations of plas-
tic flow [10] modify this relation to

o= 0.60y (2)
In the dynamic elastic case [6]
%)

-1 (3)

o _
% 4k

28° (1-k%) (2x%-8%)
3(1-62) 7 (k2-42) 2 (2k%-5 %) 2

where B=V/cd and kzzcr/cd, c_ and C4q being the

r
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propagation velocities of equivoluminal and irrotational
waves. Assuming the crack-tip velocity to be about 70 per-
cent of the Rayleigh wave velocity gives for Poisson”s
ratio 0.35 approximately

o N l.80y (4)
Consideration of (1) and, especially, of the more accu-
rate relation (2), shows that the stress state at slow
crack growth is such as to favour growth of the material
separations towards coalescence with the main crack (cf.

[7]1), see Fig. 6. On the other hand, at fast crack growth,

a) b)

Fig. 6. a) Shape of holes shown to be such as to favour
coalescence with the main crack at low crack-tip veloci-
ties. b) Shape of holes at very fast crack growth.

as indicated by (4), material separations should tend

to grow essentially transversely to the crack path, see
Fig. 6b. The ultimate 'goal', the final coalescence of
holes with the main crack, therefore ought to require
comparatively more energy at high than at low velocities.
Thus the tendency towards an increase of the energy
dissipation per unit of crack growth faster than in pro-
portion to the crack tip velocity (as indicated already
by a study of the angular extension of the highly stres-
sed region) is further accentuated. This effect will be

referred to as the changed micro-separation morphology.

Besides its effect on the energy dissipation the change
of the morphology of micro-separation implies increasing

probability of coalescence involving off-side holes
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as the crack tip velocity increases. This could explain why
very rough fracture surfaces appear in the high velocity

range.

In the discussion of the transition range the resistan-
ce to energy flow through the plastic region to the re-
gion of micro-separations caused by the low propagation
velocities of equivoluminal plastic waves was mentioned.
The same kind of effect-and perhaps much stronger -
should prevail for the energy flow through the periphe-
ral parts of micro-separations where irrotational waves
can be much slower than in a homogeneous plastic region.
Thus all propagation velocities can be much smaller than
the elastic ones. Therefore the transfer of energy to the
very neighbourhood of the crack-tip could be very much
impeded. Still, as should be noted, such an effect would
not influence the result arrived at when the simplified
model (shown in Fig. 2.) was discussed, but could do so
when coupled to the two superposed effects, the widening
of the stress field and the changed micro-separation mor-
phology. However, this opinion is rather speculative.

The effect will be referred to as the barrier effect.

Conclusions

The investigation in the preceding sections enables a
schematic construction of the relation between the ener-
gy dissipation per unit of crack growth and the crack
tip velocity. Fig. 7. shows the composition in principle
of the energy dissipation. The relative significance of
the different sources naturally varies from one material
to another. For example, rate effects on the plastic
flow ought to be much more pronounced in materials ex-
hibiting delayed yielding than in other ones and the
change of micro-separation morphology may have another
significance for micro-cracks (opened through cleavage)

than for holes (opened at inclusions).
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SIMILARITY,

RATE EFFECTS

ON PLASTIC FLOW SIMILARITY,

MICROSEPARATION
PART

MIN. ENERGY

3 \
TRANSITATION RANGE HIGH VELOCITY

LOW VELOCITY RANGE
RANGE

Fig. 7. Schematical construction of the energy dissipa-
tion per unit of crack growth, I, as a function of the
crack tip velocity V. The different curves show how T
is composed. 'Min. energy', 'Similarity', 'Widening',
'Morphology' and 'Barrier' stand for the concepts in-
troduced in the text: 'Minimum energy requirement',
'Similarity argument', 'Widening of the stress field',
'Changed micro-separation morphology' and 'Barrier
effect', respectively.

At some velocity branching seems to be inevitable, accor-
ding to experiments. Its nucleation is probably favoured
by the changes of the micro-separation morphology. More-
over sustained branching is unlikely to occur at low
velocities because then any small initial length diffe-
rence between the branches will lead to rapid arrest of
the shorter one [11].
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The anticipated strong influence of the character of
the near-tip stress field ought to imply a rather high
sensitivity of the total energy dissipation to the scale

of yielding. Recent experiments also show such a sensi-
tivity [2].
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Summar

Crack propagation and the stress intensity at the tip of a crack re-
sulting from impact loading were determined experimentally in narrow
bars of polymethyl methacrylate and polycarbonate. Stress wave pas-
sage was monitored by strain gages mounted on the specimens. A 24-
frame Cranz-Schardin camera recorded crack position and the stress
intensity factor at its tip, the latter by means of a shadowgraphic
technique known as the method of caustics, developed by Manogg [1]
and Theocaris [2]. Static and dynamic stress intensity factors are
obtained as functions of the assumed uniform stress at the crack sec-
tion; the latter is based on the time-shifted strain measurement, the
instantaneous intact specimen width and a dynamic Young's modulus ob-
tained from measured propagation velocity and specimen density.

Introduction

During the last two decades, an enormous body of literature has been
accumulated on the subject of crack propagation in brittle materials.
The complexities of the dynamics of crack motion due to acceleration
or, alternatively, kinetic energy are so great that a reasonably ac-
curate analysis accounting for the separate effects of rapid crack
opening, material motion, waves generated as the result of crack prop-
agation, and non-uniform stress distribution, while slowly emerging
[3-7], cannot be currently anticipated. Consequently, a wide variety
of experimental techniques have been employed in an attempt to obtain
an adequate understanding of dynamic fracture problems [8]. Stress
intensity factors have been determined either by interferometric
measurement of crack opening displacements [9] or by a shadowgraphic
technique known as the method of caustics, which transforms a stress
singularity into a corresponding optical singularity represented by a
locus of concentration of light rays. This procedure was first used
by Manogg [1] for transmitted 1ight and subsequently expanded and
more fully exploited by Theocaris and co-workers [2], [10-12] for
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both transmitted and reflected 1ight. Two recent contributions [13-
14] utilizing a double cantilever beam specimen and a Charpy-type
sample have evaluated the stress intensity factor obtained by the
method of caustics under dynamic conditions.

This investigation involved an experimental study of the propagation
of opening mode (Type I) edge cracks in flat specimens of two types
of polymers due to the action of tensile components generated upon
successive reflections from the free ends of initial compressive pul-
ses generated by the impact of pneumatically propelled steel spheres.
Although a Targe number of samples were tested, the sequel is Timited
to the presentation of static and dynamic results for a single geome-
try of each of the two materials. A more complete account of the re-
sults of the inquiry will be presented elsewhere.

Experimental Arrangement and Procedure

Notched flat rectangular specimens of polymethyl methacrylate (Plexi-
glas) and polycarbonate of bisphenol {Lexan) were tested in static
tension in a standard commercial machine and were also subjected to
longitudinal impact by 10 mm diameter steel spheres. Samples of
about 3 mm thickness, 40 mm depth and lengths of 304-305 mm were
edge-cut by a saw to produce rectangular notches of 5, 7 or 8 mm ini-
tial depths and thicknesses of 0.31-0.35 mm. One Plexiglas sample
was also supplied with two 1.5 mm diameter holes on the centerline

10 mm on either side of the cut. Dynamic test specimens were mounted
in two Styrofoam holders with the longer axis of symmetry horizontal
and the shorter vertical. An aluminum disk about 4 mm thick was at-
tached at the impact point to minimize chipping. Post-mortem photo-
graphs were taken of all reassembled specimens.

A single BLH-type FAE-12-12-12S9L foil strain gage with a resistance
of 1202 and a specified gage factor of 2.03 was cemented Tongitudi-
nally to each of the dynamic test samples at distances of 14.5 and
74 mm ahead of the crack for the Plexiglas and Lexan bars, respec-
tively. The gages were placed in a potentiometric circuit with one
similar dummy gage and activated by a nominal 12 V car battery whose
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output was ascertained for each shot. Signals were recorded and pho-
tographed on Tektronix storage oscilloscopes with a frequency re-
sponse well into the MHz range.

The crack region was photographed with the aid of a 24-spark Cranz-
Schardin camera capable of providing any desired uniform interframe
time using an external oscillator. An internal control also permit-
ted selection of constant interframe magnitudes in each of 5 groups
of consecutive pictures that could be varied relative to each other
by a binary factor. The light path from each spark was reflected by
a concave mirror of about 5 m focal Tength, passing through the spec-
imen ahead of the reference plane and thence through 24 individual
apertures to a single film plate. The unit was triggered by a suit-
ably delayed signal initiated by the sweep of the strain gage oscil-
loscope which, in turn, was activated by the voltage generated by
shear in a barium titanate crystal pressed against the specimen near
the impact point. A He-Ne laser served as the light source for the
shadowgraphs in the static tests with a lens producing diverging
rays.

An initial series of impact tests was conducted on a 466.5 x 11.0 x
10.95 mm PMMA and a 466.1 x 10.7 x 9.31 mm Lexan bar without notches
to determine propagation velocity and pulse attenuation. Here, the
swing of a 10 kp hammer of a Charpy impact tester (with a weight of
290 g) producing a velocity of about 3 m/s was utilized as well as
ball impact. The latter were initially blown through a tube at ve-
locities of 10-16 m/s, while a compressed gas gun capable of achiev-
ing speeds of 50-150 m/s was employed in later tests. Initial and
rebound velocities were ascertained from oscilloscopically recorded
signals generated by the interruption of two laser beams focussed on
two light-sensitive elements 50 mm apart.

A schematic of the experimental arrangement is presented in Fig. 1.

Results and Discussion

The pulse propagation and attenuation tests served to establish the
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value of the dynamic Young's modulus for the two substances; PMMA is
generally regarded as strain-rate sensitive, whereas Lexan is con-
sidered to be nearly rate-independent [15-16]. The rod wave speed
for Plexiglas was found to be ¢ = 2.11 t ? % km/s within the ranges
€ =0.2-2.0 x 10'3 and € = 10-50 5'1, produced by ball velocities of
about 13 m/s or hammer drops through a fall height of 0§5 m. At

and € =

712 s'] and fracture of the sample occurred, the propagation velocity

sphere impact velocities of 120 m/s, where € = 19 x 10~

increased to ¢ = 2.3 km/s. On the other hand, the speedsfor L?xan
for these conditions involving ranges of € = 0.2-40 x 10"~ and € =
10-1000 s'] was found to be Co = 1.505 £ 1.3 % km/s, nearly constant.
These speeds yield values of the dynamic moduli of 5240 MPa and 2800
MPa for PMMA and polycarbonate, respectively, based on measured den-
sities of 1.18 and 1.23 for the two substances (c.f. [5], [16-17]).
The static modulus for PMMA was selected as 3240 MPa [13][16], while
that for polycarbonate was chosen as the dynamic value.

The attenuation of the stress amplitude o of the wave was found as a
function of travel distance x (in cm) in the domain of interest as:

(a) o , MPa = 10.14 exp (-0.0028x), 20 > ¢ > 3 for PMMA

1
(b) o, MPa )

8.83 exp (-0.00156x), 15 > o > 4 for Lexan

This result was used to adjust the wave amplitude from that at the
gage position to both that at the impact point and that at the crack.

The stress intensity factor KI is determined here from the transverse
dimension of the brightly illuminated envelope, or caustic, that sur-
rounds the dark zone created by the shadow method and that delineates
the constrained circular plastic region around the crack extremity
[1-2]. The light deviation produced in the high strain zone trans-
forms the circular region in the specimen plane into a generalized
epicycloid in the reference plane consisting of an outer, nearly cir-
cular envelope and an inner apple-shaped trace. For a tensile Toad,
the outer pattern predominates; for compression, only the internal
epicycloid is manifested when a stress nonuniformity exists. For
tensile Toads and non-parallel illumination, K; is given by [10]
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= 1.671 (zOtCt)'](M)']'5(D;r4/6)2'5 (2)

Here z, is the distance between specimen and reference plane, t is

the sample thickness, C, is the photoelastic constant for transmitted

1ight, M the magnificat?on, DL the actual transverse diameter of the
caustic, and § is the ratio of the transverse diameter of the outer
envelope to the radius of the generating circle of the epicycloid,
which has a value of 3.16 for an optically isotropic material. If z4
is the distance from the focus to the specimen plane for diverging
1ight and the distance from the reference plane to the focus for con-
verging light, the magnification M = (z] 0)/z or its inverse for
the two cases, respectively. The value of D; is the product of M and
the transverse caustic diameter scaled from the photo.

The value of Ct for the two materials are not established with any
degree of certainty, particularly for dynamic loading, due both to
strain-rate and batch-to-batch material variations. The static value
of C for PMMA was here chosen as 1.05 x 107 -10 m2/N as an average of
the range of 0.99-1.08 x 10~ 10 used previously [2][10-13], while a

-10 mz/N was determined experimentally for

dynamic value of 0.53 x 10~
the conditions of the present tests. The latter corresponds to the
data of [16] extrapolated to rise times in the domain of 10-100 us.
The corresponding values for Lexan were chosen from [16] as 1.44 x
10'10 (for a loading time of 1 s) and 1.66 x 10']0 mZ/N, differing
from [15]; however, there the justification for the use of the tech-

nique of caustics in the case of viscoelastic materials is presented.

Static tension tests were conducted on two 305 x 39.9 x 3 mm Plexi-

glas specimens with central rectangular edge cracks of 5.1 x 0.34 mm
and 7.1 x 0.315 mm, respectively. The fracture stresses for the two
samples based on the crack cross section were found to be 11.53 and

10.0 MPa (or strains of 3.9 x 10°> and 3.09 x 10°°) for the shorter

and longer cracks, respectively. The stress intensity factor varied
linearly with applied stress o at the crack according to

(a) Kp» m/m % = 0.1 0 (in MPa) 0<o<11.53 (3)
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(b) Ky, M/m'*> = 0.09 o (in MPa) 0 <o <10.0 (4)

for these two cases. These are slightly higher than the relation
;2 MN/m'*> = 0.082 5 (in MPa) (5)

obtained from [2]. The scatter of the present data relative to (3,4)
is well within experimental error; the discrepancy with respect to
the results of [2] may be due to either material dissimilarities or
differences in crack tip geometry that appears to strongly affect

the magnitude of the stress intensity factor [14].

The critical values KIC = 1.133 and 1.01 MN/m1'5 found here for spec-
imens with crack length to width ratios c¢/b = 0.128 and 0.178, re-
spectively, are within the ranges of 0.89-1.32 and 0.88-1.92 cited by
[18] and [19] and close to that of 1.18-1.67 given by [20]. This
parameter is apparently a function of c/b, crack velocity and Toading
rate for identical materials; no relation has been suggested for a
variation of KIC with kinematic parameters. The theoretical value
for this quantity [20] translates into magnitudes of 1.42 and 1.37
MN/m1'5 for the two cases, respectively. The lower measured magni-
tudes may be due to violations of the ideal case assumed in the anal-
ysis and to the relatively small sample width employed. No static
tests were conducted on Lexan; [21] cites a range for the static val-
ue of Ky of 3-3.6 Mi/m'-°.

Fig. 2 reproduces the strain gage data, and Fig. 3 presents a typical
shadowgraph frame for a notched Plexiglas and Lexan bar struck longi-
tudinally by a 10 mm diameter steel sphere at velocities of 16.83 and
90.4 m/s, resulting in rebound speeds of 3.96 and 14 m/s, respec-
tively. The strain gage for the PMMA bar was located 14.5 mm ahead
of the crack near the bottom edge; that for the Lexan sample was
mounted centrally 74 mm ahead of the crack. In both tests, the crack
moved, to failure in the first instance, while arrest ensued in the
Lexan. The particular wave velocities for these two cases were de-
termined as 2.29 and 1.55 km/s, respectively, from the strain data.
The pulses were translated backwards to the impact point for an eval-
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Fig. 2. Strain Gage Data from
the Impact of 10 mm Diameter
Steel Spheres

(a) 304 x 40 x 3.09 mm Plexiglas
Bar with Central 7.3 x 0.315 mm
Edge Crack at 16.83 m/s. Strain
Scale: € = 1.57 x 10-3/div.

Time Scale: 100 ups/div.

(b} 304 x 40 x 3.0 mm Lexan Bar
with Central 8.0 x 0.35 mm Edge
Crack Struck at 90.4 m/s. Strain
Scale: € = 7.97 x 1079/div.

Time Scale: 100 wps/div.

Fig. 3.

Typical
Caustics
Corresponding
to the Data of
Fig. 2.

M::;zgﬁ;?gle Polycarbonate
uation of the impulse-momentum balance, and also projected forward
to the crack position to determine the relation between stress and
KI' The first process required only an amplitude adjustment in ac-
cordance with (1), while the second additionally required a time
shift due to wave transit and spark unit initiation delay as well as
a correction accounting for the changing width of the specimen at the
notch (during crack propagation) relative to that of the gage. The
travel time was determined using average values for the wave speed
(obtained from many tests) of ¢y = 2.2 and 1.505 km/s for PMMA and
Lexan, respectively, for purposes of uniformity; this involved a
shifting error of no more than 2 pus. The variation in width was
treated on the basis that the same stress was produced by a given



203

strain magnitude of the pulse at all Tongitudinal cross sections.

The fracture locus was a straight 1ine for both samples; for PMMA,
the bar exhibited two plateaus of crack arrest before the onset of
catastrophic failure involving the passage of three consecutive ten-
sile pulse components. The crack was permanently arrested in the
Lexan specimen before complete penetration to the distal edge ensued;
the absence of catastrophic failure is attributable to the Tower am-
plitudes of subsequent tensile pulses resulting from higher material
damping properties. A small bifurcation and a distinct plastic zone
were discernable at the arrested crack tip. The propagation features
for the two samples are presented in Fig. 4.

40

VCNACK =473 m/s/
32 /

Veracx* 307 ms| /
28 - b
24 |-

20 —

NUMBERS REFER TO FRAMES
OF THE CRANZ-SCHARDIN CAMERA

CRACK POSITION FROM NOTCHED EDGE, mm

4 —
|
ok | L | |
400 500 600 700
POLYCARBONATE (L)
L { 1 L L ] L | 1 L }
[¢] 100 200 300 400 500 600 700 800 900 1000

POLYMETHYL METHACRYLATE (P)
t, TIME (FROM BEGINNING OF STRAIN GAGE TRACE) , us

Fig. 4. Crack Propagation in the Specimens Tested
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The present tests were not designed for a precise determination of
the crack velocities as the photographic intervals were primarily
selected to permit evaluation of KI' A more accurate crack speed can
be obtained either by more closely spaced frames during propagation
or else by other techniques [18]. However, from these and other
tests on PMMA, the crack velocity ranged from 625-700 m/s, with the
preponderance of the data near the higher of these values when cata-
strophic failure occurred as the result of a single tensile pulse
passage. This is in good correspondence with the peak crack veloc-
jties found by other investigators [5][17-18]. For stepwise propa-
gation, on the other hand, the observed velocity was substantially
lower, ranging from 250-340 m/s; this is in accord with the values
found in Charpy tests [18] where the strain rates were much smaller
than in the present sphere impact experiments. Literature refer-
ences attribute the variability of the crack speed in PMMA to its de-
pendence on loading rate and load amplitude as related to the amount
of elastic energy stored [13] as well as to different conditions of
slow crack growth, initiation and maintenance of unstable propaga-
tion. The crack speed for Lexan varied from 435-495 m/s, regardless
of whether or not crack arrest occurred or catastrophic failure re-
sulted from passage of one or more tensile pulses.

A reasonable impulse-momentum check was found when the static Young's
modulus for the two materials was used in converting strain to force.
For PMMA, the impulse was 0.0787 N-s and the momentum change was
0.0844 N-s when the strain was increased by 4% to account for the
shift to the impact position. The corresponding values for Lexan
were found to be 0.416 N-s and 0.426 N-s, respectively.

The dynamic stress intensity factor for the two materials is plotted
in Fig. 5 as a function of crack position stress, determined as de-
scribed above by multiplying crack strain and dynamic Young's modu-
Tus magnitudes cited earlier. Discrepancies due to finite interframe
times occasionally required a single frame shift to match the maximum
diameter of the caustic with peak strain. The trend shown exhibits a
concave downward curve; however, in other tests the data appear to be
distributed fairly evenly about a straight line. Only tensile com-
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Fig. 5. Dynamic KI vs. Stress at Crack Cross Section

ponents are examined here; the presence of stress irregularities un-
der compressive stress is due to the finite width of the crack, at
least in its initial configuration. The fracture strains for the two
runs were of the order of 3.22 and 31.9 me€, respectively; the asso-
ciated values of stress are 16.9 and 89.3 MPa that correspond to
maximum dynamic stress intensity factors of 2.83 and 6.03 MN/m]'5 as
determined from (2). These represent increases in K; due to dynamic
loading by factors of about 2.5 and 2, and may be compared to criti-
cal values Ky, = 1.36 MV/n' "> and K;_ = 0.82 M\/m'*° for unstable
propagation and transition to crack arrest, respectively [17].

The shadowgraphic patterns for the hole do not indicate a completely
uniaxial stress distribution where the major axis of the nearly el-
Tiptical dark zone (representing the outer envelope of a generalized
epicycloid) would be in or perpendicular to the direction of loading
for tension or compression, respectively. The axes are inclined to
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the horizontal centerline indicating biaxial and probably non-uniform
stress conditions. However, the stress calculated from the optical
analysis of the light deviation [1]J[11] using the maximum diameter of
the caustic obtained in tension of 14.1 MPa is not far from the value
of 15.9 MPa based on a transposed strain 3.02 x 10'3 and the dynamic
Young's modulus, although this close agreement was not observed in
most of the tests. There, either the conditions for the use of the
expression converting D; to stress were not achieved or the value of
Ct does not apply. The maximum diameter of the caustic appeared to
be nearly proportional to the tensile strain at the crack as derived
by translation from the gage measurement.
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Summary

Behaviors of loads and crack velocities observed during
dynamic fracture in metals and viscoelastic solids,
especially viscoelastic features such as the initial slow
crack growth and the strain rate dependent crack propaga-
tion velocity profiles, are presented in connection with
the applied strain rates and temperatures. The newly
devised velocity gauge method to measure the very initial
slow crack growth in viscoelastic solids is also briefly
described.

Introduction

As a discusser's paper, the present authors would like to
call attention to the viscoelastic features observed in
the load and crack propagation velocity history during
dynamic fracture. First, the initial slow crack growth
behavior observed in both viscoelastic solids and metals,
together with the newly devised modified gage method, is
discussed. Then the strain rate dependent crack propaga-
tion velocity profiles in viscoelastic solids is pre-
sented.

Initial Slow Crack Growth Behavior

1) Viscoelastic Case

As is well-known, several techniques to measure the
crack velocity are achieved [1], and the velocity gage
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such as shown in Fig.1l is mostly used for viscoelastic
case. However, this is not effective to measure the
very initial transient portion of crack velocity profile

Conductive
wire

¢
>

W\r

Fig.1 Conventional velocity gage

since the conductive wires are intermittently deposited.
Then the modified velocity gage was devised by the pre-
sent authors to scrutinize the initial part [2] as shown

in Fig.2, in which the conductive silver coating materi-

For electric

contact
Conductive 7777777
silver coating 3
material /A_
1.0 54.7

60

(unit:mm)

Fig.2 Modified velocity gage
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als are deposited like a strip, so that the very initial
portion of crack propagation can be measured continu-
ously. The specimen size is shown in Fig.3, and the
opening mode tension was applied. The load was measured
by a load cell. Test results for PMMA(Polymethyl meth-
acrylate)are shown in Fig.4. What we call the initial
slow crack growth does not appear yet at 22°C, and it
does at 53°C. So the temperature is a dominant fractor
for a strain rate € = 1.67 x 10_4 /sec, where e=cross-
head speed/specimen gage length. Further going to much
slower strain rate of 1.67 x 10-6 /sec, the slow crack
growth is observed even at the room temperature of 22°C.

So the strain rate is influential this time.

2) Metallic Case

The conventional electric potential method was employed
for velocity measurement. [3] Ti-6Al-4V alloys were
tested. This alloy is rather supposed to be brittle at
the room temperature, however, the initial slow crack
growth is observed a little bit as shown in Fig.5. At
the lower strain rate, the initial slow crack growth
region is getting longer as shown in Fig.6. The crack

velocity is also getting lower throughout as compared
to Fig.5.

Strain Rate Dependent Crack Propagation Velocity Profile

In Fig.7, two dotted lines denote the boundary theoret-
ical crack velocities calculated by the Berry's formula
[4], and as the applied strain rates become lower, the

obtained velocities are also getting lower. The con-

ventional velocity gage method was employed.

In conclusion, the present authors would like to point

out those viscoelastic features related to the applied



21

strain rates and/or temperatures obseryed during dynamic

fracture.
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Fig.4 Crack velocity and load (PMMA)
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Fig.7 Crack velocity profiles (PMMA)
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Abstract

Highly simplified pictures are presented of the state of stress and
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