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FF o r e w o r d
This book is written by three engineers who have had exceptional experi-

ences in industry, particularly the hydrocarbon process industry. All of them
have held positions of authority in the maintenance and reliability of the com-
panies they worked for. A reader will quickly grasp that they were self starters
and still are, as evidenced by the creation of this book. These are not men who
needed to be pushed. Indeed, I suspect that that would have dampened their
motivation to create and install the myriad of solutions and systems that they
introduced. 

The book is a selection of work problems that these men had to struggle
with and solve. The chapters penetrate every aspect of field engineering,
maintenance, and field management. Each author was able to make contribu-
tions to each section. They were able to do this because of their remarkable
breadth of experience, which readers will appreciate as they read and assim-
ilate the various sections.

In my own career as a field engineer and manager in the process industry,
I learned to listen and even enjoy the experience of others. Everything you
read in this book will not be directly applicable to your particular job at the
moment. However, as you read and enjoy their related experiences you will
be storing their experiences in your mind. You will build connections to your
own experiences that will make the text memorable. Finally, you will form
ideas about how to approach problems that will make your respective jobs
easier and more fulfilling.

The three authors provide their experiences in facilities in the Middle East,
Far East, Europe, and Central America. As a reader, you may want to put your-
self in the place of the writers as you study each episode in their long litany
of experiences. In this way, you will taste the cultures that formed their expe-
rience.   

I was gratified that the book did not linger on mechanical “How To” ideas,
but got to the heart of what makes a refinery, or a machine manufacturing fa-
cility, or any production facility really work well. These men are really point-
ing out, although they do not specifically say it, that the greatest impetus to
successful operations is how people manage themselves and set up the pro-
cedures that provide rapid and accurate work products.

At the end of each of their related experiences, the writer delineates the
lessons he learned from that encounter and the principles that emanated from
the experience. In reading the draft, I found that the lessons and principles
capped the learning; they made the narration of the depicted experiences
complete.
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In summary, this is a must read for people who have to struggle with the
day-to-day problems of plant life. If you have a subordinate field position in a
manufacturing facility, this book will reveal why bosses do the things they do.
If you are in a supervisory or management role, this book will help you steer
your career.  

The Late Charles J. Latino
Formerly CEO and President 
Reliability Center, Inc.
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Author:  V. Narayan 

1.1 Authors’ Background 

The school of hard knocks taught me most of the really useful things I
learned about reliability and maintenance. I worked with many talented peo-
ple during my career in industry, who were my best teachers. My co-author
Mahen Das and I are both mechanical engineers and worked in a small petro-
leum refinery in the early stages of our careers. This company had a “can-do”
attitude and dynamic culture. We could make occasional mistakes without fear
of reprisal. Innovative ideas and creativity thrived at every level. Mahen and I
took full advantage of this wonderful social laboratory. But, as the saying goes,
all good things eventually come to an end. When this happened, we left the
company within a week of each other and went our separate ways. 

A few years later both of us happened to rejoin the parent company of this
refinery in Europe. Some years later, both of us began working in their corpo-
rate headquarters. That was when we met Jim Wardhaugh, the third author of
this book. Jim is an electrical engineer who worked in the power generation
and distribution industry before coming to the oil and gas industry. The three
of us got along brilliantly, and were members of the maintenance and reliabil-
ity advisory team in the parent company.

The parent company had global operations in the upstream and down-
stream oil and gas business. It had responsibility for day-to-day management
for many operating companies distributed around the world. Corporate head-
quarters provided technical support and governance. The parent company
wholly owned or had a significant stake in the operating companies. In most
cases, it was responsible for the design of the facilities in the operating com-
pany, as well as for commissioning and initial operations. The support included
providing the operating companies with skilled staff and technical advice.

During the first few years of any new venture, key positions were held by
staff assigned from the parent company. They were responsible for operating
the facilities safely and efficiently. They also trained local employees to take
over these positions within the first few years. Most of the assigned staff
stayed in any one location for three-to-five years. Mahen, Jim, and I were
among this group of gypsies working in different parts of the world. Later, dur-
ing our tenure in the corporate headquarters, we traveled widely in a consult-
ing role.

All three of us have worked in other industries, e.g., engineering, pharma-
ceuticals, textile machinery, chemicals, power distribution and manufacturing.
Some of the events described in this book are from these industries. Together,
the three of us have more than 100 years of experience in this field—which ex-
plains the title of the book.
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1.2  Impetus for this Book

Books dealing with maintenance subjects seem to focus on answering
these questions:  What should be done? How should it be done? And some-
times, when or why should it be done? Books on reliability seem to focus on
mathematical aspects; the average maintenance manager or supervisor finds
it hard to relate their content to the reality they face in their work.

We decided we would write about learning experiences from our working
lives. We describe the hand we were dealt and how our team handled the sit-
uation in those circumstances. In hindsight, we found some underlying truths
or principles in these experiences which we believe may be applicable in other
situations. Based on these descriptions, readers can decide whether they
should consider a different approach from the ones they currently follow.

1.3  The Shewhart Cycle

Edward Demingi describes Shewhart’s continuous improvement cycle with
the Plan-Do-Check-Act sequence. We use an adaptation of this, with the Plan,
Schedule, Execute, and Analyze phases, shown in Figure 1.1. We have
grouped our chapters under these four headings. Although some of the chap-
ters could be placed under two or more headings, we chose the heading that
seemed appropriate from our perspective. To these four, we added two more
headings:  Leadership and People.  The subjects covered in the various chap-
ters fall under one of these six headings. We hope that the grouping helps
readers to find what they are looking for easily.

1.4  Chapter Contents

In each chapter, we describe an event or situation that one of us experi-
enced personally. We have tried to relate the events factually, at least as far
as we could remember them. In order to protect the identities of those in-

4 Chapter 1 

Figure 1.1 Continuous Improvement Cycle



volved, we have not revealed the names of the locations or of the individuals.
The key issues are 1) how the people involved handled the event and 2) the
results or outcome of their effort. We have summarized our own learning from
each situation. We also included underlying principles we feel are relevant:
these are stated at the end of each chapter. 

At the time of the events described in the book, we did not know many of
the relevant underlying theories or philosophies. We picked up most of the
concepts subsequently, sometimes many years later. Had we known them at
the time, we may have found the solutions with less effort. For the benefit of
readers who may need them, we have described the relevant theory or
methodology in appendices. 

1.5  Locations 

We have, between the three of us, worked in about 20 locations. In a con-
sulting role, we have advised at least 30 locations around the world. Each site
had its own way of doing things. So that readers can appreciate the different
pressures the locations faced, we have provided an overview in Chapter 2. Be-
cause there may be more than one chapter about a given location, some of
the common information is described in this chapter. Hopefully, this will avoid
needless repetition, but it does mean that before reading a chapter, readers
may have to go back to Chapter 2 to get the overview.

Where relevant, we have given some information about the cultural and so-
cial climate that prevailed in that location. So that the events described are
placed in context, we have provided additional background material at the be-
ginning of each chapter.

1.6  Glossary, Acronyms and Abbreviations 

Please refer to these if certain words or acronyms are not clear.

1.7  Acknowledgements 

I had the pleasure of meeting Charles Latino in Chicago at the Maintenance
and Reliability Technology Summit in 2005. Charles is a well-known reliability
and maintenance guru, and I was thrilled to listen to his brilliant lecture. I
knew his son Bob Latino through a web site forum in which we both partici-
pate, and from his excellent book Root Cause Analysisii. Hearing Charles’ talk
spawned the idea for this book. I consider it a great honor that he has written
the foreword.

A former fellow student and friend from my University days, Satish Shirke,
agreed to do the illustrations for the book. Satish lives in California, but we
managed the trans-Atlantic communications quite well. He did a great job, but
because of his workload, he could not continue. I was in a spot, desperately
seeking a good illustrator to replace Satish. When Steven van Els, based in
Suriname in South America, offered to help, I was delighted. I ‘met’ Steven
on the reliability.com web site and have a great deal of respect for his knowl-
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edge and experience. Steven has done an absolutely superb job, converting
our crude sketches and charts into excellent figures or tables. He also added
value by creating drawings to illustrate the text at his own initiative. As a real
world practicing maintenance manager, his comments on the chapters were
invaluable. My friend Narmada Guruswamy helped design the cover pages
separating the six main parts of the book. 

The International Labour Office in Geneva gave us permission to use two
tables and three charts from an excellent reference book entitled Introduction
to Work Studyiii published by them. Mr. Peter Morgon of Lithgow & Associates
and MPI Publications, publishers of Fitz’s Atlasiv, very kindly agreed to our re-
producing graphical coating breakdown standards from their book.

Earlier I have had the pleasure of working with the team from Industrial
Press Inc., the publishers of this book. Janet Romano designed the cover and
provided much needed support with the publication and printing, and Suzanne
Remore kept us on our toes in meeting schedules. Patrick Hansard is a pleas-
ure to work with and a great person to handle sales and marketing. I have
known John Carleo, the Director of Publications, for over three years. He has
been a friend, philosopher and guide, and an enthusiastic supporter. In prac-
tical terms, this meant fast responses to my queries and requests, and guid-
ance in all aspects of publication.

Christine Wardhaugh, Madhu Das, and my wife Lata have been ever so pa-
tient and tolerant with the three of us. Both Christine and Madhu accused me
of being a slave driver. Lata came to my support, saying I was both a slave
and a slave driver!

Mahen, Jim, and I are grateful to all of these wonderful people.
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2.1  Locations in the Middle East and South Asia

2.1.1 Facility:  Pharmaceutical Plant  

This small company made a range of over-the-counter drugs. The main
products were throat lozenges, pain-relief balms, and tablets for relief from
colds and headaches. They also produced menthol crystals from oil extracted
from the menthol plant. 

The facilities included ointment blending vessels, tablet forming, coating
and packaging machines, bottling machines, packaging lines, and a refriger-
ation plant. The research and development facilities were located at the fac-
tory site; this group was also responsible for product quality management.

2.1.2 Facility:  Automobile Parts Manufacturer  

This large company made fuel injection pumps for diesel engines and spark
plugs for petrol engines. The factory had about 3000 machine tools, many of
which were of high precision and cost. They had a European principal who pro-
vided technical expertise and governance. The principal operated similar fac-
tories in five other countries. In this site, they had about 8000 employees,
working six days a  week. About 2500 production staff, mainly machinists,
worked in each of the first and second shifts. About 1500 production staff
worked in the third shift. There were about 1500 employees in the ‘day’ shift.

Author:  V. Narayan 

Chapter 2

TThe  LLocat ions   

We, the three authors—Jim Wardhaugh, Mahen Das, and Vee
Narayan—have worked in a number of locations around the world. In this
chapter, we will describe each location briefly so that you have an
overview of the sites and get an idea of the facilities and prevailing cul-
ture. In the chapters that follow, we will refer to these locations by their
reference number. Please see the relevant section here before proceed-
ing to the chapter you wish to read.



Company employees had a strong work ethic; people were disciplined, kept to
schedules, and worked to high quality standards.

2.1.3 Facility:  Petroleum Refinery 

This facility was a semi-complex petroleum refinery, with process plants,
utilities, product packaging, and storage facilities. The process plants were
grouped into two main sections. The primary processing units included crude
distillation, high-vacuum distillation, and bitumen blowing units. The second-
ary processing plants consisted of a fluid catalytic cracker and a reformer (or
platformer) unit, grouped with the utilities. 

There were two other operational sections, responsible for the storage and
handling of crude oil and products. One of them managed bitumen and lique-
fied petroleum gas storage, packaging, handling, and dispatch. Another man-
aged the storage and handling of crude oil and products. The maintenance ar-
eas were aligned to these sections, with a supervisor in charge of each area.

Breakdowns and trips of equipment were common, resulting in excessive
downtime and costs. Maintenance in the refinery had become a firefighting ac-
tivity. Craftsmen were constantly being moved from job to job, resulting in low
productivity and quality. As a result, morale was low, both in Maintenance and
in Operations. 

2.1.4 Facility:  A Large Petroleum Refinery 

At the time of the events described in this book, this refinery was fairly
new. Two large distillation units and a high vacuum unit provided primary dis-
tillation capacity. Secondary processing included thermal and hydro-cracking
units. There was a large benzene unit and hydro-treaters for kerosene, naph-
tha, and gas-oil. Electricity, potable water, and sea cooling water were pro-
vided by public utility companies. Product-to-feed heat exchangers and air-
cooled heat exchangers were used for cooling, with some limited final cooling
with sea water exchangers.

Most of the maintenance work was reactive, but the condition monitoring
program and minor preventive maintenance work (lubrication, alignment
checks, etc.) were planned and executed satisfactorily. Local craftsmen were
being trained, and the bulk of the maintenance work was done by expatriate
contract workers. Skill levels were reasonable, but the company’s approach
was that it was employing ‘hands’ not people who could use their brains as well.
Some of the (expatriate) supervisors were very good, but most were of aver-
age caliber.  

2.2  Locations in East Asia

2.2.1  Facility:  Liquefied Natural Gas Plant  

This Liquefied Natural Gas (LNG) Plant was located on the coast. There
were three production modules, where the natural gas was compressed and
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cooled, thereby liquefying it at -260°F. Steam turbines, each 9 MW in size,
powered the nine refrigeration compressors. The plant generated its own elec-
tricity, using gas turbine and steam turbine driven alternators. Steam, at 60
bar gauge (barg.), was raised in 9 boilers. There were two liquid nitrogen gen-
erators to produce the nitrogen required for blanketing and as purging
medium. The LNG was stored in double-walled cryogenic (extra low tempera-
ture) tanks. Dedicated LNG Tankers carried the cargo to the customers, from
a company-owned deep-water jetty. The natural gas vapors, formed by evap-
oration from the storage tanks and by displacement from the tankers, were
collected and compressed for use in the boilers and gas turbines.

Cryogenic plants require special materials of construction because low-car-
bon or low-alloy steels are prone to brittle fracture at low temperatures. The
main materials used include aluminum and austenitic stainless steels. Alu-
minum is a difficult metal to weld and needs specially qualified welders and
welding processes.

Most of the local people employed in the plant were middle-school or high-
school graduates. They were young and enthusiastic, but with little exposure
to heavy industrial or high hazard plants.  Although expatriates held most of
the senior technical positions, local engineering graduates were placed in sup-
porting roles so that they could take over senior positions quickly.

2.2.2 Facility:  Large Complex Oil Refinery  

The refinery intake was about 14 million tons per year, received mainly by
ships tethered to a single buoy mooring. The main units of this large refinery
were:  three crude distillation units, two reformers, a lubricating-oil (lube-oil)
complex, a thermal gas-oil unit, a hydro-cracker, a long residue catalytic
cracker, an isopropyl alcohol plant, and a large generation and utilities com-
plex. There were a number of other smaller processing units and a large oil-
movements area consisting of tanks, blending, and a pipeline operation. Op-
erations were controlled from a number of control rooms. Waterfront opera-
tions moved thirty million tons per year of product over 11 wharves with 3,500
shipping movements. The facilities described above varied in age from the
geriatric to brand new and had a replacement value of about US $4 billion.

About 600 people lived on the refinery site and another 2,000 came to the
refinery each day.

The organization was as traditional as you could get with Operations, Tech-
nology, Finance, Personnel, and Engineering Managers. Under the Engineer-
ing Manager were discipline heads for Mechanical, Electrical, Projects, etc. Ex-
patriates held a number of key positions, but most positions were filled by
very competent local staff.

The refinery was well run and profitable but significantly overstaffed.
Benchmarking studies showed there were areas of superior performance with
excellent practices that others could copy to their benefit. However, they also
showed that this refinery was, at best, an average performer and hadn’t
moved with the times. Reliability, manning levels, and operating costs needed
attention.

The Locations 9



2.2.3 Facility:  New Medium-Sized Complex Oil Refinery  

This was a brand new joint venture; an 8-million-tons-per-year refinery sit-
uated on the coast and designed to process a mix of Middle East crude oils (by
ship, over a single buoy mooring loading facility) as well as indigenous crude
oils over jetties. The main plants included atmospheric and vacuum distilla-
tion units, hydro-cracker, visbreaker, hydro-desulfurizing unit, hydro-treater,
and a reformer (platformer). The electrical power generation capacity met in-
ternal requirements fully. Similarly, there was capacity to produce other utili-
ties. Thus, the refinery could operate effectively on a stand-alone basis, al-
though it was connected to the local electrical grid. 

The refinery was designed to perform at world class standards in e.g.,
process efficiency, plant availability, utilization, organization style, manning
levels, safety, environmental impact, and overall costs. 

The management structure was traditional with Operations, Engineering,
Finance, and Personnel functions. Maintenance engineers and technicians pro-
vided the core expertise at the working level. The philosophy adopted in re-
cruiting staff was, however, definitely non-traditional. Plant operators were
recruited from a craft background and then further trained in a specific craft
skill, e.g., mechanical, instruments, or electrical. These operators then spent
two thirds of their time in operations and one third in maintenance. During the
latter period, they did the bulk of the maintenance work while specialized
technicians provided the high-level competencies. A competence framework
helped manage the concept, rewarding acquisition of needed skills.  

2.2.4 Facility:  A Medium-Sized Simple Petroleum Refinery  

Commissioned in the late 1960s, this was a medium-sized, simple (hydro-
skimming) refinery. Together with primary distillation capability, it had a plat-
inum reforming unit to obtain high octane naphtha and hydrogen for its hy-
dro-treating processes. A short period before the events described in this
book, a refrigerated liquefied petroleum gas storage and export facility had
been constructed and added to the refinery assets. As the country has very
high literacy, the refinery had a well-educated work force. Traditionally, the
population is highly skilled in crafts and people are proud of their handiwork.
The value system also includes respect for elders, obedience to authority, and
help and support to one another within the community.      

2.2.5 Facility:  A Regional Oil Company Operating Refineries and 
Downstream Operations   

The company operated four refineries located in various parts of the coun-
try as well as a national marketing network. All refineries processed imported
crude oil. The refineries ranged from medium–sized, semi-complex to large
complex units. Between them, they had a full range of petroleum refining
process plants, with sophisticated, state-of-the-art process control systems.
Although the region was technologically very advanced, they did not apply so-
phisticated computerized methods to refinery maintenance. The refineries
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functioned with very hierarchical organizations in which communication was
strictly via the official chain of command.

2.3  Locations in Europe 

2.3.1 Facility:  A Large Petroleum Refinery  

This very large refinery was located on the coast. It was a ‘swing’ refinery,
processing several types of crude oil. Because it had many process plants,
there were a number of plant shutdowns every year. In this facility, they did
a number of things very well, and others learned from them. Staff were disci-
plined and generally performed competently. Their technical knowledge base
was excellent, but typical large facility silos had developed, leading to indif-
ferent business performance. In benchmarking studies, they came out about
average.

The refinery was located in an industrial belt, along with a number of other
large chemical plants, refineries, and manufacturing facilities. All the compa-
nies used contractors extensively for shutdown work. Most of the shutdowns
were scheduled in the April-October period, avoiding the cold weather as far
as possible. Contractor manpower requirements peaked significantly during
these periods. Inter-company agreements were in place to minimize bunch-
ing, which could result in dilution of skills.

2.3.2 Facility:  Large Oil and Gas Production Company  

The company carried out Exploration and Production (E&P) of hydrocarbon
oil and gas. It was one of many companies in a large multi-national oil and gas
group of companies.

The facility had several offshore oil and gas reservoirs. Some of these were
exploited from fixed Platforms, others from Floating Production Storage and
Offloading facilities (FPSOs). There were also a number of sub-sea installa-
tions feeding Platforms or FPSOs. 

The company was innovative and used leading edge technology. It provided
skilled staff on loan to other companies in the group. 

It suffered from some of the large company problems. These included
working in silos, optimizing things to benefit the department rather than the
overall business, and slow speed of decision making.

2.3.3 Facility:  Corporate Technical Headquarters  

This facility was the technical headquarters of a very large multi-national
oil and gas group of companies. From these offices, the corporate staff pro-
vided technical support to a large number of exploration and production facil-
ities, refineries, gas plants, and chemical plants located around the world. A
small maintenance and reliability team provided a benchmarking and consul-
tancy service to the refineries and gas plants. The team identified mainte-
nance best practices for sharing within the group to promote increased prof-
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itability and plant availability. They used written guidelines, newsletters,
training courses, workshops, and conference events to transfer knowledge be-
tween locations. The three authors were founding members of a reliability im-
provement team, which worked with sites to promote performance improve-
ments. This process proved to be very successful. 

2.3.4 Facility:  A Small Complex Oil Refinery  

This was a small, rather aging asset onto which was being grafted some
modern world-scale plants for product upgrading. It had the usual refinery
plants of atmospheric and vacuum crude distillation and lubes along with ther-
mal gas oil, reformer, hydro-cracker, catalytic cracker, bitumen, and a large
electrical generation and utilities operation. There was a large tank farm,
dated both in age and technology, with a fairly new blending facility and jetty
area handling significant shipping movements.

Poor industrial relations with resistance to change sapped managerial en-
ergies. Outdated attitudes and work practices typified this location. 

2.4  Location in Australasia 

2.4.1 Facility:  Medium-Sized Semi-Complex Petroleum Refinery  

At the time of these events, this medium-sized, semi-complex refinery was
owned as a joint venture by five partners who used it to process crude oil
owned by them—either from their own fields or bought in the spot market. 

The refinery was located in a breathtakingly beautiful natural environment.
People there were very proud of this, and the quality of life it offered. Right
from the time it was conceived, there was a strong lobby against its very ex-
istence due to the inherent potential threat to the pristine environment. In
spite of the fact that it was always operated to the highest environmental
standards in the world at that time, it was an eye sore in the perception of the
local people. 

2.5  Locations in Central and South America

2.5.1 Facility:  Small Petroleum Refinery 

This was a small and simple (hydro-skimming) refinery, containing plants
for primary distillation, platinum reforming, and hydro-treating of naphtha,
kerosene, and gas-oil. The refinery was wholly owned by a major multi-na-
tional oil company. It was one of the few technologically advanced industries
in the country. For this reason and because it was also among the top quar-
tile payers, it was one of the most sought after places of work. It attracted the
best of the local people as employees who proved to be very loyal and were
always willing to give their best to the company. 

They had a very progressive management team, always on the look-out for
improvements and trying to bring the best out of their individual staff. The
staff responded enthusiastically to all the challenges put forth by their man-
agement. 
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PART 2:  LEADERSHIP 





3.2  Review Process

I arranged meetings with about 70 production supervisors and their man-
agers, in groups of 10–12 people. In these sessions, I listened to them and
recorded their requests and complaints. There were additional meetings with
the main service department staff as well, including those in the stores and
main canteen. The canteen staff had several requests, some of which ap-

Author:  V. Narayan 

Chapter 3

CCreat ing  the  VV i s ion   
…and  see ing  i t  through  to  f ru i t ion

Effective people are not problem-minded, they are opportunity-minded.   

Peter Drucker, Management Guru.

Location1: 2.1.2 Automobile Parts Manufacturer 

3.1 Background  

On my first day at work in this company, I met my boss, the General
Manager of Production (GM). My position had been vacant for a year,
during which time the head of the production planning department had
been managing it. During this interim period, a number of issues had
arisen, which the GM listed for my action. When he finished, I requested
a three-week vacation, and he nearly fell off his chair! I explained that
I would come to work, but wished to be free of executive responsibility
in order to evaluate the current situation for myself. This review would
help me identify the expectations of all the stakeholders, including the
people on the shop floor—but I did not share this thought with him.  

The review would give me a first-hand impression of the current sta-
tus. From these inputs, I would produce a master plan. Each item in the
master plan would be a separate project, with its goals, cost, time, and
resource estimates. When he heard this explanation, he accepted my
request. He still negotiated the review time period downward to two
weeks. 

1 For this chapter and all subsequent chapters, see Chapter 2 for additional information about 
location.



peared quite important for staff welfare. During factory rounds, I spoke to
production and maintenance workers and union representatives. My own dis-
cipline engineers, supervisors, and contractors also provided their inputs. It
appeared that many of the issues were related to stresses on the infrastruc-
ture. The company had seen rapid growth over the initial 15 years of its exis-
tence, but the infrastructure had not kept pace with the growth in production
volume.

Analysis of the feedback highlighted some common problems. These in-
cluded complaints about the utilities:  provision of electricity, water, and air.
Factory ventilation, dust levels in the ceramics department, and fume extrac-
tion in the plating department were also significant issues.

The main canteen provided food to more than 4000 people in the daytime,
about 2500 in the second shift, and about 1500 people at night. Food was
served in batches, as the seating was limited to 1500 people. Electrical heat-
ing was used for cooking, for which they needed a secure electricity supply.

These issues did not appear in the GM’s list, which generally covered cur-
rent projects, some staff issues, and a list of complaints from production man-
agers.

I applied the first two project selection hurdles. Were these expectations
related to production or welfare or safety, and were they feasible? This
process narrowed the list down to about 10 items that could be handled as
stand-alone projects. The next step was to evaluate them for importance. We
had to find the money for items that affected health, safety, and environment
(HSE) and staff welfare. Items that were critical to production were clearly im-
portant. We will not go into the details of how funds were obtained; that is a
long story in itself. Suffice to say it needed lateral thinking and agile maneu-
vering.

The lead time for completing some of the items was two–three years. This
allowed us to phase the work within a three-year budget window. The com-
pany had an annual budgeting system. This imposed additional challenges of
phasing, accruals, and other familiar accounting handcuffs with which most
engineers will be familiar.

3.3  Selected Projects

We selected the following projects based on the criteria discussed earlier.
A brief description of the work is given along with its justification and timing.

1. Factory Ventilation (HSE)   

With conventional north light roof trusses, the temperature inside the large
factory buildings reached 85–90°F in summer. There were a few large column-
mounted air circulators to provide artificial ventilation. We planned to install
40 additional air circulators to alleviate the problem. The lead time was 6
weeks and we could get 10–12 units per month. Summer was approaching,
so this became a high-profile HSE issue. The costs involved were relatively low
and people on the shop floor would see action being taken. The workers rep-
resentatives helped decide the sequence in which the new units would be in-
stalled, giving them a role in decision making. The sequence was something I
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preferred they decided themselves, as it would minimize arguments. The proj-
ect was justified as an HSE item.

2. Electricity Supply  

The public electricity supply system was unreliable, due to a serious mis-
match between supply and demand. There were frequent power cuts; to over-
come this difficulty, the company had installed four 350 kW diesel generators,
with a fifth on order. These worked as stand-alone units, supplying isolated
sections of the factory. This limited our flexibility to provide power where it
was needed to suit the (variable) production demand. With stand-alone units,
we could never load the machines fully. To overcome these limitations, we
planned to synchronize the generators and connect them to the distribution
network. The latter was currently not a ring main; this was another shortcom-
ing needing correction. 

This project required major investment in new transformers, circuit break-
ers, and feeders. Due to the lead time required for procuring the hardware,
this project was phased over three years. The cost of the project was high, but
so were the expected returns. We expected to reduce the value of lost produc-
tion due to electrical supply problems by 50–60%, giving a benefit-to-cost ra-
tio of 5:1. 

A different issue related to the cost of electricity purchased from the pub-
lic supply system. The electricity supplier applied a three-part tariff, with
charges for the connected load (kW), energy consumed (kWhrs), and a sur-
charge for power factor below 0.96 (kVA charge). In addition to the thousands
of induction motors in service, there were large induction furnaces in the fac-
tory. Without correction, the power factor could drop as low as 0.91. We al-
ready had a number of power factor correction capacitor banks, which brought
it up to 0.94–0.95. We planned a separate project to increase the power fac-
tor to a maximum of 0.98. This upper limit was set by the possibility of a large
induction furnace trip when we could end up with a leading power factor. The
new capacitor banks would be brought into service or disconnected so that the
power factor never exceeded 0.98 or went below 0.96. The project was
phased over two years, based on hardware availability. The costs were rela-
tively low and the expected benefit-to-cost ratio was 5:1.

3. Air Supply   

There were two problems, one relating to pressure fluctuations and the
other  to entrained water. The latter issue had been so serious in the past that
the main air supply lines in the factory buildings were sloped in a saw-tooth
fashion, with manual drains at the low points (see Figure 3.1).

Pressure fluctuations were due to peak demands exceeding installed capac-
ity and because of pressure drops in the pipelines. The entrained water came
from the humid air. The water should have condensed in the after coolers of
the air compressors, but a simple calculation showed that the cooling water
temperature was far too high to be effective. In turn, this was due to an over-
load on the closed circuit cooling system. The original cooling pond was suit-
able for two diesel engines and three air compressors. The equipment num-
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bers had grown to four diesel engines and four compressors. One more gen-
erator and two compressors were on order.

The air compression capacity was marginal and the projected demand in-
crease was 30 percent. We decided that a third one would be needed to pro-
vide buffer capacity. In order to reduce the pressure drop in the pipeline dis-
tribution network, we planned to add four new air receivers located close to
the main consumers. Peak demands could then be met from these receivers.
They would also act as additional knock-out vessels to trap entrained water.

We planned to install industrial cooling towers to absorb heat from the cool-
ing water used in the engine and compressor cooling jackets and after-cool-
ers. This would eliminate the bulk of the entrained water at source.

These two projects were planned for completion in 18 months. The cost of
the third compressor, air receivers, and cooling towers was in the medium-
range. We expected to reduce the value of lost production due to air supply
problems by 90%, giving a benefit-to-cost ratio of 15: 1.

4. Water Supply  

The city municipal water supply system provided about 70% of the fac-
tory’s requirements. The company had installed many bore wells to draw
groundwater to meet the remaining requirements. The city accepted our jus-
tification for requesting additional water supply, but were not willing to invest
in a new pipeline from an existing reservoir about four miles away. We offered
to underwrite the capital costs while the ownership remained with the munic-
ipality. I convinced the finance manager that we should pay a grant towards
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the capital cost of a city asset that would benefit the company.
We also decided to accelerate investment in additional bore wells in plots

of land owned by the company in the vicinity of the existing factory site.
These projects were also in the medium-range of costs. Most of the addi-

tional water requirements were for welfare facilities. Without these projects,
production levels would eventually have to be drastically curtailed, but we jus-
tified the project on staff welfare and HSE grounds.

5. Dust and Fume Pollution   

The dust pollution in the ceramics department and the fume problem in the
plating department were potentially serious health issues. The existing ex-
traction systems were clearly not effective, but the solutions were not obvi-
ous. At this stage, the project scope was to study the problem carefully, un-
derstand the causes, and identify solutions. We employed a specialist consult-
ant to assist us, and the work took several months to complete. The problem
was traced to the particle size of the ceramic dust. These were so small that
much higher velocities were required at the extraction unit inlets. The project
scope included the installation of cyclone separators and powerful extractor
fans.

At the plating department, we found that the fume extraction issue was
more complex. The extraction hoods had to be redesigned and repositioned.
Extraction velocities had to be increased, so new fans were required.

The costs of these two projects were in the medium range, and the lead
time of the equipment required meant that the project had to be scheduled in
the third year. We justified it as an HSE project, but the results showed that
there were other benefits as well.

6. Security of Energy Supply to the Canteen   

The scale of the problems that the canteen faced on a daily basis was stag-
gering. The local culture required that freshly cooked and piping hot food be
served. The main staple was cooked rice, of which we needed on average, 10
oz. per employee. About 1500 meals were served in each batch.

The rice was cooked in large electrically-heated cookers mounted on trun-
nions. Each batch had to be cooked in 20 minutes, and the vessel cleaned and
ready for the next batch in 5–10 minutes. The water temperature had to be
raised from the ambient 60–70°F to 212°F, and this could take 10–12 min-
utes. The canteen manager was visibly under stress. If there was any glitch,
food could not be served—to at least 1500 and possibly up to 4500 waiting
people!

The electrical cooking system was excellent, but consumed significant
amounts of energy. Because sunshine was available in plenty, we planned to
install solar water heater panels on the concrete roof of the canteen. Each
panel would be about 120 square feet in area. With four of them in series,
even on a cloudy day we could get the water to 150–160°F in about 10 min-
utes. We decided to install two banks of four panels each along with an insu-
lated hot water storage tank. This allowed us to supply hot water rapidly, and
stored enough water for the second and third shifts as well. A structural de-
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sign check of the roof confirmed that it was suitable for the additional roof
loads.

The project costs were in the medium range. Delivery of the solar panels
would take 6–8 months, so we phased the project into the second year. The
primary purpose was to get rapid supplies of fairly hot water to the cooking
vessels, so that cycle time could be reduced. This would give recovery time to
the canteen staff in the event of a power supply glitch. The bonus was that
electrical energy savings made it economical as well. The project was justified
as a welfare item.

3.4  Results  

We completed all the selected projects within three years. When comput-
ing benefit-to-cost ratios, we measured or estimated the benefits over a 3-
year period (thereafter, they would be influenced by other initiatives as well).
The results are described below.

1. Factory Ventilation (HSE)  

The air circulation fans were installed more or less on schedule. Some in-
stallations were late, caused by delivery delays from the vendor, but all the
fans were in place within four months. Our departmental credibility went up a
notch in the eyes of the workers.

2. Electricity Supply  

There were budget overruns, as the transformers and circuit breakers cost
nearly 30% over the estimate. This had to be offset by savings elsewhere. On
the plus side, the value of production lost due to electricity supply problems
went down by nearly 80%. The benefit-to-cost ratio was 5.5:1.

The power factor capacitor banks and their control systems were very ef-
fective. The reduction in electricity bills was better than estimated, and the
benefit-to-cost ratio was 6:1.

3. Air Supply  

We installed pressure recorders at key points in the three factory buildings.
The charts showed that after installing the air receivers, the pressure fluctu-
ations were minimal and well within acceptable limits.

Once the new cooling towers were connected, more than 95% of entrained
water was trapped at the supply end. A small quantity was drained from the
air receivers, but there was no water to be drained from the low point drains
on the air mains any longer. The saw-tooth pipeline design described earlier
was abandoned whenever new air lines were laid.

Production loss due to air supply or quality problems all but disappeared
once all the new facilities were installed. Computing the benefit-to-cost ratio
proved difficult, as there were questions about the number of compressors to
be included in the cost figure. The range was 11:1 to 16:1, depending on the
cost figure selected.
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4. Water Supply  

Laying the new water mains proved very time consuming, as the munici-
pality had complex and slow tendering processes for procuring and laying the
pipe. There were city streets to be crossed; this required coordination with
other city departments and utility companies. Eventually it was completed af-
ter about 30 months.

We made better progress with the additional bore wells, about half of which
turned out dry while the rest yielded varying amounts.

Meanwhile, the demand was rising continuously. These two projects helped
us to meet the demand, but there was no doubt that the problems would
worsen in future. We did not compute a benefit-to-cost ratio as it was a sur-
vival and welfare issue.

5. Dust and Fume Pollution  

The ceramics departments used to be in a permanent dust haze before we
installed the new cyclones and larger extractor fans. The haze cleared visibly
and quickly, so the workers were happy. But there was an attractive spin-off
as well. Most of the ceramic dust recovered from the cyclones could be reused,
allowing a small production volume increase and cost savings. What started
off as a welfare/health project gave a benefit-to-cost ratio of 2.5:1.

The new fume extraction hoods and fans in the plating department worked
well from the beginning. The number of workers reporting sick dropped sig-
nificantly, so we felt quite pleased with the results.

6. Security of Energy Supply to the Canteen  

The solar water heater panel project produced dramatic results. The can-
teen people were relieved from the tension that prevailed earlier. They could
go about their work calmly and with less anxiety. The savings in electrical en-
ergy paid for the project within eight months, which was a bonus.

3.5  Lessons  

When management gurus talk about vision, mission, and objectives, we
may find our eyes glazing over. However, this experience taught me that the
gurus are quite right. A systematic approach allows us to objectively evaluate
what needs to be done and why. 

As engineers, we do not always think in commercial terms; technical excel-
lence is what most of us find appealing. Without an effort to do a cost-bene-
fit analysis, I suspect these projects would have been shot down. When the
benefit is 250% of cost (in some cases it was over 1000% of cost), it is easy
to convince management. Funds suddenly become available to maintainers
and engineers, instead of the much-favored Production and IT departments.

We found that shop floor workers can be quite realistic in their expecta-
tions. When it comes to recognizing infrastructure weaknesses, their inputs
are often quite useful. Visible feedback that they can see through our actions
helps build trust and confidence. Shop-floor staff helped identify the main
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weaknesses during the two-week review period, not outside consultants. The
items they highlighted proved valuable, as all of them had excellent economic
or HSE benefits. 

That the boss is an important customer is not in question; not recognizing
this can be career limiting! However, we should pay heed to the other cus-
tomers as well, and include their ideas in our plans.

Expectations should be vetted to ensure that they add value and are man-
ageable within existing cost constraints. Only those projects that pass the
hurdles should be used to formulate the plan.

3.6  Principles  

1. Deciding a line of action pro-actively is distinctly superior to playing 
catch-up. The vision and the current status give us the means to do a 
gap analysis and set our objectives.

2. Knowing the customer’s expectations is important, whether these are 
from management or the shop floor. Asking them directly is better than 
making assumptions.
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Chapter 4

SSet t ing  OOb ject i ves
…  why  customer  expectat ions  mmat te r  

Energy is the essence of life. Every day you decide how you’re going
to use it by knowing what you want and what it takes to reach that

goal, and by maintaining focus. 
Oprah Winfrey, Talk Show Host  

Author:  V. Narayan 

Location:  2.1.2 Automobile Parts Manufacturer  

4.1 Background 

The company designed and built many of the special purpose machine
tools (SPMs) they needed for manufacturing their product range. This
work was done by a separate division that had a design office, a large
machine shop, and an assembly department. The design group was in
close contact with the production and process planning departments.
Castings and forgings required for these SPMs were made by third-party
vendors to the company’s specifications and rigorous quality standards.
The 500 odd staff in this division occupied one building, approximately
60,000 square feet in area.

The company had a principal in Europe and affiliates around the
world, making a similar range of products. The company’s European
principal decided that SPMs made in this plant were of comparable qual-
ity to those made in their European factory. They made a policy decision
to increase SPM production in this plant with orders from affiliates being
executed here, once additional capacity was established.

The SPM manufacturing, assembly, and testing areas had to be in-
creased significantly. Additional machine tools were required along with
overhead cranes, packing and dispatch bays, and a small increase in of-
fice space for a larger design group.

Demand for the company’s main product range of fuel injection
pumps and spark plugs was also rising rapidly. As a result, the company’s
own production process needed additional factory area. The company
decided to relocate the SPM division to a new factory to be built on a
green-field site. This would release an additional 60,000 square feet



in the existing plot to cater to the growth in primary product demand.
They owned a plot adjacent to the existing factory, with a public road

dividing them. The plan was to build a new factory building 100,000
square feet in area with its own infrastructure services such as electric-
ity supply, water, and air. The SPM division would thereafter operate as
a profit center.

For many years, the company had used a respectable and reliable
firm of architects for their civil engineering work. At the time of these
events, they were supervising the extension of an existing factory build-
ing (described briefly in Chapter 22). While observing this work, I no-
ticed that our own civil engineers and the architects were operating well
within their comfort zones. 

The architect’s designs looked very sound, but it was not clear
whether more economic designs were feasible. We could resolve this
question by opening the architectural and structural design work to out-
side bids. After obtaining approval to conduct a conceptual design com-
petition, we invited other qualified architects. The successful submission
would meet specified criteria:  customer expectations, cost, and adher-
ence to schedule.

4.2  Customer Expectations

In Chapter 3, we discussed the importance of getting the inputs of shop-
floor staff when planning for the future. We applied this principle in planning
this project. The starting point was ‘market research’ with our main cus-
tomers, the workers in the SPM division.

We prepared a questionnaire to evaluate the requirements and expecta-
tions of all the people who would be working in the new factory building. The
questions tried to identify their preferences with regard to working conditions
and services. Specific requirements of specialized groups could be recorded in
free text. We selected about 50 machinists and assembly technicians ran-
domly, then interviewed them individually, using the questionnaire as a
prompt. We interviewed trade union representatives, designers, and man-
agers as well. The results were compiled and collated so that we had a good
idea of the expectations of a cross-section of customers.

As in the earlier exercise described in Chapter 3, we were quite surprised
at the number of common factors in their responses. The majority of those in-
terviewed wanted the following:

1. Natural ventilation; in the existing factory, large column-mounted air cir
culators were used to cool the work area; they did not want these in the 
new building.

2. Natural lighting.
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3. Large spans between columns; some people specified 60–70 feet as the 
desired span in both directions.

4. Overhead gantry cranes to cover the entire assembly and dispatch bays.  

5. At least 20 cubic feet of storage space per machine-tool, for tools, jigs, 
and fixtures.

6. Dry air supply for machines; in the existing factory buildings, condensed 
water in the air pipelines had been a major problem for some years.

7. Assured supply of power and water.

There were a few other requirements, but these were relatively minor and
could be carried out at low cost during the detailed design.

4.3  Technical Criteria

In the earlier designs of the factory buildings, north light trusses were
used. At the time this project was being planned, structural and reinforcement
steels were very expensive and in short supply in the country. As a result, the
roof structure costs were over 30% of the total whereas the foundation costs
were relatively low, because the site was on a solid granite formation. In the
most recent design, the weight of the roof structure was about 6.8 lbs/square
foot of roof area; in earlier designs, it was nearly 7.5 lbs/sq ft. We decided to
inform the participants in the competition that we would expect to see a sig-
nificant improvement in the structural design over the current performance. 

We told them of our desire for large spans, cranes, and other items high-
lighted in the survey results.

4.4  Commercial Terms

We paid a nominal fee to the competitors to cover part of the costs of
preparing their proposals. Under the terms of the competition, they had to as-
sign the ownership of their designs to the company. The company could ask
the winning competitor to incorporate features from other designs if that was
considered useful.

The competitors were to advise us of their fee structure, which we would
incorporate into the final contract to the winning competitor. We included a
preliminary project schedule in the invitation to compete, which we asked
them to accept on a best-effort basis.
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4.5  Selection Criteria 

We informed the competitors in advance of the criteria which would be used
in making the final selection. They had to meet our technical criteria or, if not,
demonstrate why their design was superior technically and commercially.
Their design had to be aesthetically pleasing; this of course was a subjective
issue. Their fee structure should be comparable to those prevailing in the mar-
ket, but this was negotiable, if other conditions were met. They had to demon-
strate that our project schedule would be met.

4.6  Competition Outcome

All eight short-listed firms submitted their proposals. We opened these in
the presence of the two executive directors. A three-person evaluation team
selected the two best proposals, and listed their merits and shortcomings. The
evaluation team presented their results and recommendations to the direc-
tors, who made the final selection.

The selected firm of architects had offered some innovative design ideas in
their conceptual design. The roof structure design was even better than we ex-
pected, weighing about 6 lbs/sq ft. This would lower total costs by nearly 4%. 

Figure 4.1 Folded Plate Design of Outer Walls

The outer walls were designed as a folded plate (see Figure 4.1). The folded
plate design strengthened the relatively slim stone wall (about 18” thick) con-
siderably. It was strong enough to withstand the bending and buckling stresses
caused by the wind and roof loads. Folded plate designs are normally used for
concrete roofs, but using them for the walls was an interesting concept.

The wall section on the inner part of the folded plate had large outward fac-
ing top-hinged window panels. The section of the wall forming the outer part
of the folded plate walls had a large recess, which could be used for storage
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of tools, jigs, and fixtures (see Figure 4.1). A thinner outer wall section meant
that fewer materials were required, so the walls would be cheaper. 

The main columns were spaced at 70 feet x 70 feet. With this spacing, we
anticipated some problems with rainwater disposal because the down-take
pipes could at best be spaced every 70 feet. This problem had to be solved
during the detailed design, and was a situation about which we were aware.
The provision for natural lighting was excellent, with large window areas in the
outer walls and the north light roof structure design. Aesthetically, their de-
sign was pleasing.

4.7  Results

The factory building construction progressed quite well, in spite of many
problems, some outside the company’s control. Within a year of ground
breaking, most of the building work was completed. For various personal rea-
sons, I decided to take up a new assignment with another company, so I did
not see the last stages of this project through to completion. 

I visited the factory five or six years later, and was quite impressed with
the design. Several machinists and technicians recognized me as I walked
through the factory. They offered greetings and expressed their satisfaction
with the building. They were proud in the knowledge that their ideas and con-
tributions had helped make their work environment pleasant. The best part
was that the overall cost was much lower than if we had persisted in ‘doing
business as usual.’

4.8  Lessons

1. Incorporating customer expectations in the design specifications helps 
optimize plant design. Objectives can be clearly set out at inception.

2. Specifying success criteria at the outset removes subjectivity in decision-
making.

3. Paying competing architectural firms a small fee can help get better 
designs by releasing their creative juices. It also enables company 
‘ownership’ of all the designs.

4. Better design features do not necessarily cost more. This example 
illustrates how they could save money. 

4.9  Principles

1. People like to operate within their comfort zones. It is the leader’s job to 
recognize the symptoms and shake them out of this situation.

2. Consultants (including architects) must pull their weight—they can add 
value and help make large savings. To do so, they must be given 
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freedom to exercise their creativity.
3. In order to establish trust in any partnership, we need clarity from the 

outset. If the objectives are clearly stated up front, people usually rise to
the challenge.
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Chapter 55

Chang ing  Parad ig ms
…with  l eadersh ip  and  exper t i se

It is paramount for leaders to align the organization so that all are work-
ing together to achieve the same objectives. 

Peter Wickens, Author. 

Author:  Mahen Das 

Location: 2.4.1 Medium-Sized Semi-Complex Petroleum Refinery  

5.1  Background

The refinery received its compensation on a cost-plus basis, i.e., it re-
ceived all its operating cost, plus a fixed percentage of that cost. Each
partner paid a sum in proportion to the amount of crude processed for
it. In such an arrangement, there was no motivation for the refinery to
function cost effectively. In fact, the higher the cost, the higher was the
fixed percentage of compensation, i.e., the profit.

Over the preceding decade, the refinery had undergone a major ex-
pansion. As a result, it had focused on new construction and start-up ac-
tivities, not maintenance of assets as a business process. Although the
people were generally well educated and competent, expertise and lead-
ership for maintenance of assets had been lacking.

5.2  Prevailing Culture 

The working culture was quite similar to that in most other places at that
time. Departments were securely compartmentalized. The Operations depart-
ment called most of the shots. The Maintenance department was at their beck
and call. Process technologists and advisory engineers had little to do with the
overall efficiency of operations. The Materials department was within the Fi-
nance function and, with the mental make-up of typical bean counters, had
little appreciation of consequential loss due to low quality of maintenance ma-
terials or their delayed delivery.



The Inspection section (within the engineering function) was very conser-
vative, basing inspection intervals on a fixed-time schedule. Although the reg-
ulatory authority allowed considerable flexibility, they preferred to play safe.
As a result, all process plants were subjected to annual inspection shutdowns
during which almost all equipment was opened for inspection. At the time of
these events, risk-based techniques such as RCM and RBI had not been intro-
duced in this refinery, as in the process industry in most of the world. Conser-
vative inspection and maintenance engineers only had past practice for guid-
ance (see also Chapter 10 for some more detailed insights into a similar situ-
ation).

5.3  Infrastructure

Computerization of maintenance, inspection, and materials business
processes was in its infancy. Computers were used largely as work list repos-
itories. Work planning was fairly advanced. For major projects and plant shut-
downs, Critical Path Planning with resource leveling was carried out using
commercially available software, CASP®™. However, once the project execu-
tion began, there was little or no progress toward monitoring and updating
the plan. The critical path charts remained as decorations on the wall.

5.4  Shutdown Work

Preparation for a shutdown mainly meant pulling out last year’s work list,
adding the current wishes of the operating and inspection departments, and
having it estimated and converted to a critical path plan with CASP®™. The
operators added tasks such as shutting down and gas-freeing at the front end,
and starting up the plants at the back end separately to this plan. Technolo-
gists gave their requirements to the operators for adding to the plan. The proj-
ect engineers made their own separate mini-plans and appended them paral-
lel to the main plan. There was little coordination of the preparation activities
between these departments. In the absence of a milestone chart, these
preparations were never completed in time for proper award of work con-
tracts—and contract work was required. This meant that there was never
enough time for proper competitive bidding, so prices were higher than nec-
essary. Local contractors maintained a skeleton work force of skilled crafts-
men. During big projects, such as a shutdown, they hired temporary workers.
Often, they hired whoever was willing to work, without regard to skills or ex-
perience. Contractors and their personnel were viewed with suspicion by the
refinery and always kept at arm’s length.

During execution of shutdowns, the maintenance engineer was supposed
to be the coordinator. Other participating departments did not recognize his
role because top management never announced it formally. As a result, the
execution was as if there were many separate football games instead of one
well-orchestrated team. 

In the past, management did not formally spell out the objectives of the
shutdown. The duration was fixed by the refinery schedulers on the basis of
past history. Authorization of overtime work, extra work, additional contract
work, etc., was done in an ad hoc fashion, without an overall guiding principle
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or premise. In short, there were no clear answers to the following questions,
before and during the course of the shutdown:

• Why are we carrying out this shutdown? 
• On what basis is maintenance and inspection work selected?
• Is the shutdown to be realized in the shortest possible time?
• Is the shutdown to be realized at the lowest possible cost?
• What are the economic consequences to the refinery and its partners 

if the shutdown is realized a day earlier or a day later than planned?
• Who is the person overall in charge of the shutdown activities?
• Is the work going as per plan? 
• Are the costs on track?

Top management rarely, if ever, visited the shutdown site. Cost and time
over-runs were accepted as inevitable.

The management team, including the Maintenance and Engineering Man-
ager, considered maintenance as a necessary evil. In their perception, main-
tenance was primarily the act of fixing things when they broke down. As long
as there was a credible story to explain to the outside world why a plant did
not deliver its planned production, they were happy. There was no impact on
the compensation to the refinery! 

5.5  Economic Imperatives

The high cost however, was reflected in the selling price of the products of
the refinery. By the time I arrived on the scene, the operating cost had
reached such a level that the products coming from this refinery were barely
competitive with imports. The refinery ceased to make economic sense and
had thus lost its raison d’être!

Inevitably, the threat of a close-down of the refinery loomed, unless it took
steps to become competitive with imports. For the first time in its history, the
refinery was under pressure to improve its cost performance.

5.6  New Brooms—To Sweep Clean

A new refinery General Manager (GM) arrived at this time. As maintenance
cost (always a major portion of the total operating cost of a refinery) was run-
ning at a much higher level than benchmark levels, he sensed the urgent need
for expertise and leadership for the Maintenance and Engineering function.
The person the new GM selected for this job had to have hands-on experience
of several years in process industry at various levels of hierarchy in several lo-
cations around the world. I was fortunate to catch his attention, and so got
the job.

When I arrived to take over the position of Maintenance and Engineering
Manager, a planned major plant shutdown was about six months away. It took
me about two weeks to sum up the situation. The next task was to change the
prevailing mind-sets and behaviors.
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5.7  Improvement Process

I decided to use a top-down and bottom-up approach simultaneously. I
would explain a principle to the management team, convince them of its ben-
efit, get their commitment to it, and then do the same in my own line. I went
through this process applying five principles. Throughout this campaign, I
used my daily walk-about in the process units and workshops talking to the
people I met. I conducted several shop-floor meetings to explain the five prin-
ciples. 

Using an open door policy facilitated one-on-one debates on relevant top-
ics with anyone who chose to come. This established credibility with staff and
helped build a strong case for change. In a period of ten weeks, I explained
these principles and obtained the support of relevant personnel and the man-
agement team. Cynics were silenced by peer pressure.

The refinery was now ready to try out the new paradigm on day-to-day
maintenance, as well as the approaching shutdown, now about three months
away.

5.8  The Five Principles

Principle 1—Define a Maintenance Philosophy

Through this step, we defined the purpose of maintenance and the manner
in which it would be carried-out, and stated it as follows:

“The purpose of maintenance is to keep the technical integrity of assets se-
cure, and to ensure that their operational reliability is at all times at the level
which our refinery business needed. Maintenance activities should be carried
out in a safe and environmentally responsible manner. This should be
achieved with the maximum possible efficiency so that the overall cost, i.e.,
the sum of direct and consequential costs, is minimized.” 

It took some time and effort to make most people really understand the
meaning of this definition; but once that happened, there was visible enthu-
siasm especially among the plant operators and maintenance workers. For the
first time ever, refining economics reached people at the shop-floor level. In-
deed these were the people who made things happen! Everyone could clearly
see the direction in which the maintenance effort needed to be pushed.

Principle 2—Maintenance is a Business Process, Not Just a
Department

This principle attempted to break down departmental barriers and promote
team spirit. The general message was that Maintenance, as defined in Princi-
ple #1, was a business process which transcended departmental boundaries.
Unless all participants in the process—namely, operators, technologists, in-
spectors, and maintainers—worked as a team, the process would not perform
optimally.

Explained in this manner, the principle met little resistance and was read-
ily accepted. The best measure of this was that representatives of all the dis-
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ciplines started attending morning meetings in the main control room. In
these meetings we reviewed the events in the past 24 hours and decided ac-
tions needed.

Principle 3—Contractors are Essential Partners in the Enterprise 

It was not optimal to carry all the manpower required to do maintenance
work using our own payroll. This was because of two main reasons. First, the
work load varied a lot. Second, not all skills were required all the time. 

Therefore, this refinery, like most of process industry, carried a base-load
manpower on its payroll and did peak-shaving using contractors. In our case,
the peak manpower, annualized by averaging over the shutdown cycle, was
about 30% more than the base manpower. Individual peaks were many times
more. Thus, contractors were major participants in the maintenance process;
unless they felt part of the team, their performance could not be optimal. 

This principle also found ready acceptance except from the Finance func-
tion. They needed further convincing that there were sufficient checks in place
to prevent malpractice when contractors’ personnel worked as a team with re-
finery personnel.

Principle 4—Define the Day-to-Day Maintenance Process 

We defined the day-to-day maintenance process using the diagram shown
in Figure 5.1

Figure 5.1  Day to Day Maintenance Process 
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The main features of this process are:

•  The key participants in the Maintenance process work as a team; pri-
orities are clearly defined and understood, and all work is screened 
by this team.

•  Proactive work is determined with the help of risk-based methodolo-
gies; it is planned and scheduled for a long period. This is the long 
look-ahead plan of known work.

• Emergent work is subjected to daily scrutiny and appropriately 
prioritized.

•  Backlog is used as a repository of work. It is managed within defined
parameters, e.g., ceilings on total volume and residence time for 
each item.

•  The current week’s work plan is firm. It consists of proactive work 
and all high-priority emergent work which was known before issuing
the plan the week before.

•  Work on this plan will be displaced by new emergent work only if the
team decides that it has high enough priority. Otherwise it will be 
put in the repository.

•  The following weeks’ work plans consist of proactive work and ap-
propriately scheduled emergent work from the repository.

•  After execution, every week’s plan is reviewed; learning is extracted 
and applied in the future.

Principle 5—Define the Shutdown Maintenance Process

Figure 5.2  Shutdown Maintenance Process
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We defined the shutdown maintenance process using the diagram illus-
trated in Figure 5.2.

The main features of this process are:

• Well ahead of time, management installs a team leader and identi-
fies future team members of all disciplines. Their roles are clearly 
defined. The premise of the shutdown is clearly established, from 
which the objectives may be derived.

• Timely compilation of the work list, including a review of process is
sues, e.g., catalyst regeneration.

• The team challenges all items in the work list using a risk-based 
approach. They freeze the revised work list and, thus, the scope.

• Any new work proposed after the freeze has to surmount a tough 
business hurdle.

• The team identifies contractors at this stage.
• The planner uses a multidiscipline-integrated planning, scheduling, 

and resource optimization of all work in the scope (people, equip-
ment, cost, etc.). This results in one plan for all disciplines, opti-
mized for all resources. Contractors are fully involved in this work.

• Use of brain-storming exercises to identify alternative solutions for 
expensive items of work at this stage, e.g., scaffolding rationaliza-
tion.

• Actual shutdown execution is a seamless and integrated process 
from the time the feed is cut off until the time finished products start
to flow to storage. During this entire period, the team leader is 
solely in charge and manages daily coordination meetings, daily 
safety supervisors meeting, completion of inspection before the 
halfway point, and daily update of plan. The team leader applies a 
tough business challenge for emergent work.

• Top management including the GM frequently visit the site, show 
visible support, and get a first-hand “feel”.

• The team leader carries out a post-implementation review and feed
back (improvement cycle), soon after completion of shutdown. 

I published the new maintenance philosophy document, Principle 1 de-
scribed above, within three weeks of arrival. The remaining four principles,
which were based on this principle, followed in the next few weeks.

5.9  Results

Within a year, the new ways of working were firmly in place. The mind-set
and expectations of staff were radically different from those seen just a year
earlier. After three years, using an international four-quartile benchmarking
scale, the maintenance performance of the refinery moved up two quartiles,
and thus became a leader.
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5.10  Learning Points

1.  Importance and Power of Benchmarking

With the help of benchmarking, the new GM quickly came to realize that
one area with poor performance was maintenance. The benchmarks he used
were developed by an international petroleum company, also one of the part-
ners in this refinery (see Chapter 8 for additional details). These were used to
compare the performance of its numerous child companies all over the world.
That maintenance performance needed improvement will be clear from the
following popular benchmarking factors:  

•  Annualized Total Maintenance Cost (TMC) as % of Total Operating
Cost, excluding fuel.

In a petroleum refinery, most cost elements are independent of the activ-
ity level, i.e., the throughput. These cost elements add together to account for
the fixed cost. Of the elements which are dependent on activity level—ac-
counting for the variable cost—the cost of fuel is the most significant. Others,
e.g., process chemicals, have a negligible effect in the context of this bench-
mark. Therefore, if the cost of fuel is removed from the total, the proportion
that various cost groups such as production, maintenance, technology, and
administration form of the total is nearly constant from year to year. The pro-
portion of the annualized TMC should be about 30%. The GM noticed that in
this refinery it was about 45%.

•  Annualized TMC as % of Asset Replacement Value.

As the replacement value of an asset varies with inflation and other mar-
ket forces, so does the cost of maintaining that asset. This ratio, therefore, is
quite a good indicator of maintenance effectiveness. When the new GM ar-
rived, this ratio for the refinery was 2.5% as against 1.4% for an average per-
former and 0.9% for the best performers. 

2.  Maintaining Focus   

Keeping an enterprise or an initiative in focus is a major factor for its suc-
cess and good performance.

It has been experienced over and over again that an initiative or enterprise
will fail unless it is kept in focus by people responsible for it. This focus is of-
ten expressed as ‘keeping your eye on the ball.’ Focus is a top-down thing. Un-
less the top management sends clear signals of interest, the organization be-
low will not respond. In this refinery, the glamorous thing was to build new
plants and then commission them, thus being in the limelight. The mundane
task of maintaining the existing and the newly-acquired assets was out of fo-
cus—and rightly so because there was no reward for good performance in
maintenance. 
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The lack of focus on maintenance was not hard to recognize. I asked the
refinery economist to relate the direct and indirect effect of maintenance on
the refinery bottom line. When I revealed these numbers to the shop floor
level, maintenance suddenly acquired a new glamorous high profile. This also
led to maintainers talking to operators on equal terms.

3.  Providing Leadership and Expertise 

It is not enough to have a group of competent people in an enterprise. Their
efforts will be wasted unless there is a leader with relevant expertise who can
give direction to their individual efforts. High-visibility direct contact with the
rank and file, easy accessibility to them, and leading from the front speed up
the rate of progress towards the goal. Daily walks through the plant, shop-
floor meetings, an open-door policy, and one-on-one debates with the rank
and file help re-establish the focus. 

5.11  Principles

Leaders need to understand the true state of affairs and, when necessary,
have the courage and energy to take corrective actions. Lack of focus is a
fairly common problem and sometimes happens over time due to the plethora
of emerging ideas, projects, or external pressures. 

The first step is to take stock and unambiguously define the purpose of the
enterprise and the philosophy guiding its conduct. Good communication will
ensure that every one concerned with the enterprise understands the issues.
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Chapter 6

AAp p l y ing  Bus iness  Best  Pract i ces
… focus ,  a l ignment ,  and  speedy  im p l ementat ion

he lp  to  reap  benef i t s

There are costs and risks to a program of action, but they are far less
than the long-range risks and costs of comfortable inaction.

John F. Kennedy.

Author:  Jim Wardhaugh

Location:  2.2.2 Large Complex Refinery in the Far East  

6.1 Background 

The organization had a very traditional functional structure. This
structure is shown in a simplified way in Figure 6.1. Many of the senior
managers were expatriates, but local people were very competent and
were rapidly taking up senior positions. The refinery was making lots of
money and, at the time, could sell all the products it could make. The fo-
cus was very much on throughput.

The company’s attitude was certainly not one of complacency, but
neither was there a real thrust to be maximizing profitability. The entire
operation was waiting for a spur that would goad it into action. Then it
came. A review by an American consultancy company, specializing in
process plant benchmarking, showed that the refinery was a relatively
poor performer in many important areas. In school report terms, it could
do a lot better.

6.2  Reaction

The results of the benchmarking exercise were embarrassing. Nowhere was
this more so than in the maintenance area, which was depicted as a very over-
staffed and high-cost operation with low equipment reliability (although deliv-
ering respectable levels of plant availability). The first response to the bench-
marking was one of denial. Many of the hard-working occupants of positions



in the maintenance department saw this as an attack on their personal com-
petence and commitment to the company’s performance. The results could
not possibly be true. Their second reaction was fury. It was totally absurd that
hard–working, committed, and competent people could be shown as poor per-
formers. This just did not make sense. Their third reaction was to seek expla-
nations and excuses. There must be input errors or errors in the analysis and
comparison processes.

However, the results could not just be ignored. Interestingly, action was
called for by personnel at all levels, from the top to the bottom of the organ-
ization. All had different motivations, but none could live with this slur; all de-
manded action.

What I didn’t realize at the time was that the responses demonstrated by
the workforce were following the classic Bereavement Curve (See Figure 6.2).
This curve originated as a result of research by bereavement counselors and
is usually attributed to Elizabeth Kubler-Ross. Change managers soon realized
that this curve also fitted the classic reactions to many traumatic events in
business; it has been used extensively by consultants to track responses to
significant change.
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6.3  Review Process

I was given the task of unraveling this mystery, and identifying the issues
and charting a way forward. Because this was my first brush with benchmark-
ing, my first step was to understand the benchmarking process as a totality.
I needed to understand how it worked, and what both the terminology and the
definitions meant. The second step was to scrutinize the input process which
we had used.

The benchmarking input document took the form of an extremely detailed
and structured questionnaire which was sent to a number of refineries in the
area. Each completed the questionnaire for their own facility. There was some
degree of validation built into these questionnaires, but anyone completing
them properly needed a good understanding of the benchmarking firm’s ter-
minology and definitions. Teasing out the required information from many
sources in a refinery was not easy. It was made more difficult because the in-
house information was presented in many different formats and with many in-
consistent definitions often slanted to the needs of particular users of this in-
formation. For example, we found about four different definitions of overtime,
with different variants focusing on hours worked and hours paid and added
complexities being introduced if the work was done by shift workers on na-
tional holidays.

Handling this data gathering process effectively was not easy; it required
a good understanding not only of a number of underlying management and fi-
nancial measurement concepts, but also the concepts and assumptions be-
hind the benchmarking firm’s definitions. In retrospect, and knowing the im-
portance of correct inputs, a person of high competence with a good overview
of the business should have been allocated to the job. However, completion of
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this sort of questionnaire is not the most glamorous of jobs and it certainly
wasn’t seen as career enhancing. So, unsurprisingly, we found that the task
had been given to a fairly inexperienced individual.

Once an awareness of all of the above had been gained (understanding
would only come later), the next step was to confirm that the input data was
accurate, or at least reasonably so. This is where things started to become
even more difficult. Although the location was reasonably sophisticated in the
use of computer systems, the data sought did not seem to be retrievable in
any sort of straightforward way. There were no consistent definitions between
any of the computer systems or the various manual systems used in the loca-
tion. Indeed, definitions were often totally absent; many individuals had con-
cocted definitions as required in an ad-hoc way.

Certainly it was not easy to get the input information required. The sort of
information being sought included details of plant utilization, availability, reli-
ability, reasons for downtime or failure, overtime, and costs. It became clear
that inspired (and some not-very-inspired) guesses had been made to feed
the questionnaire. Indeed, there had been a large number of errors in answer-
ing the questionnaire; the data input contained significant inaccuracies. But it
was impossible without a lot more effort to make more than guesses as to
whether the inputs painted a black or a charitable picture of our performance.

6.4  Characteristics of Refining Industry Top Performers  

Information from our benchmarking company and scrutiny of top perform-
ers showed that some of the excuses we were toying with as partial justifica-
tions for poor performance were invalid. It became clear that the following as-
pects of a refinery had little impact on performance:

• Age
• Size
• Geographical location
• Feedstock
• Extent of use of contractors
• Organization (functional or business unit)
• Unionization

There were top performers (and poor performers) of all sorts of shapes,
ages, sizes, etc. However, what was apparent was that a move away from the
traditional command and control regimes of the past would be beneficial. 

The “Characteristics of Refining Industry Top Performers” were identified as:
• Clear organizational goals
• Flat organization with increased span of supervision
• Data-based self-management systems
• Good management systems with small management staff
• Emphasis on improved operational reliability
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• Intelligent risk taking
• More collaboration and teamwork
• Emphasis upon value-added aspect of each position or policy

6.5  Results of the Review

We had many manual information systems, a Computerized Maintenance
Management System (CMMS), and a lot of other computer systems. But these
made up islands of isolated data with incompatible definitions. It was common
practice to use different terminology to discuss activities around the refinery.
We could not easily access such factual data as who was doing what and why.
Thus, we had a high technology refinery run by well-educated and competent
staff, but groups in the refinery were each speaking their own language. There
were some common business objectives defined by senior management, but
by the time they had gone through the translation filters of the disparate
groups, they were no longer common.

We did not have the ability to define and measure performance in anything
other than the crudest terms. We had bought a CMMS and many other com-
puter systems but we hadn’t bought increased visibility. We had almost no
idea who was doing what, or why. We didn’t know what the end results were.
We certainly weren’t measuring performance and, the more we looked at
things, the more convinced we became that we definitely weren’t managing
performance. Indeed one manager, when faced with this dilemma, said that
we were on autopilot. This seemed doubtful as autopilots do have one target
destination. We had many different ones.

We still didn’t have concrete answers or a good understanding of the pic-
ture that the benchmarking firm had painted of our performance. However, we
found that there was enough factual evidence to identify numerous significant
problems:

• Although the refinery had both an overall vision and targets, these 
had little impact on the efforts made by refinery management and 
staff. Departments in the refinery were optimizing their efforts 
based on their own aims rather than on the overall refinery business
aims.

• Plant availability at 96% or so was reasonably good for the time. But
this level came about largely by providing excessive redundancy of 
equipment. 

• Our reliability effort was unfocused and ineffective. For example, 
Mean Time Between Failures of pumps was about one year rather 
than the four years attained by respectable performers. 

• Overall costs of doing business were high. For instance, mainte-
nance costs as a percentage of the replacement value of process 
plant and equipment was over 2% rather than the 1% or less of top 
performers.

• Maintenance and operations were significantly overstaffed, with too 
many layers of supervision, and most of the hands-on work was 
done by over-supervised contractors. Indeed, many of our own fit-
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ters had stopped carrying tools as if it was beneath them. This in-
herent overstaffing was exacerbated by high levels of overtime.

• A huge number of contractor employees arrived at the refinery each 
day. It was unclear who they were working for, what jobs they were 
going to work on, and how competent they were. What was certain 
was that they were having too many accidents.

• There was significant over-management at all levels. Unnecessary 
authorization hurdles were found; these were causing delays in 
carrying out fairly mundane activities.

• Productivity was poor with a lot of apparently unnecessary work 
being done and much of the work being done by a few people. 
Hands-on-tools time was estimated to be about 30% of the possible 
time,with many delays.

• A low-risk culture permeated the refinery.
• The Inspection department was consciously acting as a police group 

separate from the refinery. They looked like employees of the regu-
latory authorities. There was little apparent business benefit coming
from them.

• The Safety department had become emasculated, had no authority, 
could get little done, and was staffed by inexperienced personnel. 
The accident rate was increasing.

We wanted to publicize the problems in an easy-to-understand form, so we
summarized the findings of the benchmark study and the further internal
scrutiny, as in Table 6.1 below.

Table 6.1  Findings of Benchmarking and Internal Scrutiny
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6.6  Strategic Decisions on Effecting Change

Contact with the benchmarking firm had jolted us out of our complacency.
What was frightening was how easily we had become outdated in our thinking
and management styles. The findings of the benchmarking firm and the re-
sults of the in-house scrutiny were put to refinery management together with
a set of proposals. This prompted a watershed in our thinking about how we
were going to operate in the future. Four key decisions were taken which
would change things forever:

1. The modern management styles advocated by the benchmarking firm 
would become our target organizational style (see Figure 6.3, 
Organizational Characteristics of Top Performers).

2. We would migrate to these as quickly as possible, so that effective 
change management would be essential (see Section 6.7 below).

3. A set of new computerized information systems would act as enablers 
(see Section 6.8). 

4. The engineering group would be the engine to drive these changes 
refinery-wide.

Figure 6.3  Organizational Characteristics of Top Performers
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6.7   Managing the Change Process

We knew that we were heading for a big upheaval. We were going to
change the way the business was run and this would have a significant impact
on people at all levels. So we needed a consistent framework in which to man-
age the changes. The Kotteri approach was chosen.

John Kotteri studied over 100 companies going through change processes
and identified the most common errors made as:

• Too much complacency
• Failing to get enough allies
• Underestimating the need for a clear vision
• Failing to clearly communicate the vision
• Allowing roadblocks against the vision
• Not planning and focusing on getting short-term wins
• Declaring victory too soon
• Not anchoring changes in the corporate culture
• Too much management and too little leadership

He made a clear distinction between:

• Management, which is a set of processes to keep complex systems 
running smoothly and

• Leadership, which defines the future, aligns people, and inspires 
them to pursue the vision

However, these were the recipes for failure. We were interested in success.
For this, Kotter presented an eight-point recipe which we adopted:

1. Establishing a sense of urgency
• Identifying actual and potential major risks or opportunities

2. Creating a guiding coalition
• Assembling a group prepared to act as a team and with enough 

power to lead the change
3. Developing a vision and a strategy

• Creating a vision to help direct the change effort and developing the
strategies for achieving that vision

4. Communicating the vision
• Making effective use of all opportunities to communicate the new 

vision and strategies, and teaching new behaviors by the example 
of the guiding coalition

5. Empowering a broad-based action
• Getting rid of obstacles to change; changing systems that seriously 

undermine the vision; encouraging risk-taking and non-traditional 
ideas, activities, and actions
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6. Generating short-term gains
• Planning for visible performance improvements; creating these im-

provements; recognizing and rewarding employees involved in 
these improvements

7. Consolidating gains to produce more change
• Using the credibility achieved from the short-term gains to change 

systems, structures, and policies that don’t fit the vision; continu-
ous re-invigoration of the transformation process. 

8. Anchoring new approaches in the culture
• Getting all parties to recognize the connections between the new 

behaviors and corporate success; ensuring that the commitment 
to change was embedded within the leadership succession process

6.8 Effective Computerization 

A key part of our vision was either to buy off-the-shelf, or to build and im-
plement quickly in-house, a number of information systems which would act
as enablers of new and more effective ways of working. We had already had
some success in using computer systems. Although we were fairly low on the
learning curve, we were confident that we knew what ingredients were needed
in the systems:

• Clear business objectives translated into department and individual 
performance targets

• Focus on value-adding work
• Best practice business model and workflow processes
• Good organization and execution of NECESSARY activities
• Visible performance measurement to:

• Show what is important
• Show where problems are
• Drive the improvement process

The benefits we were seeking, and were confident of getting, are shown in
a simplified way in Figure 6.4.

Earlier we had investigated several computer implementations in a number
of refining sites, including our own, in a search for the recipes for success. We
found that most systems developed in the traditional way by IT departments
had been relatively unsuccessful. Indeed that approach seemed to be a recipe
for failure and produced systems which:

• Were large and over-specified
• Formalized traditional work methods
• Became substantially unchangeable when the designers left the site
• Had little positive impact on site culture

More successful  projects were run by users, with the assistance of the IT
group. They had considerable visible managerial support as well as senior
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user involvement and commitment. This approach became our model for all
system implementations.

We bought systems off-the-shelf whenever possible. When we had to build
our own, we used the unconventional approach of prototyping. A modern pro-
gramming language enabled a manager and system developer to sit together
and quickly make a working system, albeit at the expense of computer effi-
ciency. This “draft system” could be modified quickly, as many times as nec-
essary to produce the required result. The use of prototyping produced effec-
tive systems quickly. It also brought some scathing remarks from the IT pro-
fessionals in other locations. They called our approach “kitchen computing.”
Further details are given in Appendix 6-A.

Success was brought about by focusing on the following key aspects of the
systems:

• Small simple solutions to problems
• Focus on the key players who use the system most
• System consciously designed to effect an agreed transformation 

(e.g., to make planned work easy and unplanned work difficult)
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• Presentation (screens) exert psychological impact on users
• Real time data, where necessary
• Fast implementation

The results of these efforts were:
• Cheap, simple systems which were dynamic, living, relevant.
• All significant actions of site personnel became visible. 
• Poor performers in the workforce (whether engineers, supervisors, 

or fitters) were identified, embarrassed, and isolated.
• Psychological impact on site tradition, culture, attitudes, norms, etc.

6.9  Initiatives to Improve Performance

The four decisions in Section 6.6 acted as a framework for action. Large
numbers of issues were identified. Equally large numbers of corrective actions
were initiated and integrated to make step changes in performance. There
were too many to cover in this book, but a number of the most significant is-
sues and the related initiatives are explained in some detail in the chapters
detailed below:

• Chapter 8 Benchmarking 
• Chapter 10 Integrating Inspection & Degradation Strategies
• Chapter 15 Managing Surplus Staff
• Chapter 27 Workflow Management
• Chapter 32 Overtime Control
• Chapter 33 Managing Contractors
• Chapter 44 Pump Reliability

6.10  Lessons

1. Making lots of money does not necessarily imply that you are a good
performer (but it can hide the truth and dull your desire to improve).

2. Improvements in performance need to be managed by defining 
vision and strategies.

3. Misalignment, however well intentioned, must not be allowed.

4. A sense of urgency needs to be established; otherwise, nothing 
happens.
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6.11  Principles

Significant events and changes trigger responses, which follow the be-
reavement curve. This is true for people at all levels.

Facts demonstrate reality and drive alignment in a way that opinions never
can.

Reference

Kotter, J. P. 1996, Leading Change. Boston:  Harvard Business School
Press. ISBN-10: 0875847471.

Appendix 6-A 

Rapid Creation and Use of Simple Cost-Effective Computer Systems.

6-A.1  Business Aims

The aim of each system should be to bring increased business benefits. Any
other reason is probably invalid. If we need to improve the profitability of our
plants, we need to improve reliability and availability, and to optimize the cap-
ital and revenue costs of our operations. 

6-A.2  Effectiveness Of Information Systems

We studied a number of information system implementations in various lo-
cations in the company. Few opportunities had been grasped to use computer
systems as enablers of new ways of doing business. We became convinced
that many of these implementations had actually made things worse. Rela-
tively user-friendly paper systems had been replaced by unfriendly computer
systems. However, in a few locations, we saw how modern computer systems
could be effective vehicles for significant improvements in performance and
cost. 

Because we had seen so many poor implementations, we sought the
recipes for failure and success. These are shown in Sections 6-A.3 and 6-A.4
below. 

6-A.3  Features of Poor Implementations

• Implementation run by IT group
• Benefits intangible
• Replicates old paper systems and past work procedures
• System is avoided by workers and largely ignored by management

• Almost unchangeable
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6-A.4  Features of Most Successful Systems

• Project run by users with assistance of IT group 
• Considerable visible managerial and senior user involvement and 

commitment
• Shared ownership between Operations and Engineering, etc.; the 

systems are seen as a site wide repository of data and a facility 
which can be used by all

• Clear focus on the benefits expected, how these will be achieved, 
and by whom

• Systems designed for easy use
• They give benefits larger than the input effort to all levels of user 

and have support of all levels in the organization
• They are a good cultural and organizational fit
• One-stop shop for all required data 
• Critical to day-to-day activities, to ensure use; this prevents them 

being bypassed and valuable data and history lost
• The systems contain “used” indicators of performance 
• All significant activities, events, and performance are made visible

6-A.5  Creation and Implementation 
of the Computer System 

• Project management:  A key factor in bringing success was that 
users ran the project in partnership with the IT group. This notion, 
which these days is called “client-led,” is very different from “client-
centered” where users (the clients) are consulted rather than direct
ing and managing. The modern term “client-led” is chosen to em
phasize that clients are in control of the total process. System ana-
lysts and other specialists provide the clients with methodologies, 
tools, and techniques necessary to manage and control the process. 

• We felt instinctively that this was the right approach; modern sys-
tem development is aligning on this style. Today’s arguments for this
approach include:

• An organization’s information system needs are difficult to define 
(especially by an outsider)

• IT analysts tend to drive for technological solutions
• Modern information systems must take account of the intertwined 

mix of hard needs, soft issues, and individual agendas
• Introducing new methods brings feelings of insecurity that need to 

be managed effectively
• Data and System Development Roadmap:  It had been found that 

data was in a whole series of unconnected data islands with a vari-
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ety of data definitions, preventing effective transfer and corre-
lation of data. A project to rationalize data definitions and produce 
a consistent refinery data model was set up to run in parallel with 
the creation of small business systems. Prime focus was put on data
that would be used in performance indicators to drive business 
improvements. A simplified overview is shown as Figure 6-A.1

Figure 6-A.1  Data Overview

It was necessary to have an overview of the refinery needs. This overview
is shown in Figure 6-A.2

We prepared a road-map of the systems to give a visual picture of the end
results (see Figure 6-A.3).

6-A.5.1  Use of Prototyping Techniques

There are some myths, which, if not recognized, lead inevitably to prob-
lems in developing systems:

•  Users know exactly what they want.
•  All users have identical needs.
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•  Users can effectively communicate their needs to computer people.
•  Users needs never change.

Few users can design a new information system in an abstract atmosphere.
But this is what the standard “efficient” way of developing an information sys-
tem asks for. It asks you to identify and freeze requirements. If you can’t vi-
sualize it but are forced to guess anyway, it is not surprising that end results
are unsatisfactory.

A tangible demonstration to the users of what the system will do, and how,
is essential to build confidence. Also essential is the ability to quickly change
things to achieve a better optimization, either because the world changes or
because your idea of what you want the system to do, and how, changes.

If you are buying an off-the-shelf system, things can be easier; we bought
these where possible. We seemed to be ahead of the game in a number of
cases so we had to create a number of our own systems, in areas such as 

•  Overtime. •  Contractor management
•  Scaffolding •  Equipment data
•  Permits •  Risk-based inspection
•  Maintenance workflow

and productivity 

The prototyping approach to system development can provide a flexible
way of creating systems. It assumes that change is inevitable and uses soft-
ware which produces working systems quickly, but with an inefficient use of
computer resources. It does this by its approach (see Figure 6-A.4) and
through the use of a 4th or 5th generation language.

The steps in the approach and time scale for developing a typical small sys-
tem are shown in Figure 6-A.5
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6-A.6 Training

People need familiarity and confidence in the work flow, new business
processes, procedures, and the new computer systems which are supporting
them. We found that it is not effective to leave all this to the vendor.

A coordinated approach was found to be a winner, where the vendor acted
as the technical expert training IT people; and site personnel were taught by
the site’s focal points.

Notes: 
1. Site focal points were chosen because of commitment to the cause and

interest in success. They were usually people of stature and informal 
leaders in their groups. There would be a focal point in each 
geographical and discipline area. We did not choose those who were 
computer geeks.

2. IT personnel received extensive training on hardware, software, back
ups, software, and language from the vendor. This could take a month
depending on prior knowledge.

3. The system administrator had a week of intensive training at the 
vendor’s office on configuration and optimization.

4. User focal points had a week of on-site training by the vendor.
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5. Managers and supervision had a day learning how to use the system 
and a day on how to extract benefits.

6. Technicians, operators. etc., were trained by focal points. The amount 
of training for an individual varied with the number of functions she or
he used, and could vary from two hours to a week. We found we 
needed to allow one hour of training for each piece of functionality used
and then allow for another hour of practice.

It is important to focus training on the specific needs of the group. It is not
cost effective to try to train everyone to do everything. If the function is not
practiced within a few weeks (or, in all likelihood, days!), the learning is lost.
Several training packages, each focused on particular user types, should be
made up from combinations of basic modules. For example, for a CMMS, you
might select

• Work request creation, scheduling, executing
• Updating history
• Equipment register
• Getting material
• Getting permits
• Queries and reports

A mix of classroom training (maximum 6 participants) plus guided self-
learning 

• Training (rather than practice) should not be programmed for more 
than three hours a day

• Put a training system (simulator) filled with relevant data on site for
users to practice on

• Training sessions to be “just in time” and no more than three weeks 
before hands-on opportunity

• Concentrate on core users at first
• Don’t just explain how to use the computer system. Explain in 

simple language the cultural and work practice changes to be ex-
pected. 

6-A.7 Lessons 

1. The traditional approach to systems development seems to be a recipe 
for failure and produces systems bringing little business benefit.

2. The unconventional use of prototyping produced effective systems 
quickly.

3. The result was cheap, simple, quickly implemented systems which 
were dynamic, living, and relevant.
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Chapter 7
EEva luate  Contrac tors ’  UUni t  Rates   

A cynic is a man who knows the price of everything 
and the value of nothing.

Oscar Wilde

Author:  Mahen Das 

Location:2.2.1 Liquified Natural Gas Plant 

7.1  Background 

In my capacity as an internal maintenance and reliability consultant,
I visited this LNG plant to review their performance. Contracting effi-
ciency and value for money obtained was one of the items reviewed. The
company was a fairly mature operation and had a number of contract
companies for maintenance work. These contractors had been estab-
lished during the construction of the facility and had grown with it. 

The company had set up norms for the effort required to carry out
various types of maintenance work. These included man-hours required
for or cost of:

• Manual excavation of 1 m3 of earth
• Thermal insulation of 1 m of 4” pipe at ground level
• Building tubular scaffolding from ground level, per m3

• Inserting a 4” 150# spade
• Grit blasting per m2 of steel surface at ground level
• Painting per m2 of steel surface at ground level 

There was a tiered quantity-discount scheme in place for all types of
work. They also had agreed rates per man-hour for different trades, in-
cluding 

• Pipe-fitters
• Welders
• Scaffolders
• Grit-blasters/Painters/Insulators

The unit-work rates had been established some years earlier. These
had never been reviewed. The man-hour rates had also been established
some years ago and regularly increased, based on inflation. For the past
two years, however, the contractors had voluntarily foregone inflation



correction, claiming that inflation would be neutralized by improved pro-
ductivity of their workers. The management was pleased with this posi-
tion.

7.2  Evaluating the System 

Using call-off contracts, supervisors could easily farm out most of the day-
to-day maintenance work with selected contractors. On completion, they
could measure the executed work in the specified units. The contractor would
submit an invoice based on the approved rates.

Together with an engineer from the company, I followed a maintenance job
from initiation to completion. The job was to pull a spade from a 4” 150# line
containing product after it had been prepared and made safe for maintenance
work. The job was executed by a contractor. The work permit was obtained,
the necessary precautions were taken, and the job was completed efficiently
by the two contractor’s fitters assigned, without any incident or hold-up.

From the moment the contractor’s fitters were involved up to the time they
went away, it took a little less than one hour. At this time, I was not familiar
with the agreed rates, but on the basis of my observation, I expected that the
contractor would invoice the company for 2 man-hours of work. When the ac-
tual invoice arrived, prepared strictly in accordance with the agreed norms, it
was for 8 man-hours. The schedule of rates indeed specified an effort of 8
man-hours for removing a 4” 150# spade from a line at ground level, and for
remaking the joint. The company’s engineer who accompanied me was more
embarrassed than shocked. His embarrassment was caused by the fact that
such gross discrepancies had not been discovered earlier. They had simply
been accepting the norms which had been agreed between them and the con-
tractors.

7.3  Reviewing the Existing Norms

After this observation, the maintenance and engineering manager of the
company agreed to carry out a review of the existing norms immediately. He
then realized that there was no one in his organization who was sufficiently
confident to make time estimates of maintenance activities. This explains why
no one had thought of reviewing the norms until now. I suggested a two-man
team be formed to work under my guidance. One would be an experienced su-
pervisor and the other the engineer who accompanied me earlier. They soon
realized how simple estimating was if one used real-life experience and com-
mon sense. I guided them for the first few items, after which the two of them
carried on, on their own.

The review revealed that all items of work were grossly over-estimated;
some, such as the de-spading work we had observed, were over by a factor
of 4! No wonder that the contractors had “voluntarily” given up the inflation
correction for the past two years.
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7.4  Corrective Actions 

When the contractors were confronted with this, it was not difficult to get
them to accept that the existing norms were indeed grossly over-estimated
and should be reviewed. They agreed to reduce the existing norms by 25%
across the board with immediate effect, while the review got under way.

A joint company/contractor team was set up to formally review and agree
revised norms on an urgent basis.

7.5  Benchmarking and Results

On return to my base, I initiated an intra-group benchmarking exercise.
The purpose was to compare the norms for unit maintenance activities which
were agreed between other associate companies and their contractors. A
number of companies welcomed this and agreed to participate. Data gather-
ing and processing took some time and effort. Once accomplished, however,
this proved to be very useful. The product was regularly used during subse-
quent performance reviews. Many companies realized for the first time how
far their norms deviated from that of their peers. Although some deviations
could be explained by special local conditions, these benchmarks provided a
basis for constructive discussion between contractor and company.

Some of the results, together with the question which generated that unit
rate, are illustrated in Figures 7.1 to 7.7. Locations are marked AAA, BBB, etc.,
to protect their identity. 

Excavation

Carry out excavation activities to expose an underground pipeline—to in-
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spect the protective coating system, check for corrosion, and take wall thick-
ness measurements. The soil surface is not covered by pavement or any other
cover; the excavated soil can be put along the trench (the soil is not contam-
inated so the excavated soil in total can be put back). The total amount of soil
to be excavated and backfilled is approximately 30 cubic meters. See results
in Figure 7.1.

Insulation

Removal of cladding (galvanized iron or aluminum sheeting) and rock wool
insulation over a length of 30 meters of a 6” and a 12” pipe, lying next to each
other, in a pipe bridge of approximately 6 meter height. The lagging and rock
wool insulation are in good condition and can be put back after inspection of
the pipe. Scaffolding and grit blasting or power brushing are excluded from
the contract. See results in Figure 7.2.

Scaffolding 

Erect and, after use, remove tubular scaffolding for the above-mentioned
example (insulation work on a pipe bridge) to the local safety requirements.
See results in Figure 7.3.

Grit Blasting 

The 6-inch pipe mentioned in the example for insulation needs to be grit
blasted to SA 2.5. Estimate man hours. See the results in Figure 7.4.
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Figure 7.4 Grit Blasting—Relative Costs

Spading/Despading  

As part of a job, spades have to be placed to isolate a vessel. For this pur-
pose, 4 nos. 8” 300#, 4 nos. 6” 300#, and 6 nos. 2” 150# spades have to be
installed in the existing line work. Estimate man hours required per spade of
each size, including cleaning the flange faces, placing new gaskets, placing
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new stud bolts, and de-spading after the job is completed. See results in Fig-
ure 7.5.

Figure 7.5 Spading/Despading Pipes—Relative Costs

Welding 

A few lines in the pipe bridge mentioned in the examples above need to be
renewed; each has a length of approximately 30 meters. These pipes are 4”,
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6”, and 10” in size; all are schedule 80 carbon steel. Safe-to-work prepara-
tions, scaffolding, and insulation work are done by others. Please estimate
man-hours per completed weld of each size, including joint preparation,
grinding, alignment, and welding. See results in Figure 7.6.

Valve Gland Packing Renewal

During a shutdown, various types of gate valves need to be repacked (all
old packing rings to be removed from the stuffing box and renewed). The to-
tal number of valves to be repacked is approximately 40 pcs of sizes 4, 6, and
8 inch. Estimate the man-hours required per piece of each size. See results in
Figure 7.7.

Figure 7.7 Valve Gland Packing—Relative Costs

This kind of benchmarking proved quite simple to carry out. It proved use-
ful in checking contract prices and in preparing estimates prior to inviting
competitive bids.

7.6  Lessons Learned

1. Although competitive bidding is a safeguard against overpricing, it fails
when contractors form alliances.

2. All norms should be reviewed regularly and updated if necessary.
3. An outside pair of eyes can reveal weaknesses in your systems, which 

you yourself are too close to observe.
4. Benchmarking is a powerful tool for assessing comparative

performance.
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7.7  Principles 

Without in-house capability for making realistic estimates, there is no way
of knowing whether you get value for money from your contractors.

Externally-enforced maintenance cost reductions can hurt the long-term
viability of the company, cutting away some flesh and bone along with the fat.
Internal audits of current practices can help identify out-dated procedures
that add costs without adding value. Some of these practices may have
started off as well-intentioned streamlining exercises, to improve efficiency of
repetitive work. Periodic audits will demonstrate that controls are constantly
reviewed, and thus minimize external pressures.
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Chapter8
BBenchmark i ng

Benchmarking is about being humble enough to admit that 
someone else is better at something than you; and wise enough to 

try to learn how to match and even surpass them at it.
American Productivity and Quality Center.

Author:  Jim Wardhaugh

Location: 2.3.3 Corporate Technical Headquarters

8.1  Background

Our little group was providing a benchmarking and consultancy service
to our own facilities and to a few others with whom we had technical sup-
port agreements. These sites were scattered around the world. They op-
erated in different geographical areas, under different government regu-
latory regimes. They were of different ages and sizes; they used different
feed-stocks to make different portfolios of products. Our task was to scru-
tinize data from these locations, identify those whose performance could
be improved, and arrange to help those who needed it.

8.2  Company Performance Analysis Methodology

We had a systematic methodology for capturing performance data from the
sites. There were structured questionnaires asking for relevant data. These
were backed up by copious notes explaining in detail the methodology, termi-
nology, and definitions. Some returns were required every quarter while the
rest were required annually. Each client location would then send the re-
quested data, which was checked rigorously for any apparent errors. The data
was used by a number of different groups in the head office, each looking at
different aspects of performance. Our group looked at aspects of maintenance
performance.

We did not want to ask a site for data that it was already sending to the
head office in any report. So we took great pains to extract data from a vari-
ety of sources. In this way, the input effort by the sites was minimized and lit-
tle additional information was needed from them.

When satisfied that all the data looked sensible we massaged the data to
identify the performance of each site (or a facility on that site) in a number of
ways. The main performance features published for each site were:

For each of the major plants on site [e.g., Crude Distillation Unit (CDU),
Catalytic Cracker (CCU), Hydro-cracker (HCU), Reformer (PFU), Thermal
Cracker (TCU/VBU)]:

• Downtime averaged over the turnaround cycle (whether 3, 4, or 5 
years). This smoothed out the effect of major turnarounds (also 



called shutdowns)
For the whole site:

• Maintenance cost, averaged over the turnaround cycle, as a 
percentage of replacement value 

• Maintenance cost, averaged over the turnaround cycle, in US$/bbl.
• Maintenance man-hours per unit of complexity. 

This information was published annually and provided in a number of
forms, but the two most common provided comparisons with their peers and
were:

• A straight-forward bar chart showing a ranking from best to worst 
(see an example in Figure 8.1). 

• A radar diagram which sites found useful because it could show at a 
glance a number of aspects (see idealized version in Figure 8.2). 
Comparisons could then be made against the performance of the 
best (see Figure 8.3).

On each spoke of the diagram, the length of the spoke represents the ac-
tual value for each facility. The shaded polygon shows the data points for the
best performers; these are the values of the item in the ranked order, one-
third of the way from the best to the worst performer.

Comparisons were made against two yardsticks:
• The average performance of the group of plants or refineries 
• The performance of the plant or refinery one-third of the way down 

the ranking order.

Because the facilities were of different sizes and complexities, we had to
normalize the data. We used a number of normalizing factors to achieve this.
For example, when measuring maintenance costs, we used factors such as as-
set replacement value and intake barrels of feedstock as the divisors.

These divisors gave different answers and thus somewhat different rank-
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ings. Not surprisingly, those deemed to be top performers, liked the divisor we
used. Those deemed poor were highly vexed. Although there were exceptions,
whatever the divisor used, those in the top-performing bunch stayed at the
top, those in the bottom bunch stayed at the bottom. Only minor changes in
position or performance were identified. Those in the middle of the perform-
ance band could show significant movement, however. Normalizing methods
are discussed in Appendix 8-B.
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8.3  Benchmarking Consultant’s Methodology 

As noted above, we had minimized the input effort for the in-house
methodology. The benchmarking consultant, however, scrutinized in detail a
much wider area of refinery performance. Each site had to make a significant
input effort. This effort was made even greater because the consultant used
terminologies and definitions that were different from those used in the reg-
ular company reports.

This benchmarking exercise was carried out every two years. Although we
invited all refineries to participate, not all did. As explained, this was because
of the cost and effort involved. However, enough did participate to enable us
to rank company performance with those of peer competitors.

8.4  Recipe for Top Performance

By using data available from in-house returns and from benchmarking
studies, it is possible to make comparisons/rankings of individual facility per-
formances in a number of specific areas. 

However, this number crunching can only take you so far. It does not tell
how good performance is achieved. What do the top performers do that makes
them different and more successful than their poorly-performing peers? Fig-
ure 8.4 shows where top performers differ from poor performers.
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8.5  Driving Improvements in Individual Locations 

Benchmarking is about improving business performance, so there are more
aspects to consider than simply measuring some readily available numbers.
Essentially the steps needed are as follows:

• Identify the key business processes that you need to do well to bring
success.

• Understand your business processes thoroughly.
• Measure your performance.
• Measure the performance of good-performing peers (making sure 

terminology and definitions are reasonably consistent).
• Understand the business processes that bring this good 

performance.
• Consider whether these practices will work in your own company.
• If so, manage a change process to make it happen.

A simplified overview of the benchmarking process is given in Figure 8.5.

Figure 8.5 Benchmarking Overview

8.6  Partnering Process

Conceptually we thought we knew how to bring top performance to a busi-
ness. We wanted to start delivering this know-how to the refineries and start
them off on an improvement track. What we didn’t have was the essential de-
tailed information carried by staff in each location. Obviously walking into a
location with a “We know it all” attitude would not work. Some partnering
arrangement was vital to complete the picture and provide synergy. Concep-
tually this is shown in Figure 8.6.
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Figure 8.6 Partnering Overview

8.7 Delivering to the Sites

Workshops and Publications 

We broadcast the message in workshops, papers, and company publica-
tions. People became used to the terminology and the general idea. We of-
fered consultancy visits to assist them in the improvement process. Not sur-
prisingly, most of those who replied were top performers. However, we man-
aged to get a mix of locations so that our visit did not label a location as “fail-
ing” in any way.

Preparing for a Site Visit  

Arrange a scouting visit to the site to smooth the path for a full visit. This
is best done by one person or two as a maximum. They must be prepared for
in-depth discussions with the site management. There should be no hidden
agendas so it is important for both parties to be open and honest about the
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aims of the visit.
Each party must table information from all relevant sources to highlight

perceived problems. The head office had only a limited amount of information
about the site so it was important to get detailed site information to analyze
before the formal visit. This may not be immediately available so a standard
list of required information is useful.

There may be a complete understanding between the team from the head
office and the site management but that doesn’t always exist for site supervi-
sion and the workforce. Briefings or a simple mail-shot to advise the site what
is going on, are essential. Also it is necessary to agree what information can
be released to site personnel.

Agree on the team composition. This should reflect the focus of efforts, but
areas scrutinized would always include Operations, Maintenance, Inspection,
and Instrument/Electrical staff.

Physical facilities. Arrange for a room big enough for the visiting team and
possibly a clerk. Additional space needs to be available for discussions.  

Get a “gopher.” These are people who can go for this or that and do it ef-
fectively. They can help you identify and arrange access to sources of infor-
mation. Effective gophers will tell you also how the organization really works
and who are the movers and shakers. They should arrange one-to-one inter-
views for team members so that they can hit the ground running.

Team Visit 

Start with introductions to as many people as possible so your faces be-
come familiar as soon as possible. Then you are into interviews to collect data.
Initially go for a neutral data collection in the identified key areas. Use non-
threatening but competent questioners. Understand and use site vocabulary
and definitions to make the site comfortable, but ensure you can correlate
these with your own.

There are five golden rules:
• Always interview on interviewees’ home territory.
• Don’t make inter-site comparisons while collecting data (otherwise 

you get into competitive and defensive modes).
• Never ask someone for information that you wouldn’t give yourself.
• Cross check all information from a number of sources.
• Show draft conclusions to “partners” in the target location. 

It is easy to see what you want to see. Therefore, analyze the data thor-
oughly; don’t jump to conclusions. Make sure you have captured the real is-
sues, the real performance, and how it is achieved. People too often tell you
what they’d like to believe themselves.

Roadmap and Follow Ups

Before leaving, identify action items, action parties, timetable, and follow
up methods (possibly a role for the gopher). It is good to quantify the bene-
fits, however roughly, as this does add impetus.
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8.8  Results 

This proved to be a very successful process. In the initial stages, there was
some resistance, especially from the poor performers. Within two years, re-
sults from those locations who took part in the process demonstrated the
value of the process to the rest. We had refined the process itself continuously
during this period, so new entrants experienced a mature approach. We had
a high demand for this service, with a waiting list of about 18–24 months. The
head office expanded these services to third parties on a commercial basis.
Eventually the unit became a major global service provider in this area.

8.9  Lessons 

1. Busy people at busy facilities do not welcome demands from the head 
office for information, especially if that information might be used to 
show them in a bad light. So when collecting data, try as far as possible 
to use information in existing reports and returns. The fewer times that 
demands are made on a site, the more likely it is that they will report 
accurately and on time.

2. Perfection and absolute accuracy are the Holy Grail, but not worth the 
benefit. The aim should be to produce a good enough result with as little
effort as possible.

3. Top performers run their businesses in a similar way, focusing on a 
number of key aspects, which bring business benefit. These are well 
known, as are the factors, which don’t matter significantly. 

4. Poor performers put their efforts into excuses and the wrong things.
5. When giving advice to sites, it is important to be welcomed. You can’t 

force people to take advice. 
6. Measurements need a consistent set of definitions measured in a 

consistent way.

8.10  Principles 

1. Knowing where you are is the first step in an improvement effort. 
Knowing what to do about it is not always obvious. We can seek recipes 
from top performance—and use them.

2. In-house and inter-site comparisons will take you a long way, but it can 
become incestuous and self congratulatory. The market is the best 
leveler; it is necessary to benchmark against others.
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8-A.2 Benchmarking Consultant Terminology

One leading consultancy dealing with refinery benchmarking uses a term
called Equivalent Distillation Capacity (EDC) as a measure of size and com-
plexity. The following definitions are based on their web site, presentations,
and publications. 

Annualized Turnaround Cost. Total turnaround costs divided by the
turnaround cycle in years.

Availability. 100% minus (annualized turnaround downtime plus a two-
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Figure 8-A.1 Availability, Reliability, and Utilization

Appendix 8-A

Vocabulary and Terminology 

8-A.1 In-House Terminology 

Plant availability, reliability, and utilization are shown diagrammatically in
Figure 8-A.1.



year average for routine maintenance downtime)

Average Run Length. Mean on-line time of a process unit between stops.

Complexity. Refinery equivalent capacity divided by crude intake capacity.

Equivalent Distillation Capacity. EDC of a unit is capacity multiplied by
complexity factor. Total EDC of a refinery is the sum of the EDCs of individual
units. This refinery EDC is used as a divisor to normalize aspects such as
costs, personnel numbers, etc.

Equivalent Maintenance Personnel. Total number of company’s own
man-hours + number of contractors man-hours + annualized turnaround
man-hours including all overtime divided by 2080 (52 weeks x 40 hours). 

Maintenance Costs. Total maintenance costs including capital replace-
ment items, averaged over two years for routine maintenance and over a
complete cycle for turnaround maintenance.

Maintenance Index. Maintenance costs divided by EDC.

On Stream Factor. 100% minus percentage of all downtimes (mainte-
nance and others).

Replacement Value. Investment needed to replace refinery in its same
location.

Routine Maintenance Index. Routine maintenance costs averaged over
two years divided by EDC.

Turnaround Maintenance Index. Annualized turnaround costs divided
by EDC.

Utilization%. 100 x total annual intake in bbl divided by (365 x annual
design capacity in bbl/day).

Appendix: 8-B

Discussion on Normalizing Different Facilities

8-B.1  Possible Normalizing Factors

The following lists a number of normalizing factors usually used to try to
cope with the differences found in facilities:

• Intake barrels or tons
• Replacement value (RV)
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• Mechanical complexity of the plant (MC)
• Equivalent Distillation Capacity (EDC)

People often suggest (especially the poorer performers) that as a basis of  
inter-refinery comparison, such lists can be misleading, unfair, and certainly
limited in their use as league tables of performance.

8-B.2 Comparison of Methods 

Conventional financial reporting is extremely difficult to use for perform-
ance comparisons between refineries for the following reasons:

• Profitability.  Return on investment or cash flows are not gener-
ally reported for individual facilities separate from their marketing 
and ancillary functions. They are too far removed from the supply 
sources and the market place to use actual trading values; 
therefore, transfer values have to be devised. These, however, are
often driven more by taxation and where it would pay to take prof-
its, than reality. Also, because of the volatility of market prices, 
results achieved do not necessarily reflect operational efforts.

• Asset values. Such book values are distorted by financial 
practices as well as by varying capitalization and depreciation 
methods. Yet they do reflect the age of assets to a degree. 
Although useful in the business world, asset values are not a 
particularly useful basis for intersite comparison worldwide.

• Volumetric divisors. Divisors such as intake quantities may        
reflect the size of a facility, but they do not make allowance for 
downstream costs of operating added-value processes, i.e., 
complexity/conversion factors. One leading consultant uses an 
Equivalent Distillation Capacity (EDC) which attempts to relate 
size and complexity. Many people express reservations about this 
methodology. It is rather artificial and difficult to sell the EDC 
concept to middle management and supervision as a motivating 
tool. People can see barrels, but not EDC. However, it has become 
widely used and accepted in management circles

• Complexity indices. These indices, which use the amount of 
equipment, are liked by engineers as they can easily visualize 
these as maintenance workload. By giving suitable weightings, 
these can be made to correlate with other normalization factors. 
These tend not to have credibility in fields outside engineering

• Replacement Value (RV). This is a popular divisor. Values show
wide differences between similar plants located in different 
regions. UK and Japan show significantly higher replacement 
values than Continental Europe and Australia.
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•  In Australia, the RVs are deliberately kept as low as is 
believable because the local authorities use them to determine 
local taxes.

•  When derived for insurance purposes, there is an equally 
powerful drive for minimization, as long as it is believable.

•  One consultant calculates an estimated replacement value(RV) 
for each process facility considered in their studies. Although 
the methodology is proprietary, their RVs are almost directly 
proportional to their EDC values. We found at the time that they
were approximately 60% of our company’s quoted RVs. Possibly
this is because of their simplification of ignoring facilities such 
as their own utilities and generation, and assuming optimized 
size of  tank farms, jetties, pipelines, and other peripheral 
activities. The valuations seem to be based on modern designs 
and technology; this penalizes the older plants with their piece
meal modifications over the years.

8-B.3  Concluding Thoughts

Each divisor has some advantages (easy availability) and disadvantages
(varying degrees of inaccuracy). 

As a leading benchmarking firm once remarked, “A dog is a dog however
you measure it!” 

Reality brings us to three divisors:

1. Intake barrels per day as it is immediately available and free; but the
answers should be viewed with caution.

2. Equivalent Distillation Capacity (EDC) as it is becoming widely adopted
in the refining world.

3. Replacement Values, but see the caveats below:
• They should not be too influenced by insurance, financial, or rating 

considerations.
• The traditional method of escalating original as-built costs, using 

published international construction indices, should be used with 
caution as the final values can be unevenly distorted and defeat 
their purpose.

• The calculation should take reasonable account of standard and 
special-process plants, utilities, off-sites including major pipelines 
and jetties, and offices. 
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PART 3:  PEOPLE 





Chapter 9
SStaf f ing  LLeve ls   

Only those who will risk going too far will ever know 
how far they can go.

T.S. Eliot, Author.

Author:  Jim Wardhaugh

Location:  2.3.3  Corporate Technical Headquarters

9.1 Background 

When I first started work, I had no computer and I shared a telephone
with six other engineers. I had a real-time information service in the
form of an engineering clerk; I also had over a hundred employees with
a bevy of foremen. As I progressed through my career, I have acquired
a computer and a telephone of my own. I lost my real-time engineering
clerk and the number of people reporting to me has shrunk every year.
Indeed for most of my career, how many people I could get rid of each
year and still get the job done seemed to be the most important factor
in setting my salary increase.

What I have learned over the years about staffing levels is that:  

• Doing unnecessary work unproductively requires a horde of 
people, but

• Doing only the necessary work efficiently requires amazingly few 
people.

In addition, running a lean, mean, empowered type of operation fo-
cused on the things that matter brings:

• High morale (people feel like winners)
• Easy communication
• Reduced support and logistics effort
• Enjoyment to the job

It also makes good business sense.
I would always advocate having as few people as you can get away

with. But you need to retain core competencies and have enough phys-
ical bodies to do the job. It does not matter whether these people are
your own staff or contractors, as long as they stay with you. Over the



years I’ve had contractors working for me who have been just as loyal
as my own people.

Taking this view, how do you work out how many people you need—
whether you are setting up a new operation or trying to slim down an
existing one? I suggest that there is no algorithm which will bring exac-
titude, but I am going to suggest a few approaches which will bring you
into the right ballpark. You will have to work from there to find a happy
minimum; I suggest that you only know when this point is after you have
gone just that little bit too far.

Let me tell you a story to illustrate the point. I worked a number of
years ago in a facility which was in a rather remote location. Because of
this, a rather conservative view had been taken of the size of fire-fight-
ing infrastructure and force we needed. As a result, we had about eight
fire appliances and, as the Irish would say, more firemen than you could
shake a stick at. As managers, we knew little about fire fighting, but
common sense told us that we had too many people. Over the next few
years we gradually reduced the force and put out many fires. Then one
night we had a somewhat bigger fire and we couldn’t put it out. We now
had found our irreducible minimum so had to add in another two fire-
men.

While in the head office, we were often asked to review staffing lev-
els in existing facilities and proposals for staffing new operations. Almost
always, these were too high so we put together a number of ways of
looking at this problem in a pragmatic and believable way.  
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9.2  Organizational Levels

In any modern business, you will find an arrangement of employees as
shown in Figure 9.1, which illustrates in a simple way the necessary roles that
people play.

When translating this model into a real organization for a facility, the first
rule is to have no more than five hierarchical levels. This is shown in a simpli-
fied form in Figure 9.2. 

Performance is relatively independent of the type of organization. However,
top performers do tend to be of the traditional organizational style or at least
centrally directed in key business aspects. Because this style is the simplest
to understand, I am using it in my examples.

Throughout the world and between poor and top performers, there is a sig-
nificant variation in maintenance staffing levels. Table 9.1 compares these
variations. 
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Figure 9.1 Modern Business Model

Figure 9.2 Simplified 5-Level Traditional Hierarchy
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9.3  Numbers of Managers

Almost inevitably there will be proposed (or actual) separate managers for:

• Facility (overall management of the facility)
• Operations (managing the production processes)
• Engineering  (managing Maintenance, Projects, Inspection, etc.)
• Technical Support, Personnel, Finance, etc. (separate managers for 

each of these)

It is possible to have shared roles depending on the skills of the individu-
als; at smaller sites, this arrangement should be considered seriously. How-
ever, the most significant problem areas are usually the supervisory, techni-
cal support, and workforce numbers, so let us move on to those.

9.4  Supervision Ratios

A flat, lean, empowered organization is the preferred one. The Department
of Trade and Industry in the United Kingdom provides a benchmarking serv-
ice for British industry. This has a data base of literally thousands of compa-
nies, mostly manufacturing of some type. This data base shows that poor per-
formers tend to have a supervisor to worker ratio of 1:4 while the top per-
formers have a ratio of 1:12. Where you decide to pitch your ratio is a matter
of judgment, but 1:8 or 1:10 would seem reasonable. All the evidence shows
that over-supervision does not improve performance. We have a case study
covering some elements of this issue in Chapter 27.

9.5  Approaches to Staffing Numbers

Companies and consultants use a number of methodologies and algorithms
to calculate numbers. The main approaches are:

• Activity/work volume based where each element of supposedly 
necessary work is identified, the time to do it is calculated, and that 

Table 9.1 Staffing Level Variations—Comparison with US Top Performers



time is multiplied by the frequency to give an annual man-hour re-
quirement. The method is hugely time consuming. It also tends to 
inflate work requirements and the man-hours because conservatism
adds in lots of low-value activities and because of a tendency to al-
ways round up fractions of hours or workers. It does sell well to the 
workforce though, as they can understand how the answer has been
arrived at. This is almost a work-study process.

• At a slightly higher level is a synthesis of the work hours needed to 
operate and maintain specific building blocks of a plant. This data is 
industry specific.

• At an even higher level, we can work out an equivalent “plant com
plexity” Using a proprietary multiplier, we can derive the staff re
sources needed for the whole operation. More complex or bigger 
plants need more people than smaller, less complex plants. You will 
see numbers per complexity unit or per unit of production.

• Specific, easily-counted elements of the business are a way to esti
mate the resources using a set of standardized ratios. For example, 
for an Instrument group, we can use the number of control valves; 
for electricians the number of motors, etc.

The validity of all of these methods is always open to challenge and hangs
to a large extent on the quantity and quality of relevant data available. A con-
sultant’s detailed knowledge of large groups of similar plants is much more
convincing than snapshots of a few different plants across a number of indus-
tries. As discussed in Chapter 8, arguments will rage about the divisor used
to normalize complexity and size of an operation. Does it really take that much
longer to maintain a big pump than a small one?

What we are really doing is working out the resources needed to maintain
your plant professionally. We need to count all the human resources used. You
are fooling only yourself if you hide work and the effort to do it. It is impor-
tant to include not only normal hours, but also overtime, and effort expended
by contractors either on site or performing activities in their premises. For in-
stance, if you send a pump out to a repair workshop, the hours spent on the
repairs should be counted in these calculations.

To get the number of heads, you need now to work out the attendance
hours of our workforce. By the time you have knocked off holidays, sickness,
training, etc., of the working weeks, you may well be down to something like
1700 hours per year. Note:  That does not mean hands-on-tools time (or
wrench time as it is sometimes called) which can be as low as 30% of this
number.

Production facilities may, or may not, carry out a wide range of secondary
activities such as refurbishment, gardening, purchasing, and sales. These are
usually excluded from the norms, but treated and calculated separately. A fo-
cus is put on the standard types of activity, i.e., production (operations),
maintenance, inspection, and technical support.
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9.6  Getting our Operator Numbers   

In a production type of business we always have operators. So let us start
with them. We discount shift patterns, spare operators, and such, and ask how
many operators do we need for the minimum staffing? You can do this the
hard way by building blocks and equipment counts. Usually the data base
needed will be proprietary and you will need to hire a consultant to gain ac-
cess to it.

You can, however, get a good feel for the operator numbers needed by get-
ting together a few knowledgeable people. Putting some outsiders in the team
is always a good idea. It may not provide a very elegant approach but it gives
a reasonable answer and, at least, site involvement will bring some buy-in.

Another way to cross check and validate staffing numbers in the production
area is from approaches such as the following. In a production process with
local control panels, a panel operator would typically control about 50 instru-
ment loops. When digital control systems and central control rooms hit the
scene, this leaps to about 200. Now in a state-of-the-art control system, we
can get one panel operator looking after 400 control loops. For a middle of the
road DCS in a control room, you need one panel operator and one and a bit
outside operators for every 200 control valves. The good news is that these
valves are very easy to count. They don’t hide and they don’t breed. This of
course only impacts the operators at the heart of the production process.

84 Chapter 9 

Table 9.2 Typical Staffing Distribution in a Refinery



There are other operators involved in many other activities and we have to
make provisions for their numbers.

Once you have your base case minimum number, you add in spares to cope
with reality.

9.7  Maintenance Personnel Numbers

Let us assume that you have worked out that you need a minimum staffing
of 20 operators per shift. There is a correlation between operator numbers and
the size of the maintenance workforce for each specific industry. Hence it is
possible to derive maintenance numbers reasonably accurately. As an exam-
ple, for the petroleum refining industry, 20 operators per shift would correlate
to a total maintenance workforce size of 150–200, depending on the efficiency
of the operation. Table 9.2 shows how this total might typically be broken
down for specific activities in a refinery.

9.8  Staffing of Instrument Group

There is a reasonably good correlation between the number of instrument
control loops (or valves) and workload, hence, staffing levels. This can be
used as a check on the numbers derived above.

9.9  Staffing of Electrical Group

In a similar way, the electrical workload correlates with the number of elec-
tric motors. This ratio again can provide a check.

9.10  Lessons

1. You can always manage with fewer people than you think, but few 
people will agree with you and they will have many excuses.

2. No plant start-up managers ever get fired for having too many people so
they will have too many. Make sure this surplus does not become a 
problem for the permanent organization.

3. Many consultants produce high-level algorithms with which to derive 
staffing levels. No one at the work level will believe these so you need to
derive and explain your numbers in a more practical way.

4. The resource numbers situation should be kept under continuous review.
This should cover not only labor, but also supervisory and managerial 
grades. It is much easier to make gradual reductions rather than step 
changes.

5. Adding more incompetent people to cover competence shortages will not
make your life easier. Nor will it bring business benefits.
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9.11  Principles

1. Have only five layers from facility manager to hands-on tool workforce.  

2. Work out what you will need for an efficient operation and set your 
staffing levels at 90% of this.  

3. Keep reducing numbers at all levels until there is clear evidence that you
have too few.

4. Make your algorithm saleable to the staff at site.
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Chapter 11 0

Integ ra t ing  IInspect ion  and
Deg radat ion  St ra teg i es

…A  l aunch  ppad  for  a  big ger  re l i ab i l i ty  in i t ia t i ve   

Insanity is doing the same old things in the same old way 
and expecting different results. 

Rita Mae Brown, Author and Social Activist.

Author:  Jim  Wardhaugh

Locations:  2.2.2  Large Complex Oil Refinery

10.1  Background 

A benchmarking exercise had shown our performance to be inade-
quate; and an internal review had shown a lot of problems. One of the
more significant problems that we found was the compartmentalization
of work groups, with each doing their own thing. There was little syn-
ergy between departments. In the climate of the time, this would have
been called interference in another department’s affairs. We identified
another problem, namely that the Inspection group was acting in a po-
liceman role rather than contributing to the business. In adopting this
role, they had consciously raised barriers with other groups. In this
chapter we will look at a move toward a joint three-party approach to
the management of degradation of the static mechanical equipment and
piping in a plant. This approach developed as a launch pad for a wider
reliability initiative.

10.2  Previous Approach to Degradation 

Regular inspections have always been a major defense against degradation
of plant integrity and potential accidents. The inspection group did regular in-
spections, handled the evaluation of the condition, and identified potential
problems in static equipment like columns, vessels, tanks, and pipe-work.
They reported to the Engineering Manager.

They had very little involvement with any of the other groups in the facil-
ity, even though there was a huge amount of knowledge and expertise resid-
ing in those groups. Even the operators and the process engineering group



were involved only in a small way. Decisions were based on the inspection and
maintenance findings from shutdowns and other experiences.

This compartmentalized approach was common across the facility, so it was
not considered abnormal. The result was a significant non-alignment of re-
sponsibility and an inability to influence events. Once these facts were put on
the table and the approach challenged, the absurdity of the situation became
apparent. This was a large facility with different plants operating in different
modes with constantly varying raw material feed-stocks. As the benchmark-
ing firm had highlighted, we needed to chase reliability and availability much
harder than we had been doing so far. What we didn’t need were frequent fail-
ures, unplanned shutdowns, and the resultant downtime. We wanted to min-
imize degradation and make things predictable. 

10.3  A New Way Forward

During the review of the location’s problems, we had identified many is-
sues. The corrosion management issue provided an opportunity to make in-
roads into three of these problem areas.

• Work groups were compartmentalized. 
• Inspection group worked as policemen, rather than proactive 

business associates. We wanted to bring Inspection into the 
“business” (see Figures 10.1 and 10.2).

• It was difficult getting out a message that synergistic decisions were
good for the business.

All parties agreed that our present approach was ineffective and led to an
inadequate reliability performance. They also agreed that a much more inte-
grated and proactive approach was needed if we were to manage degradation
professionally (see Figure 10.3).

We initiated a pilot scheme in one area focusing on the management of a
specific aspect of degradation, i.e., corrosion. If this was successful, we aimed
to extend the corrosion management concept across the whole site. Once this
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Figure 10.1 Traditional
Inspection Role 



was bedded in, we aimed to translate these concepts and experiences from
corrosion management into a more generalized management of degradation
and reliability. This was our road-map.

10.4  The Pilot Scheme 

The key ingredients we looked for in this corrosion management initiative
were:

• A move away from a reactive approach to problem finding
• A move toward a preventive approach underpinned by a belief that 

failures were not necessarily inevitable
• To capture all relevant knowledge from whoever had it
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Figure 10.3 
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• As a first step, to bring together in a series of briefings and 
meetings those parties with the most to contribute to the declared 
aims, including:

•  Inspectors for the area under review
•  Facility corrosion engineer
•  Technologist for the area
•  Plant maintenance supervisor
•  Senior Plant operator
•  Plant Manager (Chairman)

Figure 10.4 Corrosion Review and Analysis Process



Much debate took place before the meeting in management circles on the
tactics that should be adopted which would bring the most chance of success.
We decided that the plant manager had to be clearly identified as the owner
of the equipment and made responsible for reliability end results. To that end,
he had to manage a process of bringing together many disparate strands of
activities (operators, inspectors, and maintainers) and integrating them into
an effective whole. We tried to promote a move away from the compartmen-
talized past where Production operated and broke the equipment and Mainte-
nance then mended it.

Our next step was to get the concepts agreed by all parties and the group
acting as a team in concert. We chose the Crude Distillation area to pilot this
effort. The people there were open-minded and positive, so our chance of suc-
cess was better there. Not surprisingly, the ways of the past were quickly seen
as absurd and enthusiasm grew for the new method.

The next step involved a structured approach to identify jointly potential
corrosion problems in the plant. Inspection, operations, and maintenance
contributed in an atmosphere of openness. This synergy brought a learning
experience for all and an increased awareness and understanding of the cor-
rosion issues in the plant. Counter-measures could then be developed jointly.

The review and analysis process is summarized below.
• Review all process modes and operating conditions, and understand 

implications

• Agree operating envelope for the plant
2

• Establish corrosion circuits3 for the plant
• Identify all potential corrosion problems
• Formulate preventive or remedial measures
• Make an implementation plan
• Review and follow up

Figure 10.4 summarizes the corrosion monitoring review and analysis
process for the plant.
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2 The operating envelope of a plant consists of the set of operating conditions (temperature,
pressure, flow, corrosivity etc.) which balances the plant degradation against the economics of
production. Operating within this envelope ensures that the failure modes, mechanisms, and
rates remain reasonably consistent. When this is done, the time to failure is predictable with a
high degree of confidence. Lack of confidence is a major determinant of inspection (and hence
shutdown) intervals. The lower the confidence level, the more frequent the inspections tend to
become. Increased predictability of degradation brings increased confidence. so intervals
between inspections can be increased, reducing the need for shutdowns and increasing up-
time.

3 A Corrosion Circuit covers that section of the plant that has a similar corrosive environment
and is made of similar materials. The Corrosion Circuit concept helps to do five things:
- Provide clear corrosion footprints in the plant 
- Show where the different corrosion problems start and stop
- Highlight the most vulnerable areas
- Assist monitoring of different types and severities of corrosion
- Assist use of most appropriate remedial measures



10.5  Results—The Good News

1. The involvement of Operations, Technology, and Inspection brought a 
new awareness of how poorly the corrosion area had been handled in the
past and the potential for significant business benefits through a 
synergistic approach.

2. Teamwork and communication significantly improved.

3. The concept of the plant operating envelope and the important role of 
operations in preventing excursions outside this became clear. This 
brought a new understanding of potential corrosion problems and their 
implications.

4. Operating and inhibitor regimes could be optimized easily.

5. Analysis of the issues was done in a more structured way and corrosion 
was being managed.

6. There had been a move from reaction to pro-action and prevention.

7. There was a move away from the previous mindset, which believed that 
failures were inevitable, to one that saw failures as something to be 
managed (though not all could be economically prevented).

8. The process and the mindset above were then spread across the site 
with a significant impact on degradation-driven failures.

9. More significantly this proved an effective launch pad for a more general-
ized approach to reliability improvement.

10.6  Results—New Problems  

Success had come, but a number of problems had been identified. We had
used paper and manual systems. These worked at a certain level but we had
significantly underestimated the effort involved. There was a need for some-
thing a lot less labor intensive and better structured. We needed:

• A comprehensive and reliable data base
• A good documentation system to provide an up-to-date set of in

spection records, changes, and decisions, etc. 
• A system to manage recommendations and requests to 

maintenance for action
• A system to trigger an alarm if the plant operation went outside  

the agreed envelope (from plant instrumentation and laboratory 
results)
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We had some success using computer systems in this type of setting and
had recently installed a very effective Maintenance Management System. So
we decided to write an in-house program to enhance this system and provide
these additional functions. A brief overview of the system functions is given
as Appendix 10-A.

Data entry to the system was a big effort; it took us about 4 man-years.

10.7  Spreading the Degradation Management Message  

The pilot project on corrosion management was successful. The time was
right to build on this to get our message on degradation management across.
We decided to spread a simple message around the site to prepare the ground
for a big reliability initiative and change the mindset of the group at all levels.
In its essence, the message was:

• Like accidents, failures are not inevitable…degradation can be 
managed.

• Like safety, degradation is a joint responsibility.

There is a simple recipe for managing degradation:
• Buy and use inherently-reliable equipment. 
• Operate and maintain it well.
• Focus on critical equipment.
• Use risk-based inspection techniques to optimize efforts.
• Eliminate repeat failures by effective use of RCA.

10.8  Lessons

1. Compartmentalization of departments produces sub-optimal decisions 
and, all too often, conflict.

2. Inspection emphasis should be on problem solving rather than symptom 
monitoring.

3. When embarking on a significant change, start small and pilot the 
change in an area with a high probability of success. Advertise success 
and then spread the change quickly to other areas.

4. Gain stakeholder agreement of all new approaches. Have a roadmap and
a change management plan.

5. Define plant operating envelopes and operate within them.

6. Highlight excursions and any significant implications.
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7. Use the knowledge available in all sections of the facility and align on 
required end results.

8. Make reliability and degradation management (like safety) everyone’s 
responsibility.

10.9  Principles

Large organizations have a tendency to work in silos. These create data is-
lands. By working in isolation, organizational synergies can be lost. Therefore,
breaking down these barriers is an important role for management. Computer
systems can help or hinder data integration within the facility, so they have to
be designed carefully. 

Appendix 10-A

Functions of the Computerized Corrosion and 
Inspection System 

The main functions were:
• Defining corrosion circuits
• Monitoring of corrosion circuits
• Highlighting excursions
• Inspection scheduling
• Printing reports

These are briefly described below:
• Equipment Register (shared with CMMS) giving fixed details of 

equipment, design, criticality, corrosion precursors, etc.
• Corrosion Circuit Register tied to tag numbers, also generic

corrosion graphs
• Key Points, which are the monitored point of each tag so that the 

appropriate NACE, ASME, or ANSI formula is used to calculate 
minimum thickness

• Thickness Measurement Input/History, which forms the data base of
all thickness measurements and is where inspection intervals, etc., 
are calculated

• Equipment History, which gives the details of all significant events 
and recommendations/actions

• Equipment Schedule, which provides a means of defining periodic 
inspection or maintenance activities; all scheduled jobs are
generated automatically

• Links to plant and laboratory systems; comparison with pre-set 
values, alarms, excursions outside agreed plant operating envelope

• Standard and ad-hoc reports
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Chapter 11 1

Technic ian  Tra in ing  Cha l lenge
The way managers attempt to help their people acquire knowledge 

and skills has absolutely nothing to do with the way people actually learn
…we learn by doing, failing and practicing. 

Roger Schank, Author.

Author:  V. Narayan
Location:  2.2.1  Liquefied Natural Gas Plant

11.1 Background

The plant was located in a heavily forested area in a relatively unde-
veloped part of the world. There were very few industries. Agriculture,
fishing, and timber logging were the main sources of livelihood. The
most advanced machinery items in the local area were chain-saws and
bulldozers. Maintenance meant replacing complete engines or other
large sub-assemblies. There were no repair workshops other than those
for automobiles. Perhaps not an ideal location for a large LNG plant with
all its complexities, but that was the way the cookie crumbled.

Workers had been recruited locally. Most of them were young men in
their 20s, with middle-school or high-school education and no exposure
to technical training or process equipment. We had to train them to work
in a high-hazard industry with sophisticated equipment and materials
with complex metallurgy. We needed skilled mechanics, machinists,
welders, electricians, instrument technicians, insulators, riggers, and
crane-operators, and this had to be done in three years. English was a
foreign language and some of them struggled to cope. We had to start
at the very beginning to improve literacy and numeracy standards be-
fore tackling the technical elements. On the plus side, the workers were
enthusiastic, and very keen to learn.

11.2  The Challenge

LNG plants use advanced cryogenic technology. The low temperatures in-
volved (up to -260°F) require stainless steels, 9% nickel alloy steels, and alu-
minum. Parts of the plant operate at high temperatures, which require the use
of different alloy steels (e.g., 5%Cr 1/2% Mo and 1%Cr 1/4%Mo). All these
construction materials require special welding processes and technology. The
incoming feed gas was at 160 barg. A number of vessels and piping were op-



erating at pressures ranging from 50 to 160 barg. Some high pressure ves-
sels and columns had 2 1/2” thick shells. 

The plant had several pieces of large rotating machinery, some operating
at high speeds. These machines require skilled craft workers to maintain
them.

We had to generate all the electrical energy and steam required for the
process in-house; there was no public utility to provide these services. The to-
tal load on various steam turbines driving compressors and alternators was
about 120MW. Steam for these drives and for process use was raised at 65
barg., using 9 boilers. There were desalination package units to provide
potable drinking-water requirements and for process use. Large pumps in the
cooling water pumping station supplied cold sea-water for process cooling and
to the condensers of the steam turbines. Cooling water was transported in 3
over-ground steel pipes, each 8’ diameter and about 3 miles long. Liquid ni-
trogen was required for blanketing and purging; this was also made in-house
using package units.

As the plant was operating at temperature extremes, good insulation qual-
ity is vital, not just for thermal efficiency, but even for process viability. Equip-
ment repair would invariably require removal and replacement of insulation,
sometimes 8–12” thick. This work required skilled and motivated craft work-
ers. Their ownership of the work could be critical to its success.

While training was in progress, we had a plant to operate and maintain. As
part of their learning process the trainees had to work on the plant equipment
to test their knowledge and skills. On occasion, we deliberately disturbed the
alignment of standby equipment to let trainees gain practice with real equip-
ment. In this situation we introduced the risk of losing production.

11.3  Training Facilities

The company had built a superb, well-staffed training center in anticipation
of the scenario described earlier. It had mechanical, electrical, and instrument
training workshops and classrooms. We had a very capable training manager
and qualified and experienced expatriate trainers. 

I had two experienced expatriate field trainers to help in this program. They
acted as mentors to the trainees.

11.4  Training Strategy

The trainees knew almost nothing of the theory or the practical skills re-
quired of them. In one sense, this was an advantage. Starting with a clean
slate, we could give them just the skills and theory they needed. We decided
to use a structured approach to the training program. It would include a ‘train-
ing needs’ analysis, a suitable set of training packages to fill the gaps, tests
to establish competence, and on-the-job training to provide confidence. Close
alignment between theory classes and practical training in the plant were nec-
essary to promote rapid learning. Competence testing, recording, and follow-
up were essential.

96 Chapter 11 



We estimated that by the end of the first year of training, we would build
up a fair level of expertise and skills. In order to bridge the demand during
this period, we hired technicians from the main construction contractor. They
would do the bulk of the maintenance work during the first year, while our
trainees would assist as apprentices. At the end of the first year, we extended
this contract to retain about 40% of the contractor’s staff for one more year.

Training Process

We had 60 mechanical trainees and 12 civil engineering trainees. Every
week, 12 of these 72 men would be in the training center. Here they would
learn basic theory and do some exercises in the training workshop. For exam-
ple, in one week, they might learn simple trigonometry in the classroom, and
do some alignment exercises in the workshop. Next week, they would be back
in the plant. The field trainer followed this up closely by giving them practical
alignment exercises. We followed a similar approach with machinists, welders,
and other craftsmen.

Electrical and instrument trainees pursued a similar process.

11.6  Progress Assessment 

The field trainers assessed the progress every month. In doing this, they
consulted the training center staff and the maintenance supervisors. The
progress was recorded on a simple spreadsheet, an example of which is shown
in Appendix 11-A. The symbols used to show each trainee’s progress were as
follows:

(/)  designated a basic understanding and ability to assist under close 
supervision

(/\) meant an ability to work following instructions and limited 
supervision

(∆)  meant an ability to work independently by following instructions 
with little or no supervision

Each of the symbols was put in the cell formed at the intersection of the
rows identifying the skill element and the column identifying the trainee.
When all three symbols were in a cell, they formed a triangle. When trainees
reached a level of competence where they could guide others, the triangle was
filled in, so that it now showed up as a bold object.

Trainees who had all the skill elements marked with ‘empty’ triangles were
deemed to have completed their basic training and were eligible to work inde-
pendently. Those who reached the filled triangle status in all the skill elements
were suitable for senior technician or supervisory roles. Appendix 11-A shows
a typical status report for machinist training.

11.7  Results

The chart gave us a real time status of training progress. Those with only
one or two sides of the triangle in any skill element received extra training and
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mentoring. Some learned much faster than others, achieving a 90–100%
filled triangle status within 18 months. Others took three years or more to
reach a 100% empty triangle status. Their career progression was closely
linked to their successfully completing their training, which continued as long
as needed by each person. About 90% of all the trainees reached the empty
triangle status within three years.

In this period we had trained 2 welders, 6 machinists, and 18 fitters to very
high skill levels. The remaining 34 mechanical craftsmen did not reach these
levels, but were not very far behind. The two welders, for example, were cer-
tified to weld low alloy steels, and could use specialized welding processes
(using inert gas shielding, termed TIG and MIG). They could weld aluminum,
a very difficult metal to work with, and stainless steels. Similarly, two of our
civil craftsmen produced close to perfect insulation repairs. Here it was the
ability to inject polyurethane foam uniformly and with the right bubble size
that mattered. Thermo-graphic images showed that their work was as good
as or better than that of the expert insulators who did the project construc-
tion and defect repairs. 

The reputation of four of our machinists was so high that a new Fertilizer
Plant set up nearby two years later, borrowed them from time to time. Our
welders were also used by associate companies in the country.

The training center itself eventually became a national venue, where all the
associate companies sent their people for training.

11.8  Lessons

1. A proper ‘training needs’ analysis is the first step to planning a 
successful training program.

2. A well-structured plan helps impart training properly, especially when 
large numbers are involved.

3. The plan must include on-the-job experience to supplement formal 
training; this helps build confidence and verify competence.  As Schanki 
says, people learn by doing, failing, and practicing.

11.9  Principles

The most important ingredient in a successful training program is the will-
ingness and enthusiasm of those being trained. Suitable facilities and good
trainers are obviously essential. A well-formulated training strategy and plan
form the framework to guide the program. Measurement, gap analysis, and
course correction for each trainee on a continuous basis is what makes the
whole group progress rapidly.
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Chapter 11 2

Com petence  Prof i l es
…Rice  Farmer  or  Wor ld  EExper t?  

…for a good leader… the greatest responsibility is to appoint good people. 
Peter Wickens, Author.

Author:  Jim Wardhaugh

Locations:  2.2.3 New Medium-Sized Oil Refinery 
2.2.2 Large Complex Refinery 
2.3.4 Small Complex Refinery 

12.1 Background

Some years ago, I was on a panel interviewing school graduates for
craft positions in one of our locations. The sort of jobs they would ini-
tially fill would be as fitters, welders, electricians, etc. Some would
progress to be technicians and supervisors, while a few could attain en-
gineer and managerial positions.

We were a big-name company and paid good salaries, so we were al-
ways flooded with applications—many more than we needed. The per-
sonnel department would filter these into a short list for me and others
to interview. This filtering was largely on the basis of academic excel-
lence; I ended up interviewing candidates with a potential to do quite
well at university. Every year I would argue that this was nonsense as
much of the work we wanted these people to do was rather mundane
and there was only a small amount of really challenging work. The per-
sonnel department’s approach meant that we were taking on people who
were too good, would soon get bored, become troublesome, and leave.

I still believe this and any recruitment I have done since has been on
the basis of producing a preferred profile of required talents and abili-
ties. I believe this to be valid whether we are looking at directors, man-
agers, engineers, or fitters.

Therefore, when taking on personnel for our grass-roots refinery, I
tried to make sure we had a profile which roughly fitted the work pro-
file. However, I modified it so that we took on a few people who could
eventually be moved into more senior positions.



12.2 Case Study of a Technician Competence Imbalance   

This particular location had an all-technician electrical work force with a
grading structure, as shown in a very simplified form in Figure 12.1. There
were six grades and detailed skill descriptions had been written for these.
These descriptions acted as yardsticks to judge whether a person was fit to be
promoted in the progression system. The intent of the system was to encour-
age the acquisition of new skills and the development of personnel to their
maximum without artificial barriers such as qualifications, years of service
etc.

Figure 12.1 Technician Grades and Skill Descriptions

In the past, recruitment had consisted of taking on the best people that
could be found. It resulted in a grading distribution for technicians, as shown
in Figure 12.2. During annual staff appraisals, we made an estimate of the ul-
timate grade each technician was likely to achieve. Figure 12.3 shows the dis-
tribution that might be attained in an environment with unlimited opportuni-
ties for promotion. We were looking at a time horizon of less than 10 years
and assumed that a technician would spend about 2 or 3 years in each grade.
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Figure 12.3 Technician Ultimate Grade Distribution

The recent introduction of a new computerized maintenance management
system (CMMS) had made it possible for the first time to get detailed infor-
mation on activities. Some three hundred typical maintenance jobs were scru-
tinized by a small group of engineers and supervisors. They then decided for
each job the lowest technician grade that could do a job effectively and safely
without direct supervision. This distribution is shown in Figure 12.4. 

Figure 12.4 Profile of Needed Skills

Looking at these distributions, it is clear that people’s capabilities were
much in excess of job requirements. Options for action were limited. Many
people’s aspirations could not be met and the better people started to leave.
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12.3  An Approach to Contractor Competence 

In the Far East, it is not easy to ensure that the individuals you get have
the competence they claim. This is a particular problem when you have a big
job like a shutdown. Then you get the absurd situation of rice farmers claim-
ing to be rotating equipment technicians.

There is an often-expressed view that, if you go for fixed price contracts, it
really doesn’t matter who the contractors use to do the job, how many peo-
ple they use, and, indeed, whether you get different people every day. This
approach with its ever-changing labor force causes a huge administration ef-
fort in issuing passes and in induction and safety training. It also brings a high
need for toilets and canteen facilities, both of which can add significantly to
facility overhead. The doubtful competence of this mob of workers causes a
tremendous amount of rework and unacceptable accident rates. 

Laws allocate responsibilities in different ways in different countries. Quite
often, if you are managing a project (and a shutdown would come under this
definition), you as the company (the client) will be held responsible for inci-
dents. You cannot hide behind the contractor. The company then must take all
necessary steps to ensure competence.

We used the gate access system with a swipe card to restrict access onto
the site to only a reduced core of contractors with defined competencies. This
made the numbers manageable. More on this is given in Chapter 33.

For this reduced group, we defined competencies that we considered criti-
cal, e.g., supervision, various grades of welding, alignment of rotating equip-
ment, and making up flanges on pressurized systems. Workers were then
tested and interviewed against set criteria. If they passed, they were defined
as competent and authorized to do certain work. This competence level was
captured in the gate access system and personnel records could be reviewed
on line. Unannounced competence audits were carried out at regular intervals. 

Many other companies have now adopted systems like the above. For ex-
ample, a number of companies now give formal competence certification for
flange work. This has resulted in leak-free start ups where shutdowns had
once become almost a norm. Some have even extended this system by gain-
ing inter-company agreement to accept each other’s competence certificates.
This eliminates the need for constant re-testing every time a contractor
moves to work in a different company.

We found that starting the process in this low-key way with simple compe-
tence demands made for an easy acceptance. Once this basic system was in
place, extending the process came easily. As with all changes, organizations
can handle a series of small steps much more readily than one giant leap.

12.4  Competence Profiling—A Bit of Theory

Have a look at Figure 12.5; this shows in a few words the essential steps
of competence profiling. It looks for the business requirement in terms of
competencies, identifies individual competencies, and makes the gap visible.
Then what we need is focused training to bridge the gap. This training does
not necessarily imply a training course, which is often the knee-jerk reaction
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to identification of a training gap. There is much to be said for on-the-job
training and mentoring.

What should not be contemplated is wall-to-wall training of all people in all
aspects of the business. Yet paper after paper on the Internet purports to
show a correlation between the amount of training and performance. In my
studies, the converse is true. I have found that those who train the least have
the highest performance. This might sound like heresy but let me explain. 

My thesis on business success is quite simple. Top performers have identi-
fied what are the important factors which they have to get right to make their
business a success. They focus their efforts on what is important. This carries
over into training and they do small amounts of focused training for people
who need it, when they need it, and only in areas that matter. Poor perform-
ers don’t seem to know what is important, don’t prioritize, and don’t focus
their efforts. The same happens in training. In brief:

• Top performers do small amounts of (cost) effective training
• Poor performers do lots of (cost) ineffective training.

12.6  Competence Grading Scale

Competence is the combination of knowledge, skills, and attitudes neces-
sary to carry out a job to the required standard of performance. Figure 12.6
gives a vocabulary and shows a simple way of grading competence through a
spectrum of increasing effectiveness in specific areas of competence.

We tried some mechanistic scoring systems, but quickly abandoned them.
They were too complex and did not provide answers to which we could relate.
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12.7  Competence Management

It was important to start up our new grassroots refinery with a minimum
staffing level, but an adequate level of competence. Using the approach
shown in Figures 12.5 and 12.6, we defined specific job competencies as the
combinations of knowledge, skills, and attitudes necessary to carry out that
job to the required standard of performance. Four competence levels were de-
fined in simple everyday language. These are shown in Table 12.1 Compe-
tence Levels.
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Table 12.1 Competence Levels



For the technician and operator grades, we devised a grading scheme
which defined competence levels and rewarded the acquisition of skills. This
is discussed in detail in Chapter 13. 

All too often when looking at competence, the focus is on the technical as-
pects. We found that delivering a professional performance required a combi-
nation of personal and managerial competence as well as the discipline spe-
cific competence. The level of each and emphasis varied with the job. Small
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teams of knowledgeable individuals used this methodology to define the
needed competency in each role whether as a mechanical technician, a me-
chanical maintenance engineer, a project engineer, or any other position. This
set the target for each person so any gap and training needs could be defined.

To establish and record competence levels for the technical and manage-
rial grades, we used matrices, as shown in Figure 12.7. This figure shows an
example of a job competence matrix we used to map the required competence
for Inspection, Mechanical Maintenance, and Civil positions. Three job levels
are shown here; for ease of understanding, I have called them Manager (M),
Senior (S), and Assistant (A). Scores in the matrix follow the definitions and
theory given earlier with 

Ignorance = 1
Awareness = 2
Working Knowledge = 2
Can Do and Skilled = 3
Troubleshoot/Adapt = 4

We found that some temporary facilitation was needed to attain a common
understanding of these terms, but it was not a big hurdle. Only a sample of a
total matrix is given here and it needs significant expansion to reflect com-
plete reality. The competences themselves and levels needed are specific to
the type of business. The matrix will need to reflect that.

Figure 12.8 shows a matrix which we used to compare the individual job
holder’s competence with the job requirements. This gave a structured way of
capturing this information.

12.8 Lessons

1. The pool of competent contractors has always been quite small and is 
growing smaller. This pool can easily be used up. Contractors hungry for 
work are reluctant to highlight this problem.

2. The company is often legally liable for ensuring competence and liable 
for the actions of incompetent contractors.

3. Sometimes we felt we were writing down a statement of the obvious, but
it soon became apparent that what was obvious to one was not 
necessarily obvious to others.

4. A common vocabulary and approach was a good way of achieving 
consensus on needed competences. It took us away from descriptions 
that called up super-heroes who could walk on water. It also took a lot of
emotion out of the debate when assessing the ongoing performance of 
individuals.
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5. Have systems to ensure sufficient competence in all significant job 
positions, whether filled by a contractor or own staff.

6. Have simple, easy-to-understand, definitions of the competence levels. 

7. Avoid complex, mechanistic scoring systems to establish competence 
levels of job position or job holder.

12.9  Principles

Do not blindly take the best people available and be prepared to reject
those who are clearly too good. Recruit people who can grow to just meet fu-
ture job needs.

Contract out low grade and extremely specialist tasks wherever possible.
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Chapter 13

OO perators  and  Mainta iners  

It is not the strongest species that survive, nor the most intelligent, but
the ones that are the most responsive to change. 

Charles Darwin: The Origin of Species.

Author:  Jim Wardhaugh
Location:  2.2.3 New Medium-Sized Complex Refinery 

13.1 Background

All too often, roles at the working level in a plant are those tradition-
ally derived from union demarcations. There is a certain level of comfort
in operating within such limitations, but demarcations are often neither
sensible nor efficient. We decided to break this mold when designing
roles at the working level in our new grassroots refinery in the Far East.

Plants in Scandinavia had recruited plant operators from personnel
trained in a craft background (often from ship’s engineers looking for
shore jobs) and then trained them in plant operation. This had been suc-
cessful, so we decided on a similar path. In our case, we extended the
role of the operator to that of operator-maintainer. In addition, there
would be a few specialist maintainers forming a high-skill nucleus.

It was essential that our new local recruits acquired knowledge and
skills quickly, so we had to make this process:

• Attractive by the use of a grading system which brought appropri-
ate rewards 

• Attainable by ready access to appropriate training

Credits and associated salary increases could be gained by attaining
meaningful skills in depth, in breadth, or in a combination of the two.
Our refinery was designed to attain top performance in all significant as-
pects. Through this structure, top performer’s staffing levels would be
attained.  



13.2  Concept and Initial Training

We decided to make the operating shift lean and mean, but having suffi-
cient staff with competencies to be largely self supporting. A ‘day’ work force
would back up the shift, but we designed it to provide a level of support sig-
nificantly lower than that traditionally found in the industry. The initial idea
was that at any one time about 60% of the operators would be operating the
plants on 12-hour shifts, 30% of the operators would be attached to mainte-
nance doing necessary maintenance on days, and about 10% would be spare. 

To achieve the above, we would train operator-maintainers to be compe-
tent in two disciplines:

• Operations (panel and/or outside operations) 
• Maintenance (Mechanical, Instrument, Electrical)

We recruited local staff with five or six years of craft experience backed up
by a vocational qualification such as a diploma. The profile of craft back-
grounds was roughly 60% mechanical, 25% instruments, and 15% electrical.
Only about 25% of the recruits had some operational experience. 

Training of the operators consisted of spells at other operating plants,
classroom training on specific aspects of the new refinery, simulator training,
mentoring under the wing of experienced expatriate operators, and involve-
ment in the start-up. A small group of trainers taught the basics of mainte-
nance and we used on-the-job training to enhance their skills. At every oppor-
tunity available, they saw the internals of equipment and participated in the
commissioning and overhaul of complex equipment.

A small number of specialist maintenance technicians supplemented this
operator-maintainer group. The operator-maintainers received in-depth train-
ing in specific aspects of the refinery equipment. They became the source of
high level maintenance expertise (along with the engineers).

13.3  Initial Experience and Findings

Presence of the operator-maintainers for twenty four hours a day brought
immediate benefits in that they prevented a number of trips and shutdowns.
Repair of equipment did not have to wait for a maintenance call–in, but could
be started immediately, even if in some cases the expertise was not available
to complete the job.

Operators took considerable ownership of the equipment. Their craft back-
grounds brought sensitivity to equipment needs, which the more traditional
separation between operator and maintenance roles tended to diminish. They
were eager to participate in reliability initiatives which, although set at a fairly
basic level, gave immediate dividends.

We found quite soon that we had overestimated the maintenance require-
ments. The number of dedicated maintainers could be significantly reduced.
We set a target to ultimately reduce this number by half.

The cycling of unnecessarily large numbers of trainees through day main-
tenance had two unfortunate effects:
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• Operations training, development, and competence attainment of 
local staff were slowed down. As a result, we could not release 
expensive expatriate operators as quickly as we would have liked.

• With maintenance specialist technicians doing the higher grade 
work, operator-maintainers were left with only low-skill tasks. This 
situation brought those with significant craft backgrounds little 
satisfaction. The result was a lowering of morale.

13.4  Revised Scheme

We set up a team to review the scheme and produce modified proposals to
get over the problems outlined above. These proposals were accepted and im-
plemented.

The scheme consisted of the following:
• Three separate, but compatible and integrated progression routes—

see Table 13.1. None of these routes were blind alleys. All the skills 
learned were useful, useable, and portable within the grading 
system. Maintenance people were incorporated in the scheme and a 
correspondence of competence values made between operating and 
maintenance tasks.

• The scheme allowed the development of both operational and 
maintenance skills and allowed flexibility between the ratios of skills 
acquired.
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• We created an operations-only fast track route, aimed at developing
panel operators and team leaders quickly. This encouraged rapid 
development of operating skills in the local workforce and enabled 
reduction in expatriate numbers. See Table 13.2.

• We developed a maintenance skills only route giving credit for in-
depth skills gained, e.g., instrument technician, electrician, or fitter. 
See Table 13.3.

• A large number of competence building blocks allowing skill devel-
opment by increases in breadth of knowledge, depth of knowledge, 
or by a mix of both. This allowed for more flexible progression 
routes. See Figure 13.1. This figure shows how operators could gain 
three Level 1 credits by being competent in three different plant 
areas. They could then go on to gain Level 2 and Level 3 credits for 
developing skills which were portable across the three areas. By 
doing a panel operator’s job at Level 4, they could gain 5 credits. In 
this way, they could rise up the skill ladder and gain salary in-
creases. Thus, there were many routes to the top.

• We based the scheme on people acquiring measurable competences 
without being restricted by artificial hurdles or time scales. Progres-
sion was limited only by the rate of skills attainment of individuals. 
In fact, the best were limited by our training resources.
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• Supervisory positions, such as team leaders, maintenance supervi-
sors, and junior engineers at Level 5 (see Tables 13.2 and 13.3) 
were, however, vacancy limited. This meant that promotion to that 
level would only become possible when the company declared a job 
vacancy and advertised a position.
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13.5   Credits for Competence, Grades, and Salary Bands   

Space precludes a complete discussion of all aspects so only the salient
points are given below. We wrote competence descriptions for four different
levels of job modules based on the definitions given in Chapter 12. These were
summarized to make them immediately understandable to the workforce, as
shown in Table 13.4.

Table 13.4 Competence Definitions

Once operators or technicians had learned the skills relevant to each level,
they would be assessed, as discussed in the next section. If successful, they
would then be awarded a certain number of credits which would increase their
salary. The credits for each level are shown below:

• Level 1 – 1 credit
• Level 2 – 2 credits
• Level 3 – 3 credits
• Level 4 – 5 credits

There were three salary bands:

• Operator or technician having up to 3 credits
• Experienced operator or technician having 3–9 credits
• Senior operator or technician with 9 or more credits

13.6  Assessment

The aim was to provide an auditable process that enabled operators and
technicians to be assessed in the workplace against established performance
criteria in an effective and consistent way. The assessment system was de-
signed to:
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• Accurately assess the candidate’s performance against agreed
criteria

• Be easily understood by all, use time effectively, and avoid 
unnecessary bureaucracy

• Be applied only by adequately trained assessors

The assessment process is shown in a simplified way in Figure 13.2.
As far as possible, we based the assessment of competence on practical

demonstrations of the skills involved. At each level, we used the performance
elements of each job, which enabled assessment to be done in stages if nec-
essary. Samples of two competence descriptions are given in Tables 13.5 and
13.6.
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Table 13.5 Mechanical Workshop:  Level 1 Competence Description
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Table 13.6 Mechanical Plant:  Level 4 Competence Description

13.7  Lessons 

1. It is important when carrying through an initiative that we explain it 
properly to the workforce and that key leaders in the organization 
support it.

2. Many old-time supervisors can be uncomfortable with anything different 
from the traditional craft roles and training methods. They may only be 
prepared to give lukewarm support (if any) to the new ways. As an 
example, it was difficult getting them to accept even a minor inconven-
ience of releasing staff for scheduled training.

3. Many of the engineering supervisors had come through a training route 
in which progression depended on residence time in specified positions, 
e.g., a four-year apprenticeship split into six-month modules. They found
it difficult to accept a system with no residence time hurdles.
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4. In Operations, Shift Managers are the key figures in bringing success. As
far as their people are concerned, they are management. They must 
lead, explain, and sell management concepts and principles to their shift 
workforces.

5. Temporary staff may not be prepared to confront and solve issues. Many 
were content to push problems into the future for someone else to solve. 

6. When work is urgent—for example, when there has been a plant 
stoppage or during critical aspects of a start-up—empowerment and 
mentoring of new staff tended to take second place to operational needs.

7. The grading system must have rigorous progression hurdles. (All too 
often, we fell into traps where we did the equivalent of giving one 
competence credit for using a shovel and one for using a pick. Therefore,
people who used both a pick and a shovel could get promoted. In one 
absurd situation, they could get promoted again if they used these in an
other area.)

8. Operators and technicians were enthusiastic to learn, attain, and demon-
strate competencies which would result in salary increases. The demand 
on training resources was much higher than we had anticipated. We had 
bought inherently reliable equipment and were operating and maintain-
ing it well. The reliability and achieved availability was, therefore, high 
with a low manpower demand.

9. Workers prefer to be members of a cohesive group working for one 
supervisor. In that way, they get to know each others’ styles, strengths, 
and weaknesses. In our system, the workers could easily end up working
for many different supervisors; this result brought relationship 
difficulties.

13.8  Principles

The traditional style of organization works reasonably well. It has known
problems, but moving to a different style of organization brings new and un-
known problems. For a business to achieve the results it wants in a slimly-
staffed organization, we can delegate work successfully only when we know
the competence of individuals.  

Consistency and fairness have to be demonstrable in any grading system
for it to gain acceptance and credibility. 

Breadth of skills is important. However, be cautious in giving credit for it,
as it might result in a poor competence profile.
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Chapter 14

BBui ld ing  a  Rel iab i l i ty  Cu l ture

I keep six honest serving-men (They taught me all I knew); Their names
are What and Why and When and How and Where and Who. 

Rudyard Kipling, The Elephant’s Child (1902). 

Author:  V. Narayan 

Location:  2.1.4 Large Petroleum Refinery

14.1 Background  

At the time of these events, the refinery had only been in operation
for about two years. Local trainees were recruited to work in the main-
tenance department. They were fresh out of school, with limited or no
practical experience. A contractor supplied an expatriate workforce.
Hence, there was not much ownership or pride, as the contract staff
knew their tenure was limited. Short-term contracts and poor living con-
ditions meant that motivation levels were quite low. The contract staff
skill levels were reasonable, but we were employing ‘hands,’ not whole
people who had brains as well. The attitudes and behaviors of the con-
tract crew soon rubbed off on the local trainees.

14.2  Long-Term Issues

Poor attitudes and behaviors could potentially be serious problems, as they
affect reliability. Habits die hard, so any behavior patterns established in the
early stages would be hard to change in later years. It was, therefore, very
important for us to get the workforce, especially the local trainees, to think
reliability.

14.3  A Driver of Behavior

We had to find something to galvanize the expatriate workers into a relia-
bility mindset. Monetary incentives were not possible; besides, I had limited
faith in their sustainability. In this location, expatriate workers were not paid
very well, lived in poor conditions, and had very little opportunity to play or
entertain themselves. The fun element was missing in their life. They saved



whatever money they could to send back to their families in the far east or in
south Asia. That was their sole objective.

One way to bring some fun into their lives was to make work more inter-
esting. Easier said than done, of course, but I had an idea, based on the ex-
perience I had with my own children when they were 2–3 years old. They were
always asking the question why, and each answer invariably led to a further
question. This curiosity led to rapid learning, as most readers with small chil-
dren will recognize from their own experience. Quizzes and puzzles capture
their imagination, and they always enjoy the thrill of getting the right answers
themselves.

Adults, of course, are more circumspect; they do not ask many questions
lest people think they are dumb. Their learning curve levels out and they stay
within safe comfort zones. They enjoy fewer pleasures of problem-solving
than they did as children.

14.4  Executing the Plan

Every morning, during my walkabout, I asked each team working on any
equipment two or three questions. Typical questions were, what are you do-
ing?, why are you doing it?, why did it fail?, etc. Initially their response was
“I don’t know.” In fact, my supervisors were curious as to what I was doing,
harassing their lads. I simply asked them to be patient. After a couple of
weeks of this sort of pestering, the workers tried some tentative answers. Ini-
tially I made no comment, and tried to keep a passive expression. As the days
went by, they became more adventurous and asked me for feedback.

14.5  Results:  The Moment of Truth   

Soon they started looking at drawings and manuals on their own initiative.
I had never asked any of them to do so, but they figured out that they needed
documents if they had to explain things to me. The supervisors, who kept the
manuals and drawings in their offices, were surprised by the number of re-
quests for these documents. Within about six weeks, they started answering
my usual questions even before I asked, trying to check if they had the right
answers. 

They discovered that operators were not following start up and shutdown
procedures properly. This started an initiative; they now insisted on being
there at start-ups, and advising operators on the right procedures. Their own
dismantling and assembly procedures became better aligned to those in the
manuals. During shop overhauls, they began to visit the workshop to find out
what exactly was found and whether they could do anything about it. They
started thinking reliability without much prompting. Within a year, they began
to challenge me, with drawings and manuals to support their case. In some
cases, their thinking was much better than mine. When I told them that, they
went away beaming with pride.
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14.6  Rubbing Off the Right Way 

The local trainees also enjoyed the process. They started doing the same
things the contract workers did, and soon they were active, sometimes too ac-
tive. All this was good, as we were getting them to stop accepting failures.
Getting reliability between the ears was the objective, and I felt we had taken
the first steps forward.

14.7  Lessons 

1. Achieving high reliability requires people at all levels to behave appropri-
ately. They have to stop accepting failure as normal and question any 
that occur.

2. Workers who think reliability is important often achieve more than large 
Reliability Departments. This mindset does not need either a high level 
of skill or a large knowledge base.

3. Operators are often more willing to listen to technicians than to imple-
ment reports from Reliability Departments.

14.8   Principles

Reliability issues can all be traced to human errors at some stage in an as-
set’s life cycle. Human reliability is the key to achieving good reliability per-
formance.

Work can be a great source of fun. That itself can be a better motivator than
many of the conventional methods. Human beings love solving problems, but
the scientific management theories of F.W. Taylor in the early 20th century re-
moved most of the fun elements. Using his theories, people like Henry Ford
made each worker an expert in one micro-element of the production process,
thus converting them into high-speed robots. In the last quarter of the 20th
century, Toyota reversed this philosophy, bringing in teams to work on com-
plete automobile assembly, not just in putting on wheel nuts. Their commer-
cial success and leadership in automobile manufacturing showed that people
who enjoy their work are also more productive. 
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Chapter 11 5

Manag ing  Surp lus  Staf f

Do not let what you cannot do interfere with what you can do.
John Wooden, US basketball coach.

Author:  V. Narayan

Locations:  2.1.3 Petroleum Refinery

15.1 Background

In poor countries, unemployment levels are often high, as it was in
this case. Prevailing wages were low, so it became easy to hire more
people than necessary. We had many layers of staff in maintenance; the
actual proportion of useful workers was perhaps 40% or less. The non-
productive workers affected output in two ways:  first, by producing lit-
tle themselves and second, by slowing down the productive workers.
They were not inherently bad or unskilled. Under different circum-
stances they could have been quite productive themselves. 

The company was part of a very large multi-national oil company. The
message from corporate headquarters was to de-layer and downsize.
That part was hard to swallow but do-able. The difficult part was what
to do with the surpluses. Social legislation in the country made it close
to impossible to fire them. Also, the damage to the industrial climate
was perceived to be more serious than any economic gain.

I did not play a role in these events. What follows is based on my ob-
servation of the Managing Director’s leadership.  

15.2  Empire Building

Many people see manpower reductions as almost suicidal. The more peo-
ple one has:

• the higher one’s job title is likely to be
• the more levels people can put between the problem and them-

selves, hence, the less likely they are to have to face the problem 
personally

• the better one can manage uncertainties; you never know what will 



hit you next year or the one after, so it is wise to keep some spare 
capacity to meet those eventualities

• the easier it is to manage capacity shortfalls—why give up those you
have?

An analogy can be made between managers and dairy farmers in Thailand.
The more cows a farmer has in his fields, the wealthier and more important
he becomes in the eyes of others.

Staff reductions require a lot of ground work, which busy managers find
hard to fit into their schedules. It is painful, not glamorous. As C. Northcote
Parkinsoni said many years ago, “work expands so as to fill the time available
for its completion.” 

So everybody ‘is busy’ doing ‘something’. Whether that something is use-
ful is not always questioned.

15.3  Leadership

We had a European Managing Director (MD). The local staff (including me)
did not expect him, as someone from a different culture, to understand the
prevailing limitations, both cultural and social. To our surprise, he proved us
wrong and did appreciate the nuances of the local attitudes and culture. He
may not have agreed with these values, but he systematically went about the
major changes required, without upsetting staff or the trade union. Some
members of the management team privately disagreed with the MD’s position.
However, he was not going to be deterred from his chosen path.

15.4  Identifying Surpluses

Within maintenance, we had to identify all those people who met the skills
profile and competency standards of the identified and approved positions.
The numbers were determined by the principal’s corporate norms after mak-
ing some allowance for local variations. We justified the need for these al-
lowances for each case, in writing. As a result, we were allowed to enlarge the
maintenance numbers by about 10% over the norm. The rest, whose strength
was around 50% of the existing maintenance manpower numbers, were phys-
ically separated from the main team, and moved to a new department.

15.5  Opportunities

Over the years, quite a large volume of maintenance and minor project
work had been done by contractors. In the reporting system, the headcount
of those doing maintenance work such as tank repairs was averaged over the
year and added to the maintenance strength. This nearly doubled the equiv-
alent manpower numbers. Small projects required a significant number of
‘equivalent’ people as well.
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The MD’s plan was to use the new department to carry out small projects
or significant maintenance work traditionally done by contractors, thereby
displacing a portion of the ‘equivalent’ numbers that had to be added on ear-
lier. Thus, instead of firing many of the company employees, we could issue
less contract work.

15.6  Implementation Challenges 

Many of the surplus staff had skills, but these were not necessarily suited
to doing project work. Old habits die hard, and the MD realized that if they
were allowed to mingle freely with the maintenance crews, they would grad-
ually be re-absorbed, as people began to find work for them. Then there was
the question of morale. People could feel rejected and, hence, dejected. Poor
morale and safety don’t go together; sooner or later we could expect acci-
dents.

15.7  Managing These Challenges 

The company offered training in skills to people in the new department.
Many took up the offer and were trained in skills such as fitting, welding, scaf-
folding, cable jointing, or installation of process control instruments. Some
took up refresher training in their own skills while others learned additional
skills. A few did not take up the offer.

People in the new department were physically relocated. They were not al-
lowed to take part in any routine maintenance activity. The company enforced
this policy strictly and treated deviations as violations of discipline. In the ini-
tial period, there were a few instances when this occurred, but it soon became
clear that the company was serious about the policy.

The new group was called the Development Department, giving it re-
spectability. The majority of the people in it were surplus staff, but they knew
that they were to execute minor projects, and were thus gainfully employed.
In an interesting move, a few excellent technicians and two well-respected su-
pervisors were also assigned to the department. The new department was
strengthened with these skilled people, and thus would be able to deliver re-
sults. Their presence also served as a morale booster. Once the department
was up and running for a year, they returned to the maintenance department.

15.8  Results

Over a period of two years, the new department progressively increased
the proportion of minor project work that they handled to 80% of the total. A
small group who were assigned to tank maintenance work did very well, and
became quite enthusiastic. As there was a large backlog in this area, there
was no problem finding work for them. Of those who had acquired new skills
or accepted refresher training, several found better jobs elsewhere. Others
accepted a voluntary severance package. The overall (equivalent) mainte-
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nance manpower number decreased by 50% within three years.
During this period, the maintenance work output remained quite steady,

with backlog well under control. Overtime work fell slightly, and reliability im-
proved.

15.9  Lessons

Too much manpower is always a significant problem. So it is right to avoid
that problem by having barely enough own staff (but with enough compe-
tence) to do the required work. Additional resources can be contracted to
cover peak labor or skill requirements.

We should keep the manpower situation under continuous review. This
should cover not only labor, but also supervisory and managerial grades. It is
much easier to make gradual reductions rather than to make step changes.

The MD demonstrated that he was not merely a manager, but also a leader.
By recognizing the local cultural and social scenario, he adapted the imple-
mentation process, thereby making it more acceptable. This alone would not
have sufficed in the prevailing situation. He also saw a potential win-win pos-
sibility and capitalized on it effectively. He handled the implementation chal-
lenges thoughtfully and was sensitive to social issues. 

15.10  Principles 

Many companies state publicly that people are their greatest assets. Under
pressure, they often liquidate these assets, without exploring alternative so-
lutions. Loss of employment obviously affects the person concerned, both ma-
terially and emotionally. Those who are fortunate to retain their jobs may also
be adversely affected. In some situations, imaginative solutions can be found,
but it requires somebody who actively seeks them.

Reference

i. Parkinson, C. Northcote. 2002. Parkinson’s Law: The Pursuit of
Progress. Penguin. ISBN-13: 978-0141186856

Appendix 15-A 

Author:  Jim Wardhaugh

Managing Overstaffing—Different Approaches from Around the World

15-A.1 General

It is amazing how common is the problem of overstaffing. The problem has
been seen and managed in different ways in different locations on every con-
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tinent. Almost always the situation has arisen because of lack of managerial
foresight (or courage). Eventually, however, action is forced on the location.
Some of the different ways this has been handled are shown below. In this
case, we are considering the removal of a significant number of the workforce
in a step-change. Slow attrition is hardly ever a problem.

15-A.2  Reduction Strategies

Voluntary Redundancy 

Voluntary redundancy involves nothing more than a straightforward call for
volunteers to leave. They get a severance payment and maybe a pension.
Generally this is more attractive to the older personnel. It is easy to adminis-
ter.

However, it can be costly and there is no control over who goes. Quite of-
ten the best will leave as they are the ones who can more readily get new jobs.
Often the severance payments are more attractive to the older, more experi-
enced people. They will leave and a drain on experience results.

Selective Voluntary Severance

Selective voluntary severance is similar to voluntary redundancy, but only
those selected by the company can apply for severance. The advantage is that
the company can choose who they would like to lose.

Often this flies in the face of union fairness rules, so it can be difficult to
negotiate.

Another issue is that this approach is seen as rewarding the incompetent
and disloyal, who walk out with barrow loads of money while the loyal and
competent stay behind, working ever harder to make up for those who have
left.

Straight Redundancy 

Straight redundancy puts the company in total control of all the factors, but
it is rarely used because of the amount of pain caused. It is only really appli-
cable if the operation is closing completely.

15-A.3  Pain Reduction Strategies

“If the thing has to be done, it is best if it is done quickly.” So where do
these people go (and what do they do)? 

Additional Plant

Opportunity can be taken of the building and putting into service of a new
plant. This scenario can be explained as a temporary job on construction,
safety, quality, etc., followed by separation. Alternatively, there could be a job
in the permanent organization.
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Transfer to Site Contractors

Company staff of the right caliber are often attractive to contractors who
service the refineries. These contractors rarely train apprentices these days;
they just “poach” competent personnel from other companies.

Set Up Own Contractor Company

If some competent people are leaving, it might be opportune to retain ac-
cess to them by encouraging them to set up a firm which provides services to
the company.

Company resources could give guidance on setting up the contracting firm,
help with bridging finance, and provide or facilitate some training, and even
arrange some temporary finance or loan guarantees.

The company could provide guaranteed work at a reasonable rate of return
to the new firm for a buffer period before facing the cold wind of competition.
Two years might be a reasonable period.

Construction Group

The affected people can be formed into a construction group which carries
out small works such as plant changes. Good supervision and organization is
essential. This approach is rarely seen as attractive for the following reasons:

• The group needs to set up separate facilities and buy or hire tools 
and vehicles.

• Productivity is often poor compared with contractors.
• Without tendering, there is no pressure to be efficient; but if they 

tender, they may not get the work.
• Unions tend to claim this is as normal work and make the group 

permanent.

Design Office

Competent, well-educated technicians, fitters, electricians, and instrument
mechanics can readily be absorbed into the design office. Draftsmen once
needed a long apprenticeship during which they learned drawing board skills
over a lengthy learning curve. Computer Aided Drafting (Design) has largely
done away with this; now, technicians who are relatively computer literate can
be productive within weeks.

Transfer to Other Groups in the Company 

Too often, possibilities are not fully explored in an open-minded way. Per-
sonnel from the maintenance force have background knowledge and skills
which would stand them in good stead in activities such as:

•  Firefighting
•  Operating
•  Safety
•  Clerical work
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Train for Different Work Outside the Company

Many of the surplus workers have transportable skills which can be used in
many other fields outside the company. The company can provide job-seek-
ing facilities and sponsor short courses to enhance any skills which would
make them more attractive in the job market.
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Chapter 11 6

Ret ra in ing  Surp l us  Staf f

Should not shepherds take care of the flock?
Prophet Ezekiel.

Author:  V. Narayan 

Location:  2.1.3 Petroleum Refinery

16.1  Background   

Our company sold bitumen in steel barrels, not in tankers, as most of
the users in the country did not have suitable facilities to receive bulk
deliveries. We fabricated barrels in a captive barrel-fabrication factory.
The steel mills supplied us sheets in the form of coils. A contractor op-
erated a de-coiling plant adjacent to the barrel factory, and sheared the
sheets into blanks, suitable either for rolling into shells or punching and
forming into end covers.

One of my responsibilities was to manage this facility. We made
10,000 barrels a day in three shifts. Each shift had a supervisor with an
experienced superintendent in charge, who was my direct report.

Just prior to my taking over this responsibility, the company had re-
organized the Utilities department, merging its operations with that of
the Fluid Catalytic Cracking department. The Utilities shift supervisors
were re-assigned and one of them joined the barrel factory. He was in
his early 50s, a lifelong boiler operator with no knowledge of fabricating
barrels. A modest and humble person, he was known to be a competent
boiler operator. The company had not provided him any special training
prior to his re-assignment, and he was expected to learn on the job. I
had to make do with this situation, which I inherited.

16.2  Outline of Barrel Production Process 

We had two identical production lines for the barrel shells and assembly.
First we rolled the sheets into cylindrical shells and welded the seam in a
seam-welding machine. We then provided corrugations on the shells to give
them stiffness. Next we bent the ends and flanged them in a flanging ma-



chine. We punched out and formed the circular top and bottom covers sepa-
rately, using heavy duty presses. The end covers also had flanges to match
those on the shells. In the assembly line, we fitted the end covers on the
shells. The next step was to bend the flanges together in a seaming machine.
Finally, we tested the barrels in a testing machine. For this, we used air at 1”
water pressure and soap solution. The operator filled the barrel with air and
brushed on the soap solution on the welds and folded seams. Leaks were un-
acceptable, and leaking barrels (called leakers) had to be repaired by gas
welding.

16.3  Quality Problems  

On a normal shift, we experienced 10–15 leakers, or less than 0.5%. These
were often due to sheet thickness variations, machine setting errors, etc.
Prompt action could keep the leaker rates quite low. But production workers
and supervisors had to be vigilant and quick to react when a set of leakers was
detected. Without a clear understanding of the process and the machinery,
the ex-Utilities supervisor was unable to manage the production line in his
shift. As a result, sometimes there were leak rates as high as 3%. This meant
that in a single shift, 150 or more empty barrels had to be stored inside the
production area till they were repaired. Extra welders had to be brought in,
sometimes at the cost of delaying maintenance work in the refinery. On occa-
sion, there was no moving space left inside the barrel factory.

16.4  An Unfortunate Set of Circumstances

Within a month of taking on this responsibility, I went away on a planned
vacation for two weeks. During this period, at the end of a particularly bad
shift, the refinery manager happened to visit the barrel factory. He was not at
all pleased at what he saw; a factory overflowing with leakers. As a result of
this incident, the supervisor was formally warned about his performance.
While prevailing social legislation made it difficult to fire blue collar workers,
supervisory staff had less protection. Even so, he could not ordinarily have
been fired. Instead, taking advantage of his timid nature, the company ap-
plied pressure on him to resign his position. I came back from vacation to find
him serving out his notice period. 

16.5  The Challenge 

I objected strongly to this treatment from the company and requested he
be allowed to stay on, provided I could train him to do useful work. I offered
to mentor and rehabilitate him in three months. If this failed, I agreed to with-
draw my objection. This request was granted, so I had to justify my brash ac-
tion by proving my claim.

I had a plan in mind. We had a serious backlog of work on atmospheric stor-
age tank maintenance. They were on a 15-year cycle of cleaning and repair,
and many were overdue. Contractors did the actual physical work, but our su-
pervisor managed the program. Work in enclosed spaces like tanks can be
quite hazardous, so the quality of supervision matters. Each tank could be out
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of service for several months at a time. Scheduling their outage was a tricky
affair, as we had to ensure that crude and product handling capacity shortages
did not create loss of production. Currently we had one supervisor dedicated
to this work. My plan was to train a second supervisor to handle the backlog,
and I had a candidate.

16.6   Tank Construction and Repair Information 

Most tank bottom plates are only 1/4” or 5/16” thick, except where they
meet the shell, or where drains or other appurtenances are attached. These
plates are laid out in a linear arrangement and fillet welded. The outermost
set of bottom plates, called annulars, are thicker, 3/8” or more. These are laid
around the circumference, where the floor meets the tank shell. The welding
detail at the point where two annulars meet the bottom plate is somewhat
complex. The entire weight of the heavy shell is borne by the annulars and
transferred to the supporting foundation pad. These pads are made of com-
pacted earth with a bituminous tarmac-like surface. Tank shells have rela-
tively thin plates at the top, sometimes just 1/4” thick. The hoop stresses are
higher at the bottom, so they need thicker plates. Hence lower strakes are
thicker, to suit the increasing liquid pressure.

Tank shell plates are prone to corrosion damage on the product side and, if
the exterior painting is in poor condition, on the outside as well. Rain water
tends to collect under the annular floor plates if the tank foundation pad is
damaged by weathering; therefore, we sometimes find underside corrosion
damage of the annulars. 

Floating roof tanks have seals to minimize leakage of product vapors to the
atmosphere. These seals are made of thin and suitably formed (curved) sheet
steel, in sections, each covering a part of the circumference about 20’ long.
The seals are pressed against the shell using a pantograph arrangement
loaded by weights or, in some designs, by springs. This allows each section to
follow the shape of the shell, which could be slightly oval or uneven. There
may also be slight differences in diameter from strake to strake. At the top of
the floating roof, the moving sheet forming the seal is connected to the fixed
circumferential edge of the floating roof with a rubber sheet seal. This allows
vapor sealing in spite of the radial movement of the steel sheet seals. There
are many pins and bearings in the pantographs which wear out with use and
need replacement. The thin-sheet steel seals wear out and corrode, so they
too need replacement.

16.7  Training Program  

The company had an excellent set of procedures relating to tank cleaning
and maintenance, complete with detailed drawings. These described various
processes one could use for cleaning tanks, the equipment required, safety
practices to follow, and other relevant information. Similarly there were pro-
cedures for repair work on fixed roof and floating roof tanks. These procedures
were bound in two volumes, each about 11/2” thick.

For the first two weeks I asked my new trainee, the supervisor, to read
about 20–30 marked pages every day. I would spend 30–45 minutes quizzing
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him every afternoon. He was a dedicated student, and soon knew the proce-
dures quite well. After that initial period, he accompanied me whenever I vis-
ited a tank cleaning or repair site. Initially he just listened while I spoke to our
site supervisor or contract workers. Meanwhile, he continued to read and an-
swer my quizzes for two more weeks.

In the second month, he started assisting the first supervisor in tank clean-
ing activities. By the middle of the second month, he started assisting in su-
pervising repair work as well. By the third month, he took independent re-
sponsibility for one tank and did fairly well. Throughout, I was with him for at
least 30 minutes every day. At the end of three months, I was satisfied he was
competent enough to work independently.

16.8  Results

The company noted his performance, attitude, and sincerity. Other super-
visors assisted him as they did not want their colleague fired. He learned rap-
idly and soon became the in-house technical expert on tank maintenance. I
was allowed to retain him as a tank maintenance supervisor. The planning su-
pervisor taught him project planning and management. His personality devel-
oped and he was able to assert himself when required. He learned to work
with contractors and handle commercial issues within a few more months and
became a very useful member of the team.

16.9  Lessons  

1. It is easy to blame somebody for poor performance, even when it is not 
his fault in any way. No effort had been put in to do a gap analysis and 
training needs before this person was reassigned, so the fault lay with 
the company.

2. People can pick up new skills if they are given the training and an 
opportunity to shine.

3. It is very important to look after people. The outcome can help the 
person involved and be very satisfying to the mentor.

16.10  Principles

Companies have to remain lean and healthy. They cannot carry non-per-
forming staff as baggage. But manpower reductions in high unemployment
economies can cause a lot of pain, not just to the persons involved and their
families, but also to those fortunate enough to retain their jobs. Sometimes,
an opportunity to re-deploy people presents itself, but their line supervisors
have to make an effort to seek this out. The rest will fall in place, once the will
is there.
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PART 4:  PLAN 





Chapter 11 7

Integ ra ted  Plann ing

Teamwork is the ability to work together toward a common vision,
the ability to direct individual accomplishments toward organizational

objectives. It is the fuel that allows common people 
to attain uncommon results.

Andrew Carnegie, Industrialist.

Author:  Mahen Das

Location:  2.4.1 Medium-Sized Semi-Complex Petroleum Refinery  

17.1  Background 

Prior to my arrival, the refinery already had a fairly advanced work
planning process in place. For major projects and plant shutdowns
(called turnarounds in North America), they used Critical Path or Net-
work Planning. Commercially-available software with resource leveling
capability was used for this purpose. Once project execution began,
however, there was little or no progress monitoring and updating of the
plan. The critical path charts remained as decorations on the wall.

Preparation for a shutdown generally meant pulling out the last work-
list, adding the current wishes of the operating and inspection depart-
ments, estimating the contract work volume, and converting the list into
a critical path plan. Operators added the operational tasks of shutting
down, gas-freeing, etc., at the front end of the plan and, separately,
starting up the plants at the back end. They also added the requirements
of Technologists to their plan. Project engineers made their own sepa-
rate mini-plans for new construction work and appended them parallel
to the main plan. There was little coordination in the preparation activ-
ities between these departments. 

With poor overall coordination and lacking a milestone chart, the time
available for proper award of contract work was invariably inadequate.
And contract work was definitely required. The lack of time meant that
proper competitive bidding was not possible and the price was invariably
higher than necessary. Local contractors maintained a skeleton work
force of skilled craftsmen. Temporarily, they hired whoever was willing



to work during large projects, such as shutdowns, without much regard
to skills. Contractors and their personnel were viewed with suspicion by
the refinery and always kept at arm’s length. 

Thus the shutdown “plan” was a collection of at least three diverse
plans, 

1. Activities of all the maintenance disciplines
2. Operational and technological activities
3. New project activities

These three plans ran in parallel, but were disjointed; their interfaces
were managed poorly.

During execution of a shutdown, the maintenance engineer was sup-
posed to be the coordinator. People in the other participating depart-
ments did not accept this because top management never announced it
formally. As a result, execution looked like one done by a mixture of
football teams on one side rather than one united team. 

17.2  Revised Model

In Chapter 5, Changing Paradigms, we discussed revised work models
which incorporated features based on an agreed maintenance philosophy. The
new shutdown work model with these features is illustrated in Figure 17.1.

At the kick-off meeting, we set the premises for the shutdown. Thereafter,
we named the leader and key members of the team, who then began the com-
pilation of the preliminary work list. Contributions to this list came from:

• Last shutdown inspection report
• Latest inspection findings
• Operators’ and technologists’ fault lists
• All maintenance disciplines’ fault lists
• Projects’ requirements
• Various wish lists

A cross-functional team carried out a rigorous risk-based challenge of this
preliminary list. Team members included:

• The shutdown leader
• The planner
• The inspector
• The member whose work contribution was being challenged

This process ensured that the final integrated list contained only that work
which was in line with the premise and justified from a business perspective.
At the end of this stage, we froze the work list and began the process of plan-
ning and contracting. The purpose of freezing the work list was to avoid costly
disruptions to the planning and contracting process. 
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Any additional work identified after this point in time had to cross a tough
business hurdle set by the management team. For example, a plant change
proposal by technologists would need to have a payback of at most 2 years
and bring at least $500k benefit to the business in the first year. Also, if the
execution caused an extension of the shutdown duration, the business cost of
this delay would have to be added to the cost of the change before comput-
ing the economic justification.

17.3  Planning Stage

The integrated planning process then began using this final work list. It was
carried out by a cross-functional team. The planner led, helped by the disci-
pline engineer whose activity was being planned. 

What we mean by integrated planning and scheduling is that all tasks, ir-
respective of the department executing them, are planned and scheduled in
their logical sequence and with their logical interlinks in a single network. For
example, the front-end operational activities in the network of the shutdown
of a Crude Distillation Unit could be:

1. Switch intake from crude oil to gas oil
2. Divert products to slops tank
3. Trip to close all fuel to furnaces
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4. Insert 3”, 150# spade in fuel oil line
5. Insert 6”, 150# spade in fuel gas line
6. Circulate gas oil until furnace outlet temperature drops to 95°C
7. Remove following spades:

a. 6” naphtha to slops
b. 6” kerosene to slops
c. 8” light gas oil to slops
d. Etc.

8. Drain following accumulators
a. Naphtha
b. Kerosene
c. Light Gas Oil
d. Etc.

9. Drain following heat exchangers from both sides:
a. Naphtha/Crude Oil
b. Kerosene/Crude Oil
c. Gas Oil/Crude Oil
d. Etc.

10.Make following temporary connections:
a. 1” Steam to primary column bottom
b. 1” Steam to Gas Oil Splitter bottom
c. 1” Steam to Furnace Coil
d. 2” water to flushing system bottom
e. Etc.

11.Steam out as follows:
a. Primary Column for 10 hours or until hydrocarbon-free
b. Furnace coils for 10 hours or until hydrocarbon-free
c. Etc.

12.Bring in crane, remove the following Safety Relief Valves (SRV), send to
workshop, and carry out gas test at nozzle outlet every 2 hours:

a. SRV 001 Primary Column Top
b. SRV 004 Stabilizer Column Top
c. Etc. 

13.Check flushing water samples for hydrocarbons every 2 hours at
following points:

a. Naphtha/Crude Oil heat exchanger shell and tube sides
b. Gas oil splitter bottom
c. Etc.

14.Open the following manway covers when hydrocarbon testing is
negative:

a. Primary Column, all
b. Gas oil splitter top and bottom
c. Etc.
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15.Carry out gas test and, if negative, issue entry permit for the following:
a. Primary Column
b. Etc.

16.Stop steam to plant, reverse 8”, 300# spectacle blind at battery limit
17.Stop cooling water to plant, insert 24”, 150# spectacle blind at battery 

limit

Similarly, for a new project, the activities in the integrated network could
read as follows:

1. Build scaffolding under the 8” furnace inlet line (prohibited during opera-
tion)

2. Bring in crane and string up prefabricated pipe sections (prohibited dur-
ing operation); Note:  try to combine crane work with safety valve 
removal

3. Remove block valve from 6” tie-in stub hot tapped during operation
4. Complete field welds
5. De-spade
6. Make electrical connection to the new pump
7. Make water flushing connection
8. Water flush new system with the pump using fine suction strainer
9. Remove water flushing connection
10.Box-up system and hand over for commissioning
11.Etc.

All other disciplines integrated their activities into the network in a similar
way. 

17.4  Scheduling Stage 

Scheduling was carried out together with the operations day assistant and
the relevant discipline engineer. Time and resource estimation was carried out
by the scheduler together with the relevant discipline engineer. Resources
were leveled for the total integrated plan. This optimized the resources for
maximum overall benefit. Contractors participated fully wherever they are in-
volved.

17.5  Results 

The final critical path was 24 hours shorter than was earlier provided for in
the production plan. The actual completion beat this plan by another 12 hours.
The actual direct cost was 10% lower than the budget, which already had been
10% lower than the previous comparable shutdown.

17.6  Lessons  

During the preparation and execution of a multi-discipline project, it is nec-
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essary to have one overall leader; this results in maximum efficiency.
Rigorously challenging shutdown work lists to confirm they are in harmony

with the premise, and then freezing them, are essential control steps. Any ad-
ditional work thereafter has to meet stricter acceptance criteria.

Using a team to plan and schedule adds different perspectives and im-
proves the quality of the process.

Integration of the network plan results in overall optimization. In a major
project, this approach delivers significant benefits.

Keeping the same project team from concept to completion enhances own-
ership. 

Turnarounds and shutdowns are projects with compressed time scales.
Some specifics, providing a recipe for success, are given in Chapter 19, Shut-
down Maintenance.

17.7 Principles

A framework is necessary to enable people to perform well. Good leaders
set clear objectives, install and empower teams, and enable work flow by en-
suring discipline in the way work is generated and controlled. They communi-
cate these steps to the relevant people in a timely manner. Once this frame-
work is in place, people at the working level will be able to produce good re-
sults.

The framework alone is not enough. We need in addition, competent and
motivated people. Training, mentoring, and experience help develop compe-
tence. People who enjoy their work are usually well motivated, so every effort
must be made to make their work interesting and challenging. We can then
expect good results consistently.
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Chapter 11 8

Cr i t i ca l  Path  Plann ing  Capab i l i ty  
For the man who knows not what harbor he sails, 

no wind is the right wind. 
Lucius Annaeus Seneca, Roman dramatist, philosopher, politician

Author:  Mahen Das 

Location:  2.2.5 Oil Company Operating a Group of Petroleum 
Refineries 

18.1 Background 

In my capacity as a Maintenance and Reliability Consultant from the
head office, I visited the refineries and regional offices of this company
a few times. The aim of these visits was to help them make improve-
ments in maintenance and reliability of assets.

At the time of these events, although the region was technically ad-
vanced, the companies in this group had little computerization for main-
tenance management. They also did not have sufficient in-house capa-
bility for estimating and planning maintenance work. Hence they con-
tracted out all such work fully, including the planning and execution of
shutdowns. The company only provided overview supervision at a high
level.

Project managers all over the world knew the benefits of Critical Path
Planning (CPP), also called Network Planning, and this company was no
exception. Their shutdown contracts required CPPs to be prepared and
applied. Strangely, the contractors were not familiar with commercially-
available software for this purpose, so they would produce CPPs manu-
ally to meet contractual requirements.

18.2  Critical Path Planning

One of the major benefits of critical path planning is that if progress is mon-
itored periodically, typically once a day, we can get a regular update of the
plan. This way, we can get the latest estimated completion date and associ-
ated critical paths, thus enabling suitable measures to be taken to realize the
full benefit of an earlier completion or mitigate the consequences of a later
completion. It is not practical to manually re-process all the data involved in



such an exercise. The solution is, of course, to computerize the plan.
Therefore, the plans produced by the contractors manually were worthless.

They served little more than being decorations on the walls of the shutdown
headquarters on the first day of the shutdown. After that, they became out-
dated even for that purpose. Although the companies paid the contractors for
preparing the CPPs, the shutdowns were in fact executed with the help of sim-
ple Gantt charts. They thus lost the most important benefit from the CPP, that
of updating the plan regularly.

Only a couple of junior engineers in the contractors’ organizations under-
stood how to use a CPP. Neither the client nor contractors’ organizations real-
ized this situation at the level of the decision makers. The client was satisfied
that his shutdowns were being planned in the state-of-the-art manner. The
contractor was convinced he met his contractual obligation adequately. Nei-
ther of them realized that the client was not getting the benefit for a technique
he was paying for, because nether party knew about the real benefits. 

Understanding all this took a considerable amount of discreet probing
through discussions with people in the clients’ and contractors’ organizations.
In the local culture, people did not appreciate “loss of face.” This made it dif-
ficult to communicate these issues to senior management. Corrective action
could only commence once they knew the economic consequences of their
current practices. 

18.3  Treading on Eggshells   

I organized an impromptu presentation on “Appreciating Benefits of Criti-
cal Path Planning,” and made sure that the movers and shakers in the opera-
tions and engineering organizations attended it. We had a very lively ques-
tion-and-answer session after the presentation, lasting an hour. I got a clear
signal that all attendees had grasped the essence of CPP and its benefits. They
had also grasped the lack of substance in their shutdown contracts. It dawned
upon them that they had been losing the return on their investment in CPP.

The difficult question was how to redeem the situation. We decided to train
a number of staff in computerized CPP, from their own organization as well as
from those of the contractors. I offered assistance in organizing such training.

The idea of combining their own staff with contractors took some more sell-
ing. Eventually, the proposal was accepted. It was agreed that a selected
number of staff and contractor personnel would be trained in time for the
forthcoming series of shutdowns. They finally identified a group of 12 people;
6 of them were their own staff and 6 were contractors’ personnel.

18.4  Training Course 

At the head office, we put together a suitable training course. It consisted
of a 3-day classroom course/workshop on the techniques. Thereafter, there
was a fortnight long hands-on session in a group refinery which happened to
be working on a real-life shutdown plan, using an off-the-shelf software pack-
age. This hands-on session included all aspects of CPP, namely, task break-
down, estimation of resources, logical sequencing, preparing the network,
leveling of resources, optimizing resources, and the critical path by using
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what-if scenarios. As the actual shutdown of this refinery was some time
away, the exercise included mock progress reviews in order to practice updat-
ing of the plan. At the end of three weeks, the participants felt confident that
they could do this in their own situation.

18.5  Results

The results were impressive. We sent a seasoned planner to help them dur-
ing the planning effort as a confidence-building measure. The plan was com-
pleted on time and put into practice. Once the shutdown commenced, the out-
side planner visited the site for a few days to review the actual progress mon-
itoring and plan updating. For the first time in their history, the shutdown was
executed in accordance with a live and dynamic plan with daily progress mon-
itoring and plan updating. A senior manager commented that the ownership
of the plan and, indeed, for the entire shutdown exercise was such as never
witnessed before—both in their own staff as well as those of the contractors.

The shutdown was completed in record time, 25 days instead of the histor-
ical 30, and at a considerably lower cost than originally planned. 

Critical Path Planning with daily progress monitoring and updating has now
become an essential feature of the shutdown and major projects work of this
group of companies.

18.6  Lessons 

1. Computerized Critical Path Planning enables efficient execution of plant 
shutdowns and new projects. In order to draw the maximum benefit:
• Actual progress must be reviewed periodically during the execution of 

the plan.
•The plan must be updated on the basis of this periodic review.

2. There should be in-house capability for computerized CPP. Without this, 
the client will be fully dependent on the contractor. The result is that the 
full benefits of CPP cannot be realized.

3. When contractors and the company’s own staff work as one team for a 
project, the feeling of ownership is greatly enhanced. 

18.7  Principles

All investments have to be justified by their business benefits. Resources
will be wasted by pursuing technology for its own sake rather than its busi-
ness benefits. If this link is lost, performance will drop. 

Individuals and companies can slide into using work processes and tech-
nologies without appreciating their true value. It is often easier for outsiders
to recognize the situation, so external reviews are valuable.

Cultural issues are important, and reviewers have to be able to understand
these before suggesting corrective actions.

Promoting teamwork between competing interests can result in a win-win
situation.

Critical Path Planning Capability 143



Chapter 11 9

Shutdown  Management
… Keep  the  mmoney  mmach ine  runn ing .

Perfection is achieved, not when there is nothing more to add, but when
there is nothing left to take away

Antoine de Saint-Exupery, French poet, writer.

Author:  Jim Wardhaugh

Location:  2.2.3  New Medium-Sized Complex Refinery 

19.1  Background 

We aimed to make our brand-new refinery a top performer in every
conceivable aspect. When we contemplated our first shutdown, we de-
cided to learn from both poor performers and top performers those prac-
tices that brought poor performance or made them top performers.

I had been collecting good practices on shutdowns over many years,
both while working in various types of plants and while visiting them on
consulting visits from the technical headquarters. Many shutdowns of all
sorts were done each year all over the world. Therefore, I found it sur-
prising that there was no standard recipe which all these locations fol-
lowed. All over the world, shutdowns were handled in completely differ-
ent ways. Some of these ways brought success, others mediocrity, and
still others brought abject failure in performance terms. 

I think I have a good handle on what should bring success (or fail-
ure). But let us start by looking at what we are trying to achieve.

19.2  Shutdown Aims

Why do we have shutdowns? Ideally we would like a facility to operate for
20–30 years without interruption. We would like to design it, build it, run it,
make product, sell product, and take the money to the bank. That is the sort
of business model your bank manager can understand and love.

The reality is unfortunately quite different. Many factors reduce possible
plant run lengths, among them:



• Loss of plant integrity or reliability
• Loss of production efficiency due to fouling, catalyst degradation etc.
• Need for modification to meet changing market demands

We do need to have shutdowns, but it would obviously be sensible to avoid
unnecessary ones. Clearly our shutdown aims should be business driven. I
suggest that, stated simply, the aims should be as follows:

• Maintain production performance into the future
• Promote high plant availability
• Reduce the probability of breakdowns between shutdowns
• Do the needed tie-ins for plant modifications

I like to consider the plant as a money machine. In that mental model, what
we are trying to do, in financial terms, is to improve the profit stream now and
into the future. So what brings success? I suggest:

• An entire series of effective business-driven decisions
• Each decision backed up by a solid business case
• A business-driven partnership among the facility’s core departments 

(e.g., Production, Technology, Maintenance, Inspection)

Let us have a look at the relative performances of some different sites so
we can get a feel for what is good performance.

19.3  Performance Numbers

In the first place, you need to be absolutely sure what you are talking
about. Are you looking at an apple or is it a pear? Definitions or lack of clar-
ity of definitions can cause a lot of confusion. Even a simple thing like shut-
down duration is open to different interpretations. Conventionally, in bench-
marking, shutdown duration is measured from the time the plant feed is cut
to the time the plant is back in production with the product on specification.
You will hear some engineers boast of achieving incredibly short durations,
but these are usually pure engineering time, i.e., the time that the plant is in
the engineer’s hands. To this time you still need to add the time to shut down
the plant, make it safe, and then start it up again to make product. These are
very different numbers. Figure 19.1 shows the definition of plant shutdown
duration and shutdown intervals. Always remember:  we are in the business
of making saleable product.

In Tables 19.1, 19.2, and 19.3, we compare the achieved performance
numbers for poor and top performers (or pacesetters). 

In these tables, the value shown for a top performer is the average of the
top quartile of performance (if you rank performances from best to worst, the
top quartile is the highest quarter of the group). A poor performer is the av-
erage of the fourth (and lowest) quartile. This implies that for the top per-
former there are sites that can be significantly better than the quartile aver-
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age. Meanwhile, for the poor performer, there are sites that can be signifi-
cantly worse than the bottom quartile average. What is clear from these ta-
bles is that there is a significant gap between the worst and the best.

If the economic drive for plant availability is so obvious we would expect to
find both the worst and the best driving for availability (or uptime or whatever
other name your particular facility calls it). Furthermore, we would expect
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them to be converging on some perceived optimum. This is not what we find
when we compare performances. See Figure 19.2 Availability Trends, which
shows that the gap is actually getting bigger.

19.4  Practices of Poor Performers 

We won’t spend too much time on these because I assume that you do not
want to learn how to fail. Furthermore, if you do, I am sure you can conjure
up many more ways of ensuring failure than I could! The four approaches we
found, which seemed to lead inexorably to poor performance were as follows:

1. Having frequent shutdowns in obedience to some real or perceived 
regulatory regime, which insisted on pointless opening up of much 
of the equipment. The large scope, driven largely by an inspection 
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group acting as integrity policemen, is costly (see Chapter 6); it in-
evitably brings scope creep and lengthy shutdowns.

2. Habitual shutdowns in which Operations grabs the opportunity to 
have a look inside their plants and open up lots of equipment. Main-
tenance would see this as providing a move away from the boredom
of the daily routine, some visibility and, with some luck, a moment 
of glory for themselves.

3. A universal opportunity used to hide and bury mistakes of all sorts 
(Operations, Maintenance, and Projects).

4. Occasionally, the shutdown is project driven, done to modify the 
plant. This is another opportunity to have some glory. It is hardly 
ever realized that if the downtime costs of lost production were 
taken into the project payback calculation, very few of these 
projects would be viable.

The above approaches are distinguished by bringing reduced plant avail-
ability, high costs, and little apparent business benefit. All too often, each
shutdown is done in a traditional way with a firm belief that this way has stood
the test of time and is the best. If benchmarking shows someone else to be
better, you can always go into denial. See Chapter 6 for a list of excuses for
poor performers. What we found in our studies was that the following aspects
did not matter much when considering shutdown performance:

• Extent of use of contractors
• Extent of unionization
• Size of the facility
• Age of facility
• Geography

There were top and poor performers at each end of these spectra.
Trying to summarize the things that really did bring poor performance, we

found that the following were the real factors:

• Too frequent shutdowns, driven by habit, conservatism, regulators
• Shutdowns which are too big because of too much unnecessary work 

(often because of over-conservative inspection regimes)
• Shutdowns which take too long to do because of:

• Too much work
• Overstretch of local labor competence pools
• Poor planning, scheduling and organization of work
• Shutdown and start-up problems

19.5  Practices of Top Performers 

Top performers do not replicate themselves in every way, but they do all
the important things in a consistently similar way. They treat their plant as a
money machine. It is only going to make money when the plant is running
well. Their prime aim is to attain high plant availability at the right price. Each
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proposal to shut down the plant or increase the frequency or duration of shut-
downs is looked at from a hard-nosed business perspective.

This is their recipe.

Minimize the Need for Shutdowns 

• They shut down only for good business reasons.
• No unthinking routines, no bad habits
• Flexibility of scope and timing is agreed with regulators
• They use unplanned stoppages as opportunities to do work.
• They pre-plan opportunity packages for fast activation
• Less tendency towards conservatism
• Reduced work scope of main shutdown
• They manage degradation.
• They buy decent equipment, configure it sensibly, operate and

maintain it well
• Run the plant in a way that makes failure modes and rates predictable 

so inspection intervals can be confidently determined
• Eliminate failure causes by use of techniques like Root Cause Analysis 
• Reliability is institutionalized (like safety)

Manage Regulators

• In the past, regulators often insisted on frequent shutdowns for inter-
nal inspections, which made decisions easy, but life expensive.

• Top performers demonstrate to the regulators that they manage a
professional operation and gain control of all the factors.

• Decisions can then be business driven.

Figure 19.3 Risk-Based Inspection
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Effective Inspection Regimes 

• The role of the inspector has changed from policeman to business 
partner. See Chapter 6.

• Use of Risk-Based Inspection to bring cost-effective inspection plans. 
See Figure 19.3. 

• Production operates within agreed parameters and there is a joint 
management of degradation.

• Grasp opportunity windows to do necessary inspection work; increase 
use of non-intrusive inspection.

Avoid Expensive Shutdown Work

• It was once considered sensible to do work on a shutdown, as work 
could be planned, and skills, cranes, etc., made available. 

• Studies now show that doing work on a shutdown is nearly 50% more 
expensive than single-focused jobs done on the run.

• Productivity also degrades when manpower is more than 700.

Have Small Shutdowns

• Do most work on the run. 
• Use non-invasive inspection techniques. 
• Focus on the critical business aspects.
• Have clear shutdown objectives as an effective work-filter.
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These steps minimize shutdown complexity and competence demands. A
small competent workforce brings:

• Quality work
• Equipment reliability
• Good communications
• Ownership and pride in workmanship

19.6  Effective Work Planning, Organization,
and Scheduling 

This area is characterized by:
• Clearly-stated objectives for the shutdown, focusing efforts 

appropriately
• Site departments’ alignment on these objectives
• Agreed framework for action, see Table 19.4
• Effective and visible business-driven leadership
• Integrated planning (Production, Maintenance, Inspection, etc.) for 

shutting down, work processes, starting up, etc.
• Detailed plans for critical issues (heavy lifts, permits, productivity, 

competent, waste, etc.)
• Challenging, but realistic targets
• Effective learning-capture processes
• All aspects are critically reviewed shortly after the end of the shutdown
• Improvements are put in place

19.7  Results 

For our first shutdown, we followed the recipe given above in detail and it
paid dividends:

• No significant accidents
• Minimal rework
• Shutdown duration was a day less than planned, bringing increased 

sales of about US $400,000
• Cost was less than budget
• Start-up and next two year’s run were trouble free

19.8  Lessons 

• Have a shutdown only if it will improve the ability of the plant to make 
on-specification product or retain integrity now and into the future.

• Delay is usually a good thing, but do not run the plant into the ground.
What matters is attained overall availability, not macho run lengths.

• Have a clear purpose and derived objectives along with visible man
agement commitment to these.
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• Have a small scope of work driven by business, use RBI, and modern 
practices.

• Use a small, competent workforce.
• Emphasize a cohesive team working an integrated plan.
• Do it better every time. 

19.9  Principles 

Production plants are machines for making money, so don’t shut them
down unless there is a good business reason. Recipes for success are avail-
able, but the will to succeed must be there in the first place.
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Chapter 22 0

E l ec t r i ca l  Maintenance  St ra teg i es
… Doing  unnecessary  work  won ’ t  s top  fa i lu res   

The greatest danger for most of us is not that we aim too high and miss,
but that it is too low and we reach it 

Michaelangelo.

Author:  Jim Wardhaugh

Location:  2.3.4  Small Complex Refinery in Europe

20.1  Background 

I had been working in the Projects and Technical groups in this refin-
ery for a couple of years. My leader decided that I should move from
there to take over the electrical maintenance section. He did not think
that the fact that I knew nothing about maintenance was a problem. I
remember him saying that, as we don’t have significant problems there,
I should just carry on doing what has been done in the past. Maybe do
a bit of fine tuning?

I had three engineers, a host of supervisors, and a horde of electri-
cians, the number of which would have made Genghis Khan swell with
pride. I had no idea what these electricians did to fill their day. What was
a bit worrying was that neither did the engineers and supervisors. Al-
though I knew nothing about maintenance, the size of my electrician
horde made me suspect that they were either busy doing unnecessary
work or not busy at all. Eventually I found that it was a lot of both.

20.2  Maintenance Theory 

I read a few books on maintenance. I must have chosen the wrong books
as intellectual bite was totally missing. The message coming from these books
was that, in the past, maintenance consisted of waiting until the equipment
broke down and then fixing it.

The books argued that modern equipment was less robust than in the past,
more complex, and needed more care. They advocated time-based preventive



maintenance as their solution. Their thesis in the books was that we could pre-
vent all failures. Failures were themselves a symptom of some shortcoming or
failure in the maintenance systems. The books suggested as best practice tar-
gets, a profile of 90% time-based preventive work and 10% breakdown work.
This thesis and the preventive maintenance approach had been adopted in the
electrical maintenance group. In this chapter, we will show how ineffective this
approach can be by looking at a couple of case studies.  

20.3  Preventive Maintenance of Motor Starters

My initial questions about what my electrician horde did show that a team
of a supervisor and six electricians spent every day of the working week
checking the condition of 415-volt motor starters. Their goal was early iden-
tification of overheating due to loose connections. Any problems could then be
rectified and failure prevented.

A significant planning and scheduling effort went into this activity, with a
planner working almost full time on it. He spent his day arranging with pro-
duction for the release of the equipment and making sure spares were avail-
able in case a problem was found. I think that the intention was for each
starter to be checked every two years.

I questioned the planner and supervisor on these activities. They were un-
embarrassed when they revealed that over the last three years of checking
they had:

• found one loose connection that could have become a fault 
• found two issues which needed some non-urgent attention 
• caused four faults by fiddling inside the starters; these had caused a 

loss of production.

They argued that this showed that our maintenance systems were robust
and we had excellent strategies in place. I suggested to the supervisor and
planner that perhaps the payback was not commensurate with the checking
effort and asked whether it was sensible to continue. Such talk was clearly
heresy and they looked stunned. Obviously I didn’t understand maintenance.
It took almost a week of debate to convince them that this effort should be
stopped. The moment of truth came when I asked them if they would do this
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work if it were with their own money.
We stopped this activity and replaced it with a check of the starters at the

three yearly shutdowns when the motors were not in use. Only rarely was
anything ever found. However, as the check consisted only of opening a
starter door and looking inside, we carried on; see Figure 20.1.

20.4  Preventive Maintenance of Batteries

Each of our electrical substations had lead-acid batteries to operate the
high-voltage switchgear. There were also quite a number used as backups for
instrument systems in control rooms, the telephone exchange, etc. The bat-
teries were defined as “critical” to the business because failure could cause in-
strument or switchgear mal-operation. In line with the prevention of failure-
at-all-costs concept, a large effort was being put in to ensure reliable opera-
tion.

There were about six electricians working on this, and four contractors do-
ing basic work which the electricians felt was beneath them. My challenge to
the approach on switchgear checks was still fresh in people’s minds. Question-
ing what the battery people did to ensure business benefit brought paroxysms
of anguish and accusations of near blasphemy. I knew then that I was on to
something.

I was swamped with jargon and justifications. But cutting through all the
technical verbiage, these workers filled their days topping up the batteries
with distilled water, cleaning off acid deposits, and greasing battery terminals.
This seemed to involve a weekly visit to every battery. There were occasional
battery changes so that batteries were brought back to the shop for some
mysterious re-energizing process which I didn’t understand at all. But as I am
a mere electrical engineer, what would I know! 

I asked one of my young new engineers to investigate why the batteries
needed topping up so frequently. He discovered that it was because the charg-
ers were set at too high a charge rate. Therefore, they overcharged the bat-
teries and thus boiled off the water. Overcharging had become the norm many
years before, to ensure batteries did not go flat.

Setting the chargers correctly stopped the boiling off of electrolyte; it also
stopped the need for a team doing regular weekly top ups. During normal du-
ties, electricians visited most substations almost every day. During these vis-
its, we asked electricians to keep a lookout for unusual sounds or smells. In
addition, however, we set up a system for formal monthly substation visits
when particular aspects were scrutinized against a check list. In essence, in-
spectors used their human senses to look for symptoms of overheating, etc.
They checked batteries visually during these monthly visits.

In line with the company’s purchasing specification, all battery chargers
had low voltage alarms. As a back-up, we connected these alarms to the ex-
isting substation alarm panel at minimal cost. Any problems would then be
alarmed in the control room and an electrician sent to investigate.

Electrical Maintenance Strategies  155



20.5  Modern Maintenance Theory 

In retrospect, it was clear that the group I had taken over were trapped in
a mind set time-warp. I will not discuss Reliability Centered Maintenance and
all the other current three letter acronyms as I wish to emphasize the com-
mon sense approach. Modern maintenance management puts a significant fo-
cus on the cost effective elimination of failures and then balances the cost of
failures against the cost of prevention and/or detection (See Figure 20.1). In
this approach:
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• Efforts are focused where the consequences of failure are high
• Repeat failures are investigated and the root cause eliminated where 

economic
• Run to failure is a respectable strategy for low consequence events, 

e.g., where the equipment is spared 

Figure 20.2 summarizes the modern approach.

We often hear some gurus promoting time-based preventive and condition-
based approaches to maintenance as best practice. They recommend we
should put our emphasis in applying these practices. The reality is that in most
top performers, what drives a decision to do work is the consequence of fail-
ure. If the failure consequences are low—i.e., there is little impact on produc-
tion, safety, environment or the equipment itself—a top performer is unlikely
to spend significant amounts of money on preventive or condition monitoring
measures. In industries where there is a high level of sparing, this can lead to
a work profile approaching 70% based on a run to failure approach and 30%
based on a condition/ preventive approach.

20.6  Electrical Maintenance Strategy 

Where does this take us in the electrical field? We’ll leave electric motors
to one side for the moment as we are going to look at these in Chapter 39.
Most electrical equipment, e.g., switchgear, is an assembly of electrical, elec-
tronic, and mechanical components. So what should we do?

Most of the mechanical components of electrical equipment tend to suffer
from lack of use rather than use. Many items of production switchgear, for ex-
ample, would only be operated at plant shutdowns or when a production drive
was changed over to a spare. The mechanical components, contacts, and me-
chanical relays are not subject to significant wear. Therefore,  only occasional
operation and lubrication would be needed to prevent them sticking. The ex-
ception to the above is with very high use switchgear, which should be viewed
as a specific item with specific problems. The types of applications where you
find these are gasoline pumps at filling stations, pumps on level control, inch-
ing drives on cranes, etc.

Electrical components like coils, electronic relays, rectifiers, transistors,
and integrated circuits tend to fail randomly. They exhibit almost no wear-out.
Very densely packed integrated circuits can exhibit wear-out if they are so
densely packed that they are operating almost at the molecular level and sub-
ject to friction wear from electron movement. It is unlikely that this problem
will cause you many sleepless nights.

When you have little wear out, and random failure is common, it is difficult
to establish a frequency for inspection or condition monitoring. Quite often the
bulk of the equipment is in a type of duty where the consequences of failure
are low. Only minimal monitoring effort can then be justified. For example, a
regime of occasional external visual inspections with an internal scrutiny with
minimal strip down at shutdowns might be appropriate. If the fault could have
significant consequences, some kind of testing is required. These tend to be
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less common, so they are usually treated as special cases.
While it might be difficult to devise a credible inspection frequency, ‘never’

seems unacceptable. What is clear, however, is that at the other end of the
spectrum, poor performers tend to inspect equipment excessively. They do a
lot of preventive and condition monitoring activities, find little, but keep on
doing it anyway.

To put some logic into the decision-making process, it has become popular
to use a risk-based approach. API RP580 and API RP581 have a very com-
monly used approach for the inspection of pressurized systems. API RP580
specifically excludes electrical (and other) systems, but the approach is sound
and valid for electrical equipment as well. A risk-based approach using a sim-
ple API type matrix, as shown in Figure 20.3, can focus the knowledge of a
few capable individuals and prompt a cost effective and defensible regime.
Some further aspects of the use of this type of matrix is given in Chapters 24
and 26.

The bubbles give guidance on the inspection approach to be considered,
depending on where the system falls on the criticality matrix. Where failure is
inconsequential, you might consider not registering the equipment at all. This
is a “do nothing” strategy with a vengeance. Note the use of sampling tech-
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niques for large inventories of similar equipment items. In the extreme, re-
design may be necessary. Local rules and regulations may impose more oner-
ous conditions, but these should always be challenged in an appropriate way
in the most appropriate forums.

It is possible to go for a more detailed and a semi-quantitative approach
based on the hardware protection strategies used in IEC61508 and 61511, but
these are labor intensive and require some expertise. I would suggest that
these are kept for the clearly special occasions or where you want to verify the
answer from your simplified approach.

Top performers tend to have a run-to-failure strategy for most equipment.
That is the default, but it would be backed up by an inspection regime, as
shown in Table 20.1. Top performers would also consider sampling techniques
for a large number of equipment items. A limited amount of testing would be
done if safety considerations required it. However, it should be noted that
most electrical protection systems are backed up and duplicated in some way.

20.7  Electrical Inspection Strategy—Our Choices 

We decided to adopt the top performer approach although prophesies of
doom came from the old hands. Somehow, balancing risk and cost had never
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been part of their mental model. 
We believed that many potential problems could be avoided by the simplest

of checks. People visit or pass by much of the equipment frequently in the
course of their normal work. We encouraged them to use all their senses to
determine if there were any problems. For example, we asked them to pay at-
tention to the equipment’s normal operating characteristics, e.g., load, sound,
temperature, smell, vibration. They recorded any unusual conditions in the
CMMS and thus triggered action. To achieve the ownership necessary for this,
we allocated electricians to specific geographic areas of the plant and made
them responsible for condition. This was the essence of our inspection regime.

We backed this up with a formally-scheduled inspection and test effort at
the intervals shown in Table 20.1. Generally we scheduled an external visual
inspection by a competent person using his senses. We arranged these when-
ever access was available, e.g., during plant shutdowns. He would look for
damage, accumulations of dirt, disconnected earth, unauthorized modifica-
tions, etc. Our experience of the switchgear preventive maintenance had
brought us to believe that opening up equipment only brought problems. Test-
ing was only done where there was a real justification, and then often on a
sampling basis. If problems were found, we solved them. If no problems were
found, we extended the interval between inspections.

An issue which generated considerable heat was the routine inspection of
portable equipment. Note that here we are talking about the small stuff, not
the big moveable equipment like three-phase welding machines. We had been
routinely tagging each piece of portable equipment, calling it into the electri-
cal shop from the site, carrying out a formal inspection, labeling it tested, and
sending it back to the users. When we thought about this, the regime seemed
increasingly absurd. Think about this. Modern portable equipment is either:

• battery-driven (at a voltage which is inherently unable to cause 
danger to personnel) 

• double-insulated (plastic with no earth), so again, it is inherently safe 
unless mechanical damage exposes the conductors

In both these cases, a competent user can easily identify that a potential
problem exists and initiate maintenance action. A formal inspection by an
electrician adds little value when we have frequent scrutiny by the user. Sadly,
all too often logic flies out the door and regulators unthinkingly write this non-
sense into rules.

We could choose self inspection as this work was not covered by legislation.

20.8  Excess Staff 

By now you are probably wondering how many surplus men this threw up
in total and what happened to them. The answer is that, by asking logical
questions and balancing effort against business benefit, we identified that
some 40% of the maintenance work-force was employed in unnecessary jobs.
We had to handle this sensitively because we were aware of the explosive na-
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ture of this information. Over a period of three years we redeployed about
40% of the electricians as follows:

• Opportunities at a new plant being built
• Commissioning work for the site project department
• Replacement of contractors doing work inside the department
• Normal retirements
• Early retirements
• Draftsmen positions
• Left to go to college full time

20.9  Lessons 

• Just because something has been done for twenty years doesn’t make 
it correct.

• We do not need to search for self-revealing failures, which are random 
and infrequent. 

• Spending effort on condition monitoring which would cost more than 
the failure consequences is poor business economics. 

• If you need workers for a new plant, examine your existing workforce 
to check for spare capacity before considering recruiting additional 
staff. 

20.10  Principles 

The maintenance strategy we develop must balance effort and business
benefits.

Common sense questioning can eliminate a large amount of unnecessary
work. Do not be driven by fashion or the latest three-letter acronym.
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Chapter 21 

MMinor  Maintenance  by  OO perators
… Do  operators  have  useab le  spare  t ime?

Author:  Jim Wardhaugh
Locations:  2.3.4 Small Complex Refinery in Europe

2.2.2 Large Complex Refinery in Asia 

21.1 Background

There is a widely-held belief that production shifts are inherently
overstaffed. They contain spare people to cope with no-shows due to
sickness or to cope with emergencies, which often need more people
than steady-state operation. We know that operators also have skills
that would enable an enlargement of their role. By utilizing their skills
and spare time, we could increase operators’ job satisfaction and im-
prove business performance—a true win-win situation.

If the reader wants stories of triumphant implementations, stop read-
ing now. But if you can accept a story of a failure and another story
which might be defined as a partial success, please read on.

Both companies described here are part of a large multi-national
group of companies, with corporate headquarters in Europe.

21.2  Introduction to Minor Maintenance 
by Operators (MMBO) 

Several companies within this multi-national group had implemented Minor
Maintenance by Operators (MMBO) with variable levels of success. New plants
had successfully recruited operators with proven technical skills to become
operator-maintainers (see Chapters 13 and 31 for related information). In
some plants, MMBO had been introduced successfully; this had brought sig-
nificant benefits. However, in the older, often unionized locations, the imple-
mentation of MMBO has been more difficult with poor results.



21.3  Benefits of MMBO 

The benefits of MMBO are considerable. Independent benchmarking stud-
ies show that top performers with relatively slimly-staffed shift work forces
can get each operator to do up to 1.5 hours of maintenance-related activities
during an 8-hour shift. (See also Chapter 31; in that study, they identified
25% of an operator’s time being available for maintenance). These man-hour
inputs can be directly offset against maintenance resources, thus reducing the
size of the maintenance work-force. In addition maintenance becomes more
effective because of earlier interventions and faster repairs avoiding escala-
tion of problems.

An example of this is where operators notice a small steam leak from a
flange. In a traditional organization, operators would put in a job request to
maintenance. Depending on the time of occurrence, it could take 2–12 hours
before maintenance gets there. By that time, the flange gasket might have
been destroyed by the steam flow. If the response time is longer, e.g., over a
weekend, the flange gasket face itself might have been damaged. The job has
now become large and might require a shutdown of the steam system. In the
operator-maintainer situation, operators would pre-empt these big problems.
They would get out their spanner, tighten up the flange, and stop the leak.

Reduction in staffing numbers is always a seductive argument as far as
management is concerned, with immediate benefits accruing. In my view, a
more powerful argument for using MMBO is that it teaches operators the
maintenance needs of equipment, and blurs the boundaries between mainte-
nance and production groups. This is an excellent first step, albeit small, in
aligning both groups on business objectives. Joint reliability initiatives can
then become a feasible and practical proposition. These can bring huge long-
term benefits, even if nothing happens immediately.

21.4  Maintenance Skills Available 
in Production Operations 

We should not underestimate the level of technical skills already available
within the operator ranks. We can determine these skill levels by checking in-
dividuals’ previous employment. Some of the operators may have had craft-
type training in the past. Hobbies are a rich source of expertise. Those citing
do-it-yourself activities as a hobby can do most of the simpler maintenance
work without a lot of training. People change light bulbs, wire up plugs for do-
mestic equipment, mend a sticking lock, do minor repairs on their car, etc.
These skills are transportable to the workplace.

I am always amazed at how little we value some of our people’s attributes.
I remember a fitter who played the trumpet in a brass band. The members
were all unpaid volunteers although there was some sponsorship from a local
company. He was not the conductor, but he had taken on the role of organizer
of the rehearsals. Over the years this had been extended so he organized an
annual tour of some European country. This year it might be France, next year
Holland, and the year after Sweden. He handled travel arrangements and ac-

Minor Maintenance by Operators  163



commodations, and arranged concert venues and all the minutiae of the tour.
Yet at work, he was given rather mundane tasks because he supposedly had
little organizational abilities. I rest my case.

21.5  Case Study of an MMBO Implementation in Europe   

This was a very overstaffed and high-cost location. They had a strong
unionized workforce who defended strict demarcations. Any changes in work
practices needed to be negotiated with a number of different union groups.
Additional payment was a pre-requisite for any action. In this situation, we
decided to implement MMBO.

We set up a working group to select the job tasks that operators would be
expected to perform. We believed that maximum benefit would come from the
routine, frequent, repetitive, simple tasks and these should represent the core
of the work. This would ensure that they could practice any skills they ac-
quired regularly. We tried not to be over-ambitious, in order to minimize train-
ing needs. Indeed we felt that we were setting our ambition and skill level re-
quirements too low. Appendix 21-A has a sample list of tasks. 

However, there was a gap between the available skills and the skills re-
quired to complete the defined job tasks safely and correctly. We needed to
bridge this gap by a number of practical training programs. We devised a sim-
ple scheme to identify skill gaps and the training programs needed. By intro-
ducing a certification process to recognize skills and competence formally, we
would provide confidence and satisfaction, perhaps even pride, to the individ-
uals. Supervisors gained confidence with the certification scheme.

By the end of the year, we obtained agreement with the union; we paid a
lot of money in salary increases to enable MMBO to take off. So what was the
result? Zilch! Absolutely nothing! We had spent a lot of time, effort, and
money, and we got virtually no maintenance activities done on shift. The op-
erators thought that the maintenance group was dumping all the low-skill
work that they didn’t want onto the Production group. There was no glory in
doing this work and, indeed, it was demeaning. The Production supervision
clearly held this view and undermined the management line. The maintenance
workforce saw this as giving away their work, which would imply a reduction
in numbers, creating a problem both now and in the future when their chil-
dren sought employment. The maintenance supervisors agreed with this. Al-
though they gave lukewarm support, they also undermined the management
line.

21.6  Case Study of an Implementation in Asia 

Having learned from the European experience, when I moved to Asia and
heard that the MMBO was advocated, I was determined to stay clear, but
failed. The company set up a small group (including me) to decide on our ap-
proach. We decided to adopt a totally different approach. It was:

• to define the additional work we wanted operators to do as the 
normal work of operators. The analogy we made was with car 
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ownership; a driver would not contemplate taking his car to a 
garage to top up oils, change a light bulb, etc.

• to define the work with one simple criterion: Would it be easier for 
operators to do the job themselves than to create a job request and 
put it in the system for the maintenance force to do it?

• to avoid negotiation, as the union agreement would not be altered.
• to reveal only a part of our hand to a few trusted (formal and infor-

mal) leaders in the operator group. 
• to utilize a number of frequently-occurring problems in Production. 

Here, it was easier for the operators to solve these themselves 
rather than go through the effort of calling upon maintenance. We 
would help operators to do this, but keep it quiet! This might be 
slightly disingenuous, but not much.

We were now ready to go.
• The first step was to get the Production supervisors some very 

simple tools.
• Next, we placed a box of light bulbs and fluorescent tubes in the 

control rooms for free use. 
• Operators found it easier to change tubes and bulbs themselves.
• Then we moved on to putting a box of different-sized pressure 

gauges in the control room. When operators were doubtful of a pres-
sure reading, they would change the gauge and put in a box marked
faulty gauges.

We carried on like this in a slow and steady manner, introducing something
new, usually at the request of the operators. The sort of things included
printer paper and cartridges, panel bulbs, gas testers, small filters, etc. We
didn’t negotiate or pay a cent. But we got the work done!

21.7  The Control Issue

As a rule, work done by maintenance is captured in a CMMS where it can
be evaluated, action taken, and maintenance tactics altered if needed. Work
done by operators is normally not captured in any formal way. It might be in
a note book or a log sheet, but this is not suitable for analysis. Hence the work
of operators is inherently invisible.

This creates a conundrum. Some work, indeed much work does not need
to be captured for analysis. But the rest does need analysis. So how do we
handle that? Do we put it in the CMMS and accept the administrative effort?
If we insist that operators raise job requests for their own work, it may then
become unattractive for them to do the work. Just to make life harder, a num-
ber of CMMS systems will not allow you to be both an operator and a main-
tainer. Can we have a simpler parallel system? None of the options are partic-
ularly attractive, especially to engineers who are obsessed with capture and
analysis of activities.

Minor Maintenance by Operators   165



Many years ago, a Dutch friend of mine expounded the Law of Remaining
Misery. What this said was that in every activity there is a certain amount of
misery which you can’t reduce. The only thing you can do is to decide where
you are going to take it so that you minimize its impact. The control issue may
be a case in point.

21.8  New Opportunities to Consider   

Advances in technology have made it possible for operators to do many
tasks which only recently were considered too complex to be carried out in
house. The use of hand-held data collectors which can be programmed to col-
lect specific data such as temperature, sound, vibration, etc., is an example
of this approach. Some production facilities are now using these technologies
to:

• Identify what the operators do
• Ensure that particular plant aspects are regularly scrutinized
• Compare plant readings with predetermined standards
• Capture plant data for post-mortem reviews

All this data can be captured, recorded, and analyzed.

21.9  Lessons 

1. Set reasonable limits on MMBO, taking into account the time available on
each shift and the skills of its members. It is easy for individuals or 
teams to become over-ambitious.

2. Unions see their role as negotiating good deals for their members, but 
enforcing compliance is always the company’s problem. Just because it 
has been paid for, do not expect that MMBO will be accepted.

3. Compliance cannot be enforced if it is counter-culture.
4. It is difficult to capture and control MMBO activities without becoming 

bureaucratic and, therefore, losing some of the benefits.
5. A slow introduction of some MMBO works if it is easier for operators to 

do the activities themselves rather than use formal maintenance 
channels.

21.10  Principles 

1. Handle the concept and its impact on emotions and culture before being 
trapped by logic and detailed development.

2. The principle of MMBO must be fully supported and encouraged by man
agement, supervision, and the informal site leaders.

3. Success will come only if all stakeholders win to some extent.
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Appendix 21-A 

List of typical tasks for implementation in European location:

- Lubricator adjustments
- Luboil changes and sampling 
- Small valve changes
- Clearing of blockages
- Screwed valves
- Caps and plugs
- Blanks and spading
- Adjustment of pump glands
- Pump isolation for engineering
- Replacing gaskets
- Temporary fitting of vent and drain lines
- Fitter assistance on appropriate jobs
- Filter cleaning and changing
- Minor safety jobs
- Lighting bulb changes
- Replacing local pressure gauges
- Thermocouple replacements
- Indicator replacements
- Temporary lighting
- Electrician assistance, including isolations
- Motor isolations
- Main switch isolations of LV equipment
- Heat exchanger bolting
- Making/breaking and pulling up flanges, replacing gaskets
- Removal of relief valves
- Simple workshop practice
- Valve overhauls
- Simple lifts
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Chapter 22

RRelocat ing  Mach ine  Tools

There is nothing more powerful than an idea whose time has come. 
Victor Hugo, French dramatist, novelist and poet  

Author:  V. Narayan 

Location:  2.1.2 Automobile Parts Manufacturer

22.1  Introduction

The company had three large factory buildings at this site. Building
No.1 was 150,000 sq. ft., Building No.2 was 90,000 sq. ft., and Building
No.3 was 60,000 sq. ft. in area. The production facilities for fuel injec-
tion bodies and spark plugs were in the first building, where the main
store was also located. Critical component parts of the pumps—namely
the barrel and plunger—were produced in the second factory building. A
layout of the factory is shown in Figure 22.1.

There were wide fluctuations in market demand for the company’s range of
products. Flexible production processes were used and batches ran for a few
months at a time. It was necessary to change the layout of the machinery to
suit the production process for the specific item being produced. This meant
that we had to relocate some machines to suit the process. The production
planning department had a dedicated layout planning section to design these
changes.

Each machine tool required several services. These included power supply,
air supply for operating the pneumatic controls and actuators, water supply,
and cutting oil or emulsion. In order to facilitate rapid layout changes, the de-
sign of the factory allowed the services to be provided on a plug-in basis (see
Figure 22.2). There were overhead bus-bars suitably encased in sheet metal
ducts, with power sockets located about 10 feet apart. This enabled the ma-



chines to be wired up in a new location fairly quickly. Similarly, there were
overhead water and air pipelines along the bus bars about 15 feet above the
floor. These had outlets with valves, also located about 10 feet apart (see Fig-
ure 22.3). This design enabled us to make utility connections safely and
quickly. 

To move the machines, we had to empty the cutting-oil/emulsion tanks.
Once transported, we refilled them at the new location. Most of the machines
did not have permanent foundations, just vibration damping pads. A few items
like presses had heavy concrete foundations and, hence, remained in one
place. The production planning layout section identified the machine tools that
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required shifting. Most of the movements were within a building, but some
were between buildings.

The company designed and built many of the special purpose machine tools
(SPMs) they needed for manufacturing their product range. This work was
done in Building 3.

In this company, the work ethic was very strong. Staff accepted flexible
working practices. People were expected to meet their targets—this was part
of the company culture. The ”not-invented-here” disease had not taken hold
in this environment. People were used to drawing conclusions after proper
analysis. The company was nearly 20 years old, and their staff had seen many
changes during its rapid growth. The concept of moving precision machine
tools from one location to another was not common practice elsewhere. In this
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company, it was the norm and the factory itself was designed to facilitate such
movement.

22.2  Background 

At the time of these events, Building 2 was being extended by 35,000
square feet. This was due for completion in July. Thereafter we had to install
about 500 machine tools in this extension. Most of the movements were from
Building 1. A few new machines were on order and some SPMs being built in
Building 3 would also be located in this extension. 

The manufacturing process in Building 2 was very sensitive to dust. The
precision grinding and polishing operations were to very fine tolerances. For
example, the clearance between barrel bore and plunger was 0.3 to 0.4 mi-
cron or 0.000012” to 0.000016”. In this situation, fine dust particles could re-
sult in serious production defects.

22.3  Existing Procedure for Machine Relocation  

Over the years, the company had built up a machine-shifting crew. One of
my supervisors led this crew. A machine moving contractor’s workers re-
moved the item from its old site and loaded it on a special heavy-duty, low-
slung trolley. They then manually towed the machine across the factory and
internal roads to the new location. Company electricians disconnected and re-
connected the machines. An electrical contractor dismantled the conduit and
cabling from the overhead bus-bar and installed new or modified conduits and
cables in the new location. A plumbing contractor did the piping work for the
air and water supply. Company workmen handled the cutting-oil (or emulsion)
tank draining and refilling. On average, this crew was able to handle 3 ma-
chine relocations per day. The machines were restarted in the new location
within 12–14 hours.

New piping and conduits were fabricated in the contractors’ workshops, lo-
cated centrally between the factory buildings (see Figure 22.1). Once the ma-
chine was placed in the new location, they could measure the pipe/conduit di-
mensions. The plumbing and electrical contractors then went away to their
workshops to cut and thread the new piping. Meanwhile, company workmen
installed the cutting-oil tank, control panels, and other accessories. While the
piping and cabling was being installed, the cutting oil (or emulsion) was re-
filled, so the whole process was reasonably streamlined and efficient.

The crew had to set up ladders to connect the conduits and pipes to the
overhead services. This activity and that of locating the machines themselves
produced dust. The crew took care to keep airborne dust levels to a minimum.

22.4  The Challenge

In a planning meeting in February, the Production General Manager (GM)
who was chairing it wanted a plan to complete the installation of the machine
tools in the new extension within 30 days. At the current rate of relocations,
the activity would take over six months; he declared this to be unacceptable.
The dust level over a prolonged period was likely to cause quality problems.
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Furthermore, the inability to run the new lines at one site would result in un-
necessary parts’ movement, resulting in production scheduling problems.

Most of the people at the meeting were taken aback by this demand. The
production process planning engineer and my mechanical department head
said that raising the tempo from 3 to 17 machines a day appeared impracti-
cal. We had three low-slung trolleys and it was not possible to get 12 addi-
tional trolleys by August. The time available to train people to do the work was
inadequate. 

I sought time to study the issues involved before taking a stance.

22.5  Analysis

About this time, a young engineer joined my team as an intern for a year.
He seemed an intelligent and enthusiastic person, so I assigned him to do the
analysis. He knew nothing at all about Method Study, which was the process
I wanted to use. We discussed the project and drafted a plan of action. The
first job was to train him. As a student, I had myself used a good book enti-
tled Introduction to Work Study published by The International Labour Office
(ILO) in Genevai. I gave him my copy and asked him to read the chapter on
Method Study dealing with Flow Process Charts and String Diagrams. We
spent an hour every day discussing his queries and after three days he was
ready to start.

He spent a week following the work crew from the time that machines were
disconnected to the time they were restarted. He charted the process care-
fully, noting the time for each activity. All the machine movements were
recorded, so at the end of the week we had 16 charts (see Appendix 22-A for
an explanation of process flow charts and string diagrams). During the next
week, he recorded people-movements, using string diagrams. By the end of
the second week, he had identified many weak spots in the current system.
He reported that if we were able to make the necessary changes to the cur-
rent process, the existing crews could move 5–6 machines per day. That was
good, but not good enough.

Next he studied the string diagrams and looked for improvements (see Fig-
ure 22.4). One work practice caused significant delays, adding 40–60 minutes
to the cycle time. This delay was the result of the plumbers and electricians
walking to their workshops to fabricate the pipes and conduits. His plan was
to move the light-weight pipe threading and bending machines to within
50–100 feet of the new location of the machines. This was acceptable, as long
as dust levels were controlled. Reducing cycle time meant that 7–8 machines
could be moved per day. This was progress, but still not good enough.

Our first impulse was to consider doubling the resources. We resisted that
knee-jerk reaction, and decided to analyze the bottleneck resources and their
effective working time.

1. The company electricians isolated the machines before anybody 
worked on them. Similarly, the company electricians waited for all other 
work to be completed before reconnecting the machine. They were thus 
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the first and the last people to work on any machine.
2. Company electricians worked 2 hours overtime per day for machine 

shifting activities.
3. The contractors took about 2–3 hours per machine to measure, 

fabricate, and install the conduits and cabling.
4. Each trolley was in use for 2–4 hours per machine movement.
5. The 3 plumbers were busy for about 4 hours per day.

The main players in the team, including the production process planning
engineer, met with the intern to review these findings and hear his proposals.
He suggested the following actions.
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a. We should schedule the work in two shifts of 8 hours each in place 
of the current 8-hour day work.

b. We start work with one electrician arriving 30 minutes before the 
rest, so that machines could be worked on as soon as the other crew
members came in to work. The second shift electrician worked an 
extra 30 minutes at the end of the shift to reconnect and energize 
the last machine that was ready.

c. We would electrically isolate and disconnect 3 machines every 11/2 
hours and prepare them for shifting.

d. The machine operators along with their tools, parts, etc., would 
move with the machines. They would help with the cutting oil refill-
ing and in arranging the tool cabinets, etc., at the new location.

e. We would temporarily locate the conduit and pipe fabrication 
machinery and tools in the new building extension, between 50 and 
100 feet of the machine tools being installed.

f. We would increase the contract crew size by two electricians, two 
plumbers, and four additional workers in the machine shifting crew. 
With these resources, we could form two shifts.

While there were doubts expressed with these proposals, especially about
the resources and lack of additional trolleys, the participants agreed it was
worth a trial. The only change was that we decided to order one additional
trolley for delivery by end of July. We agreed to test out the new scheme dur-
ing normal day shift movements in the existing buildings. This would help us
evaluate the risks involved in attempting a step change in the rate of machine
movements.

22.6  First Shop Floor Trial 

The intern joined the machine shifting crew, starting work along with the
first electrician. Within a week of commencing the trial, the team was able to
handle 6–7 machines per day shift, without additional resources. They re-
quired less overtime work and we expected we could reach a rate of 12–13
machines in two shifts. I was of the view that we would climb up the learning
curve and reach the final target rate quite quickly. The remaining team mem-
bers were not too happy with my position and urged me to be cautious while
making any commitments to the GM. 

In the May planning meeting, I told the GM that it was feasible to complete
the work in 35 to 40 days and that a 30-day target may just be achievable.
He accepted this evaluation, so we started working on the detailed plans.

22.7  Building Extension Delays 

Meanwhile, there were problems with the building construction work. Our
civil engineer assured me that we would meet the scheduled completion tar-
get, but I was not convinced. The project progress charts (S-curves) indicated
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that we would overshoot the target completion date by six weeks. As the per-
son responsible for the building extension and machine shifting, I was con-
cerned that the whole program would go awry. After discussions with the ar-
chitect, the civil engineer, and the building contractor, we concluded that ad-
ditional resources were required. In the event, the building construction was
only finished on July 30, in spite of a 30-percent increase in resource levels.

22.8  Second Shop Floor Trial 

In early June, we attempted a second trial for a week, with two shifts work-
ing. By this time, the contractors had recruited and trained additional work-
ers. On the first day, 11 machines were shifted. Thereafter, it improved
steadily, till by the end of the week we were able to move 14 machines. The
second trial indicated that the target of 17–18 machines per day was within
reach. From a position where we needed to double the resources to get six or
seven machines moved a day, the team had achieved double that number with
a minor increase in resources.

22.9  Results

In August, we put the new machine shifting plan into action. The crew
members understood the new system with the experience gained in the two
earlier trials. They felt challenged and became very motivated. By now they
were used to working with the intern, and started seeking his guidance. As be-
fore, he kept accurate records, with process charts for each machine move-
ment. On the first day, we moved 13 machines, but this rate improved during
the week to 15 machines per day. Careful analysis showed the weak points,
which were mainly in coordination and communication. 

By day 8, the team managed 17 machines per day. By the end of the sec-
ond week, they were moving 18–19 machines per day. The overtime work re-
duced dramatically. Eventually, the shifting program invariably ended by the
middle of the second shift. The entire operation of shifting 500 machine tools
was completed in 28 days.

22.10 Lessons 

People tend to accept the current status and ways of working. An outsider
is better able to challenge these practices. Analysis and understanding are the
first steps in any improvement effort, but each situation is different. Blindly
copying practices from elsewhere does not always work. Adapting methods
that blend with the prevailing company culture improves the chance of suc-
cess. 

The availability of an intelligent and motivated analyst was a lucky break.
The fact that he was able to pick up concepts quickly contributed greatly to
the success of the project. He worked long hours, but obviously enjoyed the
challenge. It was a bonus that he was able to get along with people, and was
able to earn their respect quickly. 

In making significant changes to existing work practices, it is always a good
idea to test them out first. The two trials and their relative success boosted
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the morale of the entire crew. They were eager to try out their skills and beat
the new challenge with the guidance and coordination of the intern. The rela-
tively long time available for preparation and training helped reduce some un-
certainties. 

At the beginning of the project, I was confident we would find a way, though
at that stage, I did not have any idea of what exactly we would do. Nearly
every other person associated with the project thought I was over-optimistic
and would land in deep trouble.

Method Study was a suitable process for the analysis, and the intern col-
lected hard data carefully. He had the right qualities of inquisitiveness and in-
dustry. He was innovative and had analytical and people skills. 

We did not commit ourselves to any targets till we had carried out field tri-
als in normal working conditions. This reduced the risks involved. The team
had a say in the decisions made, as we had weekly meetings to discuss the
data, analysis results, and progress. Everybody had a role in the successful
outcome, and the “feel-good” levels were quite high.

The one decision that was questionable was the ordering of the fourth trol-
ley. Though it was used occasionally, we could have managed without this trol-
ley. Its role was in risk mitigation, i.e., as an insurance spare, which it fulfilled
adequately.

22.11  Principles 

1. The role of a leader is to challenge the status quo. The GM did this by 
making a seemingly impossible demand.

2. Knee-jerk reactions are poor substitutes for careful analysis and 
understanding.

3. “Look before you leap” is an apt saying; the risks can be high when 
attempting new ways of working. It is necessary to take proper risk 
control or mitigation measures, and these have to be thought through in 
advance. A field trial is one way to evaluate risks.

4. The tools we use must be carefully selected. In this case, Method Study 
was appropriate, but there is a wide range of techniques available for 
use in other situations.

Reference

i. Kanawaty, G., ed. 1992. Introduction to Work Study. 4th ed. Geneva:  
ILO Publications. ISBN: 92-2-107108-1. 
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Appendix 22-A 

Process Flow Diagrams, Charts, and String Diagrams  

This explanation and the figures are based on the book, reference (i)
above, Introduction to Work Study, published by the International Labour Of-
fice (ILO). The figures in this Appendix are reproduced courtesy of the Inter-
national Labour Office. 

A flow diagram is a plan of the factory to scale, with the machines and work
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areas marked in their correct locations, and showing the path of the move-
ment of materials or components between the work areas and machines. In a
production flow diagram, the flow will start with the arrival of raw materials at
the store; through the various stages of production and assembly, till the
product reaches the dispatch area. A flow diagram for inspecting incoming
parts is shown in Figure 22-A.1.

A flow process chart is a tabular record of the movements, showing the ac-
tivity types, time, and distance for each movement. It shows the relevant data
relating to the process shown in the flow diagram. A chart relating to Figure
22-A.1 is shown in Figure 22-A.2
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Examining the flow diagram and analyzing the flow process chart allows us
to identify the weaknesses in the present method and design a better method.
We ask the following type of questions:

1. Why do we do things in this manner?
2. What else could we do?
3. Why are some work areas or machines where they are at present?
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4. Where else could they be?
5. Where should they be?
6. Should the path be as long as it is? What makes it so long?

As a result of such analysis, some rearrangements are designed and an im-
proved flow path becomes possible. This is shown in the flow diagram in Fig-
ure 22-A.3, and the corresponding flow chart in Figure 22-A.4.

A string diagram is a drawing of the workplace or factory to scale, with the
relevant machines and work areas shown in their correct locations, and show-
ing the movement of a worker, using a continuous thread. Using a string dia-
gram, we can see the density of the travel paths and distances. 

We start with a scale drawing of the relevant factory area with the ma-
chines, work tables, doorways, aisles, partition walls, and pillars correctly lo-
cated. This drawing is mounted on a softwood board. Drawing pins are fixed
at every stopping or turning point in the path that affects the movement of
the worker. The pin-heads are left clear of the board by about 1/2” so that the
thread can be maneuvered around the shaft of the pin.

We take a measured length of thread, tie it to the pin at the starting point,
and trace the worker’s movement through the activity, using the pins on the
way as guides. The result is a picture showing the frequency of travel along
each section of the path, the thickness of the thread showing the frequency.
An example of such a chart is shown in Figure 22-A.5. The length of the thread
remaining unused helps us compute the total travel distance.
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As you can see, movements between points A and D, A and H, and D and
L are quite frequent. These are also far apart, so we examine whether the
work areas A, D, H, and L should be relocated. All such relocations may not
be feasible, but we will try to minimize the worker’s travel path as far as pos-
sible. Movement adds costs but not value. A string diagram made after the
work area relocation shows the improvement in travel distance. Such before-
and-after string diagrams are useful communication tools when explaining
proposed changes to workers and management.
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Chapter 23

PPa int ing  Cont rac t  St ra tegy  
…Enumerate a few basic principles and then permit great amounts

of autonomy. People support what they create. 
Margaret J Wheatley, Writer and Management Consultant. 

Author:  V. Narayan 
Location:  2.2.1 Liquefied Natural Gas Plant 

23.1 Background

Paint work on several structures, vessels, and pipelines in the plant
had started degrading even at the time of commissioning and hand-over.
The main contractor obtained a release from his painting repair obliga-
tions by agreeing to a lump sum settlement.

The technical issues of selecting the right paint, surface preparation,
coating thickness, etc., were manageable. It was more difficult to award
watertight contracts that would guarantee an acceptable coating life and
were legally enforceable. The prevailing practice was to micromanage
the painting contractors by providing detailed specifications on surface
preparation, paint application, and quality control, followed by close su-
pervision from the company. We supplied the paints, but this led to a sit-
uation where the contractor would blame the paint quality and the paint
vendor would blame the application quality. 

We identified three levels of scope of painting work, as follows:

1. General corrosion damage over large areas of the plant, 
typically with over 100,000 square feet of painted surface. We had
time to plan and award contracts for such work.

2. Corrosion damage caused by service conditions in the plant area, 
typically involving less than 10,000 square feet of painted surface.

3. Localized corrosion in clusters or individual spots, which were 
difficult to define and usually needed urgent attention. Generally 
these involved surface areas less than 1000 square feet.



23.2  Overall policy direction 

As the total volume of work was quite large, we needed a clear plan of ac-
tion, suitably budgeted and one which permitted a steady workload. Large
packages of work needed high levels of technical and management skills, but
the work could be specified in large packages suitable for the company’s ma-
jor tendering process. Where possible, we wanted to engage local contractors
who were capable of executing medium-sized work packages. This policy
would help support the local economy and improve the company’s image.
Small but urgent repair works should not have to wait unduly for long tender-
ing exercises. 

We intended to award the large work packages to international contractors
and paint manufacturers, if we could design a watertight contracting system.
They would have the resources and experience to manage such work.
Medium-sized packages could be awarded to local contractors, using the
faster tendering process for minor contracts. The small, often urgent repair
works could be done by our own civil engineering staff. We could thus ensure
that such work was done with speed, flexibility, and quality. These proposals
were formally approved by management and became company policy.

23.3  Commercial Issues 

There were serious challenges to resolve before we could award the large
work packages. In order to minimize the life cycle costs of maintenance paint-
ing, we had to ensure that:

a. We could identify the level of degradation and match the repair to suit.
b. Both parties could agree with this assessment easily.
c. The durability of the painted surfaces improved at a reasonable cost. 
d. We helped contractors to minimize their overheads. 

We could then award a contract where the paint supplier also applied the
paint (or the contractor provided the paint). These are called supply-and-ap-
ply contracts. We needed a clear and unambiguous definition of the scope of
work to award such contracts. The bidders will not normally be willing to take
responsibility for the condition of the existing paint work. They would only
agree to guarantee the work if they were allowed to strip the existing paint
work to bare metal if required. This was not practical in an operating scenario,
and we were at an impasse. If we could find a method of defining the current
and required conditions against a standard, then a solution was possible.

23.4  The Standard 

Our civil engineer located a Swedish Standard that categorized in-service
coating defects photographically. This standard is different from that used for
specifying surface preparation quality (SIS O5 59 00:19237); it showed a set
of nine photographs ranging from a perfect finish to one with a severely de-
graded paint condition. The size and number of defects progressed logarith-
mically, so that the range of damage displayed was quite considerable. Using
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this standard, one could monitor the paint condition visually, allowing judg-
ment of the paint condition from ground level. We could match the current
condition to one of the photographs and specify the improvements required
with another photograph. These photographic standards were definitive and
the bidders were willing to use them.

At present, this Swedish standard appears to be unavailable. There is, how-
ever, an excellent publication called Fitz’s Atlasi with a similar set of graphical
standards. These standards define localized and scattered coating breakdown
and are used in conjunction with the European Scale of Corrosion ISO 4628
and ASTM 610. The Fitz scale, kindly provided by the publishers MPI Publica-
tions UK, is shown in Appendix 23-A.

23.5  Large Painting Works 

We drafted a master plan to cover the painting program for the whole plant
over a five-year period. Next we divided the main plant areas into blocks, us-
ing the internal roads as boundary markers. Each of these blocks had over
100,000 square feet of painted area to inspect and repair as necessary. There
were 49 such blocks in all, so 10 blocks were planned per annum.

We put these large contracts out to tender, asking the bidders to inspect
and decide the scope of work themselves. The goal was to bring the entire
paint work within that block to a specified photographic standard, e.g., 1% lo-
calized breakdown (see Appendix 23-A). We would help them inspect the cur-
rent condition and provide a limited amount of scaffolding material as well as
our hydraulic man-lift. Each bidder could take up to three days to do the ini-
tial inspection. We left it to the bidder to decide the specification for surface
preparation and paint application. We specified only the end results, using the
photographic standard, which we could monitor visually. 

Successful bidders had to carry out three further inspections after the ini-
tial work. The first was at the end of 6 months, the second after 18 months,
and the third and final inspection was after three years. After each inspection,
they had to repair any damage found, but this was to a less demanding pho-
tographic standard than originally required, e.g., 3% localized breakdown.
The bidder had to guarantee the paint work for a period of three years. 

We would pay in installments. On completion of the initial paint work, we
paid 75% of the contract sum. The first inspection and repair entitled them to
a further 5%, the second inspection 10%, and the final inspection 10%. If only
minor touch-up work was required, we agreed to provide, free of cost, a hy-
draulic man-lift and/or scaffolding materials for a period of 10 days on each
occasion. Our view was that after the final inspection, the paint work would
last for a further two years when a new round of repainting would commence.

We selected the prospective bidders from a list of international painting
contractors and paint suppliers, most of whom formed alliances. We were able
to attract enough bidders, as the work volume was steady and large. The bid-
ders received free facilities for access during inspections and minor repair
work and did not need to mobilize these services at their cost. Because the
plant was remote and short of infrastructure, such mobilizations could be
quite expensive. This policy brought down their costs significantly; being in a
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competitive tendering situation, they were inclined to pass on some or all of
these savings to us.

23.6  Intermediate Work Packages  

Within the plant area, some structures, equipment, and piping suffered se-
vere corrosion damage, due to the local service conditions. In general, we
were dealing with painted surfaces less than 10,000 square feet in area. We
prepared work packages for these, with detailed specifications. These were for
surface preparation, primer, and finish coat details and dry film thickness.
They had to apply paint during dry weather conditions. We provided scaffold-
ing material and paints free of charge, so the contractors only needed to cover
labor costs and consumables. This limited their capital expenditure and over-
heads.

We used the minor work tendering procedure to process these packages,
through small local contractors. Processing time was relatively short, so these
did not need as much forward planning as the large contracts discussed
above.

23.7  Small Work Packages

Our own staff painted some special items such as control valves or pumps.
These items suffered coating damage through use or corrosion due to service
conditions. The painted surface areas were usually less than 1000 square feet.
Our staff helped manage urgent work with reduced supervision.  

23.8  Results

It took some time for all the parties to adapt to this new way of working,
especially with the large contracts. Some contractors had misgivings about
the guarantee clause, and one dropped out of the bidding process. The others
adapted fairly well, and we were able to implement the plan successfully.
Costs dropped steadily every year. The physical appearance of the plant im-
proved dramatically, and the contractual inspections proved valuable.

Local contractors coped very well with the intermediate packages, and a
strong link was established with the local community.

The ability to tackle urgent work with our own staff proved a great advan-
tage and it helped retain competencies. We used our workers to monitor the
work quality of the local contractors as well, reducing the workload on the su-
pervisor.

23.9  Lessons 

Clear strategies help manage external corrosion issues effectively. A life-
cycle approach is necessary, and long-term planning is well justified.

Maintenance painting can account for a significant portion of the budget.
When the environment is aggressive and if the initial application is marginal,
the problems are accentuated and costs can easily spiral out of control. 

Commercial considerations are important. Contracts must be enforceable.
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Under the right conditions, they can be designed to provide benefits for both
parties.

23.10  Principles

1. Specifying end results rather than intermediate results can help har-
ness the knowledge, experience, and ingenuity of service providers.

2. Providing limited infrastructure support to contractors can reduce costs
for both contractors and the company. 

Reference

i. Weatherhead, Roger and Peter Morgan. Lithgow & Associates. Fitz’s 
Atlas™ of Coating Defects. MPI Publications. ISBN: 0 9513940 2 9.  
URL:  http://www.mpigroup.co.uk/fitzs-atlas.asp

Appendix 23-A

Coating Breakdown Standards (based on Fitz’s Atlas)  

In Section 23.4, we discussed the use of a graphical standard for monitor-
ing coating breakdowns visually. These Fitz standards are illustrated in Figure
23-A.1. on the following page.

Contents of Fitz’s Atlas 

The first two sections identify Welding Faults and Surface Conditions, which
may be encountered and need to be addressed prior to the application of any
coating system.

Two further sections deal with surface preparation, giving notes and visual
guides to the standard preparation grades achieved through both Dry Abra-
sive Blasting and Water Jetting. 

104 photographs in the Coating & Application Defects section enable the
user to identify a range of coating failures. Advice is given on probable causes,
prevention, and repair.

The last section deals with various types of Marine Fouling.
Finally, an Appendix gives breakdown scales, to help determine the degree

of coating failure, and quick reference guides to specific paint characteristics
and paint compatibility charts. 
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Figure 23-A.1  Coating Breakdown (Localized and Scattered)
(From the Fitz Atlas)
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PART 5:  SCHEDULE





Chapter 22 4

Long  LLook -Ahead  Plan

…where no plan is laid, where the disposal of time is surrendered merely to
the chance of incidence, chaos will soon reign.

Victor Hugo, French dramatist, novelist, and poet 

Author:  Mahen Das 
Location: 2.5.1 Small Petroleum Refinery

24.1 Background  

The refinery adopted risk-based techniques such as RCM (Reliability
Centered Maintenance) and RBI (Risk Based Inspection) as soon as they
became available in the early 1990s. At the time of these events, they
had just installed a CMMS (Computerized Maintenance Management
System). With a strong tradition of good manual systems to plan, prior-
itize, schedule, and optimize resources, their transition to the CMMS was
quite smooth. 

Plant reliability was high and there were few breakdowns. With an ef-
fective prioritization system in place, there were few jobs which de-
manded urgent action.

24.2  The Day-to-Day Maintenance Process 

Soon after the introduction of the CMMS, I visited the refinery as an inter-
nal maintenance and reliability consultant. As a step in their continuous im-
provement program, they agreed to try out the day-to-day maintenance man-
agement process, previously described in Chapter 5 and illustrated in Figure
24.1. Refineries that consistently perform well, or top performers, consider
this as best practice and use this business process.

The main features of this process are:

1. The key participants in the maintenance process work as a team. 
Priorities are clearly defined and understood by all. All work is screened 
by this team. 



2. Proactive work is determined with the help of risk-based methodologies. 
It is planned and scheduled over a long period. This is the long look-
ahead plan of known work.

3. Emergent work is subjected to daily scrutiny and appropriately 
prioritized.

4. Backlog is used as a repository of work. It is managed within defined 
parameters, e.g., ceilings on total volume and residence time for each 
item.

5. The current week’s work-plan is firm. It consists of proactive work and 
any high priority emergent work which was known before the issue of 
the plan the previous week.

6. Work on this plan will be displaced by new emergent work only if the 
team decides that the new work has high enough priority. Otherwise it 
will be put in the back log repository.

7. The following weeks’ work-plan consists of proactive work and 
appropriately scheduled emergent work from the repository.

8. Every week the work executed in the earlier week is reviewed. Any 
lessons learned can be extracted and applied in the future.

Most elements of this process—e.g., the challenge of day-to-day emergent
work by the joint maintenance/operations team, risk-based prioritization of
work, and backlog management—were already in place. Tasks arising out of
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the recently completed RCM and RBI exercises were stored in a data base.
They would be reviewed after two years.

As part of the day-to-day maintenance process, a look-ahead plan has to
be made. This is a series of weekly schedules starting from the current week
and going as far as possible into the future. These weekly plans are assigned
optimized resources for all known work, such as periodic routines arising from
RCM and RBI analyses and known project-related work. This is the base-load
plan, to which the day-to-day emergent tasks are added once they have been
screened and prioritized. The process described in feature #6 above defines
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how emergent work is handled. The following weeks’ schedule follows the
process in feature #7 above. 

24.3  Using the Process 

The company agreed to create a look-ahead plan for 104 weeks. At the end
of this period, the original RCM and RBI results were due for review. They
transferred all these tasks from the RCM/RBI output data base into this sched-
ule. To this, they added any known project-related work. 

Thereafter, they estimated the resource requirements for these tasks. The
next step was to optimize the schedule so as to level the resource require-
ments. The start and end dates of most tasks had some flexibility. By using
the available slack and shuffling the tasks, resource requirements could be
leveled fairly well. The optimized 104 weeks look-ahead plan was now ready
for use.

24.4  Rush Work 

Rush work is hard to plan and costs at least twice as much as planned work.
Moreover, rush work displaces planned work from that day’s schedule. This
wastes effort already spent on planning the displaced activity. Therefore, rush
work has to be properly justified. It is a major drain on the efficiency of a work
management process. What we need is an effective work prioritization sys-
tem. 

24.5  Prioritization of Work 

The refinery already had in place a prioritization method for maintenance
work. This was based on an estimation of the business risk if a task was NOT
carried out. It had been in use for some time but it was open to individual in-
terpretation of consequence and probability. This led to emotive discussions
at times. Another refinery had developed and used a risk matrix for this pur-
pose (see Chapter 26, Figure 26.1). Using a similar process, they developed
a risk assessment matrix (RAM). This is, illustrated in Figure 24.2.

24.6  Launch of the New System 

It took three weeks to complete all work relating to the preparation of the
104 week look-ahead plan. Once they launched it, daily scrutiny and challenge
of all emergent work began in right earnest with the help of the newly-adopted
matrix. During the first two weeks, none of the emergent tasks were assigned
the top priority. In the first year, they needed to add 5 jobs a week on aver-
age to the next week’s schedule and just 1 job a week to the current week’s
schedule. 
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24.7  Results

During two years of observation, there were a total of 11 jobs for which the
current day’s schedule had to be interrupted. During the same period, there
were a total of 59 call-outs; i.e., an average of just over one a fortnight. These
were for jobs with an average duration of 30 minutes per call-out, but the re-
sponder was paid for 4 hours in accordance with the trade agreement.

With fixed and dependable schedules published in advance, all technicians
knew what was expected of them. The operators also knew when and which
equipment to prepare for maintenance. The supervisor became more of a fa-
cilitator. Technicians did not have to wait for instructions or job hand outs in
the morning, unless there was an emergent top priority work. All these con-
tributed to increased efficiency of execution.

In the first two years, they achieved a plan compliance rate of nearly 90%.
The ratio of top priority jobs to total jobs was less than 3% (see also Chapter
25)

The company reduced overtime work by 20%. The new system helped
lower contract labor costs. In international benchmarking exercises, they con-
tinued to occupy top quartile maintenance and reliability performance. 

24.8  Lessons

1. Top management can create the environment necessary for consistent 
high performance.

2. The techniques of Reliability Centered Maintenance and Risk Based 
Inspection enable creation of weekly schedules a long time into the 
future.

3. This level of planning with optimized long-term schedules gives 
significant benefits.

4. An effective rational system for prioritization of work is essential for the 
success of a planning system.

5. With fixed and dependable schedules which are published well ahead, 
workers need not wait for task allocation. This eliminates delay and 
wastage of time.

24.9  Principles 

Adopting the right business process can bring a step change in perform-
ance. Implementing such changes requires careful planning and preparation,
and they must blend with the local social and cultural environment. The use
of the best available technologies, tools, and software support can enhance
this process significantly. Before using these, we need a stable environment
where proper systems are already in place and working well.
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Chapter 22 5
Work load  Management   
… f rom  chaos  to  order  

Simply by arranging the next day—defining on paper 
what I want to accomplish—I feel that I have a head start.

Mark McCormack, Founder and Chairman 
of International Management Group.

Author:  V. Narayan

Location:  2.1.3 Petroleum Refinery

25.1 Background

In this refinery, I was responsible for the mechanical maintenance of
the process plants and in charge of the mechanical workshops. The
maintenance areas were aligned to the production sections, with a su-
pervisor in charge of each area.

Overtime work had risen steadily due to the high level of breakdowns,
and was running at about 15 % at the time of these events. Operations
staff realized that those who shouted loudest got the attention of main-
tenance; the result was a high noise level. Maintenance craftsmen were
constantly being moved from job to job, resulting in low productivity and
quality. Equipment downtime was high as craftsmen were unable to
complete many jobs in time. Morale was low, both in maintenance and
in operations.

A colleague and I had recently attended an optimum maintenance
course conducted by a then well-known authority, Dr. Howard Finley. We
both came back from the course full of enthusiasm and charged with
ideas. These were the days when the bath-tub curve was the only known
reliability model, and my colleague was obsessed with being able to find
the knee of the curve. I had other ideas. What we had learnt from Dr.
Finley was that setting work priorities was the first order of business. I
convinced my colleagues that we should tackle that quickly.



25.2  Existing Foundation

There was a clear set of definitions of priorities in place. Jobs with an im-
mediate effect on safety of people or equipment had the highest importance,
denoted Priority A. Similarly, if there was an immediate and significant pro-
duction loss, that was also Priority A. If the loss was not immediate but was
considered significant, it was assigned a lower priority, denoted Priority B. All
other jobs were assigned the lowest level, namely Priority C.

25.3  Corruption of the Priority System

However, the system deteriorated over the years to the point where most
jobs were marked Priority A or B. We had not identified the persons who could
authorize the assignment of these priorities. Maintenance had to respond to
suit the assigned priorities, so operations marked up jobs to higher priority
levels. This meant working overtime to clear the ‘urgent’ workload, and often
meant interrupting jobs to attend to other breakdowns. Chaos reigned, but we
had gotten used to this state of affairs for some time. We had 60–70 percent
Priority A, 20–25 percent Priority B, and only 5–10 percent Priority C jobs in
the system.

25.4  Analysis

Most people were aware of the misuse of the priority ranking system. They
knew that if they wanted attention quickly, all they had to do was to raise the
ranking. Maintenance did not have the authority to question these, and oper-
ations allowed practically anybody to assign the priority. Nobody bothered to
read, understand, or apply the existing priority definitions. We proposed a
new authorization system where only priority C jobs would be authorized by
the operations shift foreman. Priority B jobs went up by one level to the oper-
ations supervisor, and Priority A jobs by two levels to the section manager. We
expected that with this system, the need for a higher priority would be chal-
lenged at each stage. This would improve the quality of the ranking.

25.5  Communication and Training

The two of us decided that all the supervisors in operations and mainte-
nance, section managers, and support department heads had to be brought
on board to share our vision. We compressed the week-long session we had
attended into one lasting two hours. We sold the idea to management, per-
suading most of them to attend the presentation as well. Because of the num-
bers involved, we conducted 10 presentations, with 10–12 people on each oc-
casion.

Presented with the philosophy, examples of best practices, and opportuni-
ties, most attendees responded favorably. Toward the end of each session, we
explained the effect of incorrect priority setting and our suggestions on how
to tackle this issue. There were some people we could not convince, but there
were also many who shared our enthusiasm and were eager to start the jour-
ney.
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25.6  When the Rubber Hits the Road—Pilot Study

Thus far, we had completed the easy part of the exercise. Selling the idea
to operators was a different ballgame. In our training sessions, we identified
one section where the manager and supervisor were both very supportive. We
decided to pilot it in this section.

I had the advantage of having the maintenance supervisors in the plant and
in the workshop as direct reports. I explained to them the need to provide a
high level of service to the pilot group. As far as the pilot group was con-
cerned, shouting loud was no longer an option, so additional safeguards were
required.

My colleague kept a close watch on the performance of both operations and
maintenance. Whenever we felt that priority setting was incorrect, we brought
it to the attention of the operations supervisor. From the maintenance side, if
there were any delays, one of us intervened, so we retained a high service
level.

The first two weeks were chaotic, and we thought that the experiment was
a failure. By the third week, however, things started to improve. Operations
started noticing that work was being completed on time and to better quality
standards than they had seen before. This was mainly because maintenance
craftsmen were able to complete jobs they had started without interruption.
The positive comments from the operators helped raise the motivation among
maintenance craftsmen. It took a further six weeks or so before we could see
an improvement in the reliability of the pilot section processing units. At the
same time, the overtime level dropped to less than 5 percent in the pilot area,
thanks to the fewer breakdowns. The distribution of priorities in this area
changed quite significantly. We now had only 5–10 percent Priority A, 20–25
percent Priority B, and about 70 percent Priority C jobs in the system. Sched-
uling of work became a lot easier. This was in line with the theory we had
learned earlier. The before-and-after situations were similar to that of poor
and best-in-class performers illustrated in Figure 25.1.
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25.7  Roll-Out to Other Sections

With this successful trial, it was relatively easy to introduce the authoriza-
tion system to the other sections. We did this in a phased manner, taking six
months more, so that people could adjust themselves to the revised ways of
working. 

In the past, the maintenance supervisors usually stayed back, mainly be-
cause some of their people were working overtime. They were themselves not
paid any extra money, but working late became a custom. Once the new sys-
tem was in place, they continued to stay late even though there was no over-
time work in progress. It took quite some effort, including mild threats of dis-
ciplinary action, to break this habit.

In spite of the obvious success of the program, it was very difficult to in-
troduce it in one section. Here the section manager did not agree with the
change. In the weekly planning and scheduling meetings, chaired by co-au-
thor Mahen Das (who was then the planning engineer), the performance in
this section stood out like a sore thumb. Eventually the reluctant manager
gave in and allowed us to implement the new authorization system.

25.8  Results

The implementation was fairly successful. The improved reliability and re-
duced overtime raised the credibility of the maintenance department and
made further improvements easier. We had managed to bring back some or-
der from the chaos.

25.9  Lessons

1. Get all of the stakeholders on board from the beginning. Preparing 
the soil before planting is always a good approach. Sharing your 
vision with all those affected by the proposed change makes 
implementation easier.

2. Find at least one customer who is willing to try your proposal.
3. Your credibility is important; this means that your team may have 

to put in extra effort in the early stages.
4. Measure performance before commencing the program and at 

regular intervals during and after implementation. 

25.10  Principles

1. A business process is often more important than technology.
2. Identification of business benefits before starting the program is 

quite important. Sell this idea to the customers.
3. In any program in which people are involved, introduce change 

gradually.

Workload Management  199



Chapter 26

IInfras t ruc ture  Maintenance
The key is to understand the processes that lead to superior performance,

not to arbitrarily cut budgets 
with the hope that everything will turn out all right.

Ron Moore, Author

Author:  Mahen Das

Location:  2.4.1 Medium Sized Semi-Complex Petroleum Refinery  

26.1 Background

In Chapter 5, we discussed the reasons for the deteriorating business
performance of the refinery. In a knee-jerk reaction, the company board
simply passed a directive to “cut costs or else” down the line. When the
crunch came, a maintenance philosophy was not in place. Cutting costs
resulted in slashing the budget willy-nilly. As is often the case, the first
victim of such cost cutting is the infrastructure. These assets tend to de-
teriorate slowly. As a result, neglect is less noticeable and, therefore,
less disturbing in infrastructure than elsewhere.

26.2 Infrastructure Items

In this chapter, we include the following assets in the term infrastructure:

• Roads and culverts
• Ground level and overhead pipe-tracks
• Structures carrying overhead pipe-tracks
• Storage tank farms
• Outside plot pipelines
• Drainage channels
• Jetty supporting structures
• Boundary fences
• Outside-plot pump houses



26.3  A Trigger Event

The neglect due to cost cutting went on for three years. It would have gone
on longer but for an incident which served as a wake-up call. A gasoline line
from storage tanks to the loading jetty leaked and many gallons spread over
the pipe track before the section could be isolated.

Some sections of ground-level pipe tracks were prone to flooding during
rain showers. Also, as the accumulated water flowed away, small amounts of
debris and dirt were carried with it and deposited where overgrown grass of-
fered more resistance to the flow. One such point happened to be underneath
the gasoline line in question. The accumulation built up and started deposit
corrosion on the underside of the line. The leak was detected fairly quickly,
but we had to stop loading operations immediately. Only after completing a
temporary repair and making the ground around the spillage safe could we
use this pipeline. A quick inspection of all pipe tracks revealed several other
spots where the same hazard existed. We suffered significant losses due to
shipping delays, product loss, and cleaning costs as a result of this incident.
Potentially, we faced a serious public relations problem as well, due to high lo-
cal sensitivity to environmental damage.

26.4  Inspection Results 

A systematic and thorough inspection revealed the following:
• Sections of roads with potholes
• Culverts choked with debris, contributing to pipe track flooding
• Badly deteriorated storage tank foundation pads
• Partially choked drainage channels, contributing to pipe track flooding
• Cracks in the concrete jetty structure

26.5  Where Do We Start?

When funds are scarce we have to prioritize work so that resources may be
used to maximum benefit. For this we needed a methodology to take rational
decisions. But we did not have such a methodology. I was at my wit’s end in
trying to find a solution and sought help from my colleagues in the manage-
ment team. The finance and commercial managers thought they could help.
They were using what they described as decision matrices; one for deciding
when to buy foreign currencies and another to decide when to buy crude oil
or sell products on the spot market.

We set up a cross-functional team comprising a maintenance engineer, an
operations day assistant, an inspector, and a young economist from the fi-
nance function. We asked them to design a simple decision matrix, similar to
the ones already in use in Finance, which could help prioritize maintenance
projects. They were to report back in two days. 

26.6  Developing the Decision Matrix

The result of their work is illustrated in Figure 26.1 on the next page.  
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Figure 26.1 Decision Matrix

The matrix is based on the definition of risk, as described by the following
equation:

Risk = (Consequence of an event) x (Probability of that event happening)

In this matrix, the team graded Probability into six categories—unlikely,
rare, likely, very likely, toss-up, and certain—along the horizontal axis. Simi-
larly, they graded Consequence into six categories, ranging from noticeable to
catastrophic, along the vertical axis. The impact which each category of con-
sequence had on the business was specified in real money terms. 

Risk was graded into five categories, from negligible to extreme, depend-
ing upon the value of the product of an event’s probability and its conse-
quence. Each cell position represented a grade of risk, which was the product
of consequence (vertical axis) and probability (horizontal axis). The manage-
ment team helped the team finalize each risk category grade. For example, an
event which was certain to happen and had a catastrophic business conse-
quence ($100,000,000) was graded as an event of extreme risk for the busi-
ness. Another event of the same consequence, but unlikely to happen (a prob-
ability of 1 in 10,000), was graded as an event of low risk to the business.
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26.7  Using the Matrix

In order to determine the importance of any project, we set up other cross-
functional teams (with at least 2 people) to assess the risk to the business if
a project was not carried out. They estimated the likelihood and the conse-
quence of occurrence. For example, a team comprising the maintenance en-
gineer, a shift supervisor from oil-movements, and an external civil engineer-
ing consultant determined that repairing the cracks in the concrete jetty
structure would cost $100,000 if carried out without delay. Each year of delay
would increase the cost exponentially. A delay of 5 years could put the busi-
ness in extreme risk category. This was a shock to us. We had always thought
that concrete needed no maintenance, so it had become invisible.

Similarly, a team comprising the outside plot maintenance supervisor, an
inspector, and a shift supervisor addressed another project with the following
scope.

• Clean up the pipe-tracks, and keep them clean
• Inspect pipes
• Reinforce thickness if required
• Touch-up paint where required

They determined that the project would cost $80,000 if done without delay
that year, with a recurring annual cost of $20,000. If postponed for a year, the
business risk would move into the extreme category.

This process was applied to all visible manifestations of past neglect. They
were ranked in order of the risk they represented if not carried out.

26.8  Finding the Money

The budget for the year included projects of various magnitudes, e.g.,
overhaul of a number of major items of rotating equipment, cleaning, and in-
ternal inspection of a number of storage tanks. These were justified by histor-
ical time-based logic. We reviewed these projects with the new matrix and
ranked them in the same manner as the new infra-structure projects. This
process helped displace some of the already-approved projects with some
new ones. The jetty and pipe-track projects mentioned above were among the
justified projects. 

From that time onward, we used the decision matrix for all maintenance
budgeting work.

26.9  Results

One more piece of the puzzle was in place to keep us on our improvement
path. There were no further serious incidents, thanks to the diversion of funds
into the infrastructure projects. Many people at working level applied the ma-
trix to evaluate business risks. This helped us communicate the method to a
larger section of the employees. We were also able to demonstrate to pres-
sure groups that we had a sound, logical approach to manage risks.
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26.10  Lessons

1. Top-down cost-cutting directives can lead to deterioration of assets, 
resulting in major risks to the business.

2. Using cross-functional teams to solve specific problems is very effective. 
Each function looks at the other from a lay-person’s perspective and 
throws challenges without the risk of offence. The result is a well-
balanced product.

3. A risk matrix brings objectivity to decision making.

4. The 10x rule for concrete:
• Cost C to fill slight cracks
• If left until the crack gets big:  cost 10C
• If left until spalling starts:  cost 100C

5. As an engineer, it was a humbling experience to learn how to do my job 
better from the finance and commercial managers.

26.11  Principles

To manage any business well, we must manage risks effectively. We have
to replace arbitrary decision-making regimes with logical processes that eval-
uate risks and help minimize them.

Cross-functional teams bring diversity and unconventional solutions; in
general, we do not tap into their power fully.
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Chapter 27

WWork f low  Management

McG regor ’s  Theory  XX  or  Theory  YY ,  
author i ta r ian  or  ppar t i c ipat ive  mmanagement?

So much of what we call management consists in making it difficult 
for people to work.

Peter Drucker, Management Guru.

Author:  Jim Wardhaugh 

Location:  2.2.2 Large Complex Refinery in Asia

27.1  Background

A benchmarking exercise showed that our refinery was a poor per-
former, and while it was making lots of money, it had the potential to
make much more.

There were many problems we could identify. The one that we look at
here is how we managed maintenance and how we could change things
for the better. We changed the organization to replicate the lean look of
the top performers, and empowered our technicians to take a more ac-
tive and decisive role. We also modified our CMMS to help with these
changes.

Business process redesign had become fashionable about that time
and we imported a few ideas from that field. These ideas were to:

•  eliminate work if possible
•  reduce number of people handling a transaction
•  eliminate unnecessary authorization hurdles
•  work in parallel, not in series
•  eliminate duplication
•  organize around results, not tasks

27.2  The existing organization

The organization was very traditional and functional in style. We saw noth-
ing wrong with that. It might not be the fashionable business unit style, but



the traditional and functional organization had stood the test of time. While
there were problems with it, we knew how to handle these. There are aspects
of this type of organization which bring benefits. In locations where workforce
skill sets are not very broad, the compartmentalized approach brings clarity
and confidence. Figure 27.1 shows the top level of the Engineering organiza-
tion in a simplified way.

Figure 27.1 Simplified Engineering Organization Chart

Each discipline had a Chief Engineer who reported to the Engineering Man-
ager. Under each of the Chief Engineers were a bunch of Area Supervisors
each of whom ran a geographic maintenance area. Figure 27.2 shows the or-
ganization of an Area Mechanical Supervisor. 

Figure 27.2 Basic Mechanical Element before Re-organization
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In the element shown, we found that the Area Supervisor spent most of his
time in meetings and the Engineering Assistant designed small changes and
improvements. The foremen provided overall supervision, while the company
craftsmen then gave detailed direction to the contractors, who did all the
hands on tools work.

The mechanical grouping is shown. Instrument, Electrical, and Civil had
similar, but separate groups. These operated in a similar way.

27.3  Performance of the Existing Organization

We looked at these groups and saw:
• High staffing levels compared with top performers 
• Excessively high level of supervision
• Roles and responsibilities were unclear
• A slow response to problems
• A defensive compartmentalization of activities
• Change was difficult to achieve

Figure 27.3 Time Utilization in Normal Work-Day
(based on possible hands-on tools time)
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We did a productivity survey by sampling representative maintenance ac-
tivities over about a month. The results are shown in the pie chart shown in
Figure 27.3. 100% of the pie represents the total time that was practically
available for work in the normal day. We removed from consideration time for
lunch and tea breaks.

What was striking was the amount of delay. The role of supervisors was to
facilitate work so that delays were minimized. If supervisors were doing their
jobs well, the delays shown in the figure would have been minimal. We had a
huge number of people supervising formally and informally, so it was appar-
ent that supervision was not effective. 

We captured some more numbers to confirm this and found that:
• 80% of jobs were treated as rush
• 10% of jobs (only) were scheduled for next day
• 15% overtime for craft and contractors
• Backlog for Inst./Electr. was negligible
• Backlog for Mechanical was 1 week

Sounds familiar? Recall the discussion in Chapter 25—that related to
events many years before the ones we are discussing now.

27.4 Some Management Theory 

In 1960, in his book The Human Side of Enterprise, McGregor demon-
strated that the way managers manage depends on assumptions about hu-
man behavior. He grouped these assumptions into two broad theories:

X where the worker needs (and indeed wants) to be directed and con
trolled 

Y where workers’ and organizational goals can be beneficially aligned

I’m a Theory Y man, as are most other managers I have met. I have always
resisted the belief that we should organize in such a way that the workers feel
they should leave their brains hanging on the gate when they get to work.

When reviewing CMMSs for functionality and user friendliness, it became
apparent that many CMMSs of the day were constructed along Theory X lines.
It was assumed that all work would be planned and scheduled in the minut-
est of detail before releasing them for execution. Planning to this level is what
economists call “Fatal Conceit” and is one of the reasons why the communist
planned economy failed.

Our review of how top performers did their business suggested that we
should go strongly for Theory Y. In the maintenance organization we were
looking at, this implied:

• a very flat organization 
• technicians would do the hands on maintenance and inspection work
• technicians would be given clear roles in geographic areas and respon

sibilities
• technicians would pick up their own jobs from the CMMS, create a just-

in-time backlog and schedule
• technicians were empowered to arrange permits, spares, drawings, 
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manuals, scaffolding, transport, cranes, etc.
• technicians would enter work history
• we have a CMMS that allows high visibility of actions and overview

27.5  Redesign of the Organization

Key members of the Engineering Management team spent time identifying
how to organize a top performing operation and make it work. We decided to
establish a concept of centralized direction (for best practices, rules, etc.) with
small maintenance groups focused around individual production zones.

• Zones were to be geographical / production based in general, e.g.,
crude distillation, hydro-processes.

• People in the groups were to be accountable for zone performance.

In this concept each Zone would be:
• A business unit, as small as reasonably practical
• Part of the overall operation
• Operated by a team who controlled, maintained, and improved that 

zone against defined performance standards

Figure 27.4 Revised Maintenance Element—Zone

Figure 27.4 shows the re-organized maintenance element, which we now
called a Maintenance Zone. It covered the same work responsibility area as
shown before but had significantly reduced levels of supervision and staffing.
In the new mechanical zone there were about 11 company technicians with 4
or 5 contractors on routine activities. Roles had been changed substantially
from those seen previously:

• Engineers monitored performance and provided the inputs needed by 
technicians or their operating counterparts. They also handled very 
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large jobs and budget, appraisals, etc.
• All of the technicians had their own responsibility areas. They got their 

own jobs from the CMMS, organized them, and did them. They updated
the CMMS. They were given significant delegated authority for issuing
materials, arranging use of contractors, etc. However, their actions 
were transparent through the CMMS and finance systems. Thus we 
could monitor them and this helped prevent misuse of delegated 
authorities.

Driven by the Fatal Conceit argument, we chose to be very different from
some of the received wisdom. We insisted that each technician receive, plan,
schedule, and organize his own jobs. Many gurus suggest that all requests
should go to a planner, then only when the work is ready should they go to the
worker. We found that most jobs were rather repetitive, so the focus was on
scheduling rather than planning. It seemed better to us that the person who
was going to do the job should be able to interface directly with the scaffold-
ers, crane operators, truck drivers, contractors, permit signatories, and the
materials group. These short communications paths seemed inherently more
error free than by using third party intermediaries. Detailed daily contact with
other maintenance disciplines and operators ensured that the technicians
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knew what jobs were important. They could then arrange to do these “just in
time”.

27.6  An IT Enabler

We agreed that an IT system needed to be implemented as an enabler for
the new way of working. We wanted a single entry point to computer systems
through which zone maintenance personnel could receive work, assign activ-
ities to personnel, plan the implementation, print permits, and enter job sta-
tus, staffing, and man-hours. In a similar way the job could be closed and all
relevant failure data entered. 

We wanted a system which would make clearly visible what was going on
in maintenance and provide full information on jobs, people, and contracts.
We wanted the system structure to encourage greater delegation, job plan-
ning, and increased output per man. See Figures 27.5 and 27.6 for an
overview of the system.

Figure 27.6 Zone Management Screen Structure

What we wanted did not seem to be available readily on the market so we
had to build our own. The characteristics we wanted were:

• A user-friendly computer system (minimum key strokes and screens) 
focused on key users

• To capture work requirements (system generated jobs, requests, 
sub-tasks)

• To enable easy scheduling and job organization (labor, parts, permits)
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• To enable easy entry of repair information
• To make visible details of work, timing of events, and individual 

productivity
• To provide a package of performance reports

We wanted it to be easy for the Engineering Manager and Chief Engineers
to view the screens and question individuals on details of activities. In this
way, they would show interest and mentor individuals.

The Zone Management software was to sit on top of the existing mainte-
nance management system, which was very unfriendly to users. This would
make the old system invisible as far as possible. The new system was created
in house in a few weeks using prototyping methodology and Powerhouse®™,
a fourth generation language.

27.7  Results

Very soon after putting the new systems in place we found that things had
become a lot better. The characteristics of the organization were:

• Top performer model with few layers
• Clear roles and responsibilities
• Significant delegation
• Better relations with other groups
• Low overtime
• Less rush work and
• Higher productivity
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27.8  Some Problems

We were very comfortable with the results, but there had been problems.
As always, they tended to be people problems rather than technical; and as
always, effective change management was critical to success. In summary,
these were the problems:

• Some technicians only wanted routine tasks, and didn’t want to get 
involved in managing interfaces or doing complex diagnosis—they 
were allocated preventive/condition monitoring tasks, which didn’t 
present too much of a challenge.

• Some foremen didn’t want to take on the “engineering” facets of the 
zone engineer. They chose to leave, while some others chose to down
grade to technician.

• Some engineers couldn’t handle front-line technician issues without a 
foreman. They chose to leave while others moved to design activities

• The union was sensitive to being sidelined.

27.9  Lessons

• Technicians could capture their own jobs, run a backlog of about 20 
jobs, order them to be done just in time, and do them effectively.

• Most technicians liked this way of working (Theory Y). A few of them 
wanted only routine structured work with little challenge and little 
decision making (Theory X). 

• Productivity increased significantly on implementation.
• The Zone Management computer system brought high visibility to all 

the activities and highlighted the performance differences between 
technicians. The poor were dragged up by the better.

• Delays reduced as authorization hurdles were removed.
• Backlog reduced so far that we had to reduce maintenance staffing 

levels.
• The average supervisor is a barrier to work progress rather than an 

effective facilitator. 
• Modern technology and software tools enable new ways of working that

empower and harness the skills of the entire workforce. Prototyping 
software permits us to create bespoke solutions quickly.

27.10  Principles

We get the productivity we deserve. All too often we build barriers to effec-
tiveness and do not use the full skills of the workforce. 

Visibility of their performance can embarrass the poor performers into ac-
tion. We found it much more effective than threats or sanctions.

The fewer the layers we have, the faster the decision making becomes. Em-
powerment of the workforce enables workers to manage their own work and
taps latent talents. 

Using IT systems to bring transparency ensures we delegate work while re-
taining control. Visibility of performance embarrasses the poor performer into
action.
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PART 6:  EXECUTE





Chapter 28
TTr ip  Test ing  

The superior man, when resting in safety, does not forget that danger may
come. When in a state of security he does not forget the possibility of ruin. When

all is orderly, he does not forget that disorder may come. 
Thus his person is not endangered, and his States and all their clans are preserved.

….. Confucious, 551BC to 479BC.

Author:  V. Narayan
Location:  2.1.4  A Large Petroleum Refinery 

28.1 Background 

On taking up my position as area engineer, one of the things I found at
this site was quite intriguing. We were doing ‘function-testing’ as the sole
method of checking whether large rotating machinery tripped on over-
speed (or other trip signals).

When there is an unsafe condition such as excessive axial displace-
ment, the detector sends signals to the logic device (black box). This
processes the signals and initiates corrective action by the actuator. Func-
tion tests do not exercise the actuators. Therefore, they (the final element
as instrument engineers call it) may give a false sense of security—we
cannot verify whether the valve or other final element would actually
move (open or shut) as required. On the other hand, they do help to avoid
the production downtime caused by full checking of the complete trip sys-
tems.

28.2  Hidden Failures

Some failures will be evident to the operators during the course of their nor-
mal duties. Thus, if a compressor’s delivery pressure or flow falls to unaccept-
able levels, the control room operator will be alerted by the readings of the flow
or pressure instruments. In some cases, there will be alarms that will highlight
such events. If a seal leaks, there will be a pool of process fluid on the floor, so
the field operator can see it. Worn bearings will produce higher vibration or
noise levels so that the operator can call in the condition-monitoring technician
to verify their condition. Similarly, a fused light bulb will be obvious to the ob-
server.

There is a class of failures that are called hidden failures; these are not evi-
dent to the operator. It is not possible to look at the item and know whether it
is still working or whether it has failed, as there are no indications to guide the
operator. For example, it is not possible to say whether a gas detector, circuit
breaker, or pressure relief valve is working at any given time. Similarly, we can-



not say for sure whether a fire pump, emergency generator, or standby
process pump will start on demand. A drain or vent valve on a vessel or
pipeline may or may not open; furthermore, even if the wheel turns, there is
no guarantee that the valve itself will work as required. The drain or vent pipe
may be plugged with debris, preventing fluid flow. Another example is that of
instrument protective systems, such as pressure relief or shutdown systems,
which may not perform as desired when there is a real demand.

28.3  Technical Integrity (TI)

TI is the absence of foreseeable risk of failure that could endanger the
safety of personnel, environment, or asset value. Loss of TI will harm the
long-term viability of the facility, sometimes destroying the business itself. For
example, after the Bhopal disaster i, Union Carbide had to close down their
operations in India. In the UK, Rail Track ii closed down after the Hatfield dis-
aster and Ansett Airlines iii in Australia suffered a similar fate. In all these
cases, the company involved lost TI. It is, therefore, very important to man-
age TI effectively. Hidden failures can seriously impair TI, so one of the things
we have to do is to detect hidden failures and ensure that faults are rectified
promptly.

28.4  Testing for Hidden Failures

In order to detect hidden failures, we have to test the items in a real or sim-
ulated situation. Such tests are also called detective or failure-finding tasks.
Testing the sensing elements and logic units can be done during operation by
defeating the signal to the actuators. This is what we call function testing. In
such a test, the final element, such as an actuator or valve, does not get a sig-
nal, so it does not move. The advantage of doing function tests is that produc-
tion is not interrupted, and there is no loss associated with such tests.

The alternative is to do a full test where the equipment, system, or plant
shuts down. Such complete tests can cause large production losses. As a re-
sult, there is considerable reluctance to do them. Such a decision is often
based on a limited understanding of the TI issues involved and of the result-
ing risks to the facility

28.5  Pilot Trials

In the Utilities Department, which provided air, electric power, and potable
and sea water to the refinery, there were two 5 MW steam-turbine driven al-
ternators. Only one of these was required during an emergency. The Utilities
Operations Manager agreed with my proposal to carry out a full over-speed
trip test. In general, these tests require the load to be physically discon-
nected, e.g., by dropping the coupling, to enable the turbine to go over the
rated speed.

In larger machines, the over-speed device often consists of a small cylin-
der sliding in a radial hole at the end of the shaft. This cylinder is positioned
slightly off center and its radial movement due to centrifugal forces is re-
stricted by a compression spring. At rated speed, the movement of this cylin-
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der due to the centrifugal force is kept within set limits by the spring. Above
this speed, the cylinder movement compresses the spring further, thus mov-
ing away from the center. This slight extra movement opens a hydraulic port,
allowing a sharp fall in the hydraulic oil pressure. As a result, the trip action
of the main steam valve of the turbine is initiated.

In this design, there was a central axial hole in the turbine shaft, about 6”
long. Hydraulic oil pressure was communicated through this hole, by a 1/4”
tube, connected at the other end to the steam trip valve cylinder. 

After dropping the coupling, we started the turbine and raised its speed.
The machine should have tripped at 108% of rated speed. This did not hap-
pen, and at 110%, we tripped the machine manually. On inspecting the trip
mechanism, we found that due to the turbine shaft temperature, there was
considerable gumming in the port, and at the tubing seal. These were cleaned
up, and a new test carried out. The second test was successful.

We carried out an over-speed test on the second turbine. In this case, we
could not get the machine to run above the rated speed. An inspection showed
that the 3/16” shaft of the electronic Woodward Governor®™ was slightly
bent. After renewing this shaft, we were able to complete the test satisfacto-
rily.

28.6  The Case for Change

We had achieved a 100% failure rate with two tests and two failures. With
this ammunition, it was not difficult to convince Operations of the need to test
the final executive element. However, we had to limit or avoid production loss.
In cases where it was possible, we agreed to limit the movement of the final
element by restricting its stroke with a mechanical stop. This would allow the
executive element, namely the actuator or valve, to move slightly, by 1/16”
to 1/8”. This movement shows that had the mechanical stop not been in-
stalled, it would almost certainly have moved its full stroke. The small move-
ment did not affect production in any way, but it would de-gum moving parts.
While this test was better than a functional test, it still did not guarantee, for
example, that a shutdown valve would close fully and be leak-tight. Such tests
could only be carried out just prior to a scheduled shutdown if we had to avoid
production losses. Operations agreed with the proposal.

28.7  Results

We tested a number of turbines, typically those driving boiler-feed pumps
or forced-draft fans. Of the first five steam turbines we trip-tested with the re-
vised method, three more failed to trip. This confirmed the experience with
the emergency generator turbines, and established the need to change our
trip testing strategy.

28.8  Lessons

1. The need to avoid production losses can blind us from doing a very 
important duty of maintenance—to ensure TI and hence plant safety.
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2. We can improve TI and avoid losses if we can accept a slightly less-than-
perfect solution.

3. The alternative is to accept production losses so as to be able to assure 
we meet TI requirements fully.

4. Trip testing is an important safety check, and must be performed 
diligently.

5. There are ways to eliminate or limit the associated loss of production, so 
there is no justification to avoid testing of trip devices.

28.9  Principles

Reliability and safety are closely linked. Protective devices ensure safe op-
eration of equipment and maintenance has a key role to play in ensuring that
these devices work whenever they are required. We can ensure we have an
acceptable level of technical integrity by testing trip devices at a suitable fre-
quency. 
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Chapter 29

WWork  the  Plan
The best leaders provide vision and direction, and establish a common
strategy with common subordinate goals for ensuring organizational
alignment, thereby ensuring pride, enjoyment, and trust throughout.

Ron Moore, Author

Author:  Mahen Das 
Location:  2.4.1 Medium Sized Semi-Complex Petroleum Refinery  

29.1 Background 

As discussed in Chapter 5, the refinery had lost much of its expertise
and appreciation for asset maintenance over the years. The manage-
ment of maintenance and reliability had the following characteristics:

• There was no formally stated philosophy.
• Maintenance was perceived as a cost center, a necessary evil.
• Maintenance business processes were not defined.
• There was a general lack of leadership.

The shutdown (called Turnaround in North America) maintenance
process was characterized by:

• Lack of formal setting of premise and objectives
• Work-scope compiled from past history and inspection and

operations wish-lists
• Inadequate preparation time
• Critical Path Planning (CPP) prepared but not updated; therefore, 

used only as wall-decorations for the shutdown cabin 
• Willy-nilly changes to work-scope during the planning phase as

well as in the execution phase
• Ineffective leadership during all phases of the process
• Preparation as well as execution of work of all disciplines carried 

out within their departmental boundaries, with little inter-dis-
ciplinary communication

• Gross over-runs in duration and cost



On arrival, I could see that there was a competent team, but one
which had had little or no guidance and direction in asset maintenance.
For the first few weeks, I focused on this situation. With the support of
the General Manager and members of the management team, I initiated
some key changes. One of these was to define the shutdown process.
This is illustrated in Chapter 17, Figure 17.1. The main aspects of this
process are as follows:

• Well ahead in time, when the question “Why do we need this shut
down?” has been answered, management installs a team leader 
and identifies future team members in all disciplines, with clearly-
defined roles. The premise of the shutdown is clearly establish-
ed from which the objectives are derived. 

• Timely compilation of the work-list, including a review of process-
related issues e.g., catalyst regeneration.

• Business risk-based challenge of all items in the work list carried
out by a multidiscipline team. The revised work list is the scope
of work, which is then frozen.

• Imposition of a tough business hurdle for any new work proposed
after the scope of work has been frozen. 

• Identification of contractors at this stage.
• The next step is to do a multidiscipline integrated planning,

scheduling, and resource (people, equipment, cost, etc.) optimiz-
ation of all work in the scope. The result is a single plan for all 
disciplines optimized for all resources. Contractors participate in 
this activity.

• At this stage, alternative solutions for expensive items of work, 
e.g.,large scaffoldings, are explored. This is carried out through
brain storming to evaluate, e.g., scaffolding rationalization, in a
cross-functional team including contractors. 

• The actual shutdown execution is a seamless and integrated pro-
cess from the time the feed is cut off until the time finished
products start to flow to storage. During this entire period, the
Team Leader is solely in charge. The Leader manages daily coordi-
nation meetings, daily safety meeting, completion of inspection
before the half-way point, daily update of plan, and a tough
business challenge to emergent work.

• Top management team members, including the GM, frequently
visit the site and gather a first hand “feel.”

• Soon after completion of shutdown, a post-implementation
review is carried out. Lessons learnt from this review are used to
improve the process for the future. 

In Chapter 19, there is a detailed process analysis of a shutdown, in-
cluding a formal framework and timetable for action. There is also a dis-
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cussion about the elements which need to be done correctly to bring
success. Please refer to that chapter as well for additional information. 

At this juncture, we had already scheduled a major shutdown in six
month’s time. We decided to apply the newly-defined process to this
shutdown. We explained to all concerned that a critical success factor for
making the plan work would be strict adherence to the key aspects of
the whole process as described above.

After the kick-off meeting during which we set the premise, nomi-
nated the leader and the team, and derived the objectives, it was time
to let the process roll, steered by the team.

29.2  Premise Setting

I obtained agreement from the management team to define the purpose of
this upcoming shutdown, i.e., its premise, clearly and unambiguously. Since
the commencement date was fixed, it was already a late start. Without a clear
statement of purpose, which all parties understood and subscribed to, we
would not obtain alignment or focus. I suggested the following premise.

“The purpose of the shutdown is to secure the reliability and technical in-
tegrity of the process plants for the next 4 years. All work which is proposed
to be carried out during the shutdown period should be for this purpose only,
unless there is a very strong economic justification for it to be otherwise. Work
foreseen by all disciplines would be pre-planned. Though the duration has al-
ready been suggested, it would be finalized after the critical path planning of
the agreed work-list has been carried out. The refinery economics were such
that downtime should be kept as short as possible. Work would be executed
with due consideration to the safety of plant, personnel and the environment.”

I explained that this premise had been drafted jointly with two other man-
agers who were present in the meeting. After some debate and clarifications,
the premise was accepted as being appropriate

29.3  Roles of Team Members

We defined the roles of the main team members as follows:

Team Leader:

• Has overall charge of the total shutdown project from kickoff to on-
grade product rundown, and the responsibility to “make it happen”

• Monitors the progress of the project initially on the basis of a milestone
chart and then by a CPP

• Ensures good communication among all participants
• Ensures a seamless and smooth flow of tasks from pre-shutdown 

preparation, through feed cut-off and hydrocarbon freeing, to startup
and on-grade product run-down
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Operations Member: 

• Participates in preparing the integrated CPP, not only for the shutting 
down and starting up activities, but also for all other activities as well
from the perspective of operations

• Ensures dovetailing of maintenance and operations activities
• Together with the Team Leader, ensures a seamless and smooth flow 

of tasks from pre-shutdown preparation, through feed cut-off and hy-
drocarbon freeing, to startup

• Helps the team leader to “make it happen”

Planning Engineer: 

• Takes the initiative in preparing the milestone plan and the integrated 
CPP

• Monitors progress and updates the plans as required
• Responsible for raising alarms if a deadline is in danger of being passed
• Helps the team leader to “make it happen”

Project Engineer, Inspection Engineer, Process Technologist, 
Materials Representative

• Participate in the integrated planning with respect to tasks of their 
discipline

• Ensure proactively that their tasks are dovetailed with other associated
tasks

• Help the team leader to “make it happen”

29.4  Establishing Work Scope

The objective was to make one integrated plan for all disciplines and then
execute it on an integrated basis and seamlessly. We gathered wish lists from
all the disciplines and scrutinized them objectively. We could determine
whether all listed tasks were in line with the premise and objectives, and jus-
tified in the business context. Risk-based techniques for optimization of main-
tenance work were unknown in the process industry at that time. In Chapter
26, we discussed a decision matrix and its use. From that matrix, we designed
a simple risk matrix for classifying the items in the shutdown wish list, shown
in Figure 29.1.

A team comprising the planning engineer, the operations supervisor, and a
representative of the discipline whose list was under discussion scrutinized
every task in the wish list.

From this we produced a consolidated list of work, which we froze at this
stage. We used this list to plan and prepare the shutdown. Any additional work
proposed after the list was frozen had to cross a tough economic hurdle. We
justified the use of this hurdle as an aid to prevent the costly interruption to
the progress of the planning process.
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29.5  Hurdle for Additional Work

We set the following criteria for approval of additional work proposed after
this stage:

• For maintenance and operations work, if not carried out, the economic 
risk value must be more than the cost of execution including any 
associated consequential cost.

• For plant-change or project type of work, we set the following 
guideline, as shown in Figure 29.2.

• Using this hurdle, we ask that not only should the project have the 
specified pay back, it must also bring in a specified minimum income 
in the very first year after implementation.

• Any consequential cost associated with the execution of the project, 
e.g., loss of revenue due to extension of shutdown duration, must be 
added to the cost of project before payback calculation.

The following example illustrates the use of this simple tool:

Consider two projects. The unit of cost and benefit could be any convenient
measure to suit the size of the projects, say, 1 unit=US$1000.
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Project A: 
Total cost, including consequential cost, 2000 units
Annual benefit 1000 units 
First year benefit 1000 units

Project B:
Total cost, including consequential cost, 100 units
Annual benefit 150 units
First year benefit 150 units

Project A, with its simple payback of 2 years and first year return of > 200
units, passes the hurdle.

Project B fails; although it has a payback of <1 year, which is far better
than required, it earns less than the required 200 units in the first year. 

With these criteria enforced, there was only one plant change, which made
the additional jobs list.

29.6  Planning, Scheduling, and Resource Optimization   

Integrated planning meant that there was one plan and one consolidated
schedule for all activities starting with cutting out the feed before shutting
down and finishing with on-grade products to storage after start-up.

To achieve this, a multidiscipline team was set up. The planning engineer
and the operations supervisor were full time members. Representatives from
various other disciplines joined in as part time members as and when their
work was planned. 

Contractors, who were already identified on the basis of unit rates, were in-
vited to participate when work allocated to them was being planned. Other
contractors, when identified, were invited to comment constructively on the
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plan and schedule.
The integrated plan was optimized for all resources. It was a totally trans-

parent plan from which anyone could tell what was going on anywhere at any
time.

29.7  Execution

About a week before the plant feed was cut out, the planning team moved
to the shutdown cabin in the field. They would help the shutdown leader real-
ize the plan. All execution supervisors had been involved in the preparation
and planning of their respective work. They had in turn made their craftsmen
fully aware of the schedules. Every one involved was ready to go when the
time came.

The leader held a communication meeting every morning, about one hour
after start of work. All supervisors were expected to attend. I attended daily
as an observer. I encouraged the GM and other members of the management
team to attend as observers whenever they could. This gave the meeting the
high profile it deserved. The meeting lasted no more than 30 minutes. The
planning engineer presented the updated critical path after the progress re-
ported by all supervisors the previous evening had been worked-in overnight.
Every one reported their expectations for the day, including any foreseen bot-
tlenecks. At the end of the meeting, every one knew the current status in re-
lation to the plan and the expectations for the day.

At the end of the shift, every supervisor reported the progress of his work
to the planner for updating the plan before the next morning.

The leader spent most of his time on site. Other than the formal communi-
cation meeting in the morning, he went around walking and talking to the
technicians at their places of work. In this way, he opened a direct line of com-
munication with the front line. He often escorted the GM around the site. This
radiated the message to every one that the GM gave due importance to this
project.

Any emergent work during inspection was subjected to the same scrutiny
as new work during the planning phase. 

During the last week of the shutdown, I was able to report in the manage-
ment meeting that the shutdown would finish one full day ahead of schedule
and well within the budgeted cost. 

29.8  Post Execution Review 

We carried this out in the third week after the shutdown. Participants made
several suggestions to improve the process. One such suggestion was that
technicians be given refresher practical training in techniques which they are
required to use only during the shutdown, i.e., once in so many years. Exam-
ples are: use of bolt tensioning tools, use of furnace tube expansion tools, etc.

The planner put forth some statistics, as follows:
• There was no lost time injury.
• Actual duration was 30 hours less than planned.
• Unexpected (emergent) work carried out was 6% of planned work.
• Total expenditure was 11% less than budget.
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29.10  Lessons

1. A key factor for successful implementation of a plan is strict adherence 
to it. Some flexibility within an aspect of the plan may be acceptable as 
long as it does not jeopardize the premise and objectives. Deviations 
must, therefore, be carefully scrutinized before acceptance. Additional 
work may be accepted after the work-scope freeze without the first year 
cash-in criteria if it does not affect the total resource requirement and 
has a very high payback. 

2. Keeping the same team for the total duration of a project, from planning 
to completion, creates a sense of ownershipand helps turn the plan 
smoothly into practice. A team working on a project develops a sense of 
joint ownership for the project. If members are changed along the way, 
two things happen. First, new members have to be brought “on board,” 
which can take considerable effort. Second, the leaving members take 
away with them the characters which they had until then been imparting 
to their roles. Both can have a negative impact on the outcome of the 
project.

3. Communication and coordination are vital for good execution of multi-
discipline projects. As every one in the armed forces knows, good 
communication is key to the success of any campaign.

4. Visible top management interest raises the profile of a project and 
general dedication to its success. If people know that top management is
interested in the project, the inherent desire to “please the boss” will 
work for the success of the project.

5. Appropriate business hurdles ensure scarce resources are spent on 
actions which bring maximum profit to business. These effectively curb 
people pursuing pet projects which don’t stand up to economic scrutiny. 

29.11  Principles

A plan is prepared after much careful thought, in order to meet the objec-
tives set for the project. These are likely to be missed unless the plan is
strictly followed. Clear direction, well-understood objectives, a good system
to manage work volume and flow, management visibility, and good communi-
cation are all vital to the success of any project.
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Chapter 30

KKeep ing  to  Schedu le

Creativity can solve almost any problem. The creative act, 
the defeat of habit by originality, overcomes everything. 

George Lois - Author, Advertising Legend.

Author:  Mahen Das

Location:  2.1.3 Petroleum Refinery  

30.1 Background 

The refinery had a 3000 tons/day fluidized catalytic cracking unit
(FCCU). The performance of the FCCU Regenerator cyclones, which re-
covered catalyst from the hot gases leaving the vessel, had deteriorated
significantly over the years. A new set of cyclones had been ordered
from a European vendor. There were five primary and five secondary cy-
clones, lined internally with an abrasion resistant refractory. 

These would replace the existing five pairs of cyclones during the next
FCCU Turnaround (or shutdown as it is called in Europe). The new cy-
clones were larger than the existing ones, and Figure 30.1 shows one
such unit. Each cyclone weighed about 6 tons, and all ten were of the
same size and geometry.

30.2  Cyclone Replacement Procedure 

In most other locations, where availability of hoisting machinery is no con-
straint, the execution would have been as follows (see Figure 30.2):

• Order the new cyclones ready for mounting on the dome.
• Erect a derrick for removal and refitting the dome. 
• Cut the dome of the regenerator beyond the mounting periphery of the

cyclones.
• Remove the dome together with the 10 old cyclones; use a large 

capacity crane to lower the dome along with the cyclones to ground 
level.

• Place the dome on a steel structure at ground level, high enough to 
enable working under the dome.



• Remove the old cyclones from the dome and attach the new ones.
• Lift the dome and place it back on top of the regenerator shell, using 

track crane and derrick.
• Weld the dome to the shell.
• Repair internal insulation.

At this location, it was not feasible to apply the conventional procedure, as
it needed a long boom 200–250 ton capacity crane and a large derrick. At the
time of these events, such a large crane was not available, and space con-
straints were such that a derrick could not be installed. So we knew we had a
major problem on our hands.
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30.3  The Cards We had been Dealt

The cyclones arrived about six months before the planned start of the shut-
down. The new cyclones came in three parts; the largest of these parts was
too big to go through the existing 60” man-way of the Regenerator. In order-
ing the cyclones, this detail had not been specified, and the vendor made
them in the normal manner. As planning engineer, I was also responsible for
the execution of the plans. We had to find a way to execute the work safely
without a large crane. A further challenge was to achieve this within the his-
torical duration of the shutdown which was 30 days from feed cut-off to prod-
uct rundown. Every extra day would mean a large business penalty.

The region had world class rigging skills, but was devoid of heavy lift ma-
chinery. A suitable derrick to carry out work as described above was out of the
question. The refinery owned a track-crane of suitable capacity to hoist the
cyclones, but with grossly inadequate boom-length. This crane was a legacy
from the construction period, nearly 20 years earlier. The boom could just
reach the 60” man-way about half way up the structure. We had a diesel en-
gine-driven winch which could handle the weight of individual cyclones, an-
other legacy from the construction period. 

We did not have a suitable communication system such as walkie-talkies or
dedicated wavelength radios suitable for refinery use. Import controls were in
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place, and licenses for such items would not be issued by the Government.

30.4  Exploring Potential Solutions 

I had a discussion with Vee Narayan, who was then the field maintenance
engineer at the same location. Some ideas came up and we selected one that
seemed distinctly attractive. We gathered a team which included riggers and
crane-operators to brain-storm this idea. By the end of this session, we had
evaluated the risks and found actions to mitigate them. We were satisfied that
we had a way to accomplish the job safely. 

The main steps were as follows:
1. Enlarge the 60” man-way by cutting an opening large enough for the

new cyclones to pass through it. Save the cut-out for re-fitting after 
the last cyclone entry.

2. Manually assemble a pulley support on top of the regenerator.

3. Place the track crane and the diesel winch, as shown in Figure 30.4.

4. Secure a pulley to the neighboring catalyst hopper vessel at suitable
height.

5. Thread a wire rope and hook system from the diesel winch, through 
the catalyst-hopper pulley, to reach inside the regenerator via the 
top pulley and top opening.

6. Station the lead rigger and three other riggers, as shown in Figure 
30.4. 

7. With the help of two suitably hung chain-blocks inside the regener-
ator, transfer a cyclone from its suspension rods to the hook of the 
diesel winch. 

8. Lower the released cyclone to man-way level.

9. With the help of the track crane hook and a suitably hung chain-
block, remove the cyclone out of the regenerator, transfer it from 
the diesel-winch hook to the crane hook, and lower to ground level.

10.Repeat with all ten cyclones.

11.Install the new cyclones by reversing this process.
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Item 1 in this procedure posed a potential problem. The nozzle of the 60”
man-way provided structural reinforcement to the shell of the regenerator. By
removing the nozzle and flange, we would weaken the shell. This could cause
the opening to close slightly in the vertical direction, as a result of the self-
weight of the Regenerator. It had the potential to crease the shell at the hor-
izontal diameter of the man-way. There was no guarantee that when we tried
to refit the nozzle cut-out made earlier, we would be able to reinsert it, as the
hole could now be slightly oval. We could not accept this risk. So we designed
a reinforcement girder to strengthen the shell and compensate the temporary
loss of the 60” man-way nozzle and flange. This is shown in Figure 30.3. The
procedure described above is illustrated in Figure 30.4.

30.5  Scale Model  

We made a two-dimensional scale model to verify the feasibility and valid-
ity of these steps. After playing with the model, we knew we had to make a
few minor changes, but all the main steps seemed to be in order.
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30.6  Safety Aspects 

The operation required good rigging skills and excellent communication.
We broke down the tasks in great detail and allocated each sub-task to an in-
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dividual by name. As the work was to be carried out round the clock in two
12-hour shifts, there were two teams involved. A week before the start of the
shutdown, we conducted a mock drill to enact one removal and one installa-
tion. 

30.7  Results

During the actual exercise, we felt we had been doing this operation all our
life. It went smoothly without a hitch. The shutdown was completed in 29
days, a whole day earlier than the historical duration. The exercise required
innovation, teamwork, communication, and an enterprising spirit. But the
most important ingredient for its successful completion was communication,
both during planning as well as during execution of the exercise.

30.8  Lessons Learned 

1. Brain storming in a cross-functional team delivers amazing results.

2. The vital ingredient for the success of a plan is extensive communi-
cation with all participants at all stages—i.e., concept, development 
of plan, scheduling—to make sure all participants fully understand 
their own roles as well as those of others.

3. For critical and complex jobs, it pays to carry out a “mock drill.”

30.9  Principles

A maintainer’s life can never be boring. There are genuine opportunities to
demonstrate leadership and creativity. (Sometimes we may find ourselves
parachuted into situations that we had no role in creating. Playing with the
cards we have been dealt can be very challenging. Maintainers face such sit-
uations regularly, perhaps more often than some others.)
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Chapter 31

OO perators  as  a  Maintenance  Resource   

The manager accepts the status quo; the leader challenges it.
Warren G. Bennis – Management Guru.

Author:  Mahen Das 

Location:  2.3.3 Corporate Technical Headquarters  

31.1 Background  

I was one of a team of experienced maintenance practitioners in the
corporate headquarters, who provided technical support to the refiner-
ies. We focused on improving their reliability and maintenance perform-
ance 

We developed a maintenance and reliability performance appraisal
program with which we could identify improvement actions. The client
refinery agreed to execute the recommended actions within a time
frame and with a clear implementation plan. 

The program was carried out during a visit to the client refinery,
jointly with selected members of the client’s own staff. This collaborative
effort tapped their knowledge and experience while giving them a sense
of ownership of the project.

31.2  Execution of Maintenance Work 

We selected efficiency of execution of maintenance work as one of the tar-
get areas for performance improvement. The key success factors for this are: 

1. Good planning, scheduling, and resource optimization 
2. Full and effective utilization of resources 

Aspects of good planning, scheduling, and resource optimization of daily
work are described in Chapter 24, Long Look-Ahead Plan. The current chap-
ter deals with full and effective utilization of a resource which is traditionally
underutilized.  



31.3 Operator Workload 

When we looked for underutilized resources, plant operators stood out like
sore thumbs. An internationally respected firm specializing in refinery per-
formance benchmarking confirmed this view. In their studies, they found that
at least 25% of plant operators’ time is unstructured and, therefore, can be
utilized productively for carrying out certain types of maintenance work.

Refinery managements are generally reluctant to accept this observation.
The subject of operator numbers is traditionally closely protected, influenced
by a perceived concern for operational safety. 

During one of my visits to a client refinery, this topic came up for discus-
sion in the course of the performance review. There were four participants
from the client’s side: the operations manager, the maintenance and engi-
neering manager, the projects manager, and the chief inspector. I could not
convince them of the validity of the observation. Not unexpectedly, the oper-
ations manager held the strongest objections.

I challenged him to call the front line operations supervisor to the forum
and carry out a tally of operators’ defined duties and time spent on these du-
ties. He accepted the challenge. To the best of our knowledge, this was the
first time that such an exercise was carried out in this manner. None of us
foresaw, or could have foretold the results.

31.4  The Challenge 

The operations manager invited the shift supervisor for this exercise. When
he learned what he had to do, the shift supervisor requested that his senior
panel operator also be allowed to come and help him. We scheduled the exer-
cise to take place after the shift change when both these people would be free
from their duties.

The two men came at the appointed time. Both were a bit nervous to face
the forum in which their big boss, the operations manager, was also present.
On my suggestion, the operations manager himself took the lead in develop-
ing the tally.

They generated the following Table 31.1,(shown on the following page).
The participants themselves found the result of the exercise incredible. In-

deed, they could account for less than 75% of the time as shown in the table,
and this included some maintenance work already being done by operators.
This convinced them to accept additional alternative work for operators. 

31.5  Type of Maintenance Work for Operators 

Operators’ unstructured time should be utilized only for alternative work,
which we will call front line maintenance, as illustrated in Figure 31.1.  

The following is a description of these tasks:

• Derive the tasks from RCM/RBI analysis results. These will be 
preventive maintenance tasks identified by a review in which operators
have themselves participated. Hence they are more likely to accepted.
Leave the specialist tasks for specialists.
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• The order of preference is preventive maintenance tasks as described 
above, then condition monitoring, and last of all corrective 
maintenance.

• The primary task of the operator is to operate the plant safely. There-
fore, only interruptible maintenance tasks are suitable as front-line 
work. This policy will enable release of operators should operators be 
required urgently to handle any emerging operational situation.

• The available operator time is treated as a maintenance resource. It is 
planned, scheduled, and accounted for, as for the regular maintainers. 

Before operators can start doing some of these tasks, we may need to give
some focused training.

31.6 Result

The refinery now uses nearly 25% of their operator time in front-line main-
tenance activities.
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31.7  Lessons 

1. Use of resources can be critically scrutinized to reveal under-utiliza-
tion.
2. To be useful, this should be done with an open mind with the full par-
ticipation of the relevant parties.
3. Operators can carry out useful maintenance work after minimal
training, without jeopardizing their primary duty of operating the plant
safely.

31.8  Principles 

We will always find many defenders of the status-quo. Challenging these
and understanding the factual situation can help demolish such citadels.
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Chapter 32 

OOver t ime  Cont ro l   
If you don’t measure it, you don’t manage it  

Joseph Duran, Quality Management Guru 

Author:  Jim Wardhaugh 
Location:  2.2.2 Large Complex Refinery in Asia  

32.1 Background  

Controlling overtime is always a problem. The problem increases in
importance when you are being benchmarked. You realize for the first
time that the count is not just a headcount, but a count of all the main-
tenance man-hours being used. The benchmarking showed that mainte-
nance was using too many man-hours and a part of the problem was
poor overtime control.

We had tried the usual ploys of setting targets and banning overtime
unless it was authorized by very senior managers. However the story
telling skills of the supervisors did not find this hurdle much of a chal-
lenge and the overtime came down only marginally. See the first four
years trend in Figure 32.1. 

To say we were vexed would be to understate our feelings. We were
supposed to be managing the plant and we could not even get a grip on
overtime. It was time for serious action. 

We had had significant success in the past by hitting relatively in-
tractable problems with computer systems. The recipe had become al-
most standard:

•Computerize the business process.
•Collect facts.
•Make what was going on visible.
• Fine tune the system to encourage a better way of doing business.
•Embarrass into submission the people who were causing the 

problems.
•Gain improvements.
•Consolidate and institutionalize.

So this is what we did. As usual the prophets of doom in maintenance
told us we were wasting our time. Production was the king and they had
insatiable demands for overtime driven by their over-cautious approach
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Figure 32.1 Overtime Reduction Profile

Figure 32.2 Overview of Overtime and Callout System  



to risks. In essence, they didn’t take any. Maintenance had tried their
hardest but they failed because everyone from the Plant Manager to the
lowliest operator was against them. We listened, we heard, we sympa-
thized, but we carried on.

32.2  System Design 

We devised a system shown in Figure 32.2. As always, we started simple
and added complexity only when there was a real need. We never put things
in just in case. For simplicity we decided that the system would initially be
stand-alone and only linked to the finance system. But we’ll hear more of that
later. The steps in the process were as follows:

• We asked workers who were called out or asked to work overtime to
enter details of the job, reasons for work request, who requested it, 
time spent on the job, technician skills involved, as found condition 
of the equipment, etc.

• The engineer for the area in which the work was done would vet the 
details input about the activity. He would ask whatever questions 
were needed to ensure that the story looked and sounded reason-
able.

• All these details were visible almost immediately via on site PCs.
• The next working day the Chief Engineers and the Engineering Man-

ager queried all out of hours work to confirm that it was justified.
• We consolidated this data and produced statistics showing on-line, 

out of hours worked and the requester of the work. We could scru-
tinize details of each job if necessary with a built-in drill-down capa-
bility 

• We fed this data about monthly hours worked by technicians into the
finance system to generate payments for the work done.

32.3  Some Features of the System 

• On line, to make every detail of each callout or overtime activity 
highly visible to any interested parties

• Formalized request, authorization, and vetting procedures to ensure
a clear structure

• Provide audit trails
• Direct payroll feed via flexible payment algorithms
• System-generated weekly, monthly and year-to-date statistics for 

comparison with annual targets

Versions were eventually made available for shift workers as well as day
workers. We built the system using the prototyping approach and a fourth
generation language; this required about 480 man-days of IT effort. 
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32.4  Some Subtle Features of the Design

• Technicians only got paid if they put the job into the system. It was 
a case of no job details, no pay.

• Each month we created a “Top Ten Job Requesters of the Month” list.
In line with our approach of embarrassing people into submission, 
this was given a huge amount of publicity. People on this list were 
not amused; they moved heaven and earth to avoid being on the list

I can’t stop here without a little story. One night the Plant Manager’s elec-
tric shower wouldn’t work. His wife then complained to the effect that he was
the manager, she needed a shower, and he should do something about it. Suit-
ably chastened, he rang the duty electrical technician and asked if he could
come out and fix the problem; only one condition he wasn’t to put the call-out
in the system. The technician explained that meant he wouldn’t get paid. 

She didn’t get her shower, not a hot one anyway, and certainly not that
night.

32.5  Results  

• We created a consistent site-wide terminology on what was over-
time. This was consistent with the benchmark man-hours approach. 
It sounds easy, but it wasn’t.

• We eliminated the clerical effort in administering overtime, and it 
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was quite a large amount. The system became almost error free, a 
new experience for us. Overtime activities became highly visible.

• We brought a universal understanding of when it was reasonable to 
call in. This was an instinctive response and not driven by any ma-
trix type mechanism.

• We found that most requests for overtime were from Engineering—
either Maintenance or Construction. This explains why we had had 
so little success with our previous approach. Because we lacked 
facts we were targeting the wrong people, the operators. Overtime 
was used largely as a reward to the worker for some sort of good 
performance or pure supervisory convenience.

• Inexperienced shift supervisors, either new to the job or on a new 
plant, also featured in the top ten lists. More experienced operators 
were better at managing risk and did not call out people unless ab-
solutely necessary. Figure 32.3 shows the sort of statistics that 
could be produced.

• We halved overtime in all its aspects within a year—see Figure 
32.1. The slow run down over the first four years came as a result 
of threats and continually raised authority hurdles. The last two 
years’ results came because we implemented a new computer 
system.

32.6  Lessons

1. Attacking the wrong problem does not bring good solutions, so it is 
essential to work on facts. Logically-trained people can easily align 
to these. A characteristic universally found in poor performers is the
habit of jumping to conclusions without proper analysis. Validate 
your assumptions and check your facts.

2. If you want people to enter data, make sure it brings them some 
benefit.

3. Validate your assumptions and check your facts.
4. Replace emotion in decision making with one based on facts.

Too often the design of computer systems gives one group all the work and
another group all the benefits. A modern system development methodology
(Soft Systems Methodology) provides checks and balances against this. How-
ever achieved, if you want people to enter data, make sure it brings them
some benefit. Certainly make sure they are not going to be hurt.

32.7  Principles  

It is important to understand what is happening before acting. Making as-
sumptions is often fatal.

Performance indicators must focus on the key business processes. They
should be designed to encourage good performers and embarrass poor per-
formers.
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Chapter 33

MManage  Cont rac tors  

The leader must know that he knows, and must make it abundantly clear
to those about him that he knows.…

Clarence B. Randal, Author, Management Expert.

Author:  Jim  Wardhaugh

Location:  2.2.2 Large Complex Refinery in Asia 

33.1 Background  

At the time the contracting culture in Asia accepted as a norm low
wages, low productivity, significant over-staffing, low quality, and the in-
evitability of accidents. Contractors tended to be small family businesses
run by entrepreneurs as individual fiefdoms. The managers had poor
managerial skills. Harvard MBAs were particularly thin on the ground.

In the refinery, our contracts were largely fixed-price lump-sum.
These were attractive in some ways because they minimized the admin-
istrative effort involved in managing the contracts. However, because
the price was fixed, our site supervision held a view that productivity
was of no interest to us. So our supervisors took no interest in the qual-
ity of contract workers or in their numbers. That was his business not
ours. To my western eye, this hands-off approach brought a number of
problems:

• Larger numbers of contractors than necessary
• Many accidents
• Incompetent workmanship
• Low productivity and low mechanization of work methods
• High ongoing effort on safety and induction training
• Extensive infrastructure to support the large workforce (transport,
food, toilets, washing, etc.)

There was little factual information available on the contractors—
whether management, supervision, or workforce. All we knew was that



each day:

• A mass of unidentifiable workers of questionable skill came to the
plant.
• They worked on unidentifiable jobs.
• They worked for unidentifiable contractors or sub-contractors.
• They worked at unidentifiable cost effectiveness.
• They often worked unsafely.

We were putting in a considerable amount of training to raise the level
of competence and safety awareness, but with a huge turnover of con-
tract employees this was ineffectual. The situation was unacceptable in
a cost and safety-conscious world. We knew we must drive down the
numbers and attain a fairly small and stable workforce that could be
trained to a high standard. We could not afford the hands-off approach
any longer. Thus we started our drive to manage the contractors ac-
tively.

Figure 33.1 Gate Access System Overview
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33.2  Gate Access System

We started our journey with the installation of a cheap gate access system
with which we could control access strictly. Our objective was to make every
worker immediately identifiable along with information on:

• Skill
• Work experience
• Sub-contractor, direct/indirect worker
• Safety training record
• Time of arrival and departure, overtime
• Absenteeism

We chose a proprietary swipe card security system to run on a stand-alone
personal computer. Swipe card readers activated turnstiles for authorized per-
sonnel and captured their entry and exit times. Figure 33.1 gives an overview
of the gate access system.

After some tough negotiations, we agreed on initial workforce numbers
with each site contracting company. For all workers nominated by their com-
pany, we entered relevant details into the security system. Almost as soon as
the system went live, we started to get factual information:

• About 30% of the people that the contractors had sworn to be key 
members of their site workforces hardly ever came to site.

• Almost 40% of the contractor workforce came late in the morning 
and left early in the evening.

This was reasonably consistent across contract companies.
Armed with these facts, we entered into discussions with the contracting

company managements. We insisted on a rapid reduction in their core on-site
workforces as, for once, we had access to facts and they had only a sketchy
idea. There was little opposition to the next step as well, which was to improve
timekeeping. We achieved our objectives within a few months (see Figure
33.2) and we saw:

• Significant reduction in numbers
• Improved timekeeping
• Reduction in accidents
• Somewhat better productivity and work quality

We did have some amusing attempts from the contractors to defeat the
system. One which sticks in my mind was when our security people caught
one of the contractor supervisors jumping backwards and forwards over the
turnstiles with a fistful of swipe cards and swiping a different card for one of
his company’s absentees.

The result was a significant and rapid reduction in contractor costs.
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33.3  Contractor Management System

We had made significant reductions in contractor numbers and our focus on
a smaller core of contractors was bringing benefits. We felt, however, that we
could do much more. Productivity was still an issue. There was little mecha-
nization, and work organization left a lot to be desired. As usual, we lacked
facts on which we could make any decisions. It was time to move into the next
phase of the game and get the facts necessary to actively manage the con-
tractors. In this way, we aimed to get better value for money. We needed a
new computer system to achieve that, but first the objectives:

• Every job must be vetted so that we could see:
• Staffing levels, foreman and supervisor allocation, hours worked 

progress, and profitability
• Every contractor organization must be assessable in terms of :
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• Quality and sufficiency of labor and supervision, workload, time 
discipline, safety and training record, profitability, and competitive-
ness.

The overall system we put together is shown as Figure 33.3 and the daily
input effort by various actors in the game is shown in Figure 33.4.

Figure 33.3  Contractor Management System Overview

Figure 33.4 Summary Input Efforts
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33.4  How Did It Work?

Security, Safety Department, and Administration maintained the personnel
files, training in safety and competence, accident records, and contract de-
tails. Security Department issued the swipe cards and managed the issue of
replacements as needed.

Contractors’ administration clerks and supervisors had significant duties
to:

• Confirm the daily labor assignment for each individual (i.e., what job
each person would be working on). This identified where workers 
could be found and, via the reporting system, the staffing level and 
man-hours for each job.

• Plan the next day’s work and labor assignments. This promoted a 
planning mentality.

• Update the progress status of all jobs weekly.
• Enter labor, material, and equipment price breakdowns via an elec-

tronic tendering module.

Company engineers had duties to:
• Review daily labor assignments and audit to ensure sufficiency and 

encourage accurate reporting.
• Vet weekly progress status of jobs for accuracy.
• Invite tenders for new work or repairs and advise the contractors of 

the tender results.
• Prepare robust and detailed labor, material, and equipment counter 

estimates for these tenders. We insisted that these should be on the
basis of what the job should cost rather than what they felt the 
contractors might tender, even though it did result in some tedious 
debates with the tender board.

• Clarify with the contractors tenders that were significantly out of line
with the counter estimates.

This might sound like a lot, but in reality the input efforts were relatively
modest. The capture of this key data with analytical and reporting facilities
made the monitoring of contractor activities easy and flexible. We could ac-
cess information at virtually any level of detail and pinpoint problem areas as
they occurred while avoiding reams of indiscriminate computer printouts. 

33.5  Some Specific Aspects  

We found that the breakdown of tenders into cost of man-hours, materials,
and equipment gave us very powerful insights into the thinking of the contrac-
tors. Initially for the weaker contractors these numbers were mere guesses.
However encouragement, pressure, and constant requests for clarification
quite quickly brought a more professional approach to their tenders.
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The breakdown also brought insights into productivity issues. We wanted
to encourage them to move to a high productivity regime by better organiza-
tion and mechanization. We showed a preference for low manpower tenders.
The company tender board accepted our justification for accepting tenders
which were not necessarily the lowest cost. Of course we applied strict crite-
ria in making these exceptions.

We established a concept of man-day recovery rates which we defined as
the labor cost element of the tender divided by the actual man-days used in
executing the work as defined in the tender. Input of labor data (i.e. man-
power on site as captured by the gate access system and allocated to that
specific job by the contractor) gave us the ability to monitor actual use of la-
bor against those defined in the tender breakdown. As always with contrac-
tors, we found it necessary to do sufficient audits of manpower actually at the
job site to verify that allocations were reasonably accurate. We could now see
the $ per man-day that each contractor was recovering in our jobs. We did
some research via a tame contractor and soon had a good handle on expected
returns. This gave us a good view inside the head of a local contractor. With
this information, we drove down the man-day recovery rate significantly by
the use of our tender clarification process—see Figure 33.5.  
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We had missed one important aspect—the impact of our company supervi-
sor on the recovery rate. In an earlier review of the productivity of the main-
tenance workforce, we found that the average worker spent only about 25%
of the possible time doing work at the job site. This seemed to be at the same
level both in normal day-to-day maintenance work and during shutdowns. Al-
most all of this could be laid at the door of less than competent supervision.
When we analyzed these results by supervisor, we found that these averaged
results hid a lot; good supervisors got a productivity of about 40%, while the
poorer supervisors achieved about 20%.

It was rather frightening to discover that similar differences appeared when
our supervisors dealt with contractors. Depending on the supervisor in
charge, contractor productivity also varied. We discovered that the contrac-
tors factored these variations into their tenders. Good supervisors who could
facilitate the job well brought in lower prices than poor supervisors. The cost
differential could be as much as 30%.

33.6  Summarized Benefits 

Against a background of high contractor activity we achieved:
• A better disciplined workforce
• Significant reduction in contractor numbers
• Significant reduction in size of the contractor infrastructure and 

effort in managing it
• Reduction in the number of accidents
• Contribution to savings in contract payments of about US $5m a 

year

33.7  Lessons 

1. It is important to become knowledgeable about contractors, how
they think, and what drives them. A hands-off approach is seductive,
but a hands-on active management produces much better results. Do
not, however, fall into the trap of micro-management.
2. A few simple facts, analyzed and presented appropriately, can make
a lot happen.
3. A small, disciplined, contractor force with the necessary core com-
petencies can outperform an undisciplined horde every day. All re-
search confirms this simple thesis.
4. Poor supervision and organization cause many contractor perform-
ance issues. The root of many of the problems can be our own super-
vision with poor organization or people management skills. The best
and worst supervisors have been shown to deliver significantly differ-
ent productivity outcomes.  
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33.8  Principles

An important role for leaders is to shake people away from their comfort
zones. Visible costs do not tell the whole story, and may only be the tip of the
iceberg. Other direct and indirect costs also matter, and there may be a large
intangible element hidden away. Lowest cost often means lowest visible cost,
and that may not be the best way to judge a contract. Value for money is a
better selection criteria than price in awarding contracts. Active management
of contractors using factual information is essential for good performance. 
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Chapter 34
RRel iab i l i ty  EEng ineer ing  

in  NNew  Pro jects

He knew how to take what could be, and make it what is. 
Wynton Marsalis, on Louis Armstong’s musical improvisation ability.

Ken Burn’s Jazz on PBS.

Author:  V. Narayan

Location: 2.3.3 Corporate Technical Headquarters

34.1Background  

The project team in the corporate headquarters was designing a new
refinery to be located in the Far-East. They were working with a Euro-
pean design contractor in the latter’s offices. 

The refinery required steam and electricity for its operations. The un-
reliability of the local electricity company in the host country meant that
the designers had to install a captive power plant 70 MW in size, along
with a receiving station. The designers envisaged a combined cycle
power plant to meet these demands efficiently. The facilities were esti-
mated to cost about US$100m. As part of our maintenance and reliabil-
ity team remit, we sought to influence project designers to build reliable
and lean plants. It was best to do this at the front end of the project, and
we convinced the project manager to invest US$30000 in mathematical
modeling. We expected that by optimizing the configuration, we could
reduce capital costs, as well as operating and maintenance costs over
the life of the plant.

34.2  Functional Requirements  

The power plant was required to produce

1. Electrical power 70 MW

2. High Pressure (HP) steam at 125 barg., Medium Pressure (MP) steam 
at 42 barg., and Low Pressure (LP) steam at 10 barg.

3. Instrument air at 10 barg.



34.3 Original Configuration

The designers planned to install three gas turbines (LM 2500 units, 19
MW). The hot exhaust gases from the turbines would be heated further in
three heat recovery steam generators (HRSG) and used for raising high-pres-
sure steam at 125 barg. Each gas turbine (GT) would be integrated with its
dedicated HRSG. While the bulk of the HP steam would be used in the process,
a part of it would be let down to the medium pressure (MP) steam header at
42 barg., using a back pressure steam turbine (ST 1). This would produce 16
MW. Some of the MP steam would be used to drive a condensing steam tur-
bine (ST 2), which had two stages. At the end of the first stage the steam
pressure is at 10 barg, some of which would be extracted and supplied to the
low-pressure (LP) steam header. The remainder would drive the second (con-
densing) stage of the turbine ST 2, generating 17 MW of additional power.  

There are four boiler feed water (BFW) pumps to supply water at high-pres-
sure to the HRSGs. Two of these are motor-driven and two are steam turbine-
driven. These pumps are large complex equipment, rated at 800 kW, provided
with minimum flow controls and other protective devices. Figure 34.1 shows
a schematic drawing of the original design.

34.4 Defining the Objective Function for the Model

As long as any four turbines are in operation, the power output require-
ments would be satisfied. The plant could continue to operate with just three
machines available, by shedding non-essential loads. For normal operations
however, the requirement would be 4 out of 5 machines, or a (4oo5) configu-
ration, or 70MW of power.

The output from any one HRSG would be enough to meet the process
steam requirements. Even at reduced power generation, at least one GT (with
its HRSG) had to be in operation. Therefore, the steam requirements would
always be met as long as at least 52 MW (19+16+17 MW) of power was avail-
able. 

Instrument air would be extracted from the air compressors of the GTs. As
in the case of steam, one GT could meet the full instrument air requirements.
Thus, instrument air would always be available as long as at least 52 MW of
power was produced.

Hence, all the functional requirements could be defined by a single objec-
tive function, namely, production of 70 MW of power.

34.5  Design Basis for Planned Shutdowns

1. GTs would be taken out of service for inspection/overhaul for 25-26 
days a year.

2. HRSGs would be shut down for 14 days every 3 years for statutory in-
spection.

3. BFW pumps:  overhaul—240 hours every four years; minimum flow 
valve—48 hours every six months; seal change—72 hours every two 
years.
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The HRSGs would be shut down at the same time as the corresponding GT.
Hence, the HRSG down time need not be considered.
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34.6  Analysis Technique 

We appointed a well-known reliability consultancy firm to carry out the
analysis. They planned to use Fault Tree Analysis (FTA) to model the system.
While building the model, they worked closely with the project team members
to ensure that the model represented the process flow scheme and that limi-
tations in different scenarios were correctly represented. They used data from
published generic sources such as IEEE Std. 500i, OREDA IIii, OREDA IIIiii and
NPRDiv and applied error factors to the data to give 90% confidence limits.
The software package had a built in Monte-Carlo simulator to enable proba-
bilistic predictions. Appendix 34-A has more details about FTA.

Once the model was built, we could play tunes on it. The sensitivity of the
final output to various changes could be checked. These included the addition
or removal of individual items of equipment or in their configuration, changes
in their reliability parameters, or shut down durations. This permitted us to
find the most cost-effective configuration.  

34.7  Outputs from the Model 

Based on the model, 70 MW of power would be unavailable for 0.46% or
40.5 hours p.a. On average, this situation would occur on 2.6 occasions p.a.
The main items that had scope to reduce this downtime (or improvement po-
tential) were as follows:

1. Single HRSG 8 hours p.a; all 3 HRSGs 16.2 hours p.a.

2. Single GT 8.3 hours p.a, all 3 GTs 17.2 hours p.a.

3. Single Alternator 1 hour p.a., all 5 Alternators 4.2 hours p.a.

4. Motor driven BFW pump 0.52 hours p.a.

5. Turbine driven BFW pump 0.45 hours p.a.

Note that once the first item in a set, such as GT was improved, there are
diminishing returns with the second and third GTs. 

34.8  Recommendations Made to Project Team 

Sensitivity studies showed that the fourth BFW pump contributed only
0.005% to the system availability. It was also clear that a second steam tur-
bine driven alternator would have been considerably cheaper than having the
third GT-HRSG combination. This would also have improved the steam bal-
ance. However, the GTs had already been ordered in advance, due to the long
procurement lead time. Canceling the order would be very costly. At this
stage, the lead time for procuring a condensing steam turbine was unaccept-
ably high. However, we discovered that the project team was planning to or-
der a complete LM 2500 GT as an uninstalled insurance spare, in addition to
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the spare rotor which was already on order.
We recommended that they cancel the order for the fourth turbine driven

BFW pump and not proceed with the order for a spare LM 2500 GT. These two
actions would save the project US$6 million. In addition, operating and main-
tenance costs for the fourth BFW pump would be eliminated. These savings
made the project viable. The benefit to cost ratio was 20:1 based on just the
capital cost reductions. The real benefit was, however, the knowledge that the
project would confidently meet its functional requirements in spite of the re-
duction in investment.

34.9  Results 

1. The optimized configuration resulted in a reduction of US$6m in 
capital costs.

2. The model gave us confidence that the power plant would meet its 
performance targets.

3. After the refinery was commissioned, the actual load proved to be just 
55 MW, not 70 MW as projected originally. One way to manage the ex-
cess capacity was to sell power to other local consumers. The refinery
did this very well, laying feeders directly to purchasers. They managed
to sell about 20 MW, creating a new revenue stream.

34.10  Lessons 

Mathematical modeling of new projects improves their Return on Invest-
ment.

It helps eliminate surplus equipment and associated maintenance costs
over the plant life.

It allows what-if scenario development at relatively low cost. 
We should have done the modeling work much earlier, at the conceptual

stage of the project. This would have identified the advantage of having two
gas turbine and three steam turbine generators at a stage where commit-
ments for the GTs had not already been made. A further capital cost saving of
up to US $10 million was thus not realized.

It turned out that the power requirement was grossly overestimated at the
conceptual stage of the project. With a better estimate, we could have elimi-
nated one HRSG-GT combination without having to order a third steam tur-
bine generator, with further capital and operating cost reductions. 

Modeling can be used in the operating phase as well, especially when op-
erating contexts change during the life of the plant. Sensitivity analysis (what-
if scenarios) offers a powerful way to estimate the outcome of changes in
maintenance policy, resource levels, shutdown intervals or durations, and
equipment replacement decisions.

34.11  Principles

The financial viability of major projects is greatly dependent on their capi-
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tal costs. Project designers often concentrate on technical aspects of the de-
sign, but are less comfortable when dealing with economic aspects. Modeling
tools offer cost-effective solutions and improve confidence in the design, by
providing quantitative performance estimates. They permit designers to eval-
uate alternative configurations and operating philosophies to find optimal so-
lutions. Marginal projects may cross the economic hurdles by eliminating non-
critical items and thus trimming costs.

This is where reliability engineers can assist designers, but the communi-
cation between the two groups has room for improvement. 
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A Description of Fault Tree Analysis (FTA)

An FTA is a graphical representation of the relationship between the causes
of failure and the system failure. From the 1960s when it was first introduced,
FTA has been a popular method, especially with designers of safety systems.

An FTA helps us understand how a failure event could have occurred. The
tree structure helps us derive the logical sequence of events leading to the un-
desirable consequence. Usually, the failure event we analyze has a high con-
sequence, justifying the effort required for an FTA. We can incorporate the ef-
fect of human errors in FTA, so it is quite a powerful tool. You can see a sim-
ple example of an FTA in Figure 34-A.2. The symbols used in FTA are given in
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Figure 34-A.2 FTA Chart Example of Failure to Wake Up



Figure 34-A.1.
Failure events for which an FTA can be used include, e.g.,

• Wheels-up aircraft landing
• Train derailment
• Major oil spill
• Irretrievable loss of test data
• Loss of nuclear reactor cooling

FTA can be used as a reliability modeling tool. In our case, the top event is
the failure to produce 70 MW of power. Readers can find additional informa-
tion about FTA and its uses in the reference books listed below.

Additional Reading 

Hoyland, A., and M.Rausand. 1994. System Reliability Theory. New York:
John Wiley and Sons, Inc. ISBN: 0470593974.  

Davidson, J. 1994. The Reliability of Mechanical Systems. Chapter 13. Me-
chanical Engineering Publications, Ltd. ISBN 0852988818. 

Narayan, V. 2004. Effective Maintenance Management: Risk and Reliability
Strategies for Optimizing Performance. Chapter 10. New York:  Industrial
Press, Inc. ISBN 0-8311-3178-0. 
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Chapter 35

CCom put ing  Rel iab i l i ty  DData  
Data is not information, Information is not knowledge, Knowledge is not

understanding, Understanding is not wisdom. 
Gary Schubert, Professor of Art & Computer Science,

Alderson-Broaddus College, West Virginia. 

Author:  V. Narayan 

Location:  2.3.2 Large Oil & Gas Production Company

35.1 Background  

We need good reliability data to take decisions that will help improve
safety, environmental, and cost performance. Such data is not readily
available, so we tend to use generic data sources. Some of these data
sources have well-defined taxonomies and good control of data quality.
Even in these cases, there can be a large spread between the maximum
and minimum values. While the operating context and maintenance ef-
fectiveness of the items in the data sets will be broadly similar, there will
be differences that cause this large spread. In most cases, we end up
using mean values, which may be significantly different from those ap-
plicable in our own operating context. The solution is to use our own
data to develop a reliability database. 

We had well-defined maintenance strategies and procedures in the
company. With the help of a Computerized Maintenance Management
System (CMMS), we issued Preventive maintenance (PM), testing, cali-
bration and condition monitoring (CM) work orders, along with relevant
procedures. Technicians recorded repair history in the CMMS and test re-
sults in calibration sheets. 

We removed Pressure Relief Valves (PRVs) periodically for re-certifi-
cation, and tested them before and after repairs or adjustments. The
pre-overhaul data was recorded in relief valve data sheets. Wellhead
valve and sub-surface safety valve test records were kept separately.
Similarly, rotating machinery trip and bump-test results were kept in the
equipment files. Test records from emergency shut-down (ESD) valves;
fire, gas, and smoke detectors; deluge valves; and sprinkler-head tests



were kept in calibration sheets. All this amounted to a veritable data
mountain, available for inspection by any interested party, including the
Regulator. 

These records provided an audit trail and helped prove that the com-
pany was behaving responsibly and openly. The records were proof of its
diligence. Nobody had considered the possibility of milking this data to
improve safety and cost performance.

35.2  The Opportunity

This large volume of data presented an opportunity to compute reliability
parameters for equipment using our own data. The numbers, based on our op-
erating context and maintenance history, would be far more relevant and ap-
plicable in managing risks that we faced in our operations. Hitherto, reliabil-
ity data from generic sources were used for such efforts as quantitative risk
analysis and Reliability Centered Maintenance (RCM) studies.

35.3  Reliability Parameters 

Many of the items under consideration were subject to hidden failures, i.e.,
failures that would not be known to the operator under normal conditions. For
example, failures of PRVs, ESD valves, firewater deluge valves, gas detectors,
etc., would not be known to the operator. If they failed during a test, they
would be replaced with a new item or previously shop-repaired item (to as
good as new or AGAN) immediately. An applicable reliability parameter to use
in these cases is the mean time to failure (MTTF). 

The operator can know about evident failures, because they will result in
some local effect such as low flow or pressure, a pool of product on the floor,
high current, etc. Once the operator knows of the defect, corrective action can
be initiated, and the item would be repaired. Such items are termed re-
pairable, while items subject to hidden failures are termed non-repairable.
When items are repaired, it could be to AGAN standards as before and in such
a case the parameter to use is MTTF. In most cases, however, the repair is to
a lower standard than that of a new item. There are many reasons for not be-
ing able to achieve AGAN standards in the field. These include, e.g., unavail-
ability of special tools, measuring instruments, skills, controlled environment,
etc. The reliability of the repaired item is not 100%, as is the case with AGAN
repairs. The applicable parameter for such repairable items is mean time be-
tween failures (MTBF).

The formula for calculating MTTF and MTBF is identical. In both cases, we
divide the cumulative time in operation by the number of failures in that pe-
riod. In this chapter, we will use the terms interchangeably, knowing that they
are not the same and with apologies to the purists.

Cumulative time in operation = Sum of operating time of all items in set.
Number of failures is the sum of all the failures in the time period under re-

view.
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35.4  Pressure Relief Valves (PRV) Data 

PRVs are bench-tested before cleaning and inspection. Data recorded in the
calibration sheets include 

a. Leakage, if any, below 90% of cold set pressure
b. Pressure at which valve lifted
c. Simmering or chattering between 90% and 100% of set pressure
d. General internal condition, including e.g., fouling
e. Date of installation
f. Date of removal from service

We collected all the PRV data sheets (archived over the years) from stor-
age cartons, and entered the data into a spreadsheet. The first item (a),
namely leakage below 90%, is useful for calculating the mean time between
failures (MTBF) for the failure mode—internal leakage. In cases where item
(b) is more than 110% of set pressure, these are marked as ‘failed to lift on
demand.’ A count of these failures allows us to compute the MTBF for the fail-
ure mode—failed to lift at set pressure. The number of (calendar) days in
service is computed as the difference between items (f) and (e).

As far as the operating conditions are concerned, we divided the PRVs into
broad groups, such as oil, gas, produced water, and air. We divided them fur-
ther in pressure ranges e.g., 0–100 psig, 100–500 psig, 500–1000 psig,
1000–2000 psig, over 2000 psig. In selecting the mechanical design features,
instead of using the make, model, and size, we used the valve type, e.g., con-
ventional spring-loaded, balanced-bellows, or pilot-operated. While we
recorded the manufacturer’s name, model number, and size, we did not use
this for sorting the data.

For each set of PRVs, sorted by service, pressure rating, and valve type, we
computed the cumulative days in service by adding up the days in service for
each valve in the set. We added up the number of failure events in two sepa-
rate lots, namely those that leak below 90% and those that do not lift above
110%.

(Internal leak)  MTBF = Cumulative days/No. of valves leaking below 90% 

(Fail to lift on demand) MTBF = Cumulative days/No.
not lifting above 110% 

We divided these MTBF values by 365 to give their value in years.

35.5  Potential Sources of Error 

In computing reliability parameters such as MTBF, two conditions have to
be fulfilled. The first is that the items must be identical in design and operat-
ing context. The second is that the performance of any item in a set should
not influence that of another item in the set. These are the so called ‘identi-
cal and independent’ conditions. 
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When we do statistical analysis, we need large data sets. If items are
pooled together to obtain larger data sets, all items in the set must have the
same operating context and be of the same make, model, and size. Further,
no item should influence the performance of another item in the set. In many
cases, it is not practical to find many of the same make, model, size, and op-
erating in identical conditions. So we make approximations of the type de-
scribed in the case of PRVs above.

Let us look at a simple situation in a company operating a fleet of automo-
biles. Let us say we want to compute the MTBF of tires. If there are 100 cars,
our data set may appear at first sight to be 400 tires. Is this true? Does the
wear of the right side tires influence that of the left side tires? Does the wear
on the front tires affect the rear tires? Clearly tires have an influence on each
other, so they cannot be considered independent. Next, are the front tires per-
forming the same function as the rear tires? They are used for steering, and
they experience higher wheel loads than the rear tires for most of their life.
Depending on whether the car has front-wheel, rear-wheel, or four-wheel
drive, the traction effort and, hence, tire wear will also differ. 

From this discussion, it will be clear that the operating context for each tire
position is different. Though the physical construction and design of all the
tires is identical, their operating contexts are different, so the second condi-
tion is also not fulfilled. 

A new complication arises from the maintenance policy applied during serv-
icing. If during pit-stops, the tires are rotated, i.e., installed in different posi-
tions, then each tire sees different operating conditions over its life. In prac-
tice, we often ignore these effects, thereby introducing errors. This discussion
should make us aware that the magical MTBF figures produced by the analysts
may not be as accurate as they seem.

35.6  Gas, Smoke, and Fire Detectors 

There are many of these items installed in an offshore platform. Most of
them will be in naturally ventilated process modules. A few would be located
in closed acoustic enclosures of equipment such as gas turbines. Some would
be in artificially ventilated areas such as the living quarters. Such differences
can produce significant variations in MTBFs. Hence, the data sets are sorted
using external environmental considerations, as well as by type of detector.

We count the number of installed items in each such set (P), Next, we note
the number of recorded failures over a given period, say one year (for the fail-
ure mode—failed to detect, Q). This number is obtained from the periodic
tests done every 2 or 3 months. The reliability parameters are computed thus:

MTBF (fail to detect) = Px1 year/Q       years between failures

Failure Rate (fail to detect)       = Q/(Px1 year)      failures/year

These items may also fail by detecting unsafe conditions when in fact there
are none. Such failures are termed spurious or nuisance events. These are
also unacceptable, as they can cause production losses or divert operators’ at-
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tention unnecessarily. Spurious failure rates can be computed using the same
method as above. For this purpose we need the number of false detections
during the year. This number has to be obtained from the operations log. 

35.7 Emergency Shut Down (ESD)and Blow-Down Valves  

These valves are meant to operate in an emergency, providing quick isola-
tion (ESD) or quick depressurization (blow-down). Testing these valves is not
an easy task because it would mean shutting down the system, platform, or
the whole network of platforms. So these tests are done in two stages. By dis-
connecting the actuator of the valve mechanically from the valve, it is possi-
ble to test whether the valve would have worked when it received a command
signal. These are called functional tests. The real proof that the valve works
is when it closes (or opens in the case of blow-down), within the required time
limit. 

The result of these (full) tests gives us the data for computing the reliabil-
ity parameters. ESD valves will range in size from say 2” to 48”. Some will be
in oil service, others in gas service. Operating pressures may range from 150
psig., to 6000 psig., or higher. So this data set needs to be sorted by service,
size, and pressure range.

Once again there are two possible types of failure. The valve may fail to op-
erate on demand or it may operate when there is no demand. During the pe-
riodic tests, we can detect failure to operate on demand. As before the MTBF
is computed thus:

(Fail to operate on demand) MTBF = Valve-years in service/No. of failures

Spurious events will be recorded in the operating history. Using these num-
bers, we can compute the MTBF for spurious events in the same manner. 

35.8  Fire Water Pumps 

If a fire pump fails to start, it can have serious consequences. Laws or in-
surance regulations will often prescribe a test frequency. In many cases, these
tests are done fortnightly, so each pump is started at least 26 times a year.
Failure to start at first attempt is what matters. There will be plenty of data
points, so computing failure to start MTBFs for these items should be fairly
easy. However, this data for computing MTBFs is not usually available in the
CMMS, and has to be obtained from the operating log.  

35.9  Evident Failures—Weibull Parameters  

So far, we have considered hidden failures. The bulk of the recorded data
relates to evident failures, such as those of bearings, seals, and couplings. In
our case, there were about 900,000 records to examine. If these had been on
paper, the stack would have been nearly 300 feet tall! It would have taken a
person 4 to 5 years to analyze such a large volume of data. There would be
many errors, especially if we put in many analysts to speed up the work. The
analysis would in any case be out of date by the time it was complete. We had
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to look for a more efficient solution. Since the data was available electroni-
cally, a software-based search appeared viable.

In order to understand the method used in searching for the applicable
work orders, some of the vagaries involved in data entry have to be under-
stood. Typically, we may find one or more of the following difficulties in
searching in the history.

• incorrect spelling, such as `chocked’ instead of `choked’
• homonyms, such as `ceased’ when meaning `seized’
• typographical errors, e.g., `baering’  instead of `bearing’, or ‘;’ instead

of ‘l’
• different words with similar meanings, such as `shaft’ in place of 

`stem’ or `sleeve’
• alternative spellings, such as `sea water’, `seawater’, or `sea-water’.
• importance of word order; oil seal and seal oil (or Venetian blind and 

blind Venetian) clearly have different meanings
• absence of any words in the work order by which we can identify the 

failure mode
• context sensitivity of words, e.g., bearing may mean something on a 

pump shaft or an angle in relation to navigation

We found data mining software that had a built-in lexicon and used context
sensitive searches. It could identify word order, such as oil seal vs. seal oil or
words which were spaced differently but meant the same thing such as ‘bear-
ing seized’ and ‘bearing examined and found seized’. It could recognize syn-
onyms and homonyms. It had error-forgiving rules built in, so that it recog-
nized P 1234, P-1234 and P:1234 as the same item. With all this sophistica-
tion, we could locate the work orders pertaining to a single item or of a group
of items—such as pumps—rapidly and sort them out by failure modes. All this
could be done in days rather than years, and repeat searches produced fairly
consistent results. About 35,000 failure data points were identified, but less
than 20% were useable. The rest were about failures that were trivial or oth-
erwise uninteresting. 

Reliability engineers have found that many failures are distributed accord-
ing to a distribution called Weibull, named after a Swedish mathematician who
introduced it. The distribution itself allows us to approximate many other com-
mon distributions by changing the values of some of the parameters in the
Weibull equation. We found good Weibull software fairly easily. Once the fail-
ure data was entered, we could get nearly 1000 sets of Weibull parameters. 

35.10 Results

These were published internally as an on-line database. This database also
had all the other reliability data relating to e.g., PRVs, ESD valves, fire and gas
detectors, deluge valves, etc. These were used for RCM studies, Quantitative
Risk Analysis, etc.
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35.11  Lessons 

Maintainers are generally very good at collecting data. We use sophisti-
cated CMMS to record the history, using failure and repair codes to speed up
analysis. We also collect calibration data from tests on protective instrument
loops, relief valve bench tests, trip tests, etc. Do we use this vast pile of data
effectively?

We can compute important site-specific failure data that we can use to ad-
just our maintenance strategies to improve safety levels and cost perform-
ance. There are hurdles to cross, but these are within our reach.

Using our own data is better than using published data from others. Know-
ing the MTBFs, we can reset the test frequencies logically (see pages 163 to
172 in Reference i).

35.12  Principles

Degradation depends on the original design and build-quality as well as the
way we operate and maintain the equipment. Hence the operational reliabil-
ity of seemingly identical equipment varies from plant to plant. Maintenance
strategies should be based on the physical degradation mechanism, the rate
at which it occurs, and the consequence of failure. This policy will help mini-
mize operational risks—to safety, environment, and profitability.

The rate of degradation can be defined accurately with reliability parame-
ters. In order to be meaningful, one should as far as possible compute these
parameters using one’s own operating context. The use of generic databases
is sometimes necessary, but we must be conscious of the possible sources of
error.
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Chapter 36

TTurnaround  Per formance
I m p rovements

A system cannot understand itself. The transformation requires 
a view from outside. 
W. Edwards Deming, Quality Management Guru.

Author:  V. Narayan

Location:  2.3.1 Large Complex Petroleum Refinery

36.1 Background  

This refinery had a clear technical edge over its competitors. In
benchmarking studies, however, it proved to be only an average per-
former. As there were many process units to maintain, they carefully
spaced their turnarounds (called shutdowns outside North America—and
in the rest of this chapter) to balance the workload, costs, and product
availability. A central shutdown planning and execution team managed
most of this work, in cooperation with staff from the relevant units. 

This brought two benefits. Lessons learned from previous shutdowns
could be applied immediately in the following ones. Using the same
teams meant that they acquired specialized skills in planning and exe-
cuting these shutdowns. Staff from the relevant units played an active
role at all stages, so the danger of alienation was avoided. It was there-
fore surprising to find that they were poor performers in shutdowns as
well, according to the benchmarking studies.

They were keen on rectifying this situation and requested the corpo-
rate technical headquarters (location 2.3.3) to assist them. For this pur-
pose, I was an independent observer at a major multi-unit shutdown,
lasting 8 weeks. The people involved were receptive and cooperative, so
my presence was not seen as an intrusion. They, and many others in the
refinery, were aware that despite their best efforts they were seen as
poor performers and could not understand the reasons. It was not a
blame game; once they knew why, they could commence their correc-
tive actions.



36.2  Outline of Shutdown of Crude Distiller 
and Associated Units 

The crude distillation unit, capacity 180,000 barrels per day, was on a four-
year shutdown cycle. It would be off-stream for 55 days:  40 for engineering
work, and 15 for operations to shut down and start up the unit. Most of the
engineering work was executed on an eight-hour day-shift basis. Refractory
repair work inside the heaters and some cleaning activities were being exe-
cuted on a 24-hour 3-shift basis, as these were on the critical path.

As a swing refinery, with capacity to accept ad-hoc cargos, every day of
plant availability was valuable, with an income of about US$ 300,000 per day,
at the time of this shutdown. Major shutdowns of this kind were always done
during the warm weather months. The refinery was located in an area where
there were many other industrial plants, who wished to shut their plants down
in the same period. The companies agreed to schedule their shutdowns to bal-
ance the demand on contract resources. This was one reason they worked on
a day-shift basis on most of the work.

36.3  Review Process

The Terms of Reference for the review were to:

• observe and critically review the shutdown
• highlight deviations from the plan
• identify improvement areas and recommend action
• prepare a short report and present the findings

An examination of the shutdown plan showed that they had done it very
thoroughly. The initiating departments carefully justified the work-lists. The
company was a leader in the application of risk-based methods, and used a
forerunner of Risk Based Inspection (RBI). Their inspection team had obtained
approval from the Regulator to stretch the interval for furnace inspections
from 2 to 4 years, vessel inspections up to 8 years, and when there were three
or more identical heat exchangers, up to 12 years, by inspecting only one
every 4 years. They collected relevant data and demonstrated to the Regula-
tor that the risk levels with the new intervals were tolerable. 

The review process included physical observations at site, attendance at
the morning coordination meetings and discussions with key personnel. Au-
dits of the issue of permits-to-work (PTW) highlighted some productivity is-
sues. Similarly, work-sampling showed whether the workmen were able to get
blocks of time long enough to work effectively. Analysis of the main contracts
showed the distribution between lump sum and unit rate contracts. The latter
need more administrative effort than lump sum contracts. Such paperwork di-
verts the shutdown team’s attention from their primary roles.  

36.4  Potential for Improvements—Planning

There were three separate plans: the first for operational activities, a sec-
ond for project work, and the third being the main plan for maintenance work.
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It was not possible to coordinate and manage changes that would occur from
time to time in individual plans. Resource balancing was not global and thus
not optimal. Equipment status charts were maintained separately by opera-
tions, inspection, and maintenance. This made it difficult to get an overview,
resulting in avoidable delays.

Some items of work could have been reduced or eliminated during the work
list challenging process. For example, in order to measure wall thickness of
heater tubes ultrasonically, they erected scaffolding along the walls of the
heater cells. Then they scraped and cleaned the tubes. Oil firing produced sul-
fur deposits on the tube surfaces which were quite acidic and posed a health
hazard to people working inside the heater. They cleaned these using mechan-
ical scrapers before allowing the main group of workers inside the furnace
cells. Once the heaters were scaffolded, they ground spots on the tubes to
bare metal, where the measurements were required. Records showed that not
even a single tube had ever been rejected in the past as a result of these
measurements. 

The only tubes that needed replacement were those that were damaged by
flame impingement. None of the 320 tubes (6 5/8” dia., 44’ long, and  7/16”
wall thickness) showed excessive loss of metal during the current inspection.
All readings were within 10% of nominal thickness, while the rejection limit
was 50%. These readings did not help make replacement decisions, so it was
unnecessary work. Convincing the Regulator, however, was a different ball-
game. 

Some weeks later, in a frank discussion with the Regulator, the refinery
tabled all the findings over the years. With these, they convinced the Regula-
tor to let them reduce the number of measurements significantly. Instead of
measurements every half meter over the whole length of the tube, the Regu-
lator permitted them to limit measurements to the most severely affected lo-
cations on the tubes. This reduced the ultrasonic measurement work by about
70%. 

For future shutdowns, I suggested a switch over to natural gas firing for
two days prior to shutdown. This change would help vaporize the acidic sulfur
deposits and eliminate the need for extensive cleaning. Together, these
changes would reduce heater work duration by 16 hours. Gas firing was ex-
pensive, and the difference between the cost of gas firing and reduction in
maintenance costs was estimated at US$15,000. This increase was minor, but
the reduction in health risks was quite considerable.  

A total of 88 non-return valves of varying sizes and pressure ratings were
opened for inspection. Of these, 19 had damaged internals and 6 others were
fouled and needed cleaning. Of the 19 valves with damaged internals, at least
50% of the damage occurred while dismantling them. Additional pre-shut-
down non-intrusive inspection could have identified many of the fouled or de-
fective valves. The number of valves to be examined could have been reduced
significantly.

The software package used for planning and scheduling was quite satisfac-
tory as far as its main function was concerned. However, it did not produce
Gantt charts or lists of pending items by zone. All these were done manually
by the supervisors themselves. A different software package could eliminate
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such time-consuming manual work.
Evacuation drills were not part of the plan. In a shutdown of this size, with

nearly 500 contract workers at site, it is not sufficient to do a classroom safety
induction. Fire and gas alarm conventions differ in different companies and es-
cape routes need familiarization. Evacuation drills are necessary to ensure
that people can get away safely, should there be an incident. A common mis-
conception is that such drills would result in a significant loss of productive
time. If these are conducted just prior to a planned break, such losses can be
minimized.

36.5  Potential for Improvements—Productivity

Issue of permits to work (PTW) can be a major problem affecting produc-
tivity in any plant. In this shutdown, operations had streamlined their work
very well. Between 3 and 4 pm., they discussed the safety aspects of the fol-
lowing day’s work with the relevant contract supervisors. The PTWs were
ready in all respects except for the signatures of the two parties. Next morn-
ing, operations merely updated the contract supervisors with any changes in
safety requirements and then signed it. They asked them to meet the field op-
erators before commencing work. Meanwhile, they contacted the field opera-
tors so that they could ensure that the work commenced safely. Using this
procedure, they were able to release, on average, three PTWs per minute.

On day 4 of the shutdown, an audit showed that by 8 am., only ten permits
had been released. The distribution can be seen in Figure 36.1. In a discus-
sion with the shutdown leader, a solution that emerged was to ask the con-
tract supervisors to come in earlier, at 7.30 am, allowing them to have the
permits in hand before their crew arrived. This plan was implemented and an
audit on day 8 showed a slight improvement. An audit on day 15 showed that
the problem had been substantially resolved. These results can be seen in Fig-
ures 36.2 and 36.3.
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Figure 36.1
Issue of 

PTWs on Day 4



Figure 36.3 Issue of PTWs on Day 15

Another significant cause of loss of hand-on-tools time was the way work-
ing hours are organized. At this location, shutdown work for non-critical ac-
tivities was done on an eight-hour day-shift basis. Contractors transported
their workers from local bus stations, designated car parking lots, and the re-
finery gate to the central washroom area. Then the workers walked to the
shutdown area. The process was repeated in reverse at the end of the day.
Each of these walks took about 7–8 minutes.
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Supervisors gave tool-box talks to their crew before they left for their work
site. These talks were quite short, lasting 2–3 minutes. Since each supervisor
had 3–5 crews, this process could take 15 minutes. It took 3–5 minutes to
walk to the work site, sometimes longer if they needed to climb stairs or scaf-
folding. By the time the crews started work, it was invariably about 8:45 am. 

Contractors were responsible for providing coffee and tea to their workers.
They used vans for this purpose. The first of these arrived at 9:30 in the morn-
ing and 2:15 in the afternoon. Human nature being what it is, as soon as the
first van was sighted, someone whistled, and everybody came down. This
meant that the first work period could not exceed 45 minutes. After the morn-
ing break, the crews could work uninterrupted till 11:45. They were allowed
15 minutes to wash up before lunch at noon. The afternoon coffee break
lasted 30 minutes instead of 15, for the same reasons as in the morning. Tra-
ditionally, the workers had been allowed 45 minutes at the end of the day, to
allow time to wash up and walk to the gate. The central washroom was
crowded and buses left promptly, so extra time was needed to ensure that the
workers reached in time. This meant that after the afternoon coffee break
they could work only 11/2 hours. Thus, the available time to work was only
51/2 hours. Of this, they worked perhaps for 31/2 hours. This type of situation
must have been experienced by a number of readers in their own work sites. 

The main players in the shutdown team discussed the results of the analy-
sis, and evaluated possible solutions. I suggested we add 11/2 hours of
planned overtime every day, making it a 91/2 hour day. They rejected it im-
mediately. In continental Europe, there is strong social legislation. Overtime
work needs governmental approval, and planned overtime needs prior ap-
proval. Team members felt that the authorities would turn down our request.
Later, I discussed this with the person who dealt with the government agency
concerned. He said it was perfectly feasible, exploding another myth. This was
something we could explore at least for future shutdowns. The benefit of 91/2
hour vs. 8 hour days is illustrated in Figure 36.4. The main advantage is not
the total additional time, but the fact that the blocks of time are longer and
thus more effective.

This still left us with the problem of the 45 minutes lost at the end of the
day. There was no easy solution to the washroom crowding problem. For var-
ious reasons, changing departure time of buses couldn’t be discussed at that
time. Traditions are hard to change, so we decided to accept this loss, at least
for the present. After all, with the 91/2 hour day, we would gain 2 hours of
available working time. More importantly, these were in longer and more
meaningful blocks of about 11/2 hours. One could reasonably expect that the
actual work output would rise correspondingly by 30–35%. This meant that
the 40 days duration could in theory be 30 days. In practice, one might ex-
pect a smaller reduction, say 5 days, with a value of US$1.5m.

Benchmarking studies showed that in plants of comparable size in other
countries, Operations needed much less time to shut down and start up the
unit. The potential reduction was about 9 days. Environmental and safety con-
siderations resulted in additional work, and Operations’ resources were se-
verely limited, in spite of working on a 2x12 hour basis. Another brainstorm-
ing session ensued, with some interesting ideas. In the short term, the idea
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was to hire skilled operators from contractors during the busy shut-down and
start-up periods. For the long term, an idea that was floated was to train the
mechanical crew to support operations in valve operation, shutting down com-
plex machinery, etc. After all, during the shutting-down process, mechanics
were largely on standby, doing preparatory work. This idea had many pitfalls,
so we parked it for later action. Contract operators would cost about US$
200,000. A modest reduction in duration of, say, 5 days was worth US$1.5m.

Similarly, one reason for the criticality of the refractory work was because
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they worked 3x8 hours. Refractory masons were in short supply, so the work
had to be done in sequence. Had they been able to work in parallel, this work
would not be on the critical path. Two shifts of 81/2 hours each would release
one complete shift crew, enabling work in parallel. Applying the same ap-
proach as earlier with the 91/2 hour day work, we could get a much higher
‘available time,’ thereby increasing productivity. As a result of traditional
thinking, it was assumed that critical work must be done on a 24-hour basis.
That this is not always true is evident from the above discussion.

During shutdowns, normal weekly working hours were 5 days x 8 hours. As
a result of all these discussions, the refinery decided to work 6 days x 91/2
hours. On critical path activities they worked 2x9 hour shifts for 5 days and
one 9-hour shift on Saturdays. In a few exceptional cases, they used 2x12
hour shifts. Note that skilled labor availability and prevailing legislation were
limiting factors. They used the weekend to catch up on delays by doing addi-
tional overtime work.

36.6  Analysis of Previous Contracts 

The refinery depended on contractors to provide the bulk of the engineer-
ing workforce for their shutdowns. Clearly definable work was awarded as
lump sum contracts, but a significant volume was awarded using unit rates.
An analysis of the 68 shutdown contracts awarded over a three-year period
showed the following results, divided into three groups marked A, B, and C.

A. 16% of the shutdowns accounted for 53% of the cumulative costs.
B. 22% of the shutdowns accounted for 26% of the cumulative costs.
C. 62% of the shutdowns accounted for 21% of the cumulative costs.

Shutdowns in the A group cost over US$ 2m each, those in the B group cost
US$0.75 to 2m each, and those in the C group cost less than US$ 0.75m each. 

The existing shutdown procedures applied the same controls on all three
groups. Implementing the following changes would help improve manage-
ment control.

1. Finalizing and freezing of main inspection and operations work lists 
12 months in advance for groups A and B, 6 months in advance for 
group C.

2. Finalizing and freezing of main operations/maintenance lists 4 
months in advance for group A, and 3 months in advance for groups
B and C.

3. Finalizing and publishing work program 3 months in advance for the 
group A, 2 months in advance for groups B and C.

4. Awarding main contracts 2 months after freezing main work scopes.

36.7  Reducing Planning Effort and Time 

The planners produced excellent estimates for each shutdown. They could
easily reuse many of them. There is a strong case for producing a reference
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database, so that could be used readily. Related isometric drawings were
available electronically, but were currently accessed each time from a differ-
ent database. Storing these in a linked fashion to the estimates would help
speed planning work. Obviously drawing revision numbers had to be verified
each time to ensure they were current.

The refinery initiated an upgrade of their IT systems and computerizing of
their archive to resolve these problems.

36.8  Contracts Administration

Prior to this shutdown, contracts worth about US$3m had been awarded.
Of this, lump sum (LS) contracts accounted for 63% and unit rate (UR) for
37% of the total. The main UR contracts related to scaffolding, insulation, and
cleaning work. A significant proportion of the scaffolding and insulation work
could have been awarded as LS contracts. The advantage of LS contracts is
that they need much less administration effort. For example, the UR insula-
tion contracts required 220 documents to be filled in, vetted, and approved.
These required a total of 375 calculation sheets, based on a similar number of
quantity surveys. Had these been LS contracts, about 120–140 supervisor-
hours would have been reduced. They could spend this time actually super-
vising work instead of shuffling paper.

The refinery now uses LS contracts wherever possible. They also combine
contracts like scaffolding, insulation, painting, and NDT. One of the contrac-
tors is the co-ordinator of all these works. 

36.9  Management Presence

A shutdown is a major project, with a daily expenditure of a comparable
size. Yet the level of management involvement in the shutdown was relatively
low. Seeing senior managers at site motivates staff and demonstrates man-
agement commitment. 

The management team has taken on this recommendation quite enthusi-
astically.

36.10  Results  

The refinery was receptive to suggestions, and incorporated some during
the early stages of the shutdown. For example, the idea of calling in supervi-
sors 30 minutes early was implemented within 3 days of the first PTW audit.
There were open discussions about the improvement opportunities, some of
which could affect cost and duration quite significantly. I discussed most of
these ideas with the relevant people while the review was in progress, and
some were implemented right away. The refinery adopted many of the key
recommendations after an internal review.

Three recommendations were accepted completely, for all their future
shutdown work. These were the use of 91/2-hour working days, getting super-
visors to come in 30 minutes early, and provision of additional operating crews
during shutting down and starting up of the units. In the case of the distilla-
tion unit, these three had the potential to reduce duration by 12–15 days from

280 Chapter 36 



the current 55 days. In practice, one could expect a saving of 8–10 days, with
a value of US$2.5–3 m.

The refinery considered the four points made in Section 36.6 so important
that they included them in their Shutdown Handbook. They see them as key
targets for shutdown planning and use them as Key Performance Indicators
during shutdown preparation. They are convinced that there is a direct rela-
tionship between the quality of the preparation of a shutdown and execution
effectiveness, impacting on safety, duration, quality, and emergent work.

A number of other recommendations were specific to the distiller shut-
down, and they took these up as well.

36.11  Lessons 

1. Good planning is essential; work scope definition, freezing of scope in 
time, etc., are all well-known principles, but are not applied rigorously.

2. Eliminating unnecessary work in the first place is better than doing it 
faster.

3. Challenging ‘the way we always do things here’ is the first step towards 
making a step change in performance.

4. Managing work permit issues and setting working hours sensibly can 
make a huge difference to productivity and, hence, duration and cost.

5. People often think that ‘beating the drum faster’ is the only way to get 
high productivity. Often, good planning and scheduling can be far more 
effective.

6. Workers must be allowed blocks of time that match the type of work. 
Once they have prepared the work, there must be enough time to 
complete a substantial chunk of work without interruption.

7. Good communication is essential for efficient execution; a single 
integrated plan helps communication between the main parties.

8. External examination of shutdowns can reveal some practices that are 
not economically ideal, even in well-managed companies.

9. On a personal note, I gained a lot from being an observer.

In Chapter 17, Mahen describes the principles involved in managing shut-
downs efficiently. In Chapter 19, Jim has explained the shutdown business
process, best practices, and related metrics. In the next chapter, I will de-
scribe a practical way of achieving improved shutdown performances. 

36.12  Principles

Technical expertise is a necessary but not sufficient condition for business
success. Engineers enjoy technology and are less comfortable with econom-
ics. This is one reason they have a smaller impact in the Board Room than
their colleagues.

An external view can help regain focus on what really matters.
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Chapter 37

RReduc ing  Shutdown  DDurat ion  
(A  pp rac t i ca l  i l lus t ra t ion)

There is noicult to take in hand, more perilous
to conduct, or more uncertain in its success, than to take the lead 

in the introduction of a new order of things. 
Machiavelli, in The Prince, 1532.

Author:  V. Narayan 

Location:  2.1.4 Large Petroleum Refinery

37.1 Background 

I was late in taking up my new assignment in this refinery, as it took
longer than expected to obtain the work permit from the host govern-
ment authorities. On arrival, I was to execute a major shutdown (called
turnaround in North America) that had already been planned. Due to this
delay, my predecessor stayed back to execute it. Thus I did not have an
executive role for a few weeks and was able to observe the shutdown in-
dependently.

The Thermal Cracking Unit (TCU) added about US$60,000 of value
per day of operation. In this unit, the long-chain heavy residue mole-
cules were broken down by a high temperature cracking process. This
yielded short-chain products like naphtha, which were valuable as feed-
stock to petrochemical plants. Figure 37.1 shows a schematic flow dia-
gram of the process. The cracking of the long-chain molecules liberated
free carbon which was then deposited as coke in the heaters, columns,
vessels, and pipelines. In due course, the coke deposits resulted in a
sharp fall in operational efficiency. The unit had to be shut down every
six months to remove the fouling by coke deposits. Past records showed
that these shutdowns lasted 21 days or longer, even though the number
of equipment items involved was quite small.



Figure 37.1 Process Flow Scheme

37.2  Observations 

During the TCU shutdown, I observed the existing operational and mainte-
nance activities. The shutdown planner assisted me in this process.

We examined all the major activities, to understand why they were being
done, the sequence followed, and the results achieved. Since de-coking and
cleaning were the primary activities, we kept a record of the volume of debris
removed and the duration of each cleaning activity. If work was held up on a
planned or unplanned basis, we recorded the reasons. An analysis of this data
showed that there were some opportunities to reduce the work volume, dura-
tion, or both. We will discuss some of these in the following sections.

37.3  Soaker Vessel 

This vessel provided a short residence time for the hot residue coming from
the heater. The liquid pressure dropped as it entered the vessel, and this ini-
tiated cracking of the long chain hydrocarbon molecules. The Soaker is a ver-
tical vessel about 10’ diameter and 60’ high, mounted on a cylindrical steel
skirt about 10’ high. It had a 6” thick insulation layer to minimize heat loss by
radiation. There were 7 simple trays in it, each with a number of 6” holes. As
the hot liquid flowed up the vessel, the long-chain molecules were broken
down into shorter chain molecules. During this process, free carbon was lib-
erated. At the end of a run, the coke buildup was nearly 5” thick on the trays
and the holes were covered up so they were just 1–2” in diameter. There was
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coke on the vessel walls and dished ends. This coke had to be removed by high
pressure water jet cleaning (hydro-jetting). Prior to vessel entry, it was
steamed out with low pressure (LP) steam for eight hours to remove hydro-
carbon vapors. Then it was aerated for four hours to make it safe for entry.
The arrangement is illustrated in Figure 37.2.

The vessel remained hot for about three days after the steaming was com-
pleted. There was a 16” nozzle at the bottom, through which the oil from the
heater entered the vessel. This opening provided access into the vessel once
the flange was opened, and the pipe removed. A small scaffold had to be
erected in the vessel skirt, to reach and unbolt the flange. This could only be
done about 2 days after operations handed over the unit, because of the in-
tense heat inside the vessel skirt.

On entering this vessel, I observed that it was very oily and slippery. Work-
ers had to be extra careful, as the reaction forces from the hydro-jet nozzle
could make them slip and fall down. The coke was not brittle, so it had to be
gouged out in chunks. This meant that just to clear the coke it took nearly
twelve days, working 24 hours a day.

I had three concerns:  
1) safety hazards for the workers in the oily environment, 
2) delay in the opening the vessel for entry, and 
3) the time it took to remove the coke. 

After the shutdown, I discussed the steam-out procedure with the unit
manager. LP steam can be slightly wet and we explored the use of high pres-
sure (HP) steam, suitably throttled to low pressure so it would be very hot and
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well superheated. I asked that the steaming duration be extended to 36 hours
to improve the dryness of the coke. This meant that operational activities
would take longer and cost more, but there were clear benefits in terms of
safety. I promised him that the additional steaming time would be recovered
as overall duration would be reduced.

37.4  Fractionating Column

The vapors from the top of the Soaker entered the Fractionating Column
through an 18” transfer pipeline. The different components in the vapor have
different boiling points, depending on their molecular weight. These compo-
nents are separated in the column, which was about 8’ diameter, 100’ tall with
36 trays. The light molecules, such as butane and propane flow out of the top,
while the heavy oils are pumped out from the bottom of the column. Quite a
lot of coke was deposited in the lower sections of the column, especially on
the bottom dish. There was a large alloy steel strainer inside the column to
prevent coke pieces entering the pump suction. The strainer was conical,
about 36” diameter at the base and 24” diameter at the top, and 48” high. It
had slotted holes and covered the 10” outlet pipe at the center of the bottom
dish completely. On inspection, we found that 60–70% of this strainer was
plugged with coke.

The column had a 4” thick insulation layer, so that heat loss by radiation
was minimized. As a result, the column remained hot for a few days after it
was ready for entry. Workers had to come out every 30 minutes to cool off and
drink water. When working inside columns, they would enter through one of
the six column man-ways, and work their way up through the trays, by open-
ing the tray man-ways. Coming down frequently, meant that the actual work
done in each trip was quite small. The work inside the column needed 13 days
for execution.
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37.4  Residue Pumps 

The hot, heavy liquid from the bottom of the column was pumped out as a
residue, to be used as a fuel oil blending component. As the liquid went
through the pipeline, some carbon particles continued to deposit on the pipe
walls. The geometry of the alloy steel piping was such that it became very dif-
ficult to clean them effectively. The piping layout can be seen in Figure 37.3.

Towards the end of a production run, the pump capacity dropped signifi-
cantly, and cavitation noise was audible. Seal failures occurred more often at
this stage.

37.5  Pipeline from Soaker to Fractionating Column 

The 80’ long, 18” transfer pipeline from the top of the Soaker to the Col-
umn was flanged at the two ends. At an early stage of the shutdown, this
pipeline was lowered to the ground to enable its internal cleaning. This pipe
was reinstalled after all other work was completed, adding eight hours to the
shutdown duration. The lifting operation usually resulted in damage to its in-
sulation. This pipe layout is shown in Figure 37.4.

The coke pieces that emerged during the hydro-jet cleaning of this pipe
were only about 1/8” thick, and the quantity was about 8 lbs.

37.6  Heater Outlet Pipes to Soaker

Fouling of the heater tubes determined the timing of the shutdown. The
heater tubes themselves were cleaned by the operators, using a process
called steam-air decoking. The coke was burnt off in a controlled manner by
the use of air for combustion and steam to regulate its speed. Steam also

286 Chapter 37 

Figure 37.4 View of Soaker
Overhead Line



helped to keep the tubes from getting overheated and to blow away the un-
burnt coke pieces. The decoking process was fairly fast; it took about three
days to decoke both the heater cells.

There were two 70’ long, 10” outlet pipes, one from each cell, flanged at
the heater end and on the 16” soaker inlet pipe, as shown in Figure 37.2. The
location of the flanges at the Soaker end made it difficult to clean the horizon-
tal section of these pipes. Similarly, the location of the flange on the 16” pipe
leading to the Soaker made that section unwieldy to handle.

37.7  Improvement Opportunities  

The planner and I were confident that the shutdown duration could be re-
duced significantly. We analyzed the main activities described above and for-
mulated some ideas, as follows:

1. Soaker—Use of HP steam would improve the safety of the cleaning 
activities significantly. A longer steam-out period would speed up the 
cleaning process and help reduce overall duration. 

There was no simple solution to minimize the access time for scaffolding in-
side the skirt of the Soaker. A few months later, the maintenance supervisor
came up with an interesting idea. While this would not solve the access time
problem, it was still worth pursuing; more about this later.

2. Fractionating Column—In another part of the refinery, nitrogen cooling 
was used in the reactors of the Hydro-Cracker Unit. Nitrogen was sup-
plied from a portable liquid nitrogen plant. These units liquefy air and
fractionate it to get liquid nitrogen. The contractor who supplied the 
unit confirmed it was possible to supply cold air, using the same unit.
We decided to hire the unit for the next TCU shutdown to cool the 
column quickly, and to provide a comfortable working environment for
the people. With ambient temperatures in the Middle East over 100°F
for most of the year, this would be a welcome change. The concept was
a somewhat revolutionary welfare measure, and nobody had so far 
considered air conditioning a column. I was thus at the receiving end 
of jokes.

3. Pump piping—We discussed the problem relating to the cleaning of the 
discharge piping of the residue pumps with the process technologist. 
One possibility was to introduce a 2” nozzle at the tee junction, as 
illustrated in Figure 37.5. We evaluated the risks and initiated a Plant
Change.

4. Fractionating Column strainer—It was evident that the coke build-up in
the strainer was contributing to the pump failures. The loss of pump 
capacity was so severe that it was not feasible to operate the unit 
beyond six months. The process technologist and I came to the 
conclusion that the strainer design had to be modified to overcome this
problem. He designed a strainer with a larger number of holes, so that
the pumps had sufficient net positive suction head (NPSH). This was 
another Plant Change.
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5. Soaker overhead pipe—The unit manager and I discussed the logic of 
lowering the 18” Soaker-to-Column transfer line for cleaning. After 
seeing the evidence, he agreed that this line need not be cleaned 
regularly in future. This item was deleted from the work list, clipping 
at least eight hours from the duration.

6. Heater outlet lines—Cleaning of the heater outlet lines would be much 
simpler if we could relocate two pairs of flanges. Similarly, relocating 
one pair of 16” Soaker inlet pipe flanges would speed up access to the
Soaker. The process technologist agreed to raise a Plant Change, illus-
trated in Figure 37.6.

37.8  Results

1. The use of HP steam removed the oil slick entirely, so the safety prob-
lems reduced significantly. The superheated steam dried out the coke
and made it hard and brittle. As a result, cleaners were able to shatter
the brittle coke rapidly, and the entire Soaker cleaning took only six 
days. 

The maintenance supervisor’s suggestion was to cut four horizontally-ori-
ented holes in the skirt and install 3” pipe sleeves. We could thread 2” scaf-
folding pipes through these from outside the skirt, so the heat inside was of
no concern. As soon as the vessel cooled down, we could lay planks on the
scaffolding pipes and start the work of opening the 16” flange. This would save
2–3 hours, and every little saving counted. As a new Plant Change request had
to be raised, this action was completed only after three more shutdowns.
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2. As in the case of the Soaker, HP steam cleaning worked very effectively
in the Fractionating Column, removing all traces of oil. The use of the
air-conditioning unit was a tremendous success. Work inside the 
column progressed rapidly, as the need for frequent breaks was 
eliminated; in fact, it was hard to get the workers out of the column! 
The cleaning, repair, and inspection work could now be completed in 
six days. Those who joked about my ‘touchy-feely’ approach started 
thinking anew.

3. The new 2” nozzle in the pump discharge piping was a boon to the 
cleaning crew. More importantly, the rundown pipeline was cleaner and
improved product delivery flow.

4. Enlargement of the column strainer also proved successful. It was now 
possible to increase the shutdown interval to eight months, provided 
the rate of fouling in the heater could be reduced at the same time. Re
call that the fouling rate of the heater tubes determined the shutdown
timing. The technologist worked out the economics of operating the 
heater at a slightly lower severity. This would reduce the cracking 
efficiency slightly as well as the rate of coke build-up in the tubes. The 
overall economics were sound, and we could change the shutdown in
terval to 8 months. The larger strainer increased the pumps’ NPSH, im-
proving their reliability and performance. It also helped make the 
longer shutdown intervals possible.
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5. Eliminating the work of lowering the 18” transfer line reduced the shut
down duration by eight hours. Some cleaning effort and insulation 
repair costs were also eliminated (ca. US$ 10000 per shutdown).

6. On implementing the Plant Change for relocating heater outlet and 
Soaker feed pipe flanges, there were two positive outcomes. The first
was that there was a significant improvement in the cleaning of the 
heater outlet lines. The second was a reduction of six hours in the work
relating to the Soaker.

As a result of all these actions, we brought down the TCU shutdown dura-
tion in stages, to 14, 11, and finally 9 days. Once the strainer was enlarged,
we extended the interval to eight months. We completed all these changes
within three years. On an annual basis, the value added by these actions was
US$ 1.7m.

37.9  Lessons  

1. Accepting existing practices without a challenge can lead to stagnation, 
especially with regard to shutdowns.

2. Unbiased observations can yield large benefits, especially if they are 
made holistically, looking at the whole process, not just the maintenance
part.

3. Business benefits must be the drivers for maintenance improvement, not
merely technical excellence.

4. Team members, whether in operations, process technology, or mainte-
nance, can make important contributions to the business. It does not 
matter whether they are technicians, supervisors, or managers; ideas 
come from unexpected sources. By drawing on the knowledge, experi-
ence, ingenuity, and support of all those involved, it was possible to 
make the improvements fairly quickly. This requires good team work 
and communication.

5. By computing and demonstrating the value added – in this case 
US$ 1.7m p.a., we raised the maintenance profile, and demolished the 
myth that maintenance was merely a cost. 

37.10  Principles 

Any business situation can offer improvement opportunities. But first we
need clear goals so we can recognize these opportunities. 

Looking after people makes good business sense.
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Chapter 38

AA  Sma l l  Matter  of  C lean ing  

A single idea, if it is right, saves us the labor of an infinity of experiences.
…Jacques Maritain, French philosopher.

Author:  V. Narayan

Location:  2.1.3 Petroleum Refinery 

38.1 Background 
In a Fluid Catalytic Cracking Unit (FCCU), the waxy long-chain hydro-

carbon molecules are split into shorter-chain, high-value products such
as gasoline. At the heart of the FCCU are two pressure vessels working
in a loop configuration:  the Reactor and Regenerator. The Regenerator
is a large vessel operating at about 15 psig., and at temperatures over
1000°F. In the Reactor, the catalyst powder gets coated with carbon re-
leased in the cracking process. This carbon is burnt off the catalyst sur-
face by combustion in the Regenerator. A large axial-flow compressor
provides air for combustion. Air is distributed inside the Regenerator
with a set of pipes called an air-spider. There is a large and continuous
fire inside the vessel. The steel wall of this vessel is protected on the in-
side surface by two layers of thick refractory insulation, keeping the
shell relatively cool.

In the FCCU we are discussing here, the lower part of the Regenera-
tor was about 20’ diameter and 30’ high, while the upper part was about
35’ diameter and 60’ high. The two parts are joined together by a
swaged section, making the vessel about 120’ tall. In Chapter 30, Ma-
hen discussed cyclone replacement in this vessel. You can see a cross-
sectional view with some internal details in Figure 30.4. The combustion
inside the vessel heats it up significantly and it grows as a result. This
causes flexing of the refractory lining, especially at the swaged section.
Such flexing occurs mainly during the startup and shutdown phases. The
lining damage due to such flexing could be quite large, requiring a fair
amount of repair work.

During the planned shutdown (called turnaround in North America),
we were to renew the cyclones fitted at the top of the vessel (see Chap-
ter 30, Figures 30.2 and 30.4). Another job was the renewal of the air
distribution spider, fitted at the bottom of the vessel. 



38.2  The Cleaning Problem  

We expected a large volume of lining repairs, a process that required ‘gun-
ning’ of the insulation concrete (Verilite®™ and Tuffmix®™) onto the walls.
Apart from the lining material removed for the renewal work and repairs, quite
a lot of ‘rebound’ material from the gunning fell to the bottom of the vessel.
The volume of such debris was expected to be in excess of 1000 cubic feet.
The standard cleaning procedure was to lift the debris in 4-gallon buckets up
to the 60” man-way about 22’ above the vessel floor, using pulleys and tackle,
and then drop it into half-drums. These half-drums were taken down the ele-
vator and carted away in trolleys to the dump site. 

The cleaning process added 2 days to the duration of normal shutdowns.
During this shutdown, due to the larger volume of debris, this process would
have added 5–6 days. Cleaning was always the last activity, completed after
all the other work was done. Since people were working at different eleva-
tions, cleaners could not work at the bottom of the vessel till all other work
ceased. As discussed in Chapter 30, the shutdown duration had to be re-
stricted to 30 days, so an unconventional solution was required.

38.3  The Air-Spider Replacement

Large volumes of low pressure air are blown into the Regenerator in a bal-
anced manner through this air-spider. The arrangement is illustrated in Figure
38.1.

Figure 38.1 Air Spider
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The air spider was made of (heat and oxidation resistant) alloy steel. The
18” central pipe with the branch stubs could go through the 60” man-way in
one piece. We had to weld all the branch pipes in-situ, as the whole assembly
was too large to go through the man-way opening. If heavy lifting operations
were going on, e.g., in replacing the cyclones, we could not allow work on the
spider. So we had to schedule this work carefully to minimize the hazards to
the people working on the spider.

Meanwhile, debris from the upper levels would continuously rain on the
bottom dish. Unless this was removed, the fitters and welders could not work
on the spider. In a normal shutdown, most of the internal cleaning work would
be done at the end. In this shutdown, however, we had to do cleaning contin-
uously to enable work on the spider.

Once the old spider was removed and the new central spider pipe installed,
we built a scaffolding platform at the level of the bottom of the 60” man-way.
A solid floor of wood planking covered with a thin sheet metal layer provided
adequate protection from small falling objects and weld spatter. This platform
prevented the bulk of the debris from reaching the bottom dish. Even so, the
bottom dish had to be cleaned regularly. The platform arrangement is illus-
trated in Figure 38.2.

38.4  Analysis of Cleaning Activity 

The civil engineering supervisor, the Planning Engineer (and co-author)
Mahen Das, and I analyzed the cleaning process. The existing process was re-
source intensive and clumsy. The four-gallon buckets held fairly small quanti-
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ties, and larger buckets were unwieldy. Transporting half-drums up and down
in the elevator was a slow process as there was only one elevator. The removal
of the filled half-drums was a logistical nightmare. The whole process needed
to be re-engineered.  

38.5  Questions

The civil engineering supervisor was toying with an idea, but realized he
needed help. He put forth a set of questions, as follows:

• Can we use a dump truck rather than trolleys to cart away the de-
bris?

• There is already one central 18” nozzle for the air inlet to the spider. 
Can we introduce a new 24” nozzle on the bottom dish of the 
vessel? 

• Will we allow cleaners to work in the bottom dish along with the 
welders and fitters?

All of these were feasible, but we had to examine some details. We had to
check the relevant codes before proceeding with the design of the new 24”
nozzle, and complete the risk assessment; these steps were required in any
case to fulfill the change control procedures.

38.6  Solution

The supervisor’s idea was innovative and practical. He suggested we drag
and drop the debris on the bottom dish through the new 24” nozzle to a tem-
porary chute placed below this opening. The chute would slope down towards
a loading point, where the debris could be dropped into the bed of a dump
truck. We checked it for feasibility and engineering design code requirements.
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We had to design the nozzle, chute, and its structure, but these were rela-
tively simple tasks. The chute had a sliding door at the truck end to allow con-
trol of the debris flow into the truck. The arrangement is illustrated in Figure
38.3.

38.7  Results

The vessel could be cleaned continuously during the shutdown. Instead of
an extra 2 days for cleaning, we could shorten it by 2–3 days. Since the ac-
tivity was on the critical path, the whole shutdown duration could be reduced
by 2–3 days. The new cleaning procedure was worth 5–6 days of shutdown
duration, on this occasion and 2–3 days for all future shutdowns as well. The
effort required for the work would be reduced by about 80–100 man-days.

38.8  Lessons

1. Innovative solutions can be found when the objectives are clearly under
stood by all the members of the team. Such innovations are not the 
exclusive preserve of design engineers or managers.

2. When we are receptive to ideas, especially those from the field 
supervisors or technicians, we enlarge our pool of brainpower. Some of 
these ideas may be quite brilliant, and add good value.

We must exercise change control procedures rigorously when modifying any
asset or when changing an established procedure.

38.9  Principles

Innovation is like a tender plant; it needs nurturing and support. Novel
ideas may sometimes be half-baked and need further development. The per-
son suggesting the idea may not always be capable of developing it, and other
resources may be needed. Innovation thrives in an environment where peo-
ple are receptive and support one another. The leader’s job is to point every-
one in the right direction, so they not only understand the goals, but also rec-
ognize and support the contributions of team members when they come up
with suggestions.
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Chapter 39

MMotor  Maintenance  Reg imes   
L i s ten ,  look ,  but  kkeep  them  runn ing ?

The chain of habit coils itself around the heart like a serpent, 
to gnaw and stifle it.

William Hazlitt, Writer and Critic.

Author:  Jim Wardhaugh

Location:  2.3.3 Corporate Technical Headquarters 

39.1 Background  

I left my Far Eastern idyll for cold dark Europe. Those who move the
pawns in the corporate headquarters noticed my success in my assign-
ment in the Far East. So they head-hunted me and I joined this elite
group. The job was to help locations that were less well performing to
make significant improvements. I met Vee Narayan, who was already in
this group; later, Mahen Das also joined us.

As an electrical engineer, I had been extensively involved in previous
lives for the implementation of computerized maintenance management
systems (CMMS). So I became responsible for electrical maintenance
and CMMS implementation.

An Electrical Engineers’ Conference gave me the opportunity to
prompt the collection of some data. In the Far East, I found that motor
repairs were a significant ongoing manpower consumer and, hence,
cost. I decided to put some effort into collecting data on this subject so
that we could make informed decisions.

39.2  Motor Failure Data 

A few of our bigger locations and the Institute of Electrical and Electronic
Engineers (IEEE) had been collecting data for many years. We captured this
data and collated them (see Tables 39.1 and 39.2). We found large differences
between our numbers and those from IEEE. We can account for these in part



by the difference in the ways of collecting data and in definitions. We believe
that IEEE figures give a pessimistic view of overall failure rates that one might
expect from a professionally-managed site.

Table 39.1 Motor Failure Rate in Failures per Motor per Year

Table 39.2 Percentage of Failures per Failed Component

The information shows that motors are generally very reliable. There are
few electrical failures and most failures are bearing related. The most signifi-
cant underlying causes of failure are:

• Defective components
• Poor installation/maintenance
• Poor lubrication
• Water ingress

39.3  Electrical Failures 

Scrutiny of the data showed three prime causes of electrical failures:
• Catastrophic failure due to bearing collapse and rotor rubbing on the

stator
• Water ingress due to cooler leaks or cleaning with high-pressure 

water hoses
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• Breakage of connections (due often to inadequate bracing)

There did seem to be some deterioration of motors with age. This was most
apparent in large motors with a high starting frequency. We found that the
larger the machine, the higher it was stressed. Manufacturers had algorithms
which could predict the end of useful life with reasonable accuracy. For this
they needed service and operational data, such as frequency of starts. This
might be worth doing for older machines in critical services.

39.4  Bearing Failures   

Scrutiny of the data showed four main causes of (premature) bearing fail-
ure:

• Wrong (or inadequate) bearing installed
• Poor installation practice causing initial damage to the bearing
• Poor lubrication regime
• Poor alignment of driver and driven

Figure 39.1 Seven Locations Compared

39.5  Performance of Seven Motors at Locations 

We looked at the motor maintenance activities in seven of our companies
in six different countries. Each was a company plant built to corporate stan-
dards, with most rotating equipment having an installed spare. However,
there were a variety of maintenance strategies in place.

Figure 39.1 summarizes our findings. It gives the percentage of each site’s
inventory of motors removed to the workshop for significant repair each year.
These percentages have been broken down by reason for removal:

• Breakdown (i.e., the motor had been run to failure)
• Condition monitoring had indicated imminent failure
• Time-based overhaul regime in place for some or all of the motors
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Considering this, we found that:
• The large proportion of time-based overhaul activities of Location 7 

did not seem to reduce breakdowns significantly.
• Location 6 did seem to be somewhat more effective, but arguably 

was still not cost effective.
• Location 5 had many breakdowns, even though a significant 

percentage of motors were repaired because condition monitoring 
was predicting imminent failure.
• Their condition monitoring did not seem very effective in

predicting and/or pre-empting failures.
• The site had an extreme blame culture.

• Location 1 had minimized repair efforts by using run-to-failure as a 
default strategy.
• The small amount of time-based maintenance was for a very few 

unspared furnace fans which were overhauled when the plants
were shut down every four or five years.

• This location had a fairly skeptical view of the merits of condition 
monitoring. They would keep motors running until imminent
failure was very apparent.

• What they also had found was that running motors less than 30 hp
to failure did not result in significant additional consequential 
damage and cost compared to pre-emptive action.

• The proportion of breakdowns is fairly constant whether you do con- 
dition monitoring and/or overhauls or just let things run to failure.

39.6  Summarized Findings

From our review, we learned that electrical motors are very reliable. In
more detail, we found that:
• Windings do not exhibit significant wear-out unless they are:

• Too frequently started or
• Large and highly stressed
• Winding connections are prone to breaking if not well braced against 

movement.
• Bearings do wear out, but long life is a function of a few simple things:

• Correct bearing selection (not necessarily the same as found in the 
machine)

• Correct installation, using bearing heaters etc. to minimize damage
• A good lubrication regime (correct type and quantity of lubricant)
• Correct alignment

• Smaller machines (less than 30 hp) make up the bulk of the population 
and can be run to catastrophic failure without significantly increasing 
consequential damage to shaft or windings.

• In many locations, there is a high level of installed sparing so the conse-
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quences of failure are low.
• Motor condition monitoring has to be quite cheap; else it is not an 

economical strategy. We concluded that:
• Vibration monitoring could not be justified for most motors; it became 

viable (just) if you were already going to check the driven equipment.
• Ultrasound was potentially useful if you had many close packed 

fractional horsepower motors.
• Winding monitoring could not be justified for most motors; a special 

justification was needed for critical applications.
• Winding monitoring is improving, so this would be kept under review.

39.7  A Maintenance Strategy for Refinery Motors 

We carried out an evaluation of possible strategies and monitoring tech-
niques. There were many magic bullets being advocated by credible universi-
ties, consultants, and large companies.

We concluded that for very large critical machines:
• A proprietary monitoring installation that continually monitors vibration, 

axial displacement, etc., should be the norm.
• Information should be centrally monitored.
• Alarm and trip parameters should be set after agreement with the 

manufacturers.
• We should do regular (annual) internal inspections, using a boroscope.

For the bulk of industrial motors, we concluded that regimes described
briefly in Tables 39.3 and 39.4 were justifiable and should be the norm in most
environments. Obviously in environments which are extremely arduous, ad-
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ditional steps may be needed. See also Table 20.1 which gives a more general
view.

If ultrasound and thermographic tools are available, a minimum effort pe-
riodic inspection could be beneficial. They are particularly useful if you have a
large number of motors very small, and closely packed.

39.8  Lessons 

• Buy reasonable quality motors which are inherently reliable enough for 
your application.

• Ensure good lubrication.
• Select correct bearings and install correctly.
• Run small spared motors to failure. Run to failure or at least imminent 

failure is a very respectable strategy for equipment where the 
consequential loss is low.

• Predicting and pre-empting failure, however cheap, is only cost effective 
if you can pre-empt catastrophic failure or major production loss. In gen-
eral, pre-emptive actions must cost less (and probably significantly less) 
than the consequential loss due to failure.

• Condition monitoring can be costly and ineffective so you need to audit 
the effectiveness and cost effectiveness of the system.

• When motors fail, investigate to find root cause and try to eradicate 
repeat failure causes. (Think correct lubricant, correct lubrication 
regime, correct bearing, starting frequency.)
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39.9  Principles  

Preventive and predictive maintenance are generally sound strategies, but
not universally applicable. Run-to-failure strategies are perfectly acceptable
in many common situations. Maintenance strategies must be based on a rig-
orous understanding of the risks of failures, not on current fashions.
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Chapter 40

BBoi le r  Feed-Water  Pum p  Sea ls

I learned very early the difference between knowing the name of
something and knowing something. 

Richard Feynman, Physicist, Nobel laureate. 

Author:  V. Narayan 

Location:  2.1.4 Large Petroleum Refinery

40.1 Background 

The main construction contractor had not resolved and closed out
some defects, as they needed research as well as coordination with ven-
dors. One of the pending items (in the punch list of pending items) re-
lated to frequent failures of the mechanical seals of ten boiler feed-wa-
ter (BFW) pumps used in the waste heat recovery systems in different
units. We had two of these pumps P1409A and P1409B in our area.

Maintainers who have worked with boiler feed pumps will be aware
that seals in this service worked in a harsh environment. Hence, they
tended to fail more frequently than seals in other services. When the
pump was running, there was a tiny flow of feed water through the neck
bush to the stuffing box of the pump. This flow made up for the con-
trolled leakage through the seal. Normally, the stuffing box contents will
cool down due to heat loss by radiation. However, the flow through the
neck bush provided heat continuously, so the stuffing box fluid remained
hot.

40.2 Issues Relating to BFW Seals

In the case of the P1409A/B seals, some of the heat was dissipated by
pumping the hot water in the stuffing box through external coolers. For this
purpose, each seal had a built-in pumping ring. These rings act as mini-pumps
themselves, and served to circulate a small quantity of water through an ex-
ternal cooler. The cooled water was re-injected near the seal faces, present-
ing the seals with a better operating environment (see seal cooler arrange-
ments in Figure 40.1)



Figure 40.1 Seal Cooler Arrangement

The stuffing box pressure was the same as at the pump inlet, namely 5 bar
gauge. At this pressure, the boiling point of water is about 150˚C. When the
pump was stopped, the hydrodynamic opening force was no longer available.
So the fluid film between the seal faces was squeezed out. On starting the
pump, it takes a short time for the hydrodynamic fluid film to be established.
During this period, the seal faces are in effect running dry. This raises the tem-
perature of the seal faces quite rapidly. As soon as the hydro-dynamic film
starts forming, the hot faces convert the water film into steam. There was
then a rapid rise in the pressure between the seal faces. As a result, the seal
faces separate, allowing a large water flow that cools them rapidly. This
quenching action can initiate seal face damage. By this time, a hydrodynamic
film was established and this kept the seal faces relatively cool. There was no
further heat to generate more steam, so the faces do not separate. At this
stage, the hydrodynamic opening force was matched by the static seal clos-
ing forces, restoring the seal to steady state equilibrium conditions. There-
after, the seal ran normally.

When starting the pump, if the stuffing box water temperatures were high,
more steam would form, resulting in the faces springing further apart. The
seal faces would tend to snap open and shut alternately, producing a chatter-
ing effect. This can result in impact damage on the seal faces, accelerating
their degradation. It was therefore advantageous to keep the stuffing box fluid
temperature as low as possible during pump starts. If this theory was correct,
two actions were required to minimize seal degradation.
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1. Minimize the number of seal starts, so that there are fewer dry run 
periods.

2. Keep the stuffing box fluid temperature as low as possible at start.

40.3  Measuring the Seal Face Temperatures 

In order to establish our hypothesis, we wanted to measure the seal face
temperatures during the starting and running conditions. Our instrument en-
gineer suggested that the existing Distributed Control System (DCS) could be
used to good effect. In the original project design, spare cable pairs had been
laid, to allow for possible cable failures. He offered to connect our measuring
devices to the DCS for the duration of the trials, using these spare pairs of ca-
bles. We arranged to measure the temperature of the hot water being pumped
from the stuffing box to the cooler. For this purpose, we spot welded suitable
thermocouple junctions to the hot water outlet pipes from the stuffing boxes
to the coolers.

Using the DCS, we could get eight-hour, eight-minute, and two-minute
printouts of the temperature of the water leaving the stuffing box. We were
aware that there would be some errors in these measurements. Ideally, the
water temperature at the seal faces was what mattered. However, we could
only get temperature readings of a diluted mixture leaving the stuffing box.
The measurement points were 2–3” away from the seal faces. The water tem-
perature was inferred from that of the pipe wall temperature, so there was po-
tential for further error. The pipe temperature would be influenced by prevail-
ing winds, rain, and the thermal inertia of the metal. Rain was generally not
common in the Middle East, but prevailing wind speeds were variable and of-
ten quite high, so we had another source of error. We realized that these er-
rors could be significant, but decided to carry on with the trials.

40.4  Testing the Hypothesis

According to our hypothesis, seal damage occurred principally at the time
of starting the pumps. If true, we could accelerate seal failures by frequent
changeovers. We discussed this procedure with Operations and they agreed
to a daily changeover schedule for the trials.

Just prior to starting the standby pump, we planned to cool its stuffing box
contents by using the cooled (seal) water from the running pump. For this pur-
pose, we would connect the line from the cooler outlet of the running pump to
its matching point on the standby pump. The flow through this line would be
controlled carefully, as excessive flow would mean that the running pump
would be starved and see an excessive rise in temperature. We designed and
fabricated a new 1/2” pipeline to connect the outlets of the two coolers. It had
isolation valves at each end, and a 1-mm orifice plate to restrict the flow (see
Figure 40.2)

40.5  Results

So far, we only had a theory. We would know if any of it was true when we
started the trials. In the chart (Figure 40.3), we can see the result of the first
trial carried out on March 8. At this time, the P1409A seal was brand-new,
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while that in P1409B had been in-service for some time. Reading from left to
right, the chart shows that P1409B was running and P1409A was about to
start. The stuffing box water temperature of P1409B, which was normally at
about 56˚C, rose to 74˚C. This was because the interconnecting 1/2” pipeline
valves had been opened earlier, and the B pump seal’s pumping ring was now
supplying the A pump as well. In the stuffing box of the A pump, the water
temperature, dropped from 108˚C to 75˚C.

This eight-minute printout shows the following:
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Figure 40.2 Temporary Seal Piping Arrangement

Figure 40.3 Trial 1 Results



1. The A pump was started about 100 seconds from the start of the print
out. At this stage, the temperature of the water leaving the B pump’s
cooler was 75˚C. Hence, the seals of both pumps were at 75˚C.

2. During the next 45–50 seconds, the A pump water temperature rose to
86.6˚C. This 11.6˚C rise was due to the heat generated at the seal 
faces.

3. In the next three or four seconds, the A pump’s seal pumping ring es-
tablished a flow through its own cooler. The temperature then dropped
to about 56˚C. Thereafter, the temperature remained steady at this 
level.

4. Once the A pump started and the B pump stopped, the interconnect-
ing pipeline valves were closed.

5. The B pump fluid temperature was about 74˚C at the beginning of the 
chart. During the coast-down from full speed to zero, the heat 
generated by the seal faces due to viscous friction also fell.

6. The pumping ring discharge temperature dropped by 11.6˚C, but this 
took about 75 seconds, as the pump took longer to come to a stop.

7. After the pump stopped completely, the temperature rose to reach the 
pump stuffing box temperature of 108˚C, because at this time the in-
terconnecting pipeline valves were also closed and there was no sup-
ply of cool water.

This chart shows that our hypothesis was not far off the mark. Note that
the viscous seal friction produces a temperature rise of 11.6˚C. The chart
shows that the pump seal ran for about 45 seconds before its seal cooler be-
came effective. Once this happened, the temperature dropped to 56˚C, and
remained there as long as the pump was running. Similarly when the pump
was stopped, there was an initial fall in temperature by 11.6˚C, confirming
our evaluation of seal friction heat generation. Once the pump came to a halt,
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the temperature rose gradually till it reached the pump suction conditions of
108˚C.

The next chart shows the performance of the P1409B on March 10 and that
of P1409A on March 11 after the changeover. As you can see, the B pump tem-
perature profile was quite rough, while that of the A pump was smooth—note
that these are 8-hour charts. The roughness in the B chart was because the
seal faces were already damaged, causing erratic hot spots. As a result, steam
is formed, leading to occasional seal separation. There was a clear rising trend
in the temperature and the seal was close to failure. In any event, the B pump
seal failed on March 12. The trial shows that the temperature profile was a
good indicator of seal condition.

The daily change-over definitely accelerated the seal wear quite dramati-
cally. This supports the hypothesis of seal damage due to dry running during
pump starts.

40.6 Lessons 

1. Seal damage occurs mainly during pump starts; if you want seals to 
last long, minimize pump starts.

2. Keeping the stuffing boxes and hence the seal faces cool during starts 
helps prolong seal life, especially when the liquid is near its vapour 
point.

3. With modern Process Control Systems, it is technically feasible to 
monitor seal face condition. However, this may only be economically 
feasible with the pumping-ring design.

4. When the seal is in good condition, the fluid temperature and, by 
inference, the seal face temperature is constant, with a smooth profile.

5. Once seal faces start getting damaged, this profile became jagged and 
rough and the temperature starts rising.

6. Using this type of data, it is possible to predict the time of failure of 
such seals. This knowledge can be used to plan the timing of seal re
placement accurately, and maximize their service life, reducing down
time and costs.

With improving technology, it is possible for temperature sensors to be em-
bedded in stationary seal faces, which can then be monitored. This will add to
the growing list of condition monitoring techniques that will become available.
Seal failures account for over 20% of pump failures. Predicting their time of
failure can lead to significant reductions in downtime and costs. The method
can be universally applied and is not restricted to this particular seal design.

40.7 Principles 

Having a theory or hypothesis is not much use unless we can verify its va-
lidity by field trials. When we conduct such trials, potential errors have to be
identified, and results corrected if they are significant or introduce bias.

Understanding exactly what happens during a failure can guide us in de-
signing better components and equipment.
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Chapter 41

CCool ing  Water  Pum p  Fa i lu res  
Kites rise highest against the wind, not with it.

Winston Churchill, Politician, Author, Statesman.

Author:  V. Narayan

Location:  2.1.4  A Large Petroleum Refinery 

41.1 Background 

When carrying out refining processes, large quantities of heat have to
be removed. High-grade heat can be reused for product-to-product heat
transfers, but low grade heat is invariably discarded. In this refinery, we
used air cooled heat exchangers (fin-fan coolers) to discard low grade
heat. Final cooling to ambient temperature was sometimes required af-
ter the air cooling. We used sea-water coolers for this purpose. A Public
Utility Company supplied the cold sea water. Once used in the coolers,
the warm cooling water was returned to the sea. The Utility Company
provided elevated concrete supply and return channels, and we had to
pump the warm water up about 30 feet. We had three large vertical cool-
ing water pumps to pump out the warm water. Two of these were needed
to cope with the volume involved, while the third served as a spare unit.

A concrete channel was used to transport the water from the process
plants to the pump-house. This was about 12 feet wide and 10 feet deep,
with the top (covered with removable slabs), about 6” above ground
level. From the channel, water flowed into an open concrete reservoir
through an inverted weir. There was a ‘waterfall’ effect, as the drop was
about 12 feet. This caused a lot of turbulence, and there was plenty of
‘white water’ in the reservoir.

The pumps’ suction pit was oriented perpendicular to the inlet chan-
nel, so the water changed direction by 90˚ in the reservoir. At the en-
trance to this pit, there were trash racks to catch large debris such as
wood pieces. Figure 41.1 shows the layout of the cooling water pump
house.

These pumps suffered from a series of failures, resulting in their in-
ability to meet their specified flow requirements. Eventually all three
pumps had to operate to meet the capacity requirements. If a pump
came out for repairs during this period, we had to reduce the refinery
throughput. This situation was clearly unacceptable.



41.2  Internal Inspection Results 

A general arrangement of the pump can be seen in Figure 41.2. Internal in-
spection showed that the pumps suffered severe cavitation damage. There
was extensive damage to the aluminum-bronze suction bells (inlet cones).
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Figure 41.1 Cooling Water Pump House Layout

Figure 41.2 Pump House Cross Section



The impellors and wear rings, made of monel metal, were, however, largely
unaffected. Damage to the suction bells meant that we had to purchase new
bells for all three pumps. The vendor needed 6 months to supply these, while
we estimated that the bells would last only 3–4 months. Cavitation by itself
had a process impact, resulting in loss of capacity.

41.3  Analysis  

We sought assistance from the pump vendor and design contractor to an-
alyze the problem, so that we could identify the physical causes of damage.
There was no doubt that cavitation was the cause of damage to the suction
bells, as all three pumps produced the characteristic ‘pinging’ noises associ-
ated with this process. The suction bells had many hemispherical cavities with
metal loss up to 1/2” in diameter. This confirmed the cavitation theory.

The white water indicated significant aeration, which could account for loss
of capacity. The vendor had already researched this subject. Their test data
showed that 1% aeration could reduce pump flow by about 8%. We wanted to
establish the level of aeration to see if we could explain the measured loss of
flow. Our instrument engineer came up with an innovative way to measure the
degree of aeration (see Appendix 41-A). Using his technique, we measured
the level of aeration in the reservoir at 1–2% over the depth of the water. With
this information, we could attribute loss of capacity as being entirely due to
the white water. Bursting of the air bubbles in the suction bell was the most
likely cause of the pinging noises and metal loss in the bells. Loss of capacity
and suction bell damage could both be the result of the high level of aeration,
seen as white water.

The white water itself originated in the waterfall. The water was clear till it
reached the weir, and then became frothy (see Figure 41.3). The next ques-
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tion was how to minimize or eliminate this aeration without disturbing the
weir.

41.4  Temporary Solution 

We wanted a temporary solution within two months, which would allow us
some breathing space to find a more lasting solution. A refinery shutdown was
scheduled in 18 months when a permanent solution could be implemented.

The most urgent task was to repair the suction bells, as there was no pos-
sibility of getting spare parts in time. Many years earlier, in a different refin-
ery, I had experimented with the use of ‘plastic bronze’ for doing ‘cold’ repairs
to sea water pumps. Plastic bronze is a two-part epoxy resin, with metallic
filler. As in this case, the pump casings had suffered severe cavitation dam-
age in that refinery as well. 

In the previous location, prior to the use of plastic bronze, we used to fill
up the large (ca.3/4” dia.) hemispherical cavities in the casing by welding, us-
ing bronze electrodes. We had to take precautions to prevent casing distor-
tions that could result from large localized heat inputs. Our attempts to repair
the damage with plastic bronze were very successful there, so we decided to
try that option in this case as well.

41.5  Solution: Trial Repair of Pump Bell

One pump was in the workshop with a severely damaged suction bell,
awaiting repairs. We grit-blasted the bell, so that the surface was clean and
had a rough texture to ensure the epoxy bonded with the metal. We added
chopped fiber-glass to the epoxy mixture and applied it in layers of about 1/8”,
allowing plenty of curing time between layers. We laid a clear plastic sheet
over the final coat and smoothed the surface. Once the epoxy dried, we could
peel off the plastic sheet, leaving a smooth, glassy surface. Some minor ma-
chining was required to clean up the flange face and bolt holes. The whole job
took four days to complete. Meanwhile we repaired the rest of the mechani-
cal parts of the pump. We reinstalled the pump and found it mechanically sat-
isfactory, though the capacity loss problem remained. Over the next three
weeks, we did the same type of repair to the remaining two pumps.

41.6  Solution: Aeration of Water 

The white water posed a much more difficult challenge. Our hypothesis was
that if we restricted the flow downstream of the waterfall, the level would build
up in the box section, reducing air entrainment during the free fall and, hence,
the frothing.   

The first idea was to hang a sheet of 1/2” thick rubber at the box outlet. It
would have a steel flat along the horizontal edges to give it some stiffness, but
would allow it to flex. A simple Strength-Weakness-Opportunities-Threat or
SWOT analysis showed there were some threats to be managed. First, the
sheet could break into pieces and enter through the trash rack into the pump
suctions. Second, the horizontal force of the water might be excessive. This
might destabilize the crane that would be used for hanging the sheet. The
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work area also posed some hazards to the people who were to execute it. We
presented the proposal along with the SWOT (and our proposed actions to
mitigate them) to the refinery management team. After getting their approval
we did the first trial.

This was a complete failure. The force of the water was so large that the
sheet was lifted till it was at about 45˚. The sheet could not restrict the wa-
ter flow at all, flaying about so wildly that we had to pull it out quickly.

We went back to the drawing board. The new design was a horizontal steel
plate barrier, with a 3” gap along the four edges and a few vent holes in the
middle. We strengthened the plate with a 6” pipe frame and decided to hang
it in place using chain blocks (see Figures 41.4 to 41.6 showing the installa-
tion sequence). We checked the design calculations to ensure that the plate
would withstand the expected loads and bending moments with a good safety
margin. We checked the concrete channel walls to see if they would take the
additional loads from the chain blocks holding the plate. We had to cut four
holes 6” diameter, through the top slab, for the wire slings. An external con-
sultant verified the wall and slab designs, to confirm that these changes were
acceptable.

The SWOT on this design also exposed several threats, including the pos-
sibility of one sling alone breaking due to uneven impact loading. If this hap-
pened, the plate could get stuck at an angle in the box, perhaps blocking flow
excessively. To resolve this potential problem, we decided to attach a second
set of longer slings (with extra slack), to the steel frame.

The second trial was done in the presence of some members of the man-
agement team. Getting the plate in place was quite tricky, but we had a very
competent and imaginative mechanical supervisor in charge. When the plate
was in place, it did restrict the flow, but not adequately. The white water be-
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came less frothy, but it was obvious that the flow passage was still too large.
In a sense, this trial was also a failure, but we were making progress. We
pulled out the plate and modified the edges, so that the gap from the walls of
the box was reduced to about 2”. 
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Figure 41.5  Progress of Installation of Plate Barrier

Figure 41.6 Plate Barrier in Place



41.7  Result of Trials 

This time, the design worked perfectly, with the water level building up
above the plate and eliminating the waterfall effect. The water in the reser-
voir became calm and clear. The pumps stopped their pinging noises and their
capacity was back to design levels. This meant we could go back to two-pump
operations.

41.8  Change Control

Good communication and coordination with relevant operations and
process design staff helped fast track the change-control activities for the
temporary solution. The process technologist and utilities manager supported
the work at all stages, and took an active role in vetting the mechanical and
structural design. We kept the management team informed at every stage, as
this was a problem that had the potential to shut the whole refinery down for
an extended period.

41.9  Long-Term Solution

This required major engineering effort. Significant design changes were
envisaged, based on the results of these trials. The plan was to redesign the
overflow from the weir so that aeration was eliminated. By the time all this
happened, I had already moved to a new location, so I could not keep track
of subsequent actions.

41.10  Lessons

1. It is necessary to identify root causes to solve serious reliability 
problems.

2. The participation of the pump vendor and design contractor enabled 
quick analyses. Vendors and design contractors are a great source of 
knowledge, and should be used when available.

3. Temporary solutions must also be properly engineered. We have to 
apply change control procedures, even if changes appear insignificant.
We can fast-track these with good communication and cooperation.

4. Maintenance engineers can make their jobs more interesting by me-
thodically addressing serious reliability problems. Solutions may 
sometimes be innovative, but analysis must always be thorough and 
based on facts.

5. Given the freedom to explore, people often come up with innovative 
solutions. In this instance, we used an unusual way to measure 
aeration, another to repair the suction bells and yet another to stop the
aeration. Even the way in which the plate was inserted into the weir 
box required creative ideas, in this case from the mechanical 
supervisor and crane operator.
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41.11  Principles 

In solving difficult reliability problems, tap knowledge and skills wherever
they reside. Innovation and creativity are available at every level in the or-
ganization. These talents can flower or be smothered, depending on how we
deal with people.

Analyze risks and apply change control procedures before implementing
temporary solutions. These need the same quality of design and engineering
as permanent solutions.

Difficult challenges make a maintainer’s life interesting.

Appendix 41-A 

Measuring Aeration in the Cooling Water  

Instrument engineers will be familiar with the use of pressure readings to
measure the height of liquid columns. One application of this principle is the
use of bubbler tubes. Low pressure air was supplied at the top end of a small
bore tube with its lower end immersed in the liquid whose density we wished
to measure. The depth of the lower end below the liquid surface was known
in advance. At the air supply end, there was a flow regulator, flow indicator,
and high-resolution pressure measuring device, usually a water manometer
or differential-pressure (DP) cell.  Such an arrangement can be seen in Figure
41-A.1.
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Figure 41-A.1 Bubbler Tube Arrangement



Using the air flow indicator, the air flow was reduced to the point when
there was nearly no air flow, with a bubble of air escaping from the bottom of
the tube every 10 or 20 seconds. The DP cell reading tells us the static pres-
sure at the bottom of the tube. The depth of the tube below the liquid surface
was already known from earlier calibration. From this we could compute the
density of the liquid at that point, using the equation

P = σ x H, where

P  is the pressure measured by the DP cell, 
σ is the liquid density at the bottom of the tube, and
H is the known depth of the immersed part of the tube 

When sea water is aerated, it becomes less dense. If we know the depth of
the water below the surface, we can use this method to measure the level of
aeration by measuring the apparent density.

The measuring device fabricated by the instrument engineer is illustrated
in Figure 41-A.2. The external 2” pipe protects the measuring tubes from the
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turbulence of the frothy water in the reservoir. This pipe rested on the floor of
the reservoir. Several 1/2” holes were drilled in the bottom 18” of the pipe, so
that in effect it was 18” clear off the floor. The four 3/8” bubbler tubes were
arranged in different heights, as shown in the figure. Their ends are slightly
chamfered so that the release of air bubbles is controlled, and bubbles are re-
leased one at a time. This bubbler-tube stack arrangement allowed us to
measure the density and estimate the level of aeration at different depths.

Water temperature also affects its density, so the device was first placed in
the channel just before the weir, where it was calm and clear. This allowed us
to calibrate the device at the actual water temperature. There were some mi-
nor errors, caused, e.g., by the cooling effect of the waterfall, but these were
not significant.

318 Chapter 41 



Chapter 42

HHeater  OOut le t  F lue  GGas  DDam pers  

The beginning of knowledge is the discovery of something 
we do not understand.

Frank Herbert, Science Fiction writer.

Author:  V. Narayan

Locatio:  2.1.3 Petroleum Refinery

42.1  Background

The Crude Distillation Unit, capacity 40,000 barrels per day, had two
fired heaters with refractory-lined steel chimneys. There were dampers
to control the draft at the flue gas outlets from the heaters. These were
operated as a set and positioned manually, using chain wheels. The hol-
lowed-out cast-alloy dampers (high chrome nickel steel) were 51/2’
long, 24” wide, and 5” thick, weighing about 350 lbs. each. A longitudi-
nal section showing the dampers in an open position, and cross sections
in closed and open positions, can be seen in Figure 42.1. The bearing as-
sembly details are in Figure 42.2.

These dampers had a long history of failures. Usually, they would get
stuck in one or the other position within a few days after replacement.
Once this happened, they could not be rotated, making the heater draft
control very difficult. The problem was known for more than ten years
and there had been several unsuccessful attempts to resolve it.

42.2  Inspection Results

The ball bearings, on which the damper shafts were mounted, showed clear
signs of overheating, some with burn marks. All the grease had melted and
burnt away.

Failed dampers sagged 2–3 inches near the center due to their self-weight
and as a result of exposure to the flue gases at 650°F. There was a 3”-thick
refractory lining on the walls of the flue gas duct. Once the dampers sagged,
their ends rubbed against the lining, preventing free movement. Rub marks
were visible on the lining, confirming this observation.
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Figure 42.1 
Old Design of Dampers

Figure 42.2 
Old Design:  Bearing

and Pulley
Arrangement



42.3  Analysis  

The bearings, which were mounted outside the duct, became very hot dur-
ing operation. The damper shafts were at the flue gas temperature. The solid
shaft ends conducted heat continuously to the bearings. We reviewed the de-
sign and came to the conclusion that the bearings had to be kept cool and that
damper sagging should somehow be avoided. 

42.4  Solutions  

We asked the process technologist and operations staff how leak-tight the
dampers should be when closed. They said that a small gap of, say, 3” along
all four edges of each of the dampers would be acceptable.

In order to reduce the weight of the dampers, we selected a box frame sec-
tion. We planned to use 1/8” thick 18/8 stainless steel (AISI 304) sheet metal
to fabricate an open box design. Two sheets would form the top and bottom
of the box. So as to provide some stiffness, we decided to provide a few cor-

Heater Outlet Flue Gas Dampers  321

Figure 42.3 Perspective View of Old and New Design of Dampers



rugations on the sheets, along the length. The box section had open sides and
ends. The two sheets would be bolted together 4” apart, using machined pipe
spacers. We planned to use a 2” stainless steel pipe as the axle on which the
new damper would be mounted. The pressure inside the duct was consider-
ably lower than outside the duct, due to the powerful suction effect of the
chimney. A few 1/4” holes drilled through the wall of this pipe-axle would al-
low outside air to leak into the duct from the open pipe ends. The air flow
would help cool the bearings. Roller bearings would replace the existing ball
bearings, as they were more suited to the small and infrequent movements of
the dampers.

The new dampers were expected to weigh less than 120 lbs. As their sec-
tion was quite light and stiff, it was unlikely that they would sag. Figure 42.3
shows perspective views of the old and new designs.

In this design, the bearing is mounted on a small step machined on the
pipe, while the pulley is mounted on a further step on the pipe, as can be seen
in Figure 42.5. 
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Figure 42.4 shows longitudinal and cross sections of the new damper de-
sign.

Figure 42.4 New Design of Dampers



42.5  Change Control

By involving the process technologist and operations in the design of the
new dampers, potential problems were identified in time. Rigging activities in-
side the duct would be quite demanding, so we took advice from the rigging
foreman in sequencing the work. We applied the normal change control pro-
cedures to obtain approvals.

42.6  Results

The new design of dampers performed satisfactorily, allowing operators to
control the draft efficiently. Contrary to the experience with the old design, the
dampers worked right through to the next planned shutdown. Repair of
dampers was no longer an item on the shutdown work list. The cost of fabri-
cating and installing two sets of new dampers was less than 30% of the cost
of one set of original dampers. During the subsequent shutdown, inspection
showed that the dampers were in good condition without any sagging. The
bearings were also undamaged and did not need replacement.

42.7  Lessons  

1. The cause of damper failure had to be established before attempting a 
solution. Once this was done, innovative solutions were required

Figure 42.5 New Design:  Bearing and Pulley Arrangement
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2. Problems that have remained unsolved for many years offer
interesting challenges.

3. The change control process was speeded up by working closely with 
operations and the process technologist.

42.8 Principles 

No amount of maintenance can cure an inherently poor design. Some reli-
ability problems will require redesign. 

Solving problems that affect operability brings credibility to maintainers.
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Chapter 43

LLaboratory  OOven  Fa i lu res  

I decided that it was not wisdom that enabled [poets] to write their
poetry, but a kind of instinct or inspiration, such as you find in seers 

and prophets who deliver all their sublime messages 
without knowing in the least what they mean.

Socrates (469 BC – 399 BC).

Author:  V. Narayan

Location:  2.1.1 Pharmaceutical Plant

43.1 Background  

In this location, the Research and Development (R&D) department
also managed the Quality Assurance (QA) program. In line with QA re-
quirements, they tested product samples by developing cultures (in
Petri dishes). The process of developing cultures requires a constant
temperature of about 30˚C for several days. There were eight ovens in
the laboratory for providing this controlled environment.

The ovens had a large cavity, about 3’ wide, 3’ deep and 30” high. A
set of electrical heating elements along the side walls provided heat. A
bimetallic thermostat turned the heating elements off when the temper-
ature exceeded set limits. A small fan 8” in diameter was mounted at the
center of the ceiling of the oven. It rotated very slowly, gently wafting
the warm air from the sides down the center of the oven. The intention
was to produce a toroidal flow path to help distribute the temperature
uniformly in the oven (see Figures 43.1 and 43.2).

Petri dishes, about 4” in diameter, containing the culture samples
were placed on wire trays. The latter allowed free flow of air. These trays
could slide out once the oven door was opened. There were seven trays
in each oven, spaced about 3” apart. The top tray was 9” below the
oven’s ceiling while the fan blades were 2” below the ceiling. In placing
the dishes, the laboratory technicians took care to ensure that there was
a uniform airflow around them.



43.2 Problem Description

Culture samples are very sensitive to temperature variations. Processing
requires several days and cultures could be damaged if the temperature is not
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Figure 43.1 Perspective View of Oven

Figure 43.2 Original Air Flow Paths



kept uniform during the whole period. If an oven fails and the samples are
overheated, the entire batch has to be abandoned and a new batch started. 

Over the past three or four years, the laboratory had lost a number of
batches due to such failures. These were mainly due to bimetallic thermostat
failures, but also due to uneven heating inside the oven or incorrectly distrib-
uted Petri dishes. Various unsuccessful attempts had been made in the past
to resolve these problems. Different designs of thermostats were tried, but
the new ones were no better. Changing the fan speed or pitch of the blades
did not seem to make any difference. Training the laboratory technicians to
distribute the Petri dishes did help, but only as long as the ovens themselves
performed well. The thermostats continued to fail randomly, and the temper-
ature distributions inside the ovens were still quite variable. At the time of this
episode, the laboratory had a large backlog of cultures to process. I knew very
little about laboratory ovens, so this was going to be an interesting challenge.

43.3 Analysis

Lack of knowledge can sometimes be an advantage. I spent some time
reading the manual, talking to the lab technicians and with my staff. The
records showed that there had been 21 oven failures in the past year. Since
there were eight ovens in the laboratory, this meant that on average there
were over 2.5 failures per oven per year. The maintenance supervisor and
electricians had identified two distinct problems. One related to the distribu-
tion of airflow inside the ovens; the other was the performance of the bimetal-
lic thermostats. Of the 21 failures recorded, 7 related to airflow distribution
and 14 to failure of thermostats. 

The thermostat contact remained in the closed position as long as the oven
temperature was below the set point. This allowed the solenoid to remain en-
ergized, allowing the electric heating elements to continue providing heat.
When the oven temperature exceeded the set point, the thermostat contacts

Laboratory Oven Failures  327

Figure 43.3 
Schematic Control Circuit Diagram



opened. As a result, the solenoid switch was de-energized, in turn removing
the power supply to the heating elements (see Figure 43.3). The solenoid
switches had never failed, so we decided to focus on the two known problems.

As far as the airflow distribution was concerned, it was clear that the de-
sign intent was not being achieved. We reviewed the design and discussed the
possible options. There was evidence that the airflow pattern was not well
controlled. 

The thermostat was located about midway on the ceiling on one side of the
oven. The temperature it sensed was not very representative of the temper-
ature in the oven. This location was clearly not optimal.

43.4  Solutions

We had to guide the upward flow of warm air along the walls and not allow
it to mix easily with the air flowing downwards from the fan. We could achieve
this by introducing a horizontal baffle or false ceiling at the plane of the fan
blades. For this purpose, we designed and fabricated a sheet metal false ceil-
ing. This was 4” smaller than the oven’s ceiling, leaving a 2” gap along the four
edges to allow upward air flow. We aligned this false ceiling with the plane of
the fan blades, using twelve pieces of two-inch long pipe spacers and machine
screws. The idea was that the warm air would be forced to travel vertically up-
wards along the walls and then enter the space between the oven’s ceiling and
the false ceiling. The fan would then blow the warm air down the center of the
oven (see Figure 43.4) to produce the desired air circulation path.

An electrician suggested installing a second bimetallic thermostat. This was
an intuitive suggestion, not one based on any analysis or knowledge of relia-
bility engineering. After some discussion, we decided to install two thermo-
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Figure 43.4 Modified Air Flow Paths



stats on the underside of the ceiling, where there was a controlled airflow pat-
tern between the ceiling and the new false ceiling. The electrical circuit was
wired so that both sets of thermostat contacts were in series. This meant that
if the contacts of any one of the two thermostats opened, the power supply to
the solenoid and, hence, heating elements would be cut off. Even if only one
thermostat failed (i.e., its contacts did not open when the temperature was
above the set point), it did not matter, as the second thermostat would be able
to break the circuit. A schematic circuit is shown in Figure 43.5, and a discus-
sion of the theory is given in Appendix 43-A.

Figure 43.5 Modified Schematic Circuit Diagram

43.5  Trials 

We implemented these modifications on a trial basis in one oven. We
processed batches in all eight ovens, seven of which were of the original de-
sign. In a period of two months, the trial oven did not fail at all, while there
were three failures (all due to thermostats) in the remaining seven ovens. This
was a vast improvement over the earlier performance, so we decided to mod-
ify the remaining seven ovens.

43.6  Results

The results were satisfactory, and the laboratory was very pleased. We con-
tinued to have some failures of the ovens, but these had dropped to about two
incidents per quarter. There were no failures attributed to airflow distribution.

While this work was going on, there were a number of production-related
issues which needed resources and effort. Initially, it was difficult to justify the
time and effort required to work on the laboratory ovens. However, it was
clear that the knock-on effect of delaying the work on the ovens would even-
tually bring all production to a halt. From an implementation point of view, it
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was not complex and the time required to do the modifications was in days
rather than weeks or months. The costs involved were quite low, so from all
aspects, it looked a good candidate. In the event, this judgment proved right
and with this success the maintenance department’s profile rose significantly.

43.7  Lessons 

1. Production department pressures can sometimes overwhelm mainten-
ance people to the point where other departments may be ignored. In 
this instance, such actions would ultimately have resulted in production 
losses. An assessment of the overall impact can drive an apparently 
unimportant problem up the criticality ranks. Such overviews can be 
crucial.

2. Ideas are not the prerogatives of qualified engineers or managers. 
Often, the best ones come from the shop floor, so we have to listen to 
the workers! 

3. Analysis, using factual data, a receptive mind, and common sense can 
produce results that may compare with those of experts with knowledge 
of theory (see Appendix 43-A).

4. Credibility of the maintenance department is valuable currency—hard to 
earn and easy to lose. Solving tricky problems that have vexed people 
for some time is one way to build credibility.

43.8  Principles

One of the pleasures of working as maintainers is the opportunity it gives
us to apply innovative ideas. It offers fertile soil to sow creativity and reap the
fruits of significant business benefits.

If maintainers understand basic reliability engineering concepts, they can
apply it to their advantage in their work.

Appendix 43-A 

43-A.1  An Explanation of the Underlying Theory 

Reliability Block Diagrams (RBD) can be used to understand why two ther-
mostats in series worked better than one. The following discussion is to assist
those who are not familiar with the principles involved.

Reliability is the probability that at any given point in time, an item will sur-
vive a further stated period of time. It is also called survival probability, and
expressed in percentage terms. An item can be in one of two states, i.e., ei-
ther it is working or it has failed. The probability of its being in a working state,
or its reliability at time ‘t’ designated R(t), and read as R of t, plus its proba-
bility of being in a failed state or F(t) is 100%, or

R(t) + F(t) = 1
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A Reliability Block Diagram (RBD) is a pictorial representation of a system,
which mimics it mathematically. The items are represented as blocks and are
linked to each other following the logic of the flow scheme.

Series RBD systems represent situations where every component item has
to work for the whole system to work. For example, your car needs all of the
following systems to work, for it to function.

• power system (engine)
• suspension system (chassis, springs, shock absorbers)
• steering system (steering wheel, steering gears and linkages)
• safety systems (brakes, lights, emission control)
• transmission system (clutch, gearbox, drive shaft, differential, wheels,

and tires)

Any one system by itself is not enough; it needs all systems at the same
time. Such a system is called a series system.

A system with three sub-systems is represented in Figure 43-A.1:

Figure 43-A.1 Series RBD with three sub-systems

For the above system to work, all three sub-systems must work. The logic
operator is AND. It can be shown that

RSYSTEM = RA X RB x RC where,

RSYSTEM is the reliability of the whole system

RA ,RB, RC designate the reliability of each of the sub-systems, A, B and C

Since the reliability of each sub-system can never exceed 1, the system re-
liability falls rapidly as the number of sub-systems rises. 

Parallel RBD systems consist of a number of sub-systems where any one of
them is enough for the whole system to work (see Figure 43-A.2 below). This
is the case with our two-thermostat design, where if any one of them works,
we will have a successful isolation of power to the solenoid. The logic opera-
tor in the model is OR, since it is enough if A or B or C operate for system suc-
cess.

Figure 43-A.2 Parallel RBD 
with three sub-systems
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It can be shown that

FSYSTEM = FA x FB x FC or,

(1 - RSYSTEM ) = (1- RA ) x (1- RB ) x (1- Rc ) where,

FJ is the failure function of element J and RJ + FJ = 1

In the case of parallel systems, the more the elements, the higher the sys-
tem reliability. You can see why redundancy helps improve system reliability.

The same physical layout may result in a series or parallel RBD, depending
on the failure mode we are considering, or the design capacity of each item. 

As another example, consider two safety relief valves on a steam boiler
drum. These valves will lift when the pressure exceeds the set point. Are the
valves in series or parallel? If each valve is capable of relieving the pressure
on its own, i.e., it has 100% capacity, you note that they are in an OR config-
uration, so they are in parallel. If each valve can relieve only 50% of the flow,
both valves need to operate at the same time, so it is an AND configuration.
In this case, the valves are in series, in an RBD. In both cases, if the failure
mode we are considering is “leakage to atmosphere,” the leakage of any one
valve is enough to result in a leak to atmosphere. For this failure mode, the
logic is OR, whether the valves are of 100% or 50% capacity.

Various combinations of series and parallel configurations are possible. An-
other configuration is the Bridge circuit, with 5 elements. Readers interested
in these more complex arrangements should refer to the texts in the reference
list.

43-A.2  Thermostat Failures

We will use an RBD to explain the performance of the two designs. The RBD
of the old arrangement is shown in Figure 43-A.3.

Figure 43-A.3.  RBD of the original arrangement

With two thermostats physically in series, if the contacts of either thermo-
stat A or B opens on demand, the solenoid will be de-energized and the power
to the heating elements cut off. This is the desired outcome or ‘success.’ The
thermostat has failed if its contacts remain closed when the temperature rises
above the set point. If both fail to open, we have a system failure. If either
thermostat A or B works, we will successfully cut off the power to the heating
elements. In this case, the logic operator is OR, so in the RBD the two ther-
mostat elements are shown in parallel.  This is shown in Figure 43-A.4.
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Figure 43-A.4  RBD of the new arrangement

The mean time between failures (MTBF) and failure rate of the thermostats
is computed thus:

Number of oven failures recorded in one year or 8760 hours = 21 

Of this,
Number of failures of thermostats (fail to open on demand) = 14
Number of ovens in service during this period =  8
Thermostat failure rate (fail to open on demand) 

= 14/(8x8760) = 0.0002/hour
MTBF for this failure = (8x8760)/14 = 5006 hours

In this case, we are assuming a failure distribution called the exponential
distribution, described by the following equation.

R(t)  =  e–λt , where

R(t) is the reliability of the item at time ‘t’,
‘e’ is the natural logarithm base,
λ is the failure rate, in this case computed as 0.0002 failures per hour

Thus when the operating age is 100 hours, if we use this value of ‘t’ in the
above equation, we can compute the reliability as 0.9802. Similarly when the
operating hours are 500, the reliability is 0.9048.

In the modified design, when we have two thermostats, we have a parallel
configuration. For this system,

(1 - Rsystem) = (1 – RA) x (1 – RB)

Table 43-A.1 compares the reliability of the original system with one ther-
mostat and that of the modified design with two thermostats. RA is the relia-
bility over time of the single thermostat design, while Rsystem is that for the

new two-thermostat design.
For a simple system with one thermostat, when the elapsed time is equal

to the Mean Time Between Failures (MTBF), we expect a reliability of approx-
imately 37%. In our case, the MTBF is 5006 hours and RA at this age is about

0.37 (See Table 43-A.1).
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Table 43-A.1 Comparison of Reliability Old/New Designs

The corresponding age for the two-thermostat system is about 8000 hours,
when the reliability is about 37%. You can see that the modified system has
a considerably higher level of reliability at any age. This means that the
chance of the system failing and allowing the samples to overheat with the
new design is much lower than if there were only one thermostat in place. 

Further details about RBDs can be obtained from texts on Reliability Engi-
neering (see the first two items in the list of references). A simplified expla-
nation is given in Chapter 3 of the last reference item for this chapter. Know-
ing more about these will help you predict performance of design changes be-
fore the event. As you will agree, this approach is a lot better than the hit-or-
miss method we used in our case.

Additional Reading

1. Hoyland, A. and M.Rausand. 1994. System Reliability Theory. 18-72. 
New York: John Wiley and Sons, Inc. ISBN: 0471593974

2. Davidson, J. 1994. The Reliability of Mechanical Systems. 22-33. 
London:  Mechanical Engineering Publications, Ltd. ISBN 0852988818. 

3. Narayan, V. 2004, Effective Maintenance Management: Risk and 
Reliability; Strategies for Optimizing Performance. Chapter 3. New 
York: Industrial Press Inc. ISBN 0-8311-3178-0. 

334 Chapter 43 



Chapter 44

PPum p  Rel iab i l i t y  

0.1% of water in oil can reduce bearing life by 70%: Mark Barnes, 
“Water - The Forgotten Contaminant”,  

Practicing Oil Analysis Magazine. July 2001.

If the motor is offset misaligned by 10 percent of the coupling
manufacturer’s allowable offset, then one can expect a 10 percent reduction

in inboard bearing life.
Wesley Hines et al, Maintenance Technology, 

URL: http://www.mt-online.com/articles/04-99ma.cfm

Author:  Jim Wardhaugh

Location:  2.2.2Large Complex Oil Refinery in the Far East 

44.1  Background

A recent benchmarking study and follow-up review revealed that our
reliability was poor. The overall Mean Time Between Failure (MTBF) of
rotating equipment in our refinery was about ten or eleven months. Lo-
cations with high reliability were getting an MTBF of about four or five
years, so we had a long way to go. The Engineering Manager tried to ad-
dress this issue, but previous attempts ended in failure. This time he was
determined to succeed, so he gave me the job of identifying the issues
and putting together a strategy to bring top performance.

I chatted with a number of people in the location as I don’t find for-
mal interviews very effective. These chats threw up a number of inter-
esting comments:  

•We had about 3000 pieces of rotating equipment. Most were cen-
trifugal pumps so the problem could immediately be refined to “Poor
reliability of centrifugal pumps.”

•The rotating equipment advisory group was competent, felt a re-
sponsibility for pump reliability, but had little influence on events.



•They felt that bunches of incompetents operated and maintained 
pumps.

•A set of silos was in existence, typified by:
•Production and maintenance had unclear roles in operating, 
maintaining and lubricating pumps

•Little knowledge of best practices or consequences of bad practices
•No coherent drive for improved reliability
•Repair service rather than failure elimination
•Facts (as opposed to opinions) were difficult to retrieve on reasons 

for failure, and actions taken. 

Based on these findings we agreed on a multi-pronged approach to
pump reliability improvement and a framework for action. What we
wanted to achieve is well captured in Ron Moore’s words, “Fixed forever
as opposed to fixing forever.”

44.2  Pump Reliability Improvement Framework  

The framework aimed to put the vital basics in place and create clear roles
and responsibilities. The elements of this framework were:

• Each plant manager would be jointly responsible with the area 
maintenance engineer for pump performance in his plant area

• They would identify the top 10 poor performing pumps and paint 
them yellow We called these yellow pumps bad actors.

• They would identify a remedial action plan for each yellow pump.
• They would revisit start and stop procedures, using the rotating 

group as advisors, train operators, and carry out regular audit start-
ups by production supervisors, and trainers.

• Production operators would conduct formal tours of their plants to 
check running pumps for correct suction and discharge pressures, 
unusual noises such as cavitation, unusual vibration, etc.

• Rotating equipment advisors would review the type of lubricants 
used and rationalize where possible on a few best performing 
lubricants. 

• Maintenance would set up and manage best practice lubricating oil 
and grease handling facilities avoiding cross contamination or water 
ingress:
• Containers in dry area under cover, stored on side
• Filled under clean, dry conditions, etc
• Pumps with direct connection to barrels, etc.
• Maintenance would form a two-man machinery-care team which 

would visit each pump monthly, along set routes in the site. The 
team would:
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• Measure vibration, temperature, motor current, etc.
• Identify any obvious problems such as excessive vibration,
cavitation, etc.

• Clean up around the pump if needed.
• Put back missing guards or bolts.
• Check lubrication system for contamination, top up and/or 

change lubricant.
• For large critical machines, take regular lubricant samples in 

scrupulously-clean sample bottles for laboratory analysis.
• We would modify the Computerized Maintenance Management 

System (CMMS) to allow easy entry of failure history data by 
technicians, including:
• Reasons work was requested on a pump (breakdown, condition 

monitoring predicting failure, etc.)
• As-found condition
• Causes of the problem
• Work done
• Test results
• These entries were vetted by the rotating equipment group for 

completeness and transparency.
• During workshop overhauls, the workshop supervisors (with advice 

from rotating group) would scrutinize the following aspects:
• Suitability of pump design for present-duty conditions
• Underlying causes of failure
• Examine if they could beneficially replace existing components 

with more modern versions 
• Examine if the pump could be economically made more resilient 

to failure 
• Use findings from another European location on premature failures

of mechanical seals as a check list; see Appendix 44-A
• All new installations and re-installations of pumps would put a focus 

on:
• Solid foundations with minimal shimming (using only stainless 

steel shims)
• Accurate laser alignment
• Pipe alignment to minimize stresses
• Capture of acceptable base-line vibration and noise signatures.

• We would implement a modern vibration monitoring system. 
See Figure 44- 1. It would have the following features:
• We would set up routes around pumps on site in a PC, down-load 

data to a portable hand-held data collector-based system, and use
this to capture vibration spectra of pumps.
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• Paint spots on each pump would identify vibration capture points 
for consistency and repeatability

• We would install studs on a number of pumps, in direct contact
with the bearing, to evaluate benefits.

• An expert system in the PC would identify potentially failing   
pumps.

• Vibration trend data would be uploaded from the PC to refinery 
CMMS to give trend information to interested parties.

Figure 44.1 Vibration Monitoring Package Integrated into CMMS

44.3 Results 

We had a number of initiatives running on the site in our drive for better
performance. A concern that we might have too many, and efforts would be
dissipated is always there. We went to a lot of trouble to explain what this
pump initiative was all about, and in aligning efforts into a coherent whole.

We focused people’s attention at all levels on the bright new tomorrow
where there would be fewer pump failures. This took attention away from the
poor past performance. We minimized blame and finger pointing.

We got the basics in place within a few months and felt confident that we
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were building on a sure foundation.
Reliability results never come overnight, but an improvement trend be-

came obvious quite quickly. The reduction in repeat failures was particularly
welcome. With time the results worked through into the MTBF figures, as
shown in Figure 44.2. After three years, we exceeded the initial target MTBF
of 3 years.

44.4 Lessons

• Fragmented activities, however well-meaning, produce little
performance improvement

• Alignment and coherence is vital
• Concentration on the basics is a must

44.5 Principles

• Move away from a repair focus to a reliability culture.
• Institutionalize failure elimination at all levels in the organization.
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Appendix 44-A

Mechanical Seal Unreliability 

A European location had a problem with shorter-than-expected life from
their mechanical seals. In particular, 20% of seals failed within 10 weeks of
putting into operation, and average life was less than 2 years.

The location’s rotating equipment group and the seal vendor carried out a
joint review of 330 seals as they failed over a period of months. 

They found three problem areas: Selection, Operation, and Fitting. Figure
44-A.1 summarizes the principal causes of failure. 

44-A.1  Selection Problems 

40% of seals reviewed would benefit from re-selection, i.e., a better type
was available. In particular, areas that could be beneficially addressed in-
cluded: 

• Abrasive wear of seal faces by using harder materials
• “Hang up” of seal due to solids building up on the shaft
• Materials incompatibility or chemical attack
• Vulnerability to dry running by better design or harder faces
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44-A.2  Operation Problems 

26% of the seal failures reviewed were classed as caused by poor opera-
tion. Particular issues were:

• Poor start-up procedures
• Dry running
• Inadequate venting
• Cavitation
• Changes in duty for which pump was inadequate

44-A.3  Fitting Problems 

14% of seal failures were classed as caused by fitting problems. Particular
issues were: 

• Mechanical damage while fitting
• Incorrect assembly
• Misalignment
• Dirty surroundings
• Production demands causing rushed work or the use of fitters of

inadequate competence
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Chapter 45

BBook  Sum mary
Author:  V. Narayan 

My co-authors and I were fortunate to be able to see the seeds of mainte-
nance thought blossom into an understanding that it was an organized and
structured process to manage degradation. The latter part of the 20th century
saw modern philosophers coming into full bloom, as incarnations of Plato,
Socrates, Aristotle, and Confucius. Many of their theories and philosophies
were applicable to maintenance management. We were able to see and expe-
rience these changes, learning from them as we went along on our respective
journeys.

When we started our careers, the purpose of maintenance was generally
believed to be able “to fix it when it breaks down, as fast and as cheaply as
possible”. Managers of a business saw it as a necessary evil.  In the latter half
of the last century, there was a spurt in the growth of risk based approaches
to maintenance. With the establishment of Reliability Centered Maintenance
(RCM) in the airline industry, a logical way of deriving the right tasks to do,
and the right frequency to do it, revealed that maintenance was in fact a sci-
ence, with laws similar to those in physics, chemistry, biology, and mathemat-
ics. Following on the heels of RCM, similar processes like Risk Based Inspec-
tion and Instrumented Protective Functions followed, making the manage-
ment of reliability a scientific process. The purpose of maintenance now was
beginning to be seen as “the activity to ensure that the reliability and integrity
of assets is achieved at an acceptable cost.” 

The three of us have tried to show you what we have experienced and
learned, both in respect of the philosophies and the processes. We have ex-
plained these using anecdotes about events in our working lives. These are
true as far as we can trust our memories. Our explanation of how we handled
the situation may differ from the way you would in your own situation with the
constraints you face. At least you now have a point of reference.

There is a great deal of emphasis in industry about the need for problem
solving abilities. While granting that this is true, we suggest that discovering
opportunities to exploit is even more important, mostly because it also makes
our organizations more profitable and our life more enjoyable. Having found
the opportunity, we still need problem solving abilities, but the second ap-
proach puts us in a proactive frame of mind.

A manager does things right, a leader does the right things, so said War-
ren Bennis, one of our great current day philosophers. Steven Covey, another
great thinker, gives a number of examples to drive home this point. Like Mar-



tin Luther King with his “I have a dream,” leaders have a vision of the future.
In Chapter 3, we demonstrate how we can create such a vision for our own
factory or facility. Visions result in analysis of how to get there, leading to mis-
sions and objectives. You can see specific examples of these in Chapters 3, 4,
and 5. 

The customer is king, but who is this person? Identifying them and their
expectations helps us set clear objectives, as shown in Chapter 4. In Chapter
5, we see how a transformation takes place in an organization steeped in som-
nolence. Mahen and his GM turned the place around, stating and sharing vi-
sions. Communication is the key to success, and we see examples of how ‘they
did it.’ In Chapters 5 and 6, we see the importance of looking at the outside
world and comparing ourselves with the best. Benchmarking can reveal our
shortcomings, sometimes quite dramatically, and often we will go into denial.
Jim describes such reactions at his refinery, and how they fought their way out
of it, using the ideas of John Kotter, a Guru on change management.

Knowledge is a precious thing, to be guarded as a treasure. In their eager-
ness to reduce numbers, companies sometimes throw out the baby with the
bath water, farming out work to contractors willy-nilly. This may lead to loss
of core competencies, one of which is to be able to make proper cost esti-
mates. In Chapter 7, Mahen explains how to recover from such situations.

For those readers who are less familiar with benchmarking, Jim leads us
through the mechanics of the process in Chapter 8. He also explains what they
did with the knowledge, to make real improvements in maintenance and reli-
ability performance. There are recipes and practical advice for those who wish
to embark on a similar improvement path.

One thing we often learn from benchmarking is that we are overstaffed.
Traditions and featherbedding practices prevail in many factories, resulting in
too many layers and too many people. In Chapter 9, Jim tells us how he broke
that stranglehold in a strongly-unionized environment. Too many people can
cause problems in many ways including high costs, inflated support infrastruc-
ture, management complexity with slow decision-making, and poor produc-
tivity, Most of the extra people do little useful work. Worse still, they stop the
good workers from producing as well.

Having too many people also leads to empire building, a silo mentality, and
turf wars. In Chapter 10, we see how one location developed a team approach
to problem solving and began to demolish silos. Using the degradation man-
agement process to facilitate a change in attitudes and behavior, they used it
as a first step in a reliability improvement program.

People are our greatest assets – but they are liabilities unless trained to
meet the required competence levels. In Chapters 11 and 12, Jim and I deal
with training and competence, and what we did in our particular situations. In
Chapter 13, Jim explains how he used a different approach in a brand new re-
finery. He tells us how they applied the Scandinavian model in selecting and
training people doubling up as operator-maintainers.

Motivating people to work effectively is never easy. Peter Drucker, the great
management Guru, remarked that “So much of what we call management
consists in making it difficult for people to work.” Imagine how de-motivating
it must be to have to continually surmount hurdles and get authorization to
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do work which, in your view, is largely unnecessary. All too often, workers are
treated as ‘hands’, not whole people with brains as well. This is not just de-
motivating; it also makes poor business sense. Getting an element of fun into
jobs can sometimes help cure this disease and what better way to do this than
to energize their creativity and trust individuals to influence events which af-
fect them? In Chapter 14, we discuss how we managed to get a reliability cul-
ture in place using this approach.

We started with the problems of overstaffing. In many poor countries, so-
cial security is weak or non-existent and safety nets don’t exist. The loss of a
job can be really bad news for the individuals affected and their families. How
do we deal with surpluses in such situations? In Chapters 15 and 16 we dis-
cuss two different scenarios. In one, we have the traditional problem of deal-
ing with excess staff and how one company managed it. In this case, I was
only an observer, so I had no role in its success. The next chapter deals with
an individual who was encouraged to leave, even though his failure was en-
tirely due to management errors. I did have an active role in rehabilitating this
man and making him a useful team member, as discussed in Chapter 16.

So far we have discussed two important elements that lead to success in
business:  Leadership and People. The remaining chapters relate to elements
adapted from the well known Continuous Improvement Cycle (Plan-Do-
Check-Act), often attributed to Edward Deming, but in fact first stated by Wal-
ter Shewhart. 

In Chapter 17, dealing with Integrated Planning, Mahen makes the case for
team-work and joined-up thinking. This is built on a foundation of a well-
mapped business process, clarity of roles and responsibilities, and a clearly
communicated vision. Tools such as Critical Path Planning can bring large ben-
efits in managing large projects such as shutdowns. In Chapter 18, Mahen ex-
plains why success comes only when they are used properly, i.e., updated,
monitored, and controlled regularly. 

Plant shutdowns reduce revenues and cost large sums of money. In the
next chapter, Jim takes us through some overall strategies that can help the
business, using results from benchmarking studies to support his case. He
then lists some detailed recipes that worked well for his company. Top per-
formers put a focus on plant integrity and production availability. This pro-
motes extended intervals between shutdowns and shorter shutdowns.

In 1958, Professor Cyril Northcote Parkinson stated his well known law
“Work expands so as to fill the time available for its completion.” The events
in Chapter 20 show how people can be very busy and achieve very little. Jim
uses a common sense approach to challenge and eliminates unnecessary work
in a conservative and risk-averse environment. In the next chapter, he deals
with the question of how to use the spare time available to process plant op-
erators to do maintenance work. There are two stories, one illustrating how
not to do it and the other showing a way forward. The local culture and emo-
tional make-up matter and one has to mold the improvement steps to suit.

In his book, A Force for Change (1990), John Kotter makes a key statement
that “Leadership produces change. That is its primary function.” In the events
described in Chapter 22, my boss made a seemingly impossible demand, ask-
ing for a five-to-six fold increase in the prevailing tempo of machine shifting
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activity. All of us around the table were pretty shaken up, well out of our com-
fort zones. Some were even in denial, but I could see there was an opportu-
nity. In this case we used Method Study to find a solution. Clearly, working
smart is better than merely working hard, and the first step is to identify the
problem clearly before seeking solutions. We also learned how to manage
change, using teamwork and good communication.

Infrastructure maintenance is costly, difficult to execute, and not easy to
justify in the short term. Faced with a major coating breakdown scenario in a
humid and saline environment, as described in Chapter 23, doing nothing was
not an option. We definitely needed a master plan and a clear policy to guide
us. Seemingly intractable technical problems sometimes have elegant solu-
tions, but commercial issues are often more difficult.

An often forgotten goal is that we have to keep the money machine run-
ning. If we have to shut it down, we must find the best time to do it, so that
losses are reduced. When we do shut it down, we must try to do the work
quickly so the machine is back at work as soon as possible. In Chapter 24, Ma-
hen describes a dynamic refinery which took scheduling to new heights. They
converted their long-term plan into a 104-week schedule for base-load work,
complete with resource identification and leveling. This needed a clearly
mapped business process, strict controls on priority setting, addition of new
work to the weekly plan, and good team work. Some years earlier, I faced a
problem of poor priority setting in a different refinery. We applied a different
process there, as described in Chapter 25, and that too worked quite well.

If you are a maintenance practitioner, at least once in your lifetime you will
have faced the problems caused by arbitrary budget cuts. Infrastructure items
are invariably the worst hit, for reasons Mahen explains in Chapter 26. If a se-
rious incident occurs as a result of years of neglect, you are faced with large
bills, not just to recover from the incident, but also for the rest of the iceberg
that lurks nearby. We need a logical way to re-prioritize the planned work so
that funds become available to schedule the new work. The chapter shows a
way that requires teamwork and a suitable process.

Using IT systems to de-layer the organization and delegate the task of
scheduling routine work to the technicians helped improve workflow and pro-
ductivity significantly, as Jim describes it in Chapter 27. The technicians were
empowered to schedule their work; this meant they could request spares,
scaffolding, cranes, etc., for the jobs they would do next day or week. They
worked within a framework of rules on priorities and backlog, and their actions
were transparent.

In a high hazard industry, it is essential to manage Technical Integrity well.
We have to ensure that trip devices and other protective systems work on de-
mand. The way to do this is to test these devices; but these tests can cause
production losses or other consequential damage. A commonly applied solu-
tion is to use limited functional testing, in Chapter 28, we examine the dan-
gers of relying solely on such tests.

Jim has shown earlier that poor performers have lengthy shutdowns be-
cause they do too much unnecessary work. In Chapter 29, Mahen looks at the
whole business process. In the execution phase, emerging work can throw a
well-made plan out of gear. Mahen explains the use of a hurdle as a precon-
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dition to accepting such work. Such controls ensure that shutdowns do not
stretch in duration or costs. In another example in Chapter 30, Mahen ex-
plains how with good teamwork, we could find an answer to a problem that
appeared at first sight to be beyond solution. Such jobs bring out the creative
juices and make the life of a maintainer more interesting.

Plant operators are only utilized formally for about 75% of their time. The
remaining 25% is unstructured. This time can thus be used for doing inter-
ruptible maintenance work. However, operations managers are reluctant to
accept this evaluation. Mahen tells us in Chapter 31 how he conducted an
evaluation by plant operators themselves. There is a list of typical mainte-
nance activities that operators can perform in this spare time.

In the next chapter, Jim explains the difficulties in controlling overtime
work. Using IT systems, the refinery made the whole overtime scenario trans-
parent. This helped identify the real source of the problem to which they ap-
plied some interesting and imaginative solutions. Continuing along the same
vein of making processes transparent using IT systems, Jim explains in Chap-
ter 33 how they solved another seemingly intractable problem, that of con-
tractor numbers. These systems put facts on the table. We are pretty good at
finding an agreed way forward when we have facts, but very poor when we
have only opinions.

This brings us to the final part of the book, dealing with the ‘analyze’ phase.
In Chapter 34, we discuss how reliability engineering can help designers build
leaner, cheaper, and better plants, and demonstrate that the design objectives
are met. This link between designers and reliability engineers is, at best, ten-
uous. We can make significant capital and operating costs savings by
strengthening this relationship.

We have lots of data, but no information to help make better decisions! We
all collect mountains of data, but only some of us use them effectively. In
Chapter 35, we can see how one company harnessed this information to ad-
vantage. There are some guidelines and definitions to help others along this
path.

Independent observation of activities in a shutdown can help identify scope
for improvements that ‘insiders’ cannot always see. In Chapters 36 and 37,
we have two examples when such reviews identified significant improvement
potential. Both locations adopted most of the recommendations and reaped
the benefits. In an environment where people feel free to challenge existing
practices, there will always be progress. The civil engineering supervisor sug-
gested a change in the way we cleaned a vessel in the Fluid Catalytic Cracker
Unit shutdown. He received the full support of the team and this led to a very
significant reduction in duration and costs. These events are discussed in
Chapter 38. 

There is a school of thought that believes that all failures can and should
be prevented. According to them, run-to-failure as a maintenance strategy is
inherently flawed and is poor practice. In Chapter 39, Jim puts some hard ev-
idence in front of us to show that for spared electric motors, especially the
smaller ones, run-to-failure is often the most cost-effective strategy. 

Supporters of condition monitoring will be pleased to read Chapter 40, as
we discuss a way to predict seal failures. Alas, while the experiment shows
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this to be true, in practice, this can only happen with some additional features
in seal design. More importantly, the experiment showed the effect frequent
starts have on seals, and how we can make changes in operational philosophy
to make reliability improvements.

A maintainer’s life can be very interesting, as we can see in Chapters 41
and 42. Both situations presented seemingly intractable problems, and
needed imaginative solutions. When the modifications were completed, the
results were so dramatic that there was no doubt that we had won the day.
The problem described in Chapter 43 was solved intuitively, without any
knowledge of reliability engineering. If I had known then what I learned years
later, that problem could have been solved much earlier. 

Human reliability drives reliability performance of equipment. Jim explains
in Chapter 44 the steps they took to improve pump performance. These in-
cluded accountability, surveillance, focus (yellow pumps) and education, all
aimed at people. Then they got the basics right; keep the equipment clean,
dry, properly lubricated, aligned, and with tight bolts. Just taking these steps
can get rid of 50–60% of failures, so they had clearly hit the two most impor-
tant aspects. The results were as expected, a sharp improvement trend in
pump reliability.

We hope we have demonstrated that we have not spent our 100+ years in
vain, and that you can take away a few lessons to apply in your own situation.
And I hope you had as much fun reading the book as we had in writing it. 
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GG l o ssa ry
A list of terms used in this book and their meaning in the relevant context, is

given below.

Annualized Actual turnaround costs divided by the turnaround cycle in years.
Turnaround 
Cost 

Asset Investment needed to replace a production plant (asset) 
Replacement in its same location.
Value

Austenitic Austenitic stainless steels are alloys containing nickel and chromium.
stainless steel They have high oxidation and chemical resistance and are ductile.

Availability 1) The ability of an item to perform its function on demand and under 
given conditions.  For non-repairable items, it equates to the 
reliability of the item.   2) The proportion of a given time interval that 
an item or system is able to fulfil its function under given conditions.
3) Availability = 100% minus (annualized turnaround downtime plus 
a two years average for routine maintenance downtime)

Average Run 
Length Mean on-line time of a process unit between stops.

Axial 
Displacement Displacement of the rotating element from its axial position per 

design.

Backlog Requested work hours divided by resource hours available per week. 
Often approximated by using request numbers rather than man-hours.

Bath-tub Curve A failure curve which mirrors that of human mortality, i.e., infant 
mortality, constant failure rate wear out.

Battery Limit Perimeter of a plant facility.

Bean Counter An (uncomplimentary) term for an accountant.

Benchmark The systematic comparison of organizational processes and 
performances in order to create new standards and/improve processes.

Bitumen A plant to manufacture bitumen from vacuum distillation residue.
Blowing Unit 
(BBU)



Blow Down
Valve A valve in a plant actuated to reduce the process inventory rapidly.

Brainstorming A process to generate ideas in an open-ended way. Usually used in 
problem-solving.

Breakdown Failure resulting in an immediate loss of function. 

Business Model An algorithm which defines in simple, easy-to-understand terms, 
how the business will be run and what is important to bring 
business success.

Business Processes Activities carried out to run the business. 

Catalyst An agent which speeds up chemical reactions without itself being 
affected.

Catalyst 
Regeneration Reactivating worn-out catalyst. 

Change 
Management Managing the necessary actions to achieve a new way of working.

Combined 
Cycle Power A power plant designed to maximize thermodynamic efficiency.
Plant

Competence The combination of knowledge, skills and attitudes necessary to carry
out a job to the required standard of performance.

Complexity In a petroleum refinery, equivalent capacity divided by crude intake 
capacity. Each type of unit has a defined complexity number with 
crude distillation (the simplest) being taken as 1.

Compliance The ratio of completed preventive or corrective maintenance work or-
ders to that planned, in a given time period. Work is considered com-
plete as long as it is done on the scheduled date or within a stated 
tolerance band around this date.

Condition Based    Maintenance initiated as a result of knowing the condition of an 
or On-Condition     item as a result of inspection or by routine or continuous 
Maintenance monitoring of performance.

Condition Monitoring The continuous or periodic measurement and interpretation 
of data to indicate the condition of an item and thus 
determine the need for maintenance.

Conformance Proof that a product or service has met the specified requirement.

Control Loop A term to describe the connection of a sensor (say, measuring flow), 
a controlling device which aims to keep some parameter (in this case 
flow) at its "set-point,"  and the final element (usually a control valve
or similar).
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Corrective 
Maintenance 1) The maintenance carried out after failure has been initiated and 

intended to restore an item to a state in which it can perform its 
required function.
2)  Any non-routine work other than breakdown work required to 
bring equipment back to a fit-for-purpose standard and arising from:
• defects found during the execution of maintenance routine.
• defects found as a result of inspection, condition monitoring, or ob

servation.

Critical Path A process to determine the sequence of activities in a project 
Planning that takes the longest time (thus determining the project duration) 

with a view to minimizing this period.

Crude Distillation   A process plant used for distilling crude oil.
Unit

Cryogenics A branch of physics and engineering which deals with the production 
of very low temperatures (say below -150 degrees Centigrade) and 
examines the behavior of materials at those temperatures.

Decision Matrix A matrix usually with axes of frequency of occurrence and 
consequences on which events can be plotted to determine their 
importance.

Defect An adverse deviation from the specified condition of an item.

Diagnosis The art or act of deciding the nature of a fault from its symptoms.

Downtime The period of time during which an item is not in a condition to 
perform its intended function.

Dry Film Thickness of a paint film when dry.
Thickness  

Emergency 
Shut Down   A system or valve that is used to shut down a process plant in 
System an emergency.

Emergent Work in a project which cannot reasonably be anticipated. Work 
Work which can be anticipated is called contingent work.

Entrainment A process by which liquid particles are carried away by flowing air or 
gas streams.

Equivalent Equivalent Distillation Capacity( EDC) of a unit is the unit capacity
Distillation multiplied by the unit complexity factor.
Capacity
(EDC) 
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Equivalent The annual sum of own and contractor man-hours used doing routine
Maintenance maintenance, plus annualized turnaround man-hours, and all 
Personnel overtime manhours to get the average annual manhours 

consumed by maintenance. This number is then divided by the 
annual work hours of an individual maintainer. For standardization 
reasons this is taken as 2080 (52 weeks x 40 hours). This gives the 
number of maintenance personnel used ignoring sickness, vacation 
periods etc.

Failure Termination of the ability of an item to perform any or all of its 
functions to the specified performance standards.

Failure Cause The initiator of the process by which deterioration begins, resulting in
functional failure.

Failure Effect The consequence of a failure mode on the function or status of an 
item.

Failure Mode A specific single event that leads to functional failure.

Failure Modes A structured qualitative method involving the identification of 
& Effects the functions, functional failures, and failure modes of a 
Analysis (FMEA)  system, and the local and wider effects of such failures.

Fatal Conceit A flawed concept that a single mind or a single committee can some
how do things better than the spontaneous, unstructured, complex, 
and creative forces of the market (based on a book written by the 
Nobel laureate economist F.A. Hayek).

Fault Tree A structured and logical process for identifying the contribution of 
Analysis various causes of an unwanted event.

Fin-Fan A heat exchanger (with tinned tubes and a large-bladed fan) used to 
Coolers cool process fluids.

Fluidized-bed A process unit where long-chain hydrocarbon molecules are broken
Catalytic into high value short chain molecues by removing carbon molecules
Cracker (FCC) using a fluidized catalyst.

Function The role or purpose for which an item exists. This is usually stated as
a set of requirements with specified performance standards.

Functional The state when an item ceases to perform its function to the 
Failure specified standards.

Gantt Chart A widely-used planning chart; the Y-axis represents the activities 
while the X-axis represents time. The chart tells what is to be done, 
when, and by whom. It groups related tasks together, and identifies 
task that needs to be done before another can start.
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Gas-Oil A distillation product used for blending into diesel fuel oil.
Guru A world-renowned thinker who has crystallized management ideas in 

an effective way. 
Heat Exchanger    Equipment used to transfer heat between two fluid streams.

Hidden A class of failures which the operator will not knowabout under 
Failures normal operating conditions. A second failure or other event is 

required before a hidden failure has any consequence.

High Vacuum A process plant where distillation is carried out under vacuum 
Unit (HVU) conditions.

Hydrocracker A process plant where long chain hydrocarbon molecules are broken
(HC or HCU) into high value short chain molecules using a catalyst to add 

hydrogen molecules.

Hydroskimmer A refinery using primary distillation and treatment processes.

In-Situ A term meaning "at site;" usually used in the context of doing work 
without moving the work piece to a workshop.

Inspection Those activities carried out to determine whether an asset is at its 
required level of functionality and integrity and the rate of change (if 
any) in these levels.

Instrument These instruments protect equipment from high-consequence failures
Protective by tripping them when pre-set limits are exceeded.
Systems

Key performance    Business ratio or measure that is significant to the business.
Indicator
Lagging Indicators Performance measurements of past events/activities.

Leading Indicators Performance measurements of past activities meant to 
promote beneficial effects in future and thus enhance 
business performance.

Life Cycle Costs The total cost of ownership of equipment, taking into account 
the costs of acquisition, personnel training, operation, main
tenance, modification, and disposal. It is used to decide 
between alternative options on offer.

Liquefied Natural Gas Methane, liquefied at -260°F.

Liquefied Petroleum A mixture of propane and butane, liquefied under pressure at
Gas ambient temperature.

Maintainability The ability of an item, under stated conditions of use, to be retained
in or restored to a state in which it can perform its required functions,
when maintenance is performed under stated conditions and using 
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prescribed procedures and resources.  It is usually characterised by 
the time required to locate, diagnose, and rectify a fault. 

Maintenance The combination of all technical and administrative actions intended
to retain an item in or restore it to a state in which it can perform its 
required function.

Maintenance Costs Total maintenance costs including capital replacement items, 
averaged over two years for routine maintenance and over a 
complete cycle for turnaround maintenance.

Maintenance Index Maintenance costs divided by Equivalent Distillation Capacity. 
See Equivalent Distillation Capacity and Complexity above.

Maintenance Strategy Framework of actions to prevent or mitigate the 
consequences of failure in order to meet business objectives. 
The strategy may be defined at a number of levels (i.e., cor-
porate, system, equipment, or failure modes).

Man-Way An opening in a vessel through which people can enter it.

Mean Time For repairable systems, a measure of average operating 
Between performance,obtained by dividing the cumulative time in service
Failures (MTBF)  (hours, cycles, miles, or other equivalent units) by the cumulative 

number of failures.

Mean Time To For non-repairable systems, a measure of average operating 
Failures performance obtained by dividing the cumulative time in service 
(MTTF) (hours, cycles, miles, or other equivalent units) by the cumulative 

number of failures.

Mean Time A measure of average maintenance performance, obtained by 
To Restore dividing the cumulative time for a number of consecutive repairs on a 
(MTTR)  given repairable item by the cumulative number of failures of the 

item.  The term restore means the time the defect was reported to 
the time the equipment was ready to restart and operate satisfactorily.

Mechanical Seal   A device to prevent leakage of fluids from inside the equipment to 
the outside at shaft (or piston rod) entry points.

Method Study The systematic recording and critical examination of existing and 
proposed methods of doing work, as a means of developing and apply-
ing easier and more effective methods of reducing effort and costs.

MIG Also called Gas Metal Arc Welding, a process in which metal wire is fed 
continuously from a spool and shielded at the arc by an inert gas, usu-
ally Argon. MIG stands for Metal Inert Gas welding and is used for 
welding difficult metals, e.g., aluminum. 

Modification An alteration made to a physical item, procedure, or software, usually 
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resulting in an improvement in performance and carried out after a 
design review.

Monte Carlo A mathematical model used to predict the performance of a complex 
Simulation system.

Net Positive The difference between the suction pressure of a pump and the 
Suction Head    vapor pressure of the fluid, measured at the impeller inlet.

Network Planning See Critical Path planning.

Non Routine Any maintenance work which is not undertaken on a periodic time
Maintenance basis.

Normalizing Factor A factor used to enable like-for-like comparisons.

On Stream Factor 100% minus percentage of all downtimes (maintenance and 
others).

Operational Integrity The continuing ability of a facility to produce as designed and 
forecast.

OREDA Offshore REliability DAta, a reliability database collected by an association 
of offshore oil and gas companies and used in risk analysis,mathematical 
modeling, selection of maintenance strategies, etc. Data collection 
methodology is an ISO standard 14 224 1999.

Outage The state of an item being unable to perform its required function.

Overhaul    A comprehensive examination and restoration of an item, or a major part
of it, to an acceptable condition.

Overtime   Work done outside normal working hours; it usually involves payment at 
premium rates.

Paradigm   A model or theory; the mental map people use to assess a situation

Partial Closure   When total closure of executive elements resulting in a shutdown is
Tests technically or economically undesirable, the movement of the 

executive element is physically restrained.  Such tests prove that 
these elements would have closed in a real emergency. In the case 
of blow-down valves, the equivalent is partial opening tests.

Performance A variable, derived from one or more measurable parameters, which
Indicator when compared with a target level or trend, provides an indication 

of the degree of control being exercised over a process.

Planned The maintenance organized and carried out with forethought, control,
Maintenance and the use of records, to a pre-determined plan.
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Platformer A process plant using a platinum catalyst to improve the 
(or reformer) octane number of gasoline streams.
(PFU)

Power Factor Use of devices to align current and voltage waveforms and vectors to
Correction maximize power per transmitted ampere, thus reducing power losses.

Pressure Relief A safety device used to discharge excess pressure automatically from a
Valve vessel or pipeline.

Preventive The maintenance carried out at pre-determined intervals or correspon-
Maintenance ding to prescribed criteria and intended to reduce the probability of fail-

ure or loss of performance of an item.

Project A one-off finite piece of work with fixed start and end points and a clear
objective.

Prototyping Creation of a working information system by the use of high level soft
ware modeling languages. This is useful where clarification of needs is a
must before the specification is finalized.

Redundancy The spare capacity that exists in a given system that enables it to toler-
ate failure of individual equipment items without total loss of system 
function, over a period of time during which the defective item can be 
restored.

Regulator A government appointed, but usually independent, authority who regu-
lates the affairs of businesses where market forces are insufficient to 
protect public interest.

Reliability The probability that an item or system will fulfill its function when 
required to do so, under given conditions.

Reliability This diagram shows the elements of a system connected in series or
Block Diagram parallel as appropriate and allowing the use of Boolean logic to predict 

failure effects.

Reliability (RCM) SAE 1011/1012; A process used to determine the maintenance
Centered requirements of any physical asset in its operating context.
Maintenance 

Repair To restore an item to an acceptable condition by the adjustment, 
renewal, replacement, or mending of misaligned, worn, damaged, or 
corroded parts.

Replacement  Investment needed to replace a production plant (asset) in its same 
Value location. See asset replacement value above.

Resource Tasks that make up a project are shared evenly between all members
Leveling (the fixed resources) of the team. Tasks are delayed until a resource 

becomes available. Also known as resource-limited scheduling.
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Risk The combined effect of the probability of occurrence of an 
undesirable event and the magnitude of the event.

Risk Based A structured and auditable method for establishing the appropriate
Inspection inspection strategy and frequency for static mechanical equipment,
(RBI) e.g. vessels, piping in their operating context. Many variants but all 

based on API 580.

Root Cause   (RCA) A structured and systematic evidence-based process for 
determining the true causes of failures.

Routine Maintenance work of a repetitive nature which is undertaken on a pe-
Maintenance riodic time (or equivalent) basis.

Routine Routine maintenance costs averaged over two years divided
Maintenance  by Equivalent Distillation Capacity. See Equivalent Distillation 
Index Capacity and Complexity above.

Safety Freedom from conditions that can cause death, injury, occupational 
illness, or damage to asset value or the environment.

SBM or A system where a ship carrying liquid cargo is tethered to a buoy
Single Buoy through which the cargo is discharged.
Mooring

Schedule 80 Pipe specification (API) for thick-wall pipe.

Shutdown Duration Time from feed out to product back on specification.

Shutdown Interval Time measured from product back on specification in 
previous shutdown to feed out on next shutdown.

Shutdown Maintenance which can only be carried out when the item, system, 
Maintenance or plant  is out of service.

Shutdown or A term designating a complete stoppage of production in a plant,
Turnaround system, or sub-system to enable planned or unplanned maintenance 

work to be carried out.  Planned shutdowns are usually periods of 
significant inspection and maintenance activity, carried out 
periodically. Shutdowns to reconfirm technical integrity are called 
major shutdowns in Europe and turnarounds in North America.

Spade A metal plate inserted between a pair of pipe flanges to provide 
positive isolation.

Spectacle Blind A special spade wilth two "eyes," one solid plate and the other a 
hole of pipe bore size. Such a blind can be in one of two 
positions, open or closed.

Stakeholder Parties who contribute to or have an interest in an activity or a 
project.
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String A process used to identify the density of traffic of parts or people’s 
Diagram movements, enabing improvements to be made.

Stuffing Box A part of a rotating or reciprocating machine used for sealing the 
shaft or piston, thus preventing leakage of fluid.

Sub-surface A safety valve placed at the foot of the oil or gas well to isolate the
Safety Valve reservoir.

Synchronize    Before a generator is connected to live busbars certain conditions
Generators must be met:  1) The magnitude of the generator voltage must be 

equal to the busbar voltage.  2) The generator voltage must be in 
phase with the busbar voltage. 3) The frequencies must match. The 
process of obtaining the above conditions is known as synchronizing.

Technical Integrity Absence, during specified operation of a facility, of 
foreseeable risk of failure endangering safety of personnel, 
environment, or asset value.

Test Interval The elapsed time between the initiation of identical tests on an item 
to evaluate its state or condition. Inverse of test frequency.

Thermal Cracking A process unit where long-chain hydrocarbon molecules are
Unit (TCU) broken into high-value short-chain molecules using heat to 

remove carbon molecules.

Tiered Quantity Discounts offered at increasing (or decreasing) rates for 
Discount equal progressive volumes.

Tool-Box Talks Short discussion between worker and supervisor at the start of work 
to familiarize the worker with the safety precautions and work 
procedures.

Toroidal Shaped like a doughnut.

Total Equivalent    Sum of the EDCs of the individual units in a refinery.
Distillation This EDC is used as a divisor to normalize aspects 
Capacity (EDC)     such as costs, personnel numbers, etc., for benchmarking.
of a refinery

Trays Metal plates with holes or special devices (called bubble-caps), 
placed at equal spacing along the height of a distillation column, to 
enable mixing of the upward-flowing gases and downward-flowing 
liquids.

Trip Operation of a protective device causing a plant (or part of it) to 
cease production.

Trunnions An arrangement where a supported axle runs through the equipment 
allowing it to tilt through a small angle, up to 90°.

358 Glossary 



Tungsten Tungsten Inert Gas welding, a non-consumable electrode welding
Inert Gas process using metal filler wire and under an inert gas for shielding
Welding (TIG) the arc; often used for welding stainless steel.

Turnaround A term used in North America meaning planned shutdown. See 
Shutdown above.

Turnaround Annualized turnaround costs divided by EDC.
Maintenance 
Index 

Uptime The period of time during which an item is in a condition to perform 
its intended function.

Utilization% 100 x Actual annual intake in bbl divided by (365x annual design 
capacity in bbl/day)

Weibull A commonly-used failure distribution model.

Well Head An isolation valve at the entry to the Production Facility.
Valve

Work Order Work that has been approved for scheduling and execution. 
Materials, tools, and equipment can then be ordered and labor 
availability determined. 
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Air
compressors, 18,
conditioning, 287, 289,
cooled heat exchangers, 8, 309
testing with, 130
spider, 292, 294,
supply, 17, 18, 168, 171,
water in, 16, 18,

As Good As New (AGAN), 266,
Audit, 54, 64, 103, 242, 250-1, 266, 273-

5, 280, 301, 336, 
Availability, 10, 11, 17, 38, 41-2, 49, 73, 

88, 118, 145-8, 151, 260, 273, 344,

Barg (bar gauge), 9, 257-8
Behavior, 119
Benchmarking, 9, 11, 35-6, 38, 59, 64-

76, 163, 195, 205, 237, 272, 335, 
343-7
normalizing, 74-76
methodology. 65-9
terminology, 73-4

Bereavement curve, 39, 49
Business 

best practices, 38
hurdle, 35, 137, 222-8
process, 29, 30-2, 55, 69, 151, 191-
5, 199, 205, 221, 240, 244, 344-6

Change
case for, 32, 218, 
control, 127, 137, 225-6, 287-8, 
290-4, 315, 323-4
management, 39, 44-5, 69, 93, 119,
123-6, 175, 199, 213, 274, 343-5
resistance to, 12, 119, 277, 

Charts, radar, 67
Cleaning, 130-2, 155, 201-3, 267, 273-

4, 280, 283-4, 286-97 
CMMS, 42, 94, 160-5, 191, 205, 208-10, 

265-9, 271, 337-8
Communication, 11, 37, 197, 210, 221, 

231-5, 315, 343
Comparison od of methods, 75
Competence, 39, 40, 79, 85, 96, 100, 

110-1, 125, 148,  151, 246, 250-2, 
343

and motivation, 140,
assessment, 97, 98, 114-5, 118, 
154, 
contractor, 103
framework,10, 112, 
profiles, 100-108, 113, 118, 

Competitive design, 26
Compliance, 166, 195
Compressed air, 17, 20
Computerization, 30, 46-56, 141, 
Computerized

critical path planning, 142-3
inspection management, 94
Maintenance Management System 

(CMMS), 42, 49-56, 165
Condition monitoring, 8, 157-8, 

161, 213, 216, 238, 265, 298-301,
308, 337, 347

Continuous improvement, 4, 191, 344
Contractor, 11,  41-3, 103, 127, 142, 

248-9, 252, 287, 303, 311, 315
management, 54, 57, 245-53

Cost
benefit, 17, 18, 20-1, 155
life cycle, 184
maintenance, 94, 278, 330

Criticality, 158,
Critical path plan, 223
Culture, 3, 7, 19, 29, 47-8, 166, 170, 

175, 245, 290, 325-9, 344-5
reliability, 119-121

Customers, 22-24, 27, 199, 343
Cyclone replacement, 230-5

Data, 50, 51, 244-6
base, 82, 84, 92, 94, 193-4
collection, collector, 71, 166, 332
failure, 211, 270, 296
reliability, 262, 265-6, 270

Deming, W. Edwards, 4
Degradation, 48, 87-94, 145, 149-50, 

184, 271, 304,  342-3
Detectors, Gas, Fire and Smoke, 268-9
Det  Norske Veritas, 262
Development department. 124
Dust and fumes, 19, 21
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Electrical, electricity, 10, 17, 85, 150-
67, 257, 297
inspection strategy, 159-60
maintenance strategy, 157-9

Emergency Shut Down (ESD) valves, 
269

Energy supply, 19
Excess staff, 160

Failure
consequence, 157, 161
evident,266, 269
hidden, 216-7, 266, 269
mode, 91, 149, 157, 267-8, 
270, 332

Fatal Conceit, 208-9
Fault Tree Analysis (FTA ), 260, 263-4
Folded plate walls. 26
Flue gas dampers, 319-24
Fumes and dust, 19, 21

Gas, Smoke, and Fire Detectors, 268
Gas turbine (GT), 258
Glossary of terms. 349

Heater, 273-4, 282-90, 299
dampers, 319-23
solar, 19-21

Heat Recovery Steam Generator 
(HRSG), 258 

Heil, G. 216
Hierarchies, 81

IEEE,262
Information Technology (IT), 211
Infrastructure, 16, 21, 24, 30, 187, 200-

4, 245, 252,  343-5
decision matrix, 201-3

Integrated planning, 135-40

Kotter, J.P., 49
Kanawaty, G., 176

Laboratory oven failure, 325-34
Latino. Charles J., v-vi, 5
Leadership, 29-31, 37, 45, 121-3, 151, 

221, 225, 345
Length of working day, 275-81
Life cycle costs, 184,

Machine tools, relocating, 166
procedures for, 171-5

Maintainer competence, 110-8
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Maintenance
batteries, 155 
by operators, 162,
costs, see cost maintenance
electrical, 153, 157
infrastructure, 200
decision matrix, 201-3
minor, by operators, 162
modern theory, 156
motors, 296

starters, 154
organization, 39-46
principles, 32-5
priority setting (RAM), 194 
skills of operators, 163
strategy, 153-61, 265, 271, 298, 
302
zone, 209, 212

Management
hierarchies, 81
shutdown, 144-152
surplus staff, 120-125
workflow, 205
workload, 196-9

McGregor, Douglas, 208-214
Method comparisons, 75
Minor Maintenance By Operators 

(MMBO), 160
in Europe and Asia, 164-165 

Motivation, 29, 39, 119, 198
Morgan, P., 187
Motor maintenance, 296-302
Mean Time Between Failures (MTBF), 

266-9, 271, 333, 335, 339
Mean Time To Failure (MTTF), 266,

Narayan, V., 271
Normalizing, 67

Objectives, 23
Operators

competence, 110-8
in maintenance, 236
workload, 237-9

Outside contractors, forming, 127
Overhead cabling and piping, 166 
Overtime, 240-4

Painting, 183-8
Parkinson, C. Northcote, 123-5
Performance improvements, 270-81
Permit-to-work (PTW), 54-8, 139, 151, 

183, 209, 273, 275, 280
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People, 80
Plan

do-check–act, 4
schedule-execute-analyze, 4
long look-ahead, 34, 191-5, 236
master, 15, 185, 345
work, 221

Planning
critical path, 30, 135, 141-3, 221-
3, 344
effective, 151
integrated, 135-40

Plant performance, 67-9
Performers

poor147-8
top, 148-9

Pressure Relief Valves (PRV), 266-7
Priority, 34, 192, 194-5, 197-8, 345
Pump

boiler feed-water, 303-8
cooling water, 96, 309-16
failures, 309
reliability, 335-41

RAC, 262
Radar charts, 67
Reducing shutdown duration, 280-7
Redundancy, voluntary, selective, 

straight, 126
Reliability

block diagram (RBD), 330-4
centered maintenance (RCM), 30, 
156, 191-6, 237, 266, 342
culture, 119-21, 339, 344
data, 262, 265-71
engineering, 257-64

Relief valve (also PRV, SRV), 138, 167, 
216, 265-267, 270, 271, 332

Relocating machine tools, 166
Risk

assessment matrix (RAM),194-5,224-6
based inspection (RBI), 30, 54, 93, 
149, 158, 191, 195, 273, 342

Root cause analysis (RCA), 6, 93, 149

Schedule, 229

Shewhart, Walter A. 
continuous improvement cycle, 4

Shutdown (turnaround)
avoiding, 150-1
duration, 282
plan. 221-8
preparation, 30
management, 140, 144-52

Spading and despading, 61
Staff 

levels, 79-86
retraining, 129
surplus, 48, 122-32

Stakeholders, 15, 93, 166
Stephens, D.C., 216
Strategies

integrating inspection and 
degradation, 87

String diagrams, 177-82
Technical integrity (TI), 218-20
Technician 

competence, 101
training, 95-9

Testing
competence, 96,
trip, 217-9, 271

Terminology, 73-4
Theory X and Y, 208
Thermostat failures, 332-4
Turnaround, see shutdown

performance, 272

Ventilation, 16, 20, 24

Walls, folded plate, 26
Warren, B., 216
Water, 18, 21

pump failures, 310-8
pump seals, 304-8

Weatherhead, R., 187
Weibull, Waloddi

distribution, 270
Work groups. 87-8
Workflow, 46, 54, 55, 205-13, 345
Workload management, 196-9
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