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Preface

Today, in the middle of the first decade of the 21st century, the Internet has
become a major communication medium, where virtually any kind of content
can be transferred instantly and reliably between individual users and entire or-
ganizations located in any part of the globe. The World Wide Web (WWW) has
a tremendous effect on our daily activities at work and at home. Consequently,
more effective and efficient methods and technologies are needed to make the
most of the Web’s nearly unlimited potential. The new Web-related research
directions include intelligent methods usually associated with the fields of com-
putational intelligence, soft computing, and data mining.

AWIC, the “Atlantic Web Intelligence Conferences” continue to be a forum
for exchange of new ideas and novel practical solutions in this new and exciting
area. The conference was born as an initiative of the WIC-Poland and the WIC-
Spain Research Centers, both belonging to the Web Intelligence Consortium —
WIC (http://wi-consortium.org/). Prior to this year, three AWIC conferences
have been held: in Madrid, Spain (2003), in Cancun, Mexico (2004), and in
L6dz, Poland (2005). AWIC 2006 took place in Beer-Sheva, Israel during June
5-7, 2006, organized locally by Ben-Gurion University of the Negev.

The book presents state-of-the-art developments in the field of computation-
ally intelligent methods applied to various aspects and ways of Web exploration.
Contributions cover such diverse Web applications as adaptive Web, conversa-
tional systems, electronic commerce, information retrieval, information security,
recommender systems, user profiling/clustering, and Web design. The papers
presented at the Second Workshop on Algorithmic Techniques for Data Mining
(ATDM 2006), which was co-located with AWIC 2006, describe novel data min-
ing algorithms for such popular data mining tasks as clustering, classification,
and feature selection. The proposed data mining techniques can lead to more
effective and intelligent Web-based systems.

All conference and workshop papers were selected after a peer-review process.
The material published in the book is divided into two main parts: contributions
of AWIC 2006 participants and ATDM 2006 Workshop papers. AWIC contribu-
tions and workshop papers are arranged in alphabetical order according to the
name of the first author.

We deeply appreciate the effort of our plenary speaker, Prof. Janusz Kacprzyk
(Systems Research Institute, Polish Academy of Sciences, Poland), and thank
him for his presentation. We are indebted to the reviewers for their reliability
and hard work done in a short time. We also highly appreciate the remarkable
effort made by Ifat Zoltan, the Scientific Secretary of the conference, and the
Public Relations Department of Ben-Gurion University. True thanks are also
given to the series editor and to the Springer team for their friendly help. The
technical cooperation of Ort Braude Academic College (Israel), National Insti-
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tute for Applied Computational Intelligence (USA), and Technical University of
L6dZ (Poland) is highly appreciated.
Our hope is that the readers will find many inspiring ideas in this volume.

March 2006 Mark Last
Piotr S. Szczepaniak

Zeev Volkovich

Abraham Kandel
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DataRover: An Automated System for
Extracting Product Information
From Online Catalogs

Syed Toufeeq Ahmed, Srinivas Vadrevu, and Hasan Davulcu

Department of Computer Science and Engineering,
Arizona State University,
Tempe, AZ, 85287, USA
{toufeeq, svadrevu, hdavulcu}@asu.edu

Abstract. The increasing number of e-commerce Web sites on the Web
introduces numerous challenges in organizing and searching the product
information across multiple Web sites. This problem is further exacer-
bated by various presentation templates that different Web sites use in
presenting their product information, and different ways of product infor-
mation they store in their catalogs. This paper describes the DataRover
system, which can automatically crawl and extract all products from
online catalogs. DataRover is based on pattern mining algorithms and
domain specific heuristics which utilize the navigational and presenta-
tion regularities to identify taxonomy, list-of-product and single-product
segments within an online catalog. Next, it uses the inferred patterns to
extract data from all such data segments and to automatically transform
an online catalog into a database of categorized products. We also pro-
vide experimental results to demonstrate the efficacy of the DataRover.

1 Introduction

The advent of e-commerce has created a trend that has brought thousands of
product catalogs online. Most of data-intensive shopping Web sites are made
up of a combination of static and dynamic content, which is generated from
an underlying database. Each of these data-intensive Web sites present their
product information in different presentation templates with different schema.
In order to effectively make use of this information, we need to organize it and
make it searchable for effective mediation over the Web.

Information extraction from Web is a well-studied problem and related work
can be categorized as wrapper development tools, semi-automated wrapper
learning, ontology based approaches and template based automated algorithms.
Wrappers [1, 2] are scripts that are created either manually or semi-automatically
after analyzing the location of the data in the HTML pages. Wrappers tend to
be brittle against variations and require maintenance and human intervention
when the underlying Web sites change. Wrapper induction systems [3] generate
extraction rules from semi-structured Web pages. These extraction rules can be

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 1-10 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006



2 Syed Toufeeq Ahmed, Srinivas Vadrevu, and Hassan Davulcu

shaoechind W com

sheoedin ¥ com

Fig. 1. An Example for a taxonomy-based data-intensive online catalog

applied on other new pages to extract the data. These systems utilize the natural
language processing techniques and html tags to infer extraction patterns. But
these wrapper induction systems require labeled training examples. The tem-
plate based systems employ a strong bias on the expected presentation of items
within a list of products segment, such as product descriptions should reside on
a single line [4] and they may not have missing or repeating attributes [4].

Many of the shopping Web sites organize their content in a taxonomy of
categories and present the instances of each category in a regular fashion. A
“taxonomy-directed” Web site organizes its contents into a sequence of taxonomy
segments which leads to either list of items pages or single item pages. Similarly,
a list of items page might lead to a set of single item pages. DataRover is based
on pattern mining algorithms and domain specific heuristics which utilize these
navigational and presentation regularities to identify taxonomy, list-of-products
segments and single-product pages within an online catalog. Next, it uses the
inferred patterns to extract data from all such segments and to automatically
turn a taxonomy-directed data-intensive catalog into a database of categorized
products.

For attribute extraction from single-item pages, template learning algo-
rithms [5,6] were developed to separate the dynamic plug in values from the
static template contents. The major difference between these template learning
algorithms and the DataRover’s algorithm is that: DataRover learns the path
expressions of the plug in values from within the DOM trees by comparing and
aligning item segments, where as RoadRunner [5] tokenizes, compares and aligns
the HTML token sequences tag by tag. Our procedure of comparing segment by
segment and then learning of requisite data paths requires only two examples and
hence the learning is faster and also, the learned path expressions are more re-
silient against missing, repeated or reordered data values — where as such resilient
grammar learning from token sequences requires that their learning algorithms
should be presented with examples of all possible variations.
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Fig. 2. Architecture and Navigation State Diagram of DataRover

For example, the Shoedini' Web site is an online catalog that sells shoes. As
can be seen in Figure 1, all of its top level product categories are listed in a
taxonomy segment in its home page, and the links within this segment leads to
list of products pages and which leads to single item pages. This kind of structure
is characteristic of many online catalogs.

Our contributions are three-fold as follows:

— A page segmentation algorithm that partitions the HTML page into logical

segments based on its DOM representation
— A taxonomy detection and extraction algorithm that gathers the category

information of the products
— A pattern mining algorithm to extract product information from single-item

pages

Our pattern mining algorithm can find the individual products whenever
they are presented regularly and together. It can accommodate some noise in the
patterns in the form of optional characters in the regular expressions, allowing
it to extract the products correctly even in the present of certain irregularities
in the presentation. The rest of the paper is organized as follows. Section 2
presents an overview of the system and describes the navigation process for the
DataRover’s crawler. Section 3 describes its data extraction algorithms. Section 4
presents experimental results and Section 5 concludes the paper.

2 System Overview

DataRover is a fully automated system that extracts product records from data
intensive catalogs, which organize their product categories using a taxonomy.
The architecture of the system is as shown in the Figure 2(a). The input to

! http://store.yahoo.com/shoedini
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DataRover is the home page of the catalog of interest and the output is a set
of product records. Page segmentation component finds logical segments in a
DOM tree of the Web page. It groups similar contiguous substructures in the
Web pages into logical segments by detecting a high concentration of neighboring
nodes with similar root-to-leaf tag paths. Each page segment is analyzed and
depending on the type of the segment one of the following three components is
employed: Taxonomy Identifer to extract category links from taxonomies, List-
of-Items Identifier to recognize distinct products within a list of items segment,
and Single Item Data Extractor to extract the single item information from
within a single item segment.

Navigation State Diagram: The navigation state diagram of DataRover
is described in Figure 2(b). Each state in the diagram corresponds to the
DataRover’s assumption about the type of current data segment. A data seg-
ment can be a candidate taxonomy (CandTax) or a candidate list of products
(CandLoP) or a single item segment (Single). The labels marked with “C” on
the edges correspond to the transition conditions about the type of segments
found in the next page when a link is followed from the current segment. The
labels marked with “A” correspond to state changes that should be made upon
transitioning to the next state. State transitions within the diagram always occur
as the DataRover crawls from a link within the current data segment to another
data segment in the next page.

The navigation state diagram has five states labeled as ”CandTax”, ” Cand-
Lop”, "Tax&Lopl”, " Tax&Lop2” and ”Single”. First, the state is initialized as
”CandTax” which indicates that the current page ¢ contains a candidate tax-
onomy, C(T). If a link [ within a candidate taxonomy segment leads to a page
which has a candidate list of products segment, C(Lop), then upon transl, the
current state is changed to ”"CandLop” and i is incremented. Alternatively, if
a link from within the current C(Lop) segment leads to a single item segment,
then upon trans4, the current segment becomes a list of products (Lop) segment
and all the segments that were visited earlier become taxonomy segments. Upon
finding a single item segment, the product information is extracted from the
current list of products segment, as well as from all of the other reachable single
item segments from the categories of previous taxonomies.

3 Segment Classification and Data Extraction

In this section, we present algorithms for classifying segments as candidate tax-
onomy, as candidate list of products, as single item segments and the data ex-
traction algorithms from these types of segments.

The classification and extraction phase involves identifying candidate taxon-
omy, candidate list of items and single item segments and extracting data from
those. Before a page can be processed, it has to be segmented using the following
page segmentation algorithm.
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Fig. 3. Snapshot of a web page and its logical segments

3.1 Page Segmentation

Page Segmentation component identifies logical segments of a given web page.
One way to achieve this is by grouping similar contiguous substructures within
a Web page by detecting a high concentration of neighboring nodes with similar
root-to-leaf tag paths. Consider the product page from online Yahoo Store Web
site. Various logical segments of this Web page are marked by boxes in Fig 3.
We do not discuss the details of the page segmentation component here since
various approaches like the flat partitioner algorithm in [7, 8], record boundary
discovery using an ontology in [9], and schema discovery heuristics in [10] can
be used to perform this function. We have implemented and used the approach
discussed in [7] for page segmentation.

3.2 Candidate Taxonomy Identification and Category Extraction

This component finds all taxonomy candidates C(T). The classification process
is based on a weighted combination of a number of syntactic properties of the
segment under consideration. The three syntactic features that are used are as
follows:

— The ratio of total number of URLs to the total number of leaf nodes
— The ratio of maximum number of URL nodes with the same root-to-leaf tag

path to the total number of segment URLs
— The ratio of maximum number of content similar URLs to the total number

of URLs (two URLs are content similar if they differ only by the values of
their dynamic page arguments)

Next, a weighted average of the above three ratios is computed. A segment
is classified as a taxonomy candidate segment, only if this ratio is greater than
an experimentally determined threshold value which is currently set to 0.65.
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Algorithm 1 Pattern Finder Algorithm

Input: String S Ouput: String P marked with patterns in the String S
1: pat_list := ¢; pat := ¢

2: cur := S.first_element; found := true

3: while cur <> end_of(S) do

4:  citems[] := get_cand_items(cur, S)
5: if c_items <> ¢ then
6: for ind := 1 to |c_items| do
7: while ! aligned && comp e citems && comp <> c_items[ind] do
8: cand_sig := PatternFinder(c_items|ind])
9: comp_sig := PatternFinder(comp)
10: alignment := align(cand_sig, comp_sig)
11: end while
12: if aligned then
13: pat_list.add(cand_sig); pat_list.add(comp_sig)
14: else
15: found := false; break
16: end if
17: end for
18: if found then
19: pat := append(pat, pat_list.sort)
20: cur := alignment.last_index()
21: else
22: pat := append(pat, S.element(cur));
23: cur := cur + 1
24: end if
25:  else
26: pat := append(pat, S.element(cur));
27: cur = cur + 1
28:  end if

29: end while
30: return pat

3.3 Identifying List of Products - Pattern Finder

A segment is classified as a candidate list of products segment if there is at least
two consecutive products in it. The Pattern Finder algorithm in Algorithm 1
identifies all the consecutive product items and their boundaries. The algorithm
works by detecting contiguous repeating structures inside a candidate segment.
Since, the standard algorithms to learn regular expressions that might capture
product sequences require large sets of labeled examples [11] and the seminal
work of Gold [12] showed that the problem of inferring a DFA of minimum size
from positive examples is NP-complete we have developed a heuristic algorithm
that seems to work well within the list of product segments. In order to de-
tect such repeating structures first we recursively identify and standardize the
representation of all the repeating sub-pattern structures. Next, we identify the
set of all recurring substructures within a candidate item and then we obtain a
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standardized repeating pattern signature by appending the repeating patterns in
lexicographical order. Once standardized repeating pattern signatures are iden-
tified, a simple alignment based test which checks if an item’s signature is a
subsequence of another item’s signature can be used to detect repetition.

Each unique attributed root-to-leaf tag path within the segment is la-
beled with a unique identifier. Then, these identifiers are concatenated to
form a path-sequence. For example, for the "list of products” page from
http://www.walmart.com, the products are marked within dotted lines as shown
in Figure 4. The constructed ”path-sequence” for this example is ”ABBCDE-
ABBFCCDEABBFFCDEABBFCCDE”.
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Fig. 4. Snapshot of Walmart.com Product Page with DOM tree on the right

In order to demonstrate the algorithm we will use the path-sequence
“ABCBGCBGCDABCBHCBCDABCD” First A is identified as a product
header (cur in Line 2) and the above sequence is partitioned into candidate prod-
uct sequences ”ABCBGCBGCD”, “ABCBHCBCD”, “ABCD” (in Line 4). In
Lines 5-20, the algorithm obtains the set of recurring patterns within every can-
didate product sequence as follows: for the candidate product “ABCBHCBCD”
the repeating patterns are “BC”, “BHC” and hence the product pattern signa-
ture is identified as “A(BC)*BHCD”. In Line 19, the current set of repeating
patterns are lexicographically sorted and appended to the current prefix and
the current header is advanced to be next identifier right after the repeating
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Total Taxonomy counts in home pages Total |Extracted|Extracted
Domain Number of| Tax | Tax [Category[Category|Number of| Product | Product
Web pages|Count|Found| Count Found |Categories| Precision | Recall
www.backcountrystore.com 46 4 4 64 47 19 51% 81%
www.etronics.com 53 2 2 24 18 14 42% 89%
www.compactappliance.com 150 7 7 34 34 19 69% 81%
WWW.rugsusa.com 225 1 1 21 20 730 51% 46%
www.cooking.com 297 3 3 49 49 80 95% 75%
www.drugstore.com 361 3 3 71 71 85 100% 86%
www.basspro.com 386 10 10 64 64 80 98% 74%
www.shoes.com 421 4 4 93 93 15 93% 88%
www.overstock.com 426 9 9 73 73 12 97% 90%
www.officedepot.com 473 9 9 87 87 34 85% 83%
www.hammacher.com 518 4 4 42 30 60 72% 80%
www.walmart.com 539 6 6 67 56 70 96% 92%
www.target.com 585 4 4 69 69 68 94% 89%
www.kmart.com 610 5 5 49 49 172 97% 81%
www.stacksandstacks.com 722 4 4 44 44 92 97% 73%
www.homevisions.com 930 1 1 51 51 127 93% 7%
www.boscovs.com 1102 3 3 18 18 212 98% 82%
www.smartbargains.com 1207 4 4 95 93 410 92% 67%
WWW.Zappos.com 1243 3 3 170 170 420 93% 7%
Average 82% 79%

Table 1. Experimental results for the DataRover system for product extraction on various Web
sites.

patterns. At the end, the prefix is returned as the signature. The complexity of
the algorithm is O(n?) where n is the length of the input string.

3.4 Identification and Extractom from Single Item Pages

A candidate list of items segment is classified as a list of items segment if we
follow two sample links and we can identify matches for a price with identical
root-to-leaf tag paths. Then, target pages also become single item pages.

The data extraction from single item pages is based on the instance extraction
algorithm discussed in [7]. Any two single item pages are segmented using the
page segmentation algorithm presented in Section 3.1 and the segments of both
pages are aligned, based on their content similarity. The dissimilar segments
denote the dynamic content areas where as the similar segments denote the
template regions (such as header, footers, navigation bars) of the page. Root
to leaf HTML tag paths of all leaf nodes within the content areas are used to
extract the product details from all the remaining single item pages. Finally
the extracted data is labeled based on the schema <name, price, image, URL,
description> by choosing them as the closest ones to the product itself.

4 Experimental Results

We used 19 online catalogs (E-commerce Web sites) to test the DataRover system
for precision and recall. Online catalogs selected have all different templates, and
provide an excellent diversity to test the system. The experimental results are
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Fig. 5. Performance of DataRover system with respect to the number of Web pages in
the domain.

presented in Table 1 and Figures 4 (a) and (b). The results strongly show that
our algorithms were able to extract the product information accurately except
in few cases.

Precision Analysis: Precision of the system is high whenever number of
pages in the domain are high. As seen in Figure 4(a), when the number of pages
are more than 300, the precision seems to be at median 95%. As most of the
E-Commerce Web sites have high number of pages, our algorithm will perform
satisfactorily.

Recall Analysis: Recall of the system is around 80-85% for most of the Web
sites. As the number of pages increase, there is a slight drop in recall. One of the
possible reasons for this is the misclassification of certain segments within the
single product pages as a header segment. This was because we select top two
product links which happened to have identical product names and prices. Hence,
during alignment these segments were identified as part of the header segment
in the single item page. This problem can be solved by always selecting products
with different prices and items names, if they exist. By omitting the tag-path
information from our syntactic features and adding a more robust feature we
hope to arrive at a better candidate taxonomy identifier.
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5 Conclusions

We presented the DataRover system that can crawl and automatically extract
the individual products from taxonomy-directed data-intensive online catalogs.
The experimental results with various online shopping Web sites indicate that
our system is able to extract the product information with 82% precision and
79% recall. By upgrading to a better parser and with an improved taxonomy
identifier we hope improve our extraction accuracy from all catalogs. DataRover
utilizes heuristic rules and pattern mining algorithms to discover the structural
regularities among taxonomy segments, list of items segments and single item
pages and uses these regularities and mined patterns to transform the online
catalogs into a database of categorized items without the need for user interaction
or the wrapper maintenance burden.
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Summary. Recently it was shown that Inductive Logic Programming can be successfully
applied to data extraction from HTML. However, the approach suffers from two problems:
high computational complexity with respect to the number of nodes of the target document
and to the arity of the extracted tuples. In this note we address the first problem by proposing
an efficient path generalization algorithm for learning rules to extract single information items.
The presentation is supplemented with a description of a sample experiment.

1 Introduction

The Web was originally designed as a major information provider for the human
consumer, but the interest has rapidly shifted to make that information available for
machine consumption. For example, Web directories and search engines are Web ap-
plications that are capable of providing useful information upon request to individual
users, businesses or software agents.

However, despite the fact that technologies have been put forward to enable au-
tomated processing of information published on the Web (semantic markup, Web
services), most of the practices in Web publishing are still being based on the com-
bination of traditional HTML — lingua franca for Web publishing, with server-side
dynamic content generation from databases. Moreover, many Web pages are using
HTML elements that were originally intended for use to structure content (e.g. ele-
ments related to tables), for layout and presentation effects, even if this practice is not
encouraged in theory. Therefore, automatic information extraction from documents
published on the Web has attracted a lot of researches during the last decade and this
interest is expected to grow, as the Web is also growing in both size and complexity.

Information extraction is concerned with locating and extracting specific values
in documents, and then using them to populate a database or structured document.
The information extraction research community has proposed a quite large variety of
machine learning techniques for automatic information extraction ([7]).

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 11-20 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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Inductive Logic Programming is one of the success stories in the application
area of wrapper induction for information extraction ([1, 2, 4, 7]). However, this
approach suffers from two problems: high computational complexity with respect to
the number of nodes of the target document and to the arity of the extracted tuples. In
this paper we address the first problem by proposing a path generalization algorithm
for learning rules to extract single information items (a task similar to [1]). The
algorithm produces an XPath ([10]) extraction path from positive examples and is
proven to have good computational properties. The presentation is supplemented
with a detailed description of a sample experiment that shows how the technique
performs in practice on real Web pages.

We proceed as follows. In section 2 we define extraction paths. In section 3 we
describe an algorithm for learning extraction paths. In section 4 we show how ex-
traction paths can be translated to XPath. In section 5 we describe an experiment
showing our technique at work on a real Web site. In section 6 we present researches
connected to our work. Last section concludes and points to future work.

2 Extraction Path

We model well-formed HTML documents as labeled ordered trees. An extraction
path takes a labeled ordered tree and returns a subset of extracted nodes. An extracted
node can be viewed as a subtree rooted at that node. The node labels of a labeled
ordered tree correspond to tags in HTML texts. Let 2 be the set of all node labels of
a labeled ordered tree.

For our purposes, it is convenient to abstract labeled ordered trees as sets of
nodes on which certain relations and functions are defined. Figure 1 shows a labeled
ordered tree with 25 nodes and tags in the set 2 = {a, b, c}.

Fig. 1. Document as labeled ordered tree
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An extraction path is a labeled directed graph. Arc labels denote conditions that
specify the tree delimiters of the extracted information, according to parent-child and
next-sibling relationships (eg. is there a parent node ?, is there a left sibling ?, a.o).
Vertex labels specify conditions on nodes (eg. is the tag label td ?, is it the first child
7, a.0). A special vertex of this graph is used for selecting the nodes for extraction.

Intuitively, an arc labeled 'n’ denotes the “next-sibling” relation while an arc
labeled ‘¢’ denotes the “’parent-child” relation. As concerning vertex labels, label
" f" denotes first child” condition, label I’ denotes “last child” condition and label
o € X denotes “equality with tag o’ condition.

Note that we use the term’node’ when referring to document trees and the term
‘vertex” when referring to the graph of an extraction path.

Definition 1. (Extraction path) An extraction path is a labeled directed graph that is
described as a list [to, 11, ..., ], k = 0 with the following properties:

1. Each element t;, 0 <i < kisalist[v_;...,v_1,V0,V1,..., V], L =0, r > 0 such
that: i) v, =l < i < r are vertices, ii) (v;,vis1), =l < i < r are arcs labeled with
'n’, and iii) for each pair of adjacent lists t;, t;11, 1 < i < k in the extraction path,
(vf;rl , vf)) is an arc labeled with ' c’.

2. Vertex labels are defined as: i) if | > 0 then v_; is labeled with a subset of {' f’, o},
o€ X;ii)v;, -1 <i<0islabeled with a subset of {o}, o € X, iii) if r > O then
v, is labeled with a subset of {'l', o}, o € X, ii) v;, | < i < r is labeled with a
subset of {o}, o € X2; v) If [, r > O then vy is labeled with a subset of {c}, o € X
if l = 0,r > 0 then vy is labeled with a subset of {' f',o0}, o0 € 2; ifl > 0,r =0
then vy is labeled with a subset of {'l',o}, o € 2, ifl = r = 0 then vy is labeled
with a subset of ' f',) ', 0}, o0 € 2.

3. Vertex vl]?) (i.e. vy in list ty) is matched against the extraction node and conse-
quently is called extraction vertex.

It is not hard to see that an extraction path models a conjunctive query of unary
and binary conditions on a labeled ordered tree ([6]). Actually, an extraction path is
a special kind of extraction pattern of arity 1 according to [3].

Figure 4a shows an extraction path. The extraction vertex is marked with a small
arrow (vertex C in figure 4a). A node is extracted by this path if it has the following
properties: i) it has two preceding left siblings; ii) it has one following right sibling
that is the last child of its parent node; iii) it has a parent labeled with a; iv) its parent
has a following right sibling that is the last child of its parent node; v) its parent has a
preceding left sibling that is the first child of its parent node; vi) it has a grand-parent;
vii) it has a grand-grand-parent labeled with a that is the unique child of its parent.

Consider an extraction path p = [ty,t;,...,%]. For a list t; = [v_,...,v_q,
Vo, V1, .., V] let left(t;) = [ and right(t;) = r. The following definition introduces
height, together with left and right widths of an extraction path.

Definition 2. (Height and widths of an extraction path) Let p = [to,t1,..., 4] be an
extraction path.

1. The value height(p) = k is called the height of p.
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2. The value left(p) = maxfzo left(t;) is called the left width of p. The value
right(p) = maxifzo right(t;) is called the right width of p.

In practice it is useful to limit the height and the widths of an extraction path,
yielding a bounded extraction path.

Definition 3. (Bounded extraction paths) Let H, L,R be three positive integers. An
extraction path p = [to,t1,...,t] is called (H,L,R)-bounded if height(p) < H,
left(p) < L and right(p) < R.

Note that the extraction path shown in figure 4a is a (3, 2, 1)-bounded extraction
path. Moreover, if we restrict H = 2 and L = 1, then nodes / and A will be pruned
resulting a (2, 1, 1)-bounded extraction path, that obviously, is less constrained than
the initial path.

3 A Path Generalization Algorithm

The practice of Web publishing assumes dynamically filling-in HTML templates
with structured data taken from relational databases. Thus, we can safely assume
that a lot of Web data is contained in sets of documents that share similar structures.
Examples of such documents are: search engines result pages, product catalogues,
news sites, product information sheets, travel resources, etc.

We consider a Web data extraction scenario which assumes the manual execution
of a few extraction tasks by the human user. An inductive learning engine could
then use the extracted examples to learn a general extraction rule that can be further
applied to the current or other similar Web pages.

Usually the extraction task is focused on extracting similar items (like book titles
in a library catalogue or product features in a product information sheet). One ap-
proach to generate an extraction rule from a set of examples is to discover a common
pattern of their neighboring nodes in the tree of the target document.

In what follows we discuss an algorithm that takes: i) an XML document (possi-
bly assembled from more Web pages, previously converted to XHTML) modeled as
a labeled ordered tree #; ii) a set of example nodes {ey, ey, ..., ¢,}; iii) three positive
integers H, L, R and produces an (H, L, R)-bounded extraction path p that generalizes
the set of input examples. Intuitively, this technique is guaranteed to work if we as-
sume that semantically similar items will exhibit structural similarities in the target
Web document. This is a feasible assumption for the case of Web documents that are
generated on-the-fly by filling-in HTML templates with data taken from databases.
Moreover, based on experimental results recorded in previous work ([1, 2]), we have
noticed that in practice an extraction rule only needs to check the proximity of nodes.
This explains why we focused on the task of learning bounded extraction paths.

The basic operation of the learning algorithm is the generalization operator of two
extraction paths. This operator takes two extraction paths p; and p, and produces an
appropriate extraction path p that generalizes p; and p;.
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The idea of the learning algorithm is as follows. For each example node we gen-
erate a bounded extraction path (of given input parameters H, L, R) by following sib-
ling and parent links in the document tree. We initialize the output path with the first
extraction path and then we proceed by iterative application of the generalization op-
erator to the current output path and the next example extraction path, yielding a new
output path. The result is a bounded extraction path that represents an appropriate
generalization of the input examples.

The generalization of two paths assumes the generalization of their elements,
starting with the elements containing the extraction vertices and moving upper level
by level. The generalization of two levels assumes the generalization of each pair
of corresponding vertices, starting with vertices with index 0 and moving to left and
respectively to right in the lists of vertices. Generalization of two vertices is as simple
as taking the intersection of their labels. The algorithm is shown in figure 2.

LEARN(p, ..., P 11) GEN-PATH(p1, p2)

1.p«p l‘letplzlté,.‘.,z,llj

2.fori=2,ndo 2letpr =[12,..., 2]

3. p < GEN-PATH(p, p;) 0 ky

4. return p 3 k - ml{n(k],kz)'
die—k,iy « ky,ip « ko
5. while i > 0 do
6 fj — GEN-LEVEL(I}I . rfz)
7. ie—i—l i i =Ly e—ir—1
8. return p = [1o,..., ]

GEN-LEVEL(1}, 15) GEN-VERTEX(vy, v2)

Lletr =[', ..., vhovl v,ll] 1. let A; be the label of v,

2. lettr = [‘%1 _____ VEI»V(Z, """ V%z 2. let A, be the label of v,

3.1« min(l, b) dAelind

2 Lo 4. return node v with label A

. r «— min(ry, rp)

S5.fori=0,rdo

6.  v; « GEN-VERTEX(v},v?)

7.fori=1,ldo

8. v_; « GEN-VERTEX(v',,v*)

9.returnt = [v_,...,v_1,V0,..., v,

Fig. 2. Path generalization algorithm

Function LEARN generalizes the extraction paths of the example nodes. We as-
sume that paths py,..., p, are generated as bounded extraction paths before function
LEARN is called. Function GEN-PATH takes two extraction paths p;, p, and com-
putes the generalized path p. Function GEN-LEVEL takes two lists of vertices #; and
1, that are members of the extractions paths and computes a generalized list 7 that is
member of the generalized path. Function GEN-VERTEX takes two vertices vy, v,
and computes a generalized vertex v.

It is easy to see that the execution of algorithm LEARN takes time O(n X H X
(L + R)) because GEN-VERTEX takes time O(1), GEN-LEVEL takes time O(L + R)
and GEN-PATH takes time O(H X (L + R)). Note also that if weset H = L = R = oo
then the complexity of the algorithm is O(n X H* X W*) where H* and W* are the
height and the width of the target document tree.
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a.Extraction path for example node n;,

b.Extraction path for example node 7,

Fig. 3. Extraction paths for example nodes from figure 1

Consider again the labeled ordered tree shown in figure 1 and the example nodes
marked with dashed rectangles (n;, and ny;). The extraction paths corresponding to
these nodes are shown in figure 3. The result of applying the generalization algorithm

on those paths is shown in figure 4a.

a.Generalized extraction path

//*[local-name() = ’a’]
[not (preceding-sibling::*
[not (following-sibling::*
[not (following-sibling::*
preceding-sibling::*[1]
[local-name() = ’a’]
[preceding-sibling::*[1]
[not (preceding-sibling::*)]]/*
[not (following-sibling::*)]/
preceding-sibling::*[1]
[preceding-sibling::*[1]/
preceding-sibling::*[1]]

b.XPath code

Fig. 4. Generalized extraction path for example from figure 1

4 Translating Extraction Paths to XSLT

An extraction path can be translated to an XPath query. The XPath query can be
embedded into an XSLT stylesheet ([5]) to finally extract the information and store
it into a database or another structured document ([3]).

Figure 5 shows an algorithm for translating an extraction path into an XPath
query. The translation algorithm takes an extraction path p = [#, ..., #;] and explores
it starting with #p and moving to #. For each element #;, 0 < i < k, the algorithm maps
t; to a piece of the output XPath query. Actually the algorithm takes the following
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0 0 1 1 k k
o TV DV, .2y =Ly, — o — . Note that

route of vertices: v 0

when moving from element i to element i+ 1, 0 < i < k, the algorithm takes the route
vf) — vﬁt 1] (opposite direction of dotted arrows in figure 4a) rather than the route
vy — virl. For each vertex vi, 0 < i < k, the algorithm also generates a condition
that accounts for their left siblings by taking the route vy — v} — ... = v . Itis
easy to see that if p is an (H, L, R)-bounded extraction path then the time complexity
of the translation algorithm PATH-TO-XPATH is O(H X (L + R)).

Fig 4b shows the result of applying this algorithm to the extraction path from
figure 4a. The algorithm will explore the following route of vertices: I — H —
G — F — D — C. For each vertex the algorithm generates a location step com-
prising an axis specifier, a node test and a sequence of predicates written between
[’ and ’]’. The node test is always *. The axis specifier is determined by the re-
lation of the current vertex with its preceding vertex on the route explored by the
translation algorithm. For example, the axis specifier that is generated for vertex F
is preceding-sibling: :. In this later case, an additional predicate [1] that con-
straints the selection of exactly the preceding node, is added. The algorithm also
generates a predicate for each element of the label of a vertex. For example, pred-
icate [local-name() = ’a’] is generated for vertex F, that checks the node tag,
and predicate [not (following-sibling::*)] is generated for vertex G, that
checks if the matched node is the last child of its parent node. Moreover, for vertices
F and C the algorithm generates an additional predicate that accounts for their left
siblings E (of F) and respectively B — A (of C). For example, additional predi-
cate [preceding-sibling::*[1][not (preceding-sibling::*)]] is gener-
ated for vertex F. This predicate checks if the document node matched by vertex F
has a predecessor and if the predecessor is the first child of its parent node.

Note that running the XPath query from figure 4b on the labeled ordered tree
from figure 1 produces the following two answers /a[l]/a[1]/a[1]/b[3] and
/al[1]1/c[1]1/a[1]1/c[4] that correspond to nodes nj, and ny;.

PATH-TO-XPATH(p)
1.1let p = [1o,..., ]

2.xp <7

3.fori =0,k do

4 lets; =[v,....,v_1,v0,..., vl

5 et COND(v)

6.  xp < xp+7/*” + COND(v,) 1. let A be the label of v

7. for j=r-1,0do 2.xc <77

8 xp « xp+ ”/preceding-sibling::*[1]” + 3. if there is o € 1 N 2 then

8 COND(v;) 4. xc « xc+

9. if / > O then 5. ”[local-name()=0"]"

10. xp « xp+ "[preceding-sibling::*[1]” + 5. if there is ’f* € 1N 2 then

11. COND(v_}) 6. xc & xc+

11. for j=2,1do 7. ”[not (preceding-sibling::*)]”
12. xp < xp+ ”/preceding-sibling::*[1]” + 7. if there is '’ € AN 2 then

13. COND(v-;) 8.  xc « xc+

13. xp « xp+ 71" 9. ”[not (following-sibling::*)]”
14.return xp 9. return xc

Fig. 5. Algorithm for translating an extraction path into XPath
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5 Experiment

We performed a simple (but realistic) experiment using data harvested from the Ex-
pedia Web site with the task of extracting hotel names. We followed a process con-
sisting of the following stages: page collection, pre-processing, manual information
extraction, conversion to the input format of the learning program, learning, wrapper
compilation, wrapper execution ([2]).

We selected a sample page set of 50 pages containing all the results we got by
searching Expedia for hotels in Paris (see figure 6). This set contained 1248 hotels,
25 hotels per page (excepting last page with only 23 hotels). We converted each
page to XHTML using the Tidy program and then we assembled all these files into
a single XML file by concatenating them under a new root element. The resulting
file had about 29 Mb comprising a total of 191816 nodes. Note that the size of this
training document is about two orders of magnitude larger than the one used in [1].

Page 1 of 50 Previous | Hext
Sorthy: % ExpediaPicks O Price  CHotelName Gty Hoel Class

& K and K Hotel Cayre St Germain des Pres Lowest avg rate $287.55
Frerdel Parig, France Ered: Eiffel Tower-Orsay Museum (7]

Stylish boutigue hotel on the Left Bank
Thiz seven-story hotel is located in the Left Bank neighborhood of St-Germain-des-
Frés, two blocks from the Musée d'Orsay and S00 meters (a quarter-mile) from ...

8 More infg
Avaiiskilly request: 1 rooin Expedia Special Rate WS Agr-3-2006 10 Fri Apr-7-2008
[E) Avgrate

FRoom type Mon  Tue Wed Thu (per night)
Ciassic Sinls room $268 9259 280 5209 3755
Ciassic Doubls rocm s15 §515 $315 s:1s saase [ERTTTA
Executive Double Room-Execttive Double: §381  $381 $3ET $361 $351.28

Cia=sic Triple Room $378 S $378 3R 370
£ Le Regent Montmartre Lowest avg rate $98.31

it Paris, France Brea; L'Opera (9)

4 & Mext to Anvers metro, at the foot of the Butte Montmanre, this budget hotel
.| capiures the charm of Montmartre's bohemia.

Fig. 6. Sample page resulted by searching hotels on Expedia

We run the learner on this sample file for 5 training examples that were randomly
selected from result pages 1, 5, 11, 24 and 46 and parameters values set to H = 5
and L = R = 3. The resulted extraction path was converted to XPath and then the
XPath query was run on the initial document and on other 80 result pages, obtained
by searching other hotels on Expedia. As result, excellent values were recorded for
both precision and recall — both values were 1. The resulted wrapper expressed in
XSLT is shown in the appendix.

6 Related Works

The rapid expansion of the Web attracted a lot of researches in the area of information
extraction and wrapper induction. Overviews of related technologies and systems
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can be found in: [3], [7], and [8]. We have chosen for discussion in this section some
works that we think that are closer to what has been presented in this paper, namely
[1,2, 3], [9], and [4].

A special class of wrappers called L-wrappers (i.e. logic wrappers) for tuples ex-
traction, that were inspired by the logic programming paradigm, is studied in papers
[1, 2, 3]. L-wrappers i) have a declarative semantics, and therefore their specifica-
tion is decoupled from their implementation and ii) can be generated using inductive
logic programming. The extraction paths introduced in the current paper are just a
special class of L-wrappers of arity 1 for which we devised a new and more effi-
cient learning algorithm that runs in polynomial time. For example, the L-wrapper
corresponding to the extraction path from figure 4a is:

extract(C) < next(B,C) A next(A, B) A next(C, D) A last(D) A child(F,C) A a(F)A

next(E, F) A first(E) A next(F,G) A last(G) A child(H, F) A child(I, H) A a(I)A
last(I) A first(1).

In paper [9] tree wrappers for tuples extraction are introduced. A tree wrapper
is a sequence of tree extraction paths. There is an extraction path for each extracted
attribute. A tree extraction path is a sequence of triples that contain a tag, a position
and a set of tag attributes. A triple matches a node based on the node tag, its position
among its siblings with a similar tag and its attributes. Extracted items are assembled
into tuples by analyzing their relative document order. The algorithm for learning
a tree extraction path is quite similar to ours — the composition of two tree extrac-
tion paths corresponds to the generalization operator of two extraction paths (our
GEN-PATH algorithm). Note also that our extraction paths use a different and richer
representation of node proximity and therefore, we have reasons to believe that our
wrappers could be more accurate (this claim needs, of course, further support with
experimental evidence). Finally, note that our approach can also be extended to tu-
ples extraction as in [9]. However, as future work we are interested to extend the
approach presented in our paper to devise an efficient learner for L-wrappers for
tuples extraction ([2, 3]), rather than following the approach outlined in [9].

Finally, a generalization of the notion of string delimiters developed for informa-
tion extraction from string documents ([7]) to subtree delimiters from tree documents
is described in paper [4]. This paper introduces a special purpose learner that con-
structs a structure called candidate index based on trie data structures. Note that the
tree leaf delimiters described in this paper are quite similar to our extraction paths and
the representation of reverse paths using the symbols Up(T), Le ft(«<) and Right(—)
can be easily simulated in our approach by ’c’ and 'n’ arcs.

7 Concluding Remarks

In this note we presented an efficient algorithm for learning to extract single infor-
mation items from HTML documents. The algorithm is based on the idea of gen-
eralizing the extraction paths of example nodes. The generalized extraction path is
then mapped to XPath and embedded into an XSLT stylesheet for performing the
actual extraction task. As future work we intend to investigate the extension of this
algorithm to efficiently learn L-wrappers for tuples extraction.
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A XSLT Code of the Sample Wrapper

<?xml version="1.0" encoding="UTF-8"7>
<xsl:stylesheet xmlns:xsl="http://www.w3.0rg/1999/XSL/Transform" version="1.0">
<xsl:template match="html">
<result>
<xsl:apply-templates mode="selhotel" select=
"//*[not (preceding-sibling::*)][not (following-sibling::*)]/
tr[not (preceding-sibling::*)][not (following-sibling::*)]/
td[preceding-sibling::*[1][local-name() = ’td’][not (preceding-sibling::*)]1]/
a[not (preceding-sibling::*)][not (following-sibling::*)]/
font[not (preceding-sibling::*)][not (following-sibling::*)]/
text() [not (preceding-sibling::*)][not (following-sibling::*)]1"/>
</result>
</xsl:template>
<xsl:template match="node()" mode="selhotel">
<xsl:variable name="var_hotel"> <xsl:value-of select="normalize-space(.)"/>
</xsl:variable>
<hotel><xsl:attribute name="hotel_name"> <xsl:value-of select="$var_hotel"/>
</xsl:attribute></hotel>
</xsl:template>
</xsl:stylesheet>



Trustworthiness Measurement Methodology for
e-Business

Farookh Khadeer Hussain', Elizabeth Chang' and Tharam S. Dillon?

'School of Information Systems
Curtin University of Technology
Perth, WA, 6845
Australia
{Farookh.Hussain, Elizabeth.Chang} @cbs.curtin.edu.au

2 Faculty of Information Technology
University of Technology, Sydney
Sydney, NSW
Australia
tharam@it.uts.edu.au

Abstract The purpose of the Trustworthiness Measure is to (a) to determine the
quality of the Trusted Agents and (b) once the trusting agent has determined
and recorded the trustworthiness of the trusted agent or the quality of the trusted
agent, the trusting agent can use this determined and recorded quality of the
trusted agent when some other agent queries it about the quality of the trusted
agent. As can be clearly seen, if the trusting agent has not determined the
trustworthiness of the quality of the trusted agent and subsequently recorded it,
then it will not be in a position to communicate recommendations about the
trusted agent. Unfortunately, in the existing literature there is no methodology
for quantifying and expressing the trustworthiness of the trusted agent. In this
paper we propose a methodology by that the trusting agent needs to following
in order to determine the trustworthiness of the trusted agent. This methodology
helps trusted business transactions, virtual collaboration and keeps the service-
oriented environment trustworthy as well as helping to provide a transparent
and harmonious nature to the distributed, heterogeneous, anonymous, pseudo-
anonymous, and non-anonymous e-service networks.

1. Introduction

Trustworthiness of an agent / product / service quantifies and expresses the quality of
an agent or service or product. Trustworthiness of an Agent, service or a product in
the service-oriented environment implies the “quality” of an Agent, service or
product. The quality of a given service in service-oriented environments is determined
by determining the correlation between

(a) The delivered quality of service (and)
(b) The mutually agreed quality of service.

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 21-30 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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We define the delivered service as the set of all functionalities that the trusted agent
has delivered to the trusting agent. The delivered quality of service is a numeric value
that quantifies and expresses, in commonly used terminology the value of all the
delivered functionalities.

We define the mutually agreed service as the set of all functionalities that the trusted
agent has promised to deliver to the trusting agent. The mutually agreed quality of
service is a numeric value that quantifies and expresses, in commonly used
terminology the value of all the mutually agreed functionalities.

The quality of a given product in service-oriented environments is determined by
determining the correlation between

(1) The delivered value of the product (and)
(i1) The mutually agreed value of the product

We define the delivered value of a product as a numeric value that quantifies and
expresses, in commonly used terminology the value of all the delivered functionalities
of the product.

We define the mutually agreed value of a product as a numeric value that quantifies
and expresses, in commonly used terminology the value of all the mutually agreed
functionalities of the product.

The trustworthiness of an agent in service-oriented environments is determined by
determining the correlation between

(1) The actual behaviour of the trusted agent in the interaction (and)
(2) The mutually agreed behaviour of the trusted agent in the interaction

We define the actual behaviour of the trusted agent as the set of all the functionalities
that the trusted agent has delivered to the trusted agent in the interaction.

We define the mutually agreed behaviour of the trusted agent as the set of all the
functionalities that the trusted agent has agreed to deliver to the trusted agent in the
interaction.

We can see from the above discussion that the mutually agreed behaviour and the
actual behaviour of the trusted agent / product and the service are the pivotal factors
based on which the the trusting agent can determine the trustworthiness of the trusted
agent/ product / service. In this paper we propose a methodology by which the
trusting agent and the trusted agent can determine the mutually agreed behaviour and
the actual behaviour in the interaction.

This paper in organized as follows,
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In Section 2 we propose a conceptual framework comprising of four steps for
measuring and quantification of trustworthiness. Section 3-6 explains each of these
four steps in detail. Section 7 concludes the paper.

Through this chapter I will explain the proposed methodology using an example. The
example is as follows:

Assume that there are two logistic companies namely; East Field and West Field are
located in Sydney and Perth respectively. Let us further assume that they have their
areas of operation specific to the area that they are located in.

Let us furthermore assume that East Field wants to store some of its consignment of
goods in the warehouse belonging to West Field. It sends a request to West Field
asking for warehouse space of say 6000 sq feet for duration of 6 days. In this paper
we address the sequence of steps that East Field as the trusting agent needs to go
through in order to come to the stage of assigning a trustworthiness value to the West
Field.

2. Conceptual Framework for Measurement of Trustworthiness
Measurement Methodology

The process of Trustworthiness Measure Methodology Framework comprises of 4
steps, which are detailed below:

The framework of the Trustworthiness Measure Methodology contains four major
steps, namely:
1) Obtain (Determine) Context from associated domain knowledge
2) Identify the Criteria from the knowledge domain
3) Develop Quality Assessment Criteria for each quality aspect
4) Measure the Quality and Trust against Quality Assessment Criteria
through CCCI metrics.

In the following section we explain each of the above steps in detail with examples.

3. Determine Context from associated domain knowledge

As discussed in our earlier publication [1], when we refer to the trust that a trusting
agent has in a trusted agent, the trust is specific to a specific context/s and the time
slot/s. The ‘context’, in which the trust relationship exists, is one major basis based on
which the trustworthiness measure by the trusting agent would be carried out. As was
pointed in our earlier publication [1], the context can be regarded as a scenario or
environment in which the trust exists between the trusting agent and trusted agent.
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We define the context of an interaction, as a means of representing the set of all the
coherently related functionalities that the trusting agent is looking for in an interaction
with the trusted agent. As discussed above the context of the interaction can be
represented by different terms, as long as they all mean the same. The context of the
interaction can be derived only from the knowledge domain.

As an example, based on the service level agreement between East Field and West
Field, the context of the interaction could be inferred as ‘Storing Goods’ or ‘Leasing
Warehouse Space’ or ‘Renting Warehouse Space’ or ‘Storing Goods’. As can be
seen, from the above discussion there is more than one way in which a given context
of interaction can be represented by the trusting agent. It does not matter using which
words and terminology how the trusting agent uses to symbolizes or represents the
context in an interaction as far as they all mean the same thing semantically. From
the above example, East Field could have used either of the above three terms
(“Storing Goods in Warehouse’ or ‘Leasing Warehouse Space’ or ‘Renting
Warehouse Space’ or ‘Storing Goods’ ), to represent the context of interaction as
semantically they all refer to East Field using the warehouse space of West Field.

Based on the context of interaction, East Field as the trusting agent would determine
the trustworthiness of West Field after the interaction. However the context of
interaction provides little knowledge that the trusting agent can use to determine the
trustworthiness value of the trusted agent. For example, East Field as the trusting
agent has little knowledge based on which it could determine the trustworthiness
value of West Field.

The context of an interaction has to be determined from the domain knowledge. The
domain knowledge would differ for different trusted agents as shown in Table 1,
below.

Trusted Agent Knowledge Domain
1 Human Agent or Software Agent Mutually Agreed Behaviour(or)
Contract(or)

Agreement

2 Service Provider or Service Mutually Agreed Service (or)
Service Level Agreement (or)
Advertisements(or)
Contract(or)

Agreement

3 Product Advertisements (or)

Product Catalogue(or)
Product Manual(or)
Contract(or)

Agreement

Table 1: Table showing the knowledge domain associated with trusted agent/
product and service.

We define the knowledge domain as a clear and precise natural language description
of the mutually agreed behaviour of the trusted agent. The mutually agreed behaviour
comprises of a set of functionalities that have been mutually agreed to by both the
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interacting parties and which the trusting agent expects the trusted agent to perform.
Depending on who actually is the trusted agent in the interaction, the knowledge
domain is derived from various ways. However an important point to be noted here is
that, the knowledge domain specifies the behaviour of the trusted agent in the
interaction and this behaviour has to be agreed to by both the trusting agent and the
trusted agent. If the trusted agent is a

(a) Human agent or software agent, then the trusting agent and the human / software
agent need to enter into a Negotiation Phase. During the Negotiation Phase, the
trusting agent and the trusted agent draw up a description of the mutually agreed
behaviour. The Negotiation Phase comprises of the following steps

Step 1: Behaviour Proposal: The reason why the trusting agent in engaging the
trusted agent in an interaction is to fulfill a certain set of objective/s. The objective/s
of the trusted agent in an interaction could be achieved by the trusted agent by
performing a set of coherently related activities. The initial behaviour proposal should
in practice contain a finite set of clearly and precisely specified activities that the
trusting agent expects the trusted agent to perform in the interaction. By clearly
specification of the activities, I mean that the activity the trusting agent expects the
trusted agent to perform in the interaction should be spelled out in easily
comprehensible terminology and in unambiguous terminology during the negotiation
phase. By precise specification of the activities, I mean that the if possible, the out put
of each activity that the trusting agent expects the trusted agent to perform in the
interaction should quantified in terminology that is mutually understandable to both
the interacting agents.

Step 2: Revision of Behaviour Proposal: Based on the initial behaviour proposal the
trusted agent should revise the first behaviour proposal into a behaviour proposal that
comprises of a set of clearly and precisely specified set of activities, which the trusted
agent feels that it is willing and capable of delivering upon. The trusting agent
determines those set of activities specified in the initial behaviour proposal that it
feels that it is not capable or is unwilling of carrying out. It would then revise the
initial behaviour proposal into a new behaviour proposal that comprises of a set of
clearly and precisely specified set of activities, which the trusted agent is capable and
willing to carry out in its interaction with the trusted agent. The trusted agent in
practice should try it best that the new set of activities would help the trusting agent
achieves its set of objectives in the interaction. The trusted agent would then
communicate the revised behaviour proposal to the trusting agent.

Step 3: Considering the Revised Behaviour Proposal: Once the trusting agent
receives the revised behaviour proposal, it would consider whether the revised
behaviour proposal would help it to achieve the objectives in the interaction. If it feels
that its objectives that it aims for in the interaction would be achieved by the revised
behaviour proposal then it has the option of going ahead and changing the revised
behaviour proposal into the Mutually Agreed Behaviour.
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On the contrary then if it feels that the revised behaviour proposal form the trusted
agent would not help it achieve its aims in the interaction, then it has two option as
explained below

Step 3(a): Propose an alternative behaviour proposal: The alternative behaviour
proposal can be derived by the trusting agent from the revised behaviour proposed
communicated to it in Step 2. Alternatively the alternative behaviour proposal may
comprise of a new set of clearly and precisely specified activities, that the trusting
agent feels would help us in achieving its objectives in the interaction. Irrespective of
whether the new proposal is derived by modifying the revised behaviour proposal or
comprises of a new set of coherently related set of activities the trusting agent and the
trusted agent would need to go through the step 1, step 2 and step 3 in the same order
to arrive on the mutually agreed behaviour. We term each iteration through the step 1,
step 2 and step 3 as a Negotiation Cycle.

Step 3(b): Consider engaging an alternative trusted agent: Based on the revised
proposal from the trusted agent, if the trusting agent feels that the revised proposal
would not help it to achieve its objectives in the interaction, then it may choose to
consider the engaging an alternative trusted agent.

(b) Service Provider (or) Service : If the trusted agent is a service provider, then the
knowledge domain , may be one of the following

i. Contract (and)

ii. Agreement(and)

iii. Mutually Agreed Service (and)

iv. Service Level Agreement: The trusting agent and the service provider
determine the mutually agreed service by going through the
Negotiation Phase, as explained above. At the completion of the
negotiation phase, the trusting agent will have a specification that
clearly and precisely details the service that will be carried out by the
trusted agent. The service in turn is specified as a set of clearly,
precisely and coherently set of related activities.

v. Advertisement: Service Providers usually advertise their services. The
advertisement of a service, specifies the Quality of Service. The
advertisement of service specifies that the service provider is
committed to providing a particular level of service. If the trusting
agent is feels that the Quality of Service advertised by the Service
Provider could help it in achieving its objectives in the interaction then
the trusting agent can go ahead and interact with the service provider
on the terms, conditions and the Quality of Service as specified in the
advertisement.

(c) Product: If the trusted agent is a product, then the knowledge domain , may be
one of the following

i. Product Manual (and)
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ii. Product Catalogue: Each product manual and product catalogue is
made by the product manufacturer. The product manual or product
catalogue specifies the functionality of the product. The functionality
of the product should be clearly, precisely specified by the product
manufacturer. The product catalogue (or) product catalogue specifies
that the product manufacturer assure that the product will accomplish
certain functionalities. The Quality of Product will specify the level to
which the product will accomplish the given functionality.

iii. Advertisement: Provider Manufacturers usually advertise their
products. The advertisement of a product, specifies the Quality of
Product. The advertisement of a product specifies certain
functionalities of the product. Additionally the advertisement of the
product specifies quantitatively in commonly used terminology the
value that can be obtained by the user. If the trusting agent is feels that
the Quality of Product advertised by the Product Manufacturer could
help it in achieving its objectives in the interaction then the trusting
agent can go ahead and interact with the product on the terms,
conditions and the Quality of Product as specified in the advertisement.

The context of an interaction can be additionally described as a high level
summarized description of all functionalities that the trusting agent is looking for in
its interaction with the trusted agent. The context of an interaction provides little
knowledge of the factors based on which the trusting agent would assign a
trustworthiness value to the trusted agent. Based on the above discussion of the
context of the interaction between East Field and West Field is ‘Storing Goods in
Warehouse’ or ‘Leasing Warehouse Space’ or ‘Renting Warehouse Space’ or
‘Storing Goods’. As can be seen East Field does not have enough information to
assign a trustworthiness value of West Field based on the above description of
context. In order to determine the trustworthiness of the trusted agent, the trusting
agent needs to determine the criteria based on which it would assign a trustworthiness
value to the trusted agent.

4. Identify the Criteria from the knowledge domain

We define the criteria as a decisive factor, the performance or the output of which has
been mutually agreed by both the trusting agent and the trusted agent, and the
trusting agent would evaluate the performance of the trusted agent in that decisive
factor in its interaction with the trusted agent. The Criteria of an interaction can be
additionally regarded as a quality dimension for the purpose of quality assessment.

The criterion has to be derived from the domain knowledge. As mentioned before, the
domain knowledge comprises of the mutually agreed behaviour / mutually agreed
service of the trusted agent from the perspective of the trusting agent. From the above
service level agreement between East Field and West Field, the decisive factors the
performance of which has been mutually agreed by both the trusting agent and the
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trusted agent and the performance of which the trusting agent would assign
trustworthiness value to the trusted agent is the following
The Space of Leased Warehouse: West Field has agreed to lease a ware
house space of 6000 sq feet to East Field.
The Duration for which the Warehouse space would be leased: West
Field has agreed to lease the warchouse space for duration of 6 days.

Looking at it from another perspective the above two are the criteria or the decisive
factor/s on which East Field will assign a trustworthiness value to West Field.

In this stage the trusting agent, should go through the knowledge domain and
determine all the criteria which,

1. have been mutually agreed between the trusting agent and the trusted agent
(and)

2. Dbased on which it is going to evaluate the trustworthiness of the trusted
agent.

As mentioned before, the mutually agreed behaviour of the trusted agent in a given
criterion will be expressed and agreed to by both the interacting parties in commonly
used terminologies.

5. Develop the Criteria Assessment Factors

We define Criteria Assessment Factors as those factors based on which the trusting
agent would assess whether or not a given criteria in its interaction has been
delivered up on. The criteria assessment factors metric can be alternatively defined as
a set of rules, regulations or policies which the trusting agent would use to the
whether or not a given criterion has been delivered up on by the trusted agent.

For the above two criteria in the interaction between East Field and West Field, the
criteria assessment factors developed by East Field are as follows,

Criteria Assessment Factor for Size of Warehouse Space Allocated:

If West Field allocate a warehouse space of greater than or equal to 6000 sq ft then
this criteria has been delivered upon by the West Field else not.

Criteria Assessment Factor for Duration of Warehouse Space Allocated:

If West Field has allocate the warehouse space for a duration of greater than or equal
to 6 days then this criteria has been delivered upon by the West Field else not.



Trustworthiness Measurement Methodology for e-Business 29

6. Measure the Trustworthiness using CCCI Metrics

Finally in order to determine the trustworthiness of the trusted agent, the trusting
would make use of the CCCI Metrics. The CCCI Metrics, as I will explain below
determines the correlation value of each individual criterion in the interaction. The
correlation of each individual criterion is subsequently weighted by the clarity of the
criterion and the importance of the criterion. The correlation values of the all the
criteria in the interaction are then combined to determine the correlation of the
interaction.

Assign trustworthiness using

CCCI Metrics
East Field West Field
(Trusting (Trusted
Agent) Agent)

Figure 2. Through the correlation of the Quality Assessment Criteria with the
actual delivered service, we determine the Trustworthiness of Trusted Agent

The Measurement of the Trustworthiness against Quality Assessment Criteria is
carried out through CCCI metrics. Due to space constraints we are unable to provide a
detailed explanation on the CCCI Metrics. Interested readers are encouraged to refer
to [1] for a detailed explanation of the working of the CCCI Metrics.

7. Summary

In this paper we have proposed a methodology, comprising of four steps which the
trusting agent can make use of in order to determine the trustworthiness of the trusted
agent. The methodology comprises of four steps, namely

(a) Obtain (Determine) Context from associated domain knowledge

(b) Identify the Criteria from the knowledge domain

(c) Develop Quality Assessment Criteria for each quality aspect

(d) Measure the Quality and Trust against Quality Assessment Criteria

through CCCI metrics.

We explained each of the first three steps in detail, along with examples. Due to space
constraints, we were unable to explain the working other CCCI Metrics in detail. The
working however has been explained in great depth, detail and along with examples
in [1]. Interested readers are encouraged to refer to [1], for a thorough discussion on
the CCCI Metrics.
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Abstract— Sparse m obile sensor netw orks, such as those in the applications of ccology
forest and modern battlefield, can frequently disconnect. Unfortunately, m ost existing
routing protocols in m obile wireless netw orks m ainly address connected networks, ei-
ther sparse or dense. In this paper, we study the specific problem for dynam ic routing
in the sparse and disconnected m obile sensor netw orks utilizing m essengers. W e pro-
pose tw o routing discovery protocols: G enetic Fuzzy Straight Line M oving of M essen -
gers (GFSLM M) and Genetic Fuzzy Flexible Sharing Policy of M essengers

(GFFSPM ). A preliminary sim ulation show s the efficacy of our protocols.

Index Term s— M obile Sensor Networks(M SN ), M inim um Spanning Tree(M ST), Dy-

mnamical Source Routing Protocol (DSR), Ad Hoc On Demand Distance Vector Rout-

ing (AODV), Genetic Algorithm (GA), Fuzzy Inference System , D isjoint M obile Sensor

Networks (DM SN), Straight Line M oving of M essengers (SLM M ), Flexible Sharing
Policy of M essengers (FSPM ), Genetic Fuzzy Straight Line M oving of M essengers

(GFSLMM ) and Genetic Fuzzy Flexible Sharing Policy of M essengers (GFFSPM ) .

1 Introduction

apid progress of wireless com m unication and distributed em bedded sensor
R and actuator technologies has lead to the thriving of the applications of m o-
bile sensor networks (M SN ) which range from natural ecosystem to security
m onitoring, especially in inaccessible terrains or disaster relief operations [1].

M obile sensor netw ork is a dynamic sensor netw ork with a large number of
static sensor nodes and m obile nodes and w ireless com m unication betw een them
These mobile nodes can be mobile vehicles (cars or buses) w hich are loaded w ith
sensors. In a habitat m onitoring scenario, anim als can perform the role of mobile
vehicles [5]. The M SN possess the self-organizing and cooperative ability to de-
tect record, collect, process, predict and estim ate som e events of interest [1].

The first application we consider here is to m onitor basic forest ecology. U CL A
used infrared imagers to track forest tem peratures and heat patterns [8]. But it is
not cost-effective to study the entire ecology environment change by deploying
lots of sensor nodes in the entire forest to form a dense connected network and
m aintaining the entire netw ork. So a feasible way is to attach sensors to the trained
or observed anim als.

The second application we present here is the modern B attleField w hich de-
mands critical surveillance inform ation system of the enemy site and the m ost
rapid and precise decision support system . M obile wireless sensors, scattered in

targeted zones, form the M SN . They are able to quickly and secretly gather infor-

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 31-40 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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m ation about the location and environment and periodically relay this inform ation
back to the com m and, control, and com m unication center [6].

Since sensor nodes inherently have lim ited power, short-distance com m unica-
tion and prone to failure, in the above two applications, it is difficult to form a
globally connected topology. For sparse/disconnected networks,[2][5][7] proposed
m obility-based approaches. [2] assum es netw ork topology is relatively stable and
the inform ation about netw ork partitions are conveyed by out-of-band means. [5]
assum es that the sensor netw orks in the bottom tier are fixed. A1l the assum ptions
allow dignoring the inherently and highly dynamic nature of the distributed dy-
nam ic environment. O ur previous work [7] was mostly devoted to im plem enting
the agents based sim ulator for the problem . W e proposed two solutions, one based
on straight line m oving of m essengers and the other based on flexible sharing pol-
icy of messengers. However, we did not give the problem form ulation for it and
show the feasibility topologically. These previous work will be described in de-
tails in section 2.

This paper deals w ith the distributed dynam ic environment. W e propose solu-
tion and show the feasibility. Because the uncertainty of dynam ic environment and
w ireless com m unication, we propose to employ the genetic fuzzy system in the
previous tw o solutions.

The problem and solution method are as follows. Because the use of a long
range radio consumes excessive energy, we employ the mobile vehicle (cars,
buses, people, or anim als w ith sensors) as the messenger. Once netw ork partitions
are generated, the autonomous routing discovery and m aintenance based on m es-
senger will be invoked in delay-tolerant sparse/disconnected m obile sensor net-
works. Through SLM M and FSPM based on the messengers [7], the inform ation
of the available netw ork partitions can be shared. A nd then, in our problem model,
we set every one of netw ork partitions to be a vertex and find the cut-edges in the
m inim um spanning tree (M ST) which connects these partitions and meets the
condition of the m inim um distance weight. The m inim um distance weight repre-
sents the minim um total energy consum ption in the process of the moving. Fur-
therm ore, distributed and dynam ic characters of the specific applications m ake the
problem m ore challenging and interesting. W ith the advent or moving of targets,
the netw ork partitions, as vertices in the M ST, are changing. On the consequence,
new M ST should be builtand new cut-edges should be discovered. So the problem
is focused on the discovery and rebuilding of the dynamic M ST w ith the tradeoff
between the delay and real-time availability of netw ork partitions inform ation.
A dditionally, after M ST is constructed, the problem is sim plified and the currently
existed techniques can be applied [3]. Our goal is to design an energy efficient,
decentralized, scalable and flexible approach to share the inform ation of netw ork
partitions and rebuild the M ST for the distributed dynam ic application environ-
ment in the delay-tolerant range when netw ork partitions change. Figure 1 shows
Process of building topology in disconnected netw ork partitions. It can be itera-
tively operated. A nd every netw ork partition can be com posed of the hierarchy of

subnetw ork partitions no m atter w hether there has been a M ST in it. The iterative
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for data delivery in sparse netw orks. Because authors assume that netw ork parti-
tions are relatively stable and their inform ation is conveyed in the out-of-band
means, in [2], they ignore the route discovery and maintenance in the sparse or
disjoint dynam ic system . A dditionally, as a result of the asym m etric roles betw een
ferries and regular nodes, the system w ill more depend on the robustness of ferries
and the consistent coordination betw een ferries.

R. Shah [5] proposed 3-tier architecture M ules for sparse sensor netw orks. In
the m iddle tier, the m obile transport agents as m essengers collect sensor data from
the bottom tier and deliver the data to the top tier. They assumed that the sensor
netw orks in the bottom tier are fixed. The assum ption is not suitable for the dis-
tributed dynam ic application environm ent.

In our previous work [7], we presented a novel autonomous messenger-based
route discovery and routing protocol for disjoint clusters-based M SN . The pro-
posed protocol does not depend upon centralized control or prior global know I-
edge. It does notdepend upon ferries or sensors with special hardw are capabilities.
The protocol can establish com m unication in disjoint netw ork of clusters that has
not been addressed previously. W e provided the framew ork for the route discov-
ery and routing protocol. And we designed and im plem ented tw o route discovery
protocols, one based on straight line moving of messengers (SLM M ) and the other
based on flexible sharing policy of messengers (FSPM ). Furthermore, we designed
the agent-based m odeling and sim ulator in the application and im plem ented the
prototype. However, our previous work [7] also ignores to describe the highly dy-
namic problem m odel and to show the feasibility of the solutions. A dditionally,
we treated all uncertain elem ents such as signal strength and the preciseness of di-

rection and distance as crisp elem ents in the previous version.

3 G enetic Fuzzy System R outing Discovery

and Maintenance

3.1 Framew ork

Based on the framew ork in previous work, we add a higher tier genetic fuzzy
system to SLM M and FSPM in Routing Discovery and M aintenance C om ponent.
The whole fram ew ork is showmn as figure 2.

In routing discovery and m aintenance component, we provide three sub com po -
nents and im plem ent the four routing discovery protocols, one based on straight
line m oving of m essengers (SLM M ), one based on flexible sharing policy of mes-
sengers, one base on genetic fuzzy flexible share policy of messengers
(GFFSPM ), and the other based on genetic fuzzy straight line m ovement of m es-
sengers (GFSLM M ).

3.2 G enetic Fuzzy System

The genectic fuzzy system prototype is shown as figure 3.The prototype is com -

posed of TSK fuzzy system and genetic algorithm . The TSK fuzzy inference sys-

tem generates the crisp output w hich is input into the genetic algorithm as fitness
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function value. The training feature of genetic algorithm optimizes the TSK fuzzy
system . The system input param eters is the distance and angle between the m es-

senger and the sensor w hich belongs to a full cluster.

Cluster Based M anagement Com ponent

I |
1 Based on Straight Based on Flexible |
1 Line M oving of Advanced Sharing Policy of 1
! M essengers M essengers 1
! (SLM M) (FSPM ) !
1 1
1 1
1 1
. N 7 .
1 N 7 |
d

. N

! Advanged
N

N

N
! N

7
Adyanced !
, .
7’ 1
, .
4 1

Figure 2. The Framework

3.2.1 The TSK Fuzzy System

Regular fuzzy inference system consists of fuzzy sets, fuzzy if-then rules, and
aggregation and defuzzification parts. A ccording to the direction of path planning,
we define eight linguistic variables related to direction shown in figure 4: Front
Zero (FZ), Front Left (FL), Front Right (FR ), Rear Zero (RZ), Rear Left (RL),
Rear Right (RR ), Left (L), and Right(R). A dditionally, we define Signal Strength
linguistic variable (SS). The term set for Signal Strength (SS) = {Strong, M e-
dium , W eak} .

Individually the linguistic variables have the membership function as figure 5
and figure 6.

A ccording to a thorough understanding of the system , we design 24 fuzzy rules
as the follow ing form at:

If direction is FZ and signal is strong, move to FZ

If direction is FZ and signal is medium , move to the average of FZ and B ase
Station;

If direction is FZ and signalis weak, move to Base Station;
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And in the design of the fuzzy rules, we consider the convergence of all mes-

sengers’ movementtowards the nearer available neighbors and the base station.
Based on the distance and angle inputs and the fuzzy rules, we define the angles
w ith the larger certainty as the crisp output.
3.3 G enetic Algorithm (G A)
The second part of figure 3 presents one cycle of the iterative steps of genetic
algorithm for generating the offspring generations.

In our GA, chrom osom e¢s are stored as floating point numbers. The outputs of
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the fuzzy inference system are input as the discrete data set and are retrieved as

fitness function value.

1
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Figure S. M embership Functions of Path D irection
1
W k
Moedgm
Signe
A'Q
>
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Distance
Figure 6. M embership Functions of Signal Strength (R= Sensor Transmission Radius)
The same color curve lines represent the mem bership function of the sam e linguistic variables

In the sim ulation experiment m entioned in section 6, we set the following G A

param eters:

Chromosome Dimension (numberof genes) = 10;
Population of Chromosomes = 100

Crossover Probability = 0.7

Random Selection C hance % (regardless of fitness) = 6

M ax O ffspring G enerations = 30:

Number Prelim Runs (to build good breeding stock for final--full run) = 10:
M ax Prelim G enerations = 20 ;

Chromosome M utation Probing = 0.1;

Crossover Type = Two Points Crossover;

A fter m essengers move for one tim e step, they broadcast probing signal and re-
ceive the response from nearby sensor nodes. First, the distance and angle from

the nodes are inputto the TSK fuzzy system . Sccondly, the crisp outputs arc input
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as fitness function value to G A . A fter the specified offspring generation, the best

fitness value is used as the current optimal direction.

4 A gents Sim ulation and Evaluation

4 .1 S im ulation

Due to the dynamic and non-predeterm ined connection and disconnection
among sensor nodes in DM SN, we still use the A utonomous A gents Simulator
M SensorSim designed in our previous work [7]. The result will be addressed in
the follow ing sub section.

4.2 Evaluation

Based on the agents based modeling and sim ulation in the application of route
discovery and routing protocol in DM SN, we conducted experim ents to evaluate
and com pare the energy consum ption of the protocols: genetic fuzzy routing dis-
covery based on SLM M, genetic fuzzy routing discovery based on FSPM , and
route discovery based on flexible sharing policy of m essengers.

As we know, mobile nodes in M ANET have limited battery capacity. So the
saving of battery power is a vital issue w hen determ ining the netw ork route [4].
W e denote the battery power consum ption for the entire netw ork as BPC . Because

the battery pow er consum ption of a node is caused by the follow ing activitics:

1. The roaming of sensor nodes;

2. The moving of messengers;

3. Uploading data or m essage to cluster head;

4. M essenger assigning of cluster head(because of the routing consum ption in

the cluster);
5. Data exchanging with messengers;

W e define BPC as a linecar function shown below

BPC =W x M + W x M + X
Roaming Roaming Moving Moving UploadD ata UploadD ata
+ X + X
AssignM essenger AssignM essenger ExchangeD aa ExchangeD aa
where the W . W . W . W and W are
Roam ing Moving UploadD ata AssignM essenger ExchangeD ata

the battery power consumed by the network interface when a node does the above

m entioned five activities; M . M . M . M and
Roamin g Moving UploadD ata AssignM essenger

M are the amount of five types of activities respectively. Therefore, BPC
ExchangeD ata

is obtained by averaging the total am ount of the power consum ption for every T tim e
steps.
In the prototype, we initially define the following constant of energy consum ption

on different activities: ENERGY SENSOR MSGER_EXCHANGE DATA = 1;

SENSOR_FULL_ENERGY = 100000; ENERGY _SENSOR_ROAMING = 10;
ENERGY SENSOR_MEM UPLOAD _MSG =1; ENERGY SENSOR_HEAD _SELECT_MSGER = 1;
ENERGY _SENSOR__MSGER_MOVE =10; SENSOR_NO_ENERGY = 10;

For retrieving the energy consum ption trend in the environment of em ulating

the random event of interest, we em ploy the average value method. First we do the
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sam e experiment ten tim es using the same param eter set and then calculate the av-

erage value. These experiments ran in the W indows X P system of my Pentium ®

4 CPU 2.66 GHz HP laptop. W e have 100 sensor nodes and 20 targets. Two hun-

dred m obile nodes were deployed within a 640 m *800 m area. Each node had a

radio propagation range of 20m and channel capacity was 0.1M b/s. Also, 20 tar-

gets appear in random ly distributed places that are far enough away from ecach

other to form mnetw ork partitions. The experiment results are provided in the table

and Chart 1. The user interface is shown in figure 7.

;N &
A : .E

Figure 7. Simulation of route discovery and routing in DM SN

Energy Consumption Comparison

Energy Consumption
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From the above stacked line chart and table, we observe that FSPM route dis-

covery protocol is consistently m ore energy efficient than SLM M and GFFSPM

A's the sim ulation tim e increases we can see that FSPM becomes more and more
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energy efficient.

From the theoretic point of view , genetic fuzzy system based on the routing dis-
covery protocols should show better energy consum ption. But in my experiment,
due to the lim ited clusters, the population space is not big enough to make effi-
cient use of genetic algorithm . In out next parallel sim ulation version for the large
scale m obile sensor netw orks, we will see the results of genetic fuzzy system ap-

plied to the novel routing discovery protocols.

5 Conclusion

In this paper, according to the highly dynamic property of the distributed dy-
nam ic environment, we present the specific problem and the corresponding solu-
tion m odel and show the feasibility from netw ork partitions topology graph’s per-
spective. A nd due to the wuncertainty of dynamic environment and wireless
com m unication, we em ploy the genetic fuzzy system in the previous tw o solu-
tions, one based on straight line moving of messengers and the other based on
flexible sharing policy of m essengers. W ith varied repetitive experim ents based on
the sim ulator M SensorSim , we draw a conclusion that the flexible sharing policy
route discovery and routing protocol (FSPM ) provides more energy savings than
the genetic fuzzy solution based on the straight line moving one (SLM M ). Addi-
tionally, due to the lim ited clusters, the population space is not big enough to
make efficient use of genetic algorithm . On the other hand, our protocol not only
increases netw ork life time but also enables sensor data and cluster knowledge
sharing for co-operative efforts of the autonom ous agents to perform autonomous
m onitoring of the terrain and com m unicating w ith the base station for prolonged
duration in an enecrgy-cfficient m anner. O ur future work will focus on im proving
the efficiency of routing discovery planning in disjoint netw ork and finishing the

routing com ponent.
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ABSTRACT. In this paper, we propose a new content consistency
model for pervasive Internet access. We argue that content retrieved
over the Internet consists of not only the data object but also its
attributes needed to perform appropriate network or presentation
related functions such as caching, content reuse, and content adaptation.
With this model, four types of content consistency are defined. To get a
deeper insight on the current situation of content consistency over
Internet, real content on replica / CDN (Content Delivery Network) was
monitored and analyzed. Surprisingly, we found that there are lots of
discrepancies in data object and attributes found by comparing the
original copy and the retrieved copy of the content. This result is
important because they have direct implications to the trustworthiness
of information over the Internet.

I. INTRODUCTION

Web caching is a mature technology to improve the performance of web content
delivery. To reuse a cached content, the content must be bit-by-bit equivalent to
the origin (known as data consistency). However, since the internet is getting
heterogeneous in terms of user devices and preferences, we argue that traditional
data consistency cannot efficiently support pervasive Internet access. There are
two problems that have not yet been addressed: i) correctness of function
execution in network, and ii) reuse of pervasive content. On Internet, there lies a
fundamental difference between “data” and “content”. Data usually refers to
entity that contains a single value, for example, in computer architecture each
memory location contains a word value. On the other hand, content (such as a
web page) contains more than just data; it also encapsulates attributes to
administrate various functions of content delivery. Unfortunately, present
content delivery only considers the consistency of data but not attributes. Web
caching, for instance, relies on caching information such as expiry time,
modification time and other caching directives, which are included in attributes

" This research is supported by the funding 2004CB719400 of China.
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of web contents (HTTP headers) to function correctly. However, since content
may traverse through intermediaries such as caching proxies, replicas and
mirrors, the HTTP headers users receive may not be the original. Therefore,
instead of using HTTP headers as-is, we question about the consistency of
attributes. This is a valid concern because the attributes directly determine
whether the functions will work properly and they may also affect the
performance and efficiency of content delivery. Besides web caching, attributes
are also used for controlling the presentation of content and to support extended
features such as privacy and preferences.

Under pervasive Internet access, contents are delivered to users in their
best-fit presentations (also called variants or versions) for display on
heterogeneous devices [5] [6] [9]. As a result, users may get presentations that
are not bit-by-bit equivalent to each other, yet all these presentations can be
viewed as ‘“consistent” in certain situations. Data consistency, which refers to
bit-to-bit equivalence, is too strict and cannot yield effective reuse if applied to
this pervasive environment. In contrast to data consistency, our proposed content
consistency does not require objects to be bit-by-bit equivalent. This relaxed
notion of consistency increases reuse opportunity, and leads to better
performance in pervasive content delivery.

In this paper, we propose a new concept termed content consistency and
show how it helps to maintain the correctness of functions and improve the
performance of pervasive content delivery. With this model, four types of
content consistency are defined. To get a deeper insight on the current situation
of content consistency over Internet, real content on replica / CDN (Content
Delivery Network) was monitored and analyzed. Surprisingly, we found that
there are lots of discrepancies in data object and attributes found by comparing
the original copy and the retrieved copy of the content. This result is very
important because these findings have direct implications to the trustworthiness
of information systems over the Internet. Results from this study also provide
hints on how the quality of the content provided over the Internet can be
improved.

2. CONTENT CONSISTENCY MODEL

In this section, we are going to propose our content consistency model for
pervasive Internet access. Its system architecture, content model, and a new
classification of content consistency will be given.

2.1. System Architecture

Our vision of the future content consistency is depicted in Figure 1. We begin by
describing the pervasive content delivery process in three stages: server,
intermediaries, and client. In stage one, server composes content by associating
an object with a set of attributes. Content is the unit of information in the content
delivery system where object refers to the main data such as image and HTML
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while attributes are metadata required to perform functions such as caching,
transcoding, presentation, validation, etc. The number of functions available is
infinite, and functions evolve over the time as new requirements emerge.

In stage two, content travels through zero or more intermediaries. Each
intermediary might perform transformation on content to create new variants or
versions. Transformations such as transcoding, translation, watermarking, and
insertion of advertisements, are operations that change object and/or attributes.
To improve the performance of content delivery, intermediaries might also
cache contents (original and/or variants) to achieve full or partial reuse. In stage
three, content is received by client. Selection is performed to select object and
the required attributes from content. The object is then used by user-agents (for
display or playback), and functions associated with content are performed. Two
extreme cases of selection is to select all available attributes, or to only select
attributes for a specific function.

CONTENT Object SERVER

CONSISTENCY

Server directions Attributes
& policies
Compositior

Data format Conteni

suppori
Content
Reuse

INTERMEDIARIES

Transform-
atior

L rt
anguage suppo Content Delivery

Systems

Functions

Content CLIENT

\ 4

Content quality 8
similarity

Selectior

Attributes

Client capabilities
and preferences

Object

Figure 1: System Architecture for Content Consistency

In addition, if subsequent requests for the same content are found in cache,
one particular attribute, called the Time-To-Live (TTL, or data freshness), will
be checked. If the TTL has not expired yet, the cached copy will be considered
as "fresh" and content will be returned to the client without contacting the
original content server. Otherwise, the original content server will be asked to
send the content back to the client if necessary (using request like "If-Modified-
Since").
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2.2. Content Model

Functions require certain knowledge in order to work correctly. Here, we use a
simple representation of knowledge by using attributes to illustrate the concept
behind. There exists a many-to-many relationship between function and attribute,
that is, each function might require a set of attributes while each attribute may
associate with many functions.

Content

Attribute set

/ N
{ \J\
\
\
Object \
\
\
o /

Figure 2: Content Decomposition and Function Mapping

Each object is bundled with relevant attributes to form what we called
"content", as shown in Figure 2. Formally, a content C is defined as C = {O, A},
where O denotes object and A denotes attribute set. We further divide content
into two types: primitive content and composite content, which will be formally
defined later in Section 2.4.

2.2.1. Object

O denotes object of any size. Objects we consider here are application-level data
such as text (HTML, plain text), images (JPEG, GIF), movies (AVI, MPEG), etc.
Objects are also known as resources, data, body and sometimes files. Our model
does not assume or require any format or syntax for the data. We treat data only
as an opaque sequence of bytes; no understanding of the semantics of objects is
required.

2.2.2. Attribute Set

A denotes the attribute set, where A = {a;, a,, a3, ...} and a, = (n,, v,). The
attribute set is a set of zero or more attributes, a,. Each attribute describes a
unique concept and is presented in the form of a (n, v) pair. n refers to the name
of the attribute (the concept it refers to) while v is the value of the attribute.
Examples are ("Date", "12 June 2004") and ("Content-Type", "text/html"). We
assume that there is no collision of attribute names. That is, no two attributes
will have the same name but describe different concepts. This is a reasonable
assumption and can be achieved in practice by adopting proper naming
conventions. Since an attribute set A might associate with a few functions, we
denote this set of functions as F, = {f, ..., f,}. We can also divide the attribute
set A into smaller sets according to the functions they serve. We call such an
attribute set function-specific attribute set, denoted A” where the superscript f
represents the name of function. Consequently, for any content C, the union of
all its function-specific attribute sets is the attribute set A.
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Suppose FA = {f]’ ---’fn}’ then {Af1 U...UA/;‘}= A

2.2.3. Equivalence

In our discussion, we use the equal sign (=) to describe the relation among

contents, objects and attribute sets. The meaning of equivalence in the three

cases is defined as follows:

Case 1:  O; = O,. In this case, O is bit-by-bit equivalent to O,.

Case 2: A; = A,. Here we mean that Va, € A;, a, € A, and vice versa (set
equivalence) or A, is semantically equivalent to A,.

Case3: C;=0C,, wemeanthat O;=0,andA; =A

2.3. Content Operations

Two operations are defined for content: selection and union. Selection operation
is typically performed when a system wishes to do a specific function on content
while union operation is used to compose content. Both operations might be
used in content transformation / adaptation.

2.3.1. Selection
The selection operation, SELgs, is an operation to filter a content so that it
contains only the object and the attributes of a set of selected functions. Let n be
the selected functions, represented by the set FS = {fs,..., f5,}. The selection
operation SELpg on content C is defined as:

SELps (C) = SELrs({O, A})

={o.a% Uu..uA™}

-loy A"

l i=l J
2.3.2. Union
The union operation, U, is an operation to combine m contents Cy, ..., C,, into a
single content, provided all of them have the same object, that is O; = ... = O,,.
The union operation U on content C;, ..., C,, is defined as:

Cu...uC,
= {O],A]} U...JU {OrmAm}
=:0],YA,.1

i=l J

L

2.4. Primitive and Composite Content

We classify content into two types: primitive content and composite content.

Definition 1: Primitive Content (C)
A primitive content C' is a content that contains only object and attributes of a
function, where the superscript f denotes the name of the function. This
condition can be expressed as F,= {f}. Primitive content is also called
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function-specific content. A primitive content can be obtained by applying a
selection operation on any content C, that is, C' = SEL;(C).

Definition 2: Composite Content (CC)
A composite content, CC is a content that contains attributes of more than one
function. This condition can be expressed as | F4 > 1.

There are two ways to generate a composite content: selection or union. The
first method is to apply selection operation on content C with more than one
function.

CC =SELps(C), where | FSI > 1
The second method is to apply union operation on contents Cj, ..., C,, if they
contain attributes of more than one function.

cc=Yc, -where r>1and 3j, ji1<i, j<r;i # j;F, #F,

i=1

3. CLASSIFICATION OF CONTENT CONSISTENCY

Content consistency compares two primitive contents: a subject S and a
reference R. It measures how consistent, coherent, equivalent, compatible or
similar is the subject to the reference. Let Cs and Cy represent the set of all
subject contents and the set of all reference contents respectively. Content
consistency is a function that maps the set of all subject content and reference
content to a set of consistency classes:

is _ consistent : {C ,Cp ta {Sc,0c, Ac,We}

The four classes of content consistency are strong, object-only, attributes-
only and weak consistency. For any two content Se Cs and Re Cg, to evaluate the
consistency of S against R, both S and R must be primitive content. That is, they
must only contain attributes of a common function; otherwise, content
consistency is undefined. This implies that content consistency addresses only
one function at a time. To check multiple functions, content consistency is
repeated with primitive contents under different functions.

Definition 3: Strong Consistency (Sc)

S is strongly consistent with R if and only if Oy = Oy and Ag = Ap.
Definition 4: Object-only Consistency (Oc)

S is object-only consistent with R if and only if Og = Of and Ag # Ag.
Definition 5: Attributes-only Consistency (Ac)

S is attributes-only consistent with R if and only if Os # Og and Ag = Ag.
Definition 6: Weak Consistency (Wc)

S is weakly consistent with R if and only if Og # O and Ag # Ag.

The four content consistency classes are non-overlapping classification:
given any subject and reference content, they will map to one and only one of
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the consistency classes. Each consistency class represents an interesting case for
research especially since Oc, Ac, and Wc are now common in pervasive content
delivery context. Each has its unique characteristics, which poses different
implications on functions and content reuse.

4. CASE STUDY: REPLICA / CDN

4.1. Objective

Large web sites usually replicate content to multiple servers (replicas) and
dynamically distribute the load among them. A crucial aspect of replication is to
ensure all replica hold the exact same content. This is particularly important for
end users as replication is usually transparent to them. Any inconsistency can
create problems because replicas are collectively viewed as a single server and
are expected to behave like one. The objective of this experiment is to study a
set of replicated web content to determine whether they are consistent in terms
of content attributes.

4.2. Experimental Setup ad Methodology

In our study, the input was the NLANR traces gathered on Sep 21, 2004. For
each request, we extracted the site (Fully Qualified Domain Name) from the
URL and performed DNS queries using the Linux "dig" command to list all the
IP addresses associated with the site. Usually, each site translates to only one IP
address. However, if a site has more than one IP address, it indicates the use of
DNS-based round-robin load-balancing. This usually means that the content of
the website is replicated to multiple servers. An example is shown in Table 1.

Site Wwww.cnn.com

Rephca 64.236.16.116,64.236.16.20,64.236.16.52,64.236.16.84,

64.236.24.12,64.236.24.20, 64.236.24.28

Table 1: An Example of Site with Replicas

In reality, there might be more than one server behind each IP address.
However, it is technically infeasible to find out how many servers are there
behind each IP address and there is no way to access them directly. Therefore, in
our study, we only consider each IP address as one replica.

The traces originally contained 5,136,325 requests, but not all of them were
used in our study. We performed two levels of pre-processing. Firstly, we
filtered out URLs not using replica (3,617,571 of 5,136,325). Secondly, we
filtered out URLs with query string (those containing the ? character) because
NLANR traces were sanitized by replacing each query string with a MD5 hash.
URLs with query strings became invalid and we could no longer be able to fetch
them for study (227,604 of 1,518,754). After pre-processing, we had 1,291,150
requests to study, as shown in Table 2.
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Input traces NLANR Sep 21,2004
Request studied 1,291,150

URL studied 255,831

Site studied 5,075

4.3. Results

We are interested to know the extent of trustworthiness of attributes (i.e. the
HTTP header fields) of web content in general. We did this by searching for
URL with "critical inconsistency” in caching and revalidation headers,
according to the types stated in Table 3. Here, the word "critical inconsistency"
discrepancy of the attribute values will result in wrong content

means that the

Table 2: Statistics of Input Traces

presentation to the content requester.

Function in Content Attributes Problem s (Based on HTTP Header
Network Ficlds)
Caching E xpires: m issing, Conflict
Pragm a:m issing
Cache-Control: m issing, or the dircctives private, no-cache, no-store,
m ust-revalidate, m ax-age m issing, or m ax-age inconsistent
Vary: missing or con flict
Revalidation B Tag:missing, m ultiple or conflict
Last-M odificd: m issing, m ultiple or con flict

Table 3: Critical Inconsistency / Inaccuracy in Caching and Revalidation

(where Missing — the header appears in some but not all of the replicas;
Multiple — at least one the replica have multiple header H ; Conflict — at least

Headers

2 of the replica have conflicting and unacceptable values).

Critical Inconsistency of Replica / CDN

40.00% 35.06%
35.00%
30.00%
25.00%
20.00%
15.00%
10.00%

5.00%

0.00%

URL Site Request

Figure 3: Distribution of Inaccurate/Inconsistency Headers of Replica / CDN
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Figure 3 shows that 22.57% of URLs with replica suffer some form of
critical inconsistency. In turns, this affects 32.44% of sites and 35.06% of
requests. Our study confirms that replica and CDN suffer severe inconsistency
problems that result in revalidation failure (performance loss), caching error,
content staleness and presentation errors. This definitely puts up a serious trust
problem on the content presentation seen by web clients.

S. RELATED WORK

HTTP/1.1 supports basic consistency management using TTL (time-to-live)
mechanism. Gwertzman et al. [4] proposed the adaptive TTL which is based on
the Alex file system [1]. In this approach, the validity duration of a content is the
product of its age and an update threshold. Weak consistency guarantee offered
by TTL may not be sufficient for certain applications, such as websites with
many dynamic or frequently changing objects. As a result, server-driven
approach was proposed to offer strong consistency guarantee [7]. Duvvuri et al.
[3] proposed adaptive lease which intelligently compute the optimal duration of
leases to balances these tradeoffs.

Many web pages are dynamically generated upon request and are usually
marked as non-cachable. This causes clients to retrieve them upon every request,
increasing server and network resource usage. Challenger et al. [2] proposed the
Data Update Propagation (DUP) technique, which maintains data dependence
information between cached objects and the underlying data (eg. database)
which affect their values in a graph. MONARCH is proposed to offer strong
consistency without having servers to maintain per-client state [8]. The approach
achieves strong consistency by examining the objects composing a web page,
selecting the most frequently changing object on that page and having the cache
request or validate that object on every access.

Caching and replication creates multiple copies of content, therefore
consistency must be maintained. This problem is not limited to the web, many
other distributed computing systems also cache or replicate content. Saito et al.
[10] did an excellent survey of consistency management in various distributed
systems. Solutions for consistency management in distributed systems share
similar objective, but differ in their design and implementation. They make use
of their specific system characteristics to make consistency management more
efficient. For example, Ninan et al. [9] extended the lease approach for use in
CDN, by introducing the cooperative lease approach. Another solution for
consistency management in CDN is [11].

6. CONCLUSION

In this paper, we study the inconsistency problems in web-based information
retrieval. Firstly, we redefine content as entity that consists of object and
attributes. Then, we propose a novel content consistency model and introduce
four content consistency classes. We also show the relationship and implications
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of content consistency to web-based information retrieval. In contrast to data
consistency, “weak” consistency in our model is not necessarily a bad sign. To
support our content consistency model, we present a detailed case study of
inconsistency in web replica and CDN. Replicas and CDN are usually managed
by the same organization, making consistency maintenance easy to perform. In
contrast to common beliefs, we found that they suffer severe inconsistency
problems, which results in consequences such as unpredictable caching behavior,
performance loss, and content presentation errors. This not only raises a big
question of trustworthiness of content delivered on Internet but also provides
hints to address this problem, content integrity and ownership. This has already
been included in the extension of our work here.
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ABSTRACT. In this paper, we propose a content description model
and framework for efficient content distribution. The content
description model employs ideas from Resource Description
Framework and External Annotation, which allow flexible descriptions
for Web content. The model also allows a server to efficiently select
any subset of the descriptions of any Web page and deliver them to a
proxy. The framework consists of algorithms for the proxies to map
user preferences and device capabilities to a set of functions to be
performed, and for the server to select and deliver necessary content
descriptions to the proxy, and for the proxy to efficiently cache and
reuse the content descriptions. With our content description model and
framework, best-fit content presentation for pervasive Internet access
can be made possible.

I. INTRODUCTION

Today, the Web has become a highly heterogeneous environment. To
accommodate the needs for heterogeneous users and devices, network nodes
between servers and end users start to perform various functions (such as image
transcoding, content transformation, and content filtering) on the Web content
before it is distributed to the users. These network nodes are often referred to as
active web intermediaries or proxies, in the rest of this paper, we call them
proxies. In order to perform these functions properly, a proxy usually requires
semantic information about the Web content. We will refer this kind of semantic
information as content descriptions here.

To support various functions, many content description models and
frameworks have been proposed to provide semantic information about different
attributes of Web content. For example, the Edge Side Includes (ESI) [4]
language was proposed to describe attributes such as expected expiry time or
Time-To-Live (TTL) for Web content to support dynamic content caching.
Extensible Device Independent Markup Language (XDIME) was proposed by
Volantis [5] to describe content layout, image color and others attributes to
support content adaptation for mobile devices. Under the heterogeneous
environment, efficient content distribution has become a problem. Some of the
major challenging issues related to this problem are listed given below.

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 51-60 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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First of all, it is not clear how a proxy should decide which functions to
perform given any user preferences and device capabilities. It is because it is not
easy, if possible at all, for every proxy to understand every type of devices and
users, and the users may not be able to know all the functions provided by
proxies, either. If this is not properly handled, we may end up delivering non-
acceptable content to users. Secondly, to provide semantic information about
different attributes of Web content, the server may need to store a large amount
of content descriptions. Delivering all the descriptions about a Web page to a
proxy when the Web page is requested may be highly inefficient because the
proxy may only need a small fraction of the content descriptions to perform the
desirable functions. Thirdly, repeatedly delivering the same content descriptions
to the same proxy is unnecessary. But insofar, there lacks a mechanism for a
proxy to properly cache and reuse the content descriptions that are already
retrieved.

In this paper, we propose a content description model and framework for
efficient content distribution. The content description model employs ideas from
Resource Description Framework [8] and External Annotation [1] [6], which
allow flexible descriptions for Web content. The model also allows a server to
efficiently select any subset of the descriptions of any Web page and deliver
them to a proxy. The framework consists of several algorithms for the proxies to
map user preferences and device capabilities to a set of functions to be
performed, and for the server to select and deliver necessary content descriptions
to the proxy, and for the proxy to efficiently cache and reuse the content
descriptions.

2. RELATED WORKS

Related to the content description models, the two representative ones are
InfoPyramid [7] and Resource Description Framework (RDF) [8]. InfoPyramid
is a representation scheme for handling Web content (text, image, audio and
video) hierarchically along the dimension of fidelity/resolution (in different
quality but in the same media type) and modality (in different media type).
Content under this model is authored in XML [9], allowing the author to provide
more information to the system performing content modification as only limited
information about the content can be deducted from an HTML page directly.
The content will later be converted to HTML prior to delivery. The authored
content is analyzed to extract information that will be useful in adaptation.
Resource Description Framework (RDF) is another general purpose content
description framework. This framework is based on XML and uses a collection
of triples to provide descriptions. A triple consists of a subject, a predicate and
an object. The assertion of an RDF triple says that some relationship, indicated
by the predicate, holds between the things denoted by subject and object of the
triple. A set of such triples is called an RDF graph. The assertion of an RDF
graph amounts to asserting all the triples in it, so the meaning of an RDF graph
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is the conjunction (logical AND) of the statements corresponding to all the
triples it contains. External Annotation [1][6] proposed by W3C has suggested a
way to reference to any node of an XML document. For a well formed HTML
page, we can parse it into a tree and use External Annotation to create a URI to
any node in the HTML parse tree. That means combining RDF and External
Annotation can create a very flexible approach to provide descriptions about any
node in a well formed HTML Web page.

To deliver the best-fit presentation of content to the users, W3C proposes
the Composite Capability and Preference Profile (CC/PP) [2] to describe user
preference and device capabilities. Wireless Application Protocol (WAP) Forum
also proposes a similar approach named User Agent Profile (UAProf) [10] to
handle user descriptions. Both CC/PP and UAProf are based on Resource
Description Framework (RDF) [8]; it aims at describing and managing software
and hardware profiles. In our framework for efficient content distribution, we
can use CC/PP or UAProf to provide descriptions about user preferences and
device capabilities.

Besides descriptions about the clients, there are also approaches on the
server side to address the issue of customized content delivery. Approaches in
this category fall into two main streams: providing web content descriptions or
giving instructions on how to process web content from the web server. W3C
has proposed a working draft on content selection for web contents for device
independence [3]. It specifies a processing model for general purpose content
selection. Selection involves conditional processing of various parts of an XML
information set according to the results of the evaluation of expressions. Using
this mechanism some parts of the information set can be selected for further
processing and others can be suppressed. ESI [4] uses a similar mechanism as
W3C’s content selection. Logical expressions are embedded with EST markups
into HTML object and evaluated at run to determine which fragment will be
selected. But the main purpose of the ESI selection is for dynamic content
assembly for different users.

3. A GENERAL CONTENT DESCRIPTION MODEL

As mentioned in Section 1, we need a general content description model to
provide content semantic information to support different functions by different
parties. In this section, we give the general settings for the content description
model. Under our setting, we discuss the design considerations of the model. In
particular, we look at how the content should be described, and how the
descriptions should be organized and associated with the content.

3.1. General Settings

As illustrated in Figure 1, without loss of generality, we assume that there are
three entities, namely, a Web server, a proxy, and a user. A user may send
requests for Web objects to the Web server through the proxy. Each time, the
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user may choose to use a difference device for a different application, and sends
a list of device capabilities and user preferences to the proxy to indicate the
requirements on the Web objects imposed by the device and application for the
current request.

Request for Web objects

Request for Web objects Request for descriptions
» »
U & - » — >
"/ Processed Web objects | ProXY Web object

Determiﬂ functions to Select content
perform descriptions

Figure 1: General Settings

The proxy, based on the user’s preferences and device capabilities as well
its local policies, determines a set of functions to perform on the content before
delivering it to the user. Each function here refers to a set of logical operations
to be performed on a Web object, e.g., caching and image transcoding. Next, the
proxy requests from the server for the Web objects and the content descriptions
that are necessary for the corresponding functions. After that, the proxy
performs the desired functions on the Web objects and delivers the results to the
user. Note that whether some functions are performed on a certain Web object
may not depend on the capabilities and preferences provided by the user at all,
e.g., in the case of caching, but for some other functions, such decisions may in
deed depend on the capabilities and preferences, e.g., image transcoding.

3.2. Proposed Content Description Model

3.2.1. Web Objects

Without loss of generality, we assume that the Web content that the user is
interested in is always stored in the form of a mark-up language that is well-
formed, in the sense that (1) the tags always appear in pairs, and (2) after
removing any pair of tags and the content between them, the remaining content
is still well-formed. Note that the second requirement implies that the tags are
properly nested, so that we can always compute a parse-tree from a document
encoded using such a mark-up language. XML and XHTML are examples of
such mark-up languages. In the rest of this paper, we will use XHTML as an
example, but our content description model applies to any well-formed mark-up
language. We also assume that each Web object is all the content enclosed by a
pair of tags, and is always represented by a parse-tree.

Recall that we require that every Web object is uniquely identified by some
identifier (ID). For any XHTML page P which includes a unique pair of tag
“<htmlI>" and “</html>", let its URL be Up, then the ID for the Web object that
represents P would be Up#root(), where root() represents the root node of the
parse tree of the page. Similarly, we can give the identifier for each element in P.
For example, Up#root().child(1) is the ID for first child node of the parse tree,
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while Up#root().child(1).child(5) would be the ID for the fifth child node of the
first child node of the parse tree. Note that the above notation is similar to the
use of annotation scheme proposed by W3C for content transcoding.

3.2.2. Object Description Scheme
In the proposed model, we give an object description scheme (ODS) to
describe Web objects. Under our framework, every Web object, which is
uniquely identified, is associated with a number of descriptions. Each
description of a Web object is a tuple <ID, attribute, value>, where ID is the
unique identifier associated with the Web object, whose attribute, which is a
string, is specified by value, which is another string. The “attribute” is the
property of the Web object we want to describe. In particular, the description
takes the form of the following.

<ods object=ID>

<attribute>value< /attribute>

</ods>

For example, for a Web object that is an XHTML page, its identifier could
be its URL, which is clearly unique among all other Web pages, and the attribute
could be a string “Author”, and the value is the name of the author. We can
write this description as below.

<ods

object="http://mywebsite/mywebpage.html#root () "'>

<Author>Anonymous Author</Author>

</ods>

For the ease of selection of different descriptions, descriptions for a Web
object are organized according to the attributes of the Web object, such as
expected time of expiry of a Web object. However, to accommodate different
types of descriptions for an attribute, we define a type to differentiate various
types of descriptions for the same attribute. In this way, all the descriptions for a
Web object are organized as a set of XML documents, each document stores
descriptions for a particular attribute of a particular type. Such an XML
document then consists of three parts:
e XML and XML Name Space Declarations

Since all the descriptions are in the form of XML, we need a XML

declaration “<?xml version=‘1.0"?>" to indicate the beginning of a XML

document. Further more, all the name spaces used in this XML document

needs to be declared too. These name spaces include the scheme’s default

name space as well as name spaces for property descriptions.
e  Attribute Meta-data Definition

This is to specify meta-data about the attribute we are describing in this

XML document. These meta-data is specified as different attributes of the

tag “<ods:attribute>". The attribute “attr” indicates what attribute we are

describing in this document and attribute “type” is for the type of the
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description for the attribute. The attribute “isDefault” is an indication on
whether this is the default description for this attribute about the Web object
and attribute “mode” is mode of the description.

¢  Description Tuples
As shown above, a description tuple consists of an object ID, a property and
its value. Note that the property can be from another namespace other than
the default; this allows reusing descriptions by existing content description
frameworks. The value can be both literals and markups from a XML
namespace. All the description tuples must be enclosed in between the root
element “ods:Desp”. In Figure 2, there is an example of the descriptions of
the Web objects in a simple XHTML page, where the property of the
objects is their time-to-live (TTL).
<?xml version="1.0"7>
<ods:Desp
<html> xmlns:ods="http://comp.nus.edu.sg/ods "
xmlns="http://comp.nus.edu.sg/ods "
<head> xmlns:pdf="http://comp.nus.edu.sg/propertyDesp/pdf"
<title>Simple page</title> >
</head> <ods:attribute attr="TTL” type="simple”
isDefault="true” mode="template” />
<body> < <ods object="http://foo.com/foo.html#root().child(2).child(1)">
<p>First paragraph</p> <pdf:ttl>100</pdf:ttl>
</ods>
<img src="/sample. jpg" /> «-....... <ods object="http://foo.com/foo.html#root().child(2).child(2)">
............. <pdf:tt1>2000</pdf:ttl>
<p>Ssecond paragraph</p>y, </ods>
</body> )
</html> <ods object="http://foo.com/foo.html#root().child(2).child(3)">
", | <pdfittl>100</pdf:ttl>
X  </ods>
A Sample Page in XHTML </ods:Desp>
A Sample Description about TTL
Figure 2: Description for a Simple XHTML Page
3.2.3. Attribute Rules

As one Web object can contain other Web objects, we define some rules to
follow when determining the descriptions for a particular Web object:

Rule one: By default, attribute descriptions associated with the parent node
apply to all Web objects in the child nodes. This makes description simpler
when we specify attribute descriptions for multiple Web objects.

Rule two: Ignore irrelevant attribute descriptions. Sometimes attribute
descriptions to a parent node does not apply to child nodes. We can show
this example. A web page contains a news article in English with a few
images among the text. The author would like to specify an attribute to
show that the text information is in English. This description is put at the
“root” node level and obvious it doesn’t apply on the image Web objects.
So we ignore them during processing.

Rule three: Local attributes have a higher priority than global attributes. If
attribute descriptions are attached to the child and parent nodes, then those
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attached to the child nodes will overwrite the ones in the parent node. This

is a complement to rule one.

With the three rules defined above, it is clear on which attributes apply on a
particular piece of content.

4. A FRAMEWORK FOR EFFICIENT CONTENT
DISTRIBUTION

In previous sections, we have introduced a content description model for Web
objects. We focus on how to use the model to provide content descriptions and
facilitate efficient selection of content descriptions. In this section, we propose a
framework to improve efficiency of content distribution in a heterogeneous
environment.

4.1 Design Objectives

The following are the objectives we would like to achieve by the framework:

e  System architecture
The functions discussed in previous sections can be performed by the server,
the proxy, and even the user. To improve efficiency, we need to have a
system architecture where responsibilities of the server, the proxy, and the
user are clearly defined.

e Select the right functions to perform
A proxy may have a set of functions for different purposes. For a user with
certain preferences and device capabilities, we need to select the right
functions to perform on the content before delivering the result to the user.
Otherwise, we may end up delivering unacceptable content to the user.

e Transfer necessary content descriptions only
Due to variety of user preferences and device capabilities, web servers need
to maintain a large set of content descriptions to support various functions
on Web objects. Different proxies may require different portions of content
descriptions on the server to support different functions. Hence we need a
mechanism for a server to transfer only the necessary descriptions desired
by a proxy.

¢ Reuse existing content descriptions
Repeatedly transferring the same set of descriptions to a proxy is a waste of
network bandwidth, especially when the volume of descriptions is large.
Under the condition that descriptions for a Web object may expire, we need
a mechanism to properly cache, validate and reuse existing descriptions
retrieved from a server.

4.2. System Architecture
When we design the architecture to handle content delivery from the Web server
to the user in a heterogeneous environment, we need to address the following
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issues: who provides the content descriptions, who performs the functions, and
who provides descriptions about user preferences and device capabilities. In the
following, we would like to discuss the considerations for the system
architecture first, followed by the overall architecture design.

There are some design considerations we would like to take into account for
the system architecture, namely scalable service and transparency to end users.
For scalable service, due to rapid increase of Internet hosts and end users, the
way to provide content delivery needs to be scalable. It means that relatively
maintaining the same response time for content delivery with the increasing
number of users requiring customized delivery from the same website. For the
transparency to users, due to the large amount of users access the Web, it is very
inconvenient or even impractical if there is a dramatic change to the software
(e.g., browsers) used to access the Web by the users. In our system architecture,
users only need to express their preferences and device capabilities and no other
change on the software for end users is required.

Having these design considerations, we will address the issues about how to
allocate the responsibilities on the Web server, the proxy and the end user. For
content descriptions, the Web server is the most appropriate to host them. Since
content authors provide Web content, they know their content better than others.
It is very natural for the content authors to provide both the Web content and the
content descriptions and let all of them hosted on the Web server. As for the
question on who to perform the functions on Web content, we have a few
choices, namely the Web server, the proxy and even the end user. There are
different benefits and constraints for different choices.

For the Web server, it hosts Web content and content descriptions. If it is
going to perform functions on Web content, the benefits is that it can refers to
content descriptions locally and performs the necessary functions. At the same
time, it also has to get the user descriptions (preferences, capabilities) to make
the decision on what functions to perform. Since the user descriptions vary, the
server may need to perform different sets of functions on the content for
different users. When there is an increase in the number of users accessing the
server, the server’s needs to increase its capability (processing power, network
bandwidth) to maintain a relatively constant response time. So this solution has
a problem of scalability.

For the proxy to perform those functions, the disadvantage is that additional
bandwidth is needed to transfer content descriptions from the server. The
advantage is the proxy only handles a small portion of users accessing the server
because number of proxies is usually much more the number of servers. So
scalability is not an issue. We do not consider performing those functions by the
end user here, as this will require dramatic change of the user software and
violates our design considerations. Since the proxy is in a better position to
perform the functions, there is another argument on who should make the
decision on what functions to perform. If the Web server is to make the decision,
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the benefit is that the server can refer to the content descriptions locally and
make the decision. Then it needs to convey the server’s decisions to the proxy to
perform the functions. However, there is no way for the server to ensure that the
proxy will follow the decision. As the proxy has its own configuration and
policies, it may or may not follow the decisions by the server. In this case, it is
more appropriate for the proxy to make the decision on what functions to
perform.

From the above, we have separated the responsibilities into the Web server,
the proxy and the end user in the system architecture. The Web server host Web
content and content descriptions. The proxy performs functions on Web content
and retrieves necessary content descriptions from the server. The end user sends
its preferences and device capabilities along with its request for the Web content.
In this framework we assume data integrity from the Web server to the user. In
other words, the content is modified according to their intended use from the
server to the user and no malicious entities can jam the content.
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Figure 3: The System Architecture

Local
policies

This architecture is shown in Figure 3. In this figure, the user issues a request to the
web server through a proxy for a set of Web objects. At the same time, his preferences
and device capabilities are also sent along with the request. The proxy that offers a set of
functions examines the user’s preferences and device capabilities and some other
information to determine what functions need to be performed on the Web objects. It then
determines the descriptions needed to support these functions and send a request to the
web server hosting these Web objects and the descriptions. The Web server, upon
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receiving the request, delivers the Web objects and the required descriptions to the proxy.
The proxy then performs the functions on Web objects based on the descriptions and
deliver the customized Web objects back to the user. In the following sections, we will
cover detailed operations for each of the key entities for Web content delivery: server,
proxy, and user.

5. CONCLUSION

In this paper, we study the problem of efficient content distribution in a
heterogeneous environment. We propose a content description model and
framework. The content description model defines how the Web objects are
described and how these descriptions are organized. Our model supports a wide
range of content descriptions and allows a server to easily select any subset of
content descriptions of a given Web page. The framework consists of several
algorithms and guidelines for a proxy to easily and correctly map user device
capabilities and preferences to a set of functions to be performed, and to
determine which content descriptions are necessary to perform these functions.
We also define HTTP protocol extensions and local rules for a proxy to select,
cache and validate content descriptions from a server. With the proposed model
and framework, we can improve the efficiency of content distribution by
sending only the desired content to a user, requesting only the necessary content
descriptions from a server, and by caching and reusing existing content
descriptions at the proxy.
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Summary. The Semantic Web can be seen as an extension of the current one in
which information is given a formal meaning, making it understandable by comput-
ers. The process of giving formal meaning to Web resources is commonly known in
the state of the art as semantic annotation. In this paper we describe an approach
to integrate the semantic annotation task with the information retrieval task. This
approach makes use of relevance feedback techniques and exploits the information
generated and maintained by Wikipedia users. The validity of our approach is cur-
rently being tested by means of a Web portal, which also uses the annotations defined
by users in providing basic semantic search facilities.

1 Introduction

In order to give to the content of Web resources a formal, computer under-
standable, meaning and make possible the Semantic Web vision [1], we need
to add semantic metadata to such Web resources. The process of adding se-
mantic metadata to Web resources is commonly referred in the state of the
art as semantic annotation. In general, the semantic annotation of a Web
resource requires to relate, to link, its whole content or a part of it with a
certain concept identifier taken from an ontology or other knowledge source.

Semantic annotation has a critical importance in order to make the Se-
mantic Web become a reality. In consequence, this topic is an important field
of research in the Semantic Web area. In the literature different approaches
to this problem can be found [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19],
but no one of them takes advantage of the effort of the millions of users who
every day look for information on the Web.

So, in [2] we introduced the SQAPS, Semantic Query-based Annotation,
P2P Sharing, system. The main idea behind this system was to exploit
keyword-based user queries in semantic annotation of Web resources. The
annotation was performed by the user adding semantic metadata to his query
and giving relevance feedback over the results of the query in a Web search

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 61-70 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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engine. The concepts in the annotated query were used to annotate relevant
Web resources for such query. Annotations were stored and shared by means
of a peer to peer infrastructure.

But the system we presented in [2] had a set of limitations: due to the
nature of the peer to peer infrastructure, it only allowed users to define new
annotations and to get the annotations related with a certain Web resource.
Semantic search facilities, that is, obtaining a set of Web resources talking
about a certain concept or set of concepts, were not provided. Additionally,
the knowledge used to annotate the queries was taken from a static source:
WordNet!. The evolution of knowledge with time was left outside of the scope
of that work.

In this paper we present an evolution of the system in [2], which adopts the
architecture of a Web portal and tries to address these limitations. A proto-
type of this portal is implemented and is currently being tested. It is publicy
available at [3]. The rest of this paper describes the current state of this portal.
It is organized as follows: section 2 introduces some basic definitions of terms
that we will use in the paper. Section 3 briefly describes the architecture of
our system, introducing its main components, their functionality and the way
these components have evolved from our previous system. Section 4 describes
the current system working model. Section 5 briefly describes some related
work in the state of the art. Concluding remarks and future lines, in section
6, finalize this paper.

2 Basic definitions

Term Word or set of words between quotes typed in by the user as part of a
query. For instance, the query: Java tutorial “class definition”, has three
terms: Java, tutorial, and “class definition”.

Query Concept Term or set of terms in a query which, as a result of a
query annotation process, have a certain concept associated. This concept
is represented by an identifier in a certain knowledge source. For instance,
in the previous example, if the user annotates the term Java with the
identifier http://monet.nag.co.uk/owl#Java taken from an ontology about
programming available on the Web, we get the query concept
[Java, http://monet.nag.co.uk/owl#Javal.

Query Literal A term which has not any concepts associated.

Query A sequence of one or more query concepts and/or query literals.

query := (query_concept|query literal)+ (1)
Simple Query A query which consist only of a query concept.
simple_query := (query_concept) (2)

! http://wordnet.princeton.edu/
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Complex Query A query which has at least a query concept, but also other
query concepts and/or query literals.

complex_query := (query_concept, (query_concept|query literal)+) (3)

Annotated Query A query which has at least a query concept. Simple
queries and complex queries are both annotated queries.

annotated_query := (simple_query|complez_query) (4)
Literal Query A query which is only composed of query literals.

literal query := (query_literal)+ (5)

3 System Architecture

Figure 1 shows the intended architecture of our current system. Its main
components are:

SEMANTIC
SOURCE

QUERY
ANALYSIS KNOWILEDGE
REFOSTTORY

QUERY
EXECLITION

Fig. 1. System Architecture

Query Analysis Its main purpose is to allow the annotation of a keyword-
based query by the user. In order to do so, the Query Analysis component
divides the query into its terms, and looks into a Semantic Source for
candidate concepts to be associated to concrete terms or combinations of
terms. In our original system, the process of query annotation was per-
formed by generating all possible term combinations and looking into the
Semantic Source for concepts whose labels matched the terms in such
combinations. In our current prototype the process of query annotation
has been divided into two separate steps. The first one tries to match
the query with a single concept (simple query). The second one tries to
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match the query with several concepts (complex query) and is similar
to the original annotation process. We have taken this decision after ob-
serving that most popular queries in Google Web Search engine, though
sometimes contain more than one term, usually refer to a single concept
[4]. So, instead of going directly to the complex query definition process,
which requires more effort from users because different terms and com-
binations need to be considered, we allow the users to directly specify a
single concept of interest. If this does not fit the interests of the user, the
complex query definition process is still available. It is expected that this
decision will make the system more usable, which is a crucial issue in a
manual annotation system as the one described here.

Semantic Source It is intended to provide concrete concepts to be used

in the query annotation process. For each concept the Semantic Source
should provide at least a label, a human readable definition of the concept
and a unique identifier. In the first version of SQAPS, we proposed the
usage of WordNet as Semantic Source. The main problem with that ap-
proach comes from the fact that WordNet is a static Semantic Source and
knowledge changes with time: new concepts appear, others can change
their meanings, etc. Of course, new versions of WordNet can appear with
time, but we should rely on WordNet providers to get new Semantic Source
versions and knowledge evolves faster than WordNet. Additionally, the
WordNet approach has also other problems: specific vocabularies of con-
crete domains are not well covered and concrete named entities (persons,
locations, etc) are not always inside WordNet. In order to address these
problems, we can think of using a more dynamic Semantic Source, al-
lowing users to define their own entries. This leads us to the approach
we are currently exploring: using Wikipedia? as our Semantic Source. As
Wikipedia is based on Wiki® technology, users can define their own entries
and maintain the information in a collaborative manner. Additionally, the
election of Wikipedia as our Semantic Source is supported by other rea-
sons: it provides us with the information we require in our model: label,
definition and identifier; it covers a broad range of topics and it has thou-
sands of users collaborating in maintaining the information. Furthermore,
there exist external analysis that have shown that its contents seem to
be of reasonable quality [5]. On the negative side, the semantics offered
by Wikipedia is not very formal. It can be seen as a semantic network of
linked topics which, for instance, makes difficult the usage of reasoning
mechanisms. In any case, in the state of the art we can find proposals
[6] for providing semantics to Wikipedia, making it a more formal source.
Our work may benefit from such approaches.

Knowledge Repository It stores all the knowledge generated by the sys-

tem operation. In our current prototype this includes not only the seman-

? http://www.wikipedia.org/
3 http://en.wikipedia.org/wiki/Wiki
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tic annotations defined by system users, as in [2], but also information
about the users themselves, about the documents which are annotated
and about the concepts which are used in the annotation process. All
this information is represented in RDF* format according to the RDFS®
schema available at [3]. This model provides basic annotation character-
ization based on Annotea schema®, as in [2], but also takes advantage
of well-known metadata vocabularies as Dublin Core?, PRISM®, SKOS?
or FOAF'? to describe the other entities involved in the system process:
persons, concepts and documents.

Query Execution It receives a user query (literal query or annotated query)
as input and looks for relevant Web resources for such query. In the case
the query is a literal query, this module just sends the query to a Web
search engine and shows results to user. In the case the query is an an-
notated query, it searches both into the Knowledge Repository using the
concepts in the query (semantic search) and into Web search engine using
the keywords (syntactic search). The results of both processes are com-
bined and shown to the user, in order to allow him to annotate them by
giving relevance feedback.

4 System Working Model

The current system working model is described in figure 2. Basically it consists
of the following steps:

Authentication In order to gain access to the system the user needs to be
authenticated. We require this, because we are interested in associating
a certain annotation with the user who has created it. By doing so, the
system can learn about the interests of the users. This information could
be later exploited in implementing personalized search services or auto-
matic suggestion services. At this moment, the authentication process is
performed by a classical login/password scheme. If the user has not an
account in the system, he can create a new one simply by providing and
e-mail address. When creating a new account, the user can optionally
provide an URL linking to his FOAF profile information. At the moment
this FOAF information is not used in the system process, but it could
be used in the future to implement services exploiting, for instance, the
social network links provided by the FOAF profile. When a new account

* http://www.w3.org/RDF/

® http://www.w3.org/ TR /rdf-schema/

6 http://www.w3.org/2000/10/annotation-ns
7 http://dublincore.org/

& http://www.prismstandard.org/

? http://www.w3.org/2004/02/skos/

10 http:/ /www.foaf-project.org/
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Fig. 2. System Working Model

is created, the information about the user: login, e-mail and FOAF profile
URL, is stored, in RDF format, inside the Knowledge Repository.

Query Annotation Once the user has been authenticated, he can access the

system and start querying and annotating. In order to do so, the system
provides the user with an HTML form where he can type in his query.
This query is sent to the Query Analysis component, where the process of
query annotation begins. As we have said in previous sections, the query
annotation process is divided into two steps:

1. The first step allows the user to look for a single concept associated

to his query (simple query definition). In order to do this, a list of
possible candidate concepts inside the Semantic Source (Wikipedia)
matching the user query needs to be shown. This list is obtained by
the system by searching in Google Web Service!! with a query which
consist of the original user query plus the restriction site:wikipedia.org.
Every Wikipedia entry shown to the user in this list has a button. By
clicking on one of these buttons the user can say which one of the
entries matches his interests. Given the URL entry, the system knows
which concept is the relevant one. Then a simple query is defined
and send to the Query Execution component. If no one of the shown
entries fits with the user intention, the user can go to the second query
annotation step, the complex query definition process.

. In this step the system splits the original user query into its terms. For

each single term the system looks into Wikipedia using Google Web

" http:/ /www.google.com/apis/
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Service. With the results, a list of Wikipedia entries for all terms is
generated and shown to the user. Every entry in the list has a checkbox
that the user can click on to add the entry to his query. By clicking
on a “More about this” button, the user defines a complex query
which is sent to the Query Execution component. Of course, it can
also happen that the user does not find any entry of interest. In such
a case, the user defines a literal query, which is also sent to the Query
Execution component. It has to be noted that term combinations are
not generated in our current prototype, in order to reduce the number
of possibilities to be shown to the user and make the query annotation
process simpler. In any case, the user can always define a term with
several words simply by reformulating the query using quotes.

Another process which occurs during Query Annotation is the concept
information capture. Every time the user expresses his interest in a certain
Wikipedia page representing a concept, the system looks for the URL of
the Wikipedia page into the Knowledge Repository to know if the concept
which is represented in a certain language for such page is already there.
If the concept is not inside the repository, the Wikipedia page describing
it is processed to obtain the concept label and definition in a certain
language and the links to Wikipedia pages in other languages talking
about the same topic. All this information is represented in RDF and
stored in the Knowledge Repository. As Wikipedia pages can change with
time, the processing of the Wikipedia pages of concepts already inside the
Knowledge Repository is repeated periodically to refresh the information.
Query Execution This process takes a query as input, both literal query or
annotated query, and shows to the user a set of relevant Web resources
for such query. In the case of a literal query, the query execution process
just consists in redirecting the query literals to Google Web Service and
showing results to the user. No semantic annotations can be generated,
as the query has no semantics. Let us assume this is not the case, and the
system receives an annotated query. In such a case the system performs
two operations. First, it uses the terms in the query to search in Google.
Second, it takes the URLs of Wikipedia entries relevant to the query, uses
them to obtain the concepts in the query and looks into the Knowledge
Repository for Web resources annotated with such concepts. The results
obtained from Knowledge Repository could be ranked attending to many
different criteria such as annotation freshness (the more recent the anno-
tations which link the resource to the concepts are, the better), number of
different users which have annotated the resource with a certain concept
(the more, the better), matching between concepts annotating the resource
and user interests, etc. In our current implementation a simple ranking
approach is used: the more annotations from different users a resource
has, the better. Additionally, if a resource is in both Google results and
Knowledge Repository results it is given more relevance. More complex
ranking mechanisms may be explored in the future. Once obtained the
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most relevant results from Google and the Knowledge Repository, these
are shown to the user. By clicking on a button, he could say if a certain
resource is relevant for his query. By doing so, the annotation generation
process starts. It has to be noted that the user explicitly needs to give
relevance feedback in order to generate an annotation. So he decides at
any moment which information is shared with the system and its users,
minimizing privacy problems.

Annotation Generation This process just associates an annotated query

with a Web resource, generating an RDF representation of the annotation
and storing it inside the Knowledge Repository. As can be seen in the
schema available at [3], every annotation includes information about its
author, a creation timestamp, a link to the resource being annotated and
the query literals and query concepts of the query which has been used
to generate the annotation. During this process it is also checked if infor-
mation about the Web resource is available at the Knowledge Repository.
If not, RDF triples describing the document are generated and inserted
into the Knowledge Repository. Basically these triples contain information
about the URL of the Web resource, its title and a snippet.

5 Related Work

In the state of the art in semantic annotation, we can find tens of proposals.
Attending to the degree of automation of the annotation process, we could
classify such proposals as:

Manual Annotation Systems It is the case of systems as, for instance, An-

notea [7], the SHOE Knowledge Annotator [8], SMORE [9] or the CREAM
framework [10]. Typically these systems provide a user interface which
allows human annotators to view and browse both ontologies and Web
resources, using the knowledge in the ontologies to add annotations to the
Web resources. Also of interest to the topic of manual annotation are the
proposals of extending content creation tools with semantic annotation
capabilities, like Semantic Word [11]. These systems allow the addition
of annotations to the contents of the resources while these contents are
composed.

(Semi)automatic Annotation Systems It is the case of systems as, for

instance, AeroDAML [12], SemTag [13], S-CREAM [14], PANKOW [15],
C-PANKOW [16], KIM [17] or MnM [18]. Basically these systems exploit
natural language processing techniques, like pattern discovery and match-
ing or machine learning techniques, in order to extract the references in
text to certain concepts in ontologies. Another work which deserves special
attention in this section is [19] where the authors propose a system where
a Web site manager can annotate manually SQL queries to a database
used to generate dynamic Web pages. Then, the pages generated by the
system are automatically annotated using the annotations on SQL.
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But no one of the systems described here explores the possibility of in-
tegrating the semantic annotation task with the keyword-based information
retrieval task. Additionally, exploiting the information maintained collabora-
tively by Wikipedia users as knowledge source for the annotation process is
also not suggested by none of these works.

6 Conclusions and Future Lines

In this paper we have described an approach for the manual semantic anno-
tation of Web resources that could exploit the effort of the millions of users
who every day look for information on the Web by integrating the semantic
annotation task with the keyword-based information retrieval task.

The system introduced here exploits the information generated and main-
tained by Wikipedia users in the annotation process. This has the advantage
that the source of knowledge evolves with time instead of being static.

On the negative side, one of the main limitations of our system comes from
the dependence on user collaboration. But, from our point of view, integrating
the annotation activities with habitual user actions, as Web search, should be
a point in favor. We expect that the work finally done by the users will imply
a low overhead compared to classical keyword-based search.

A Web portal showing the functionalities of the system described in the
paper is currently implemented and being tested. It is publicly accessible from
[3]. Future lines of development of this prototype could include:

e Integrate some trustness approach which could determine the degree of
trust of a certain annotation. This would allow us to deal with users in-
serting into the system wrong annotations both by error or malice.

e Perform extensive usability analysis in order to test the validity of our
approach.
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As an extension to database information system, XML based information sys-
tem (XIS) plays a key role in web information community. This paper develops
a semantic query rewriting mechanism on Integrated XISs with complex on-
tology mapping technology to enable accessing web information at semantic
level. It discusses the patterns of complex ontology mappings at first, and
discusses the ontology-based query mechanism in mediated integrated envi-
ronment, which includes the extension of XML query algebra and XML query
rewriting mechanism secondly.

1 Introduction

Due to its ability to express semi-structured information, XML based infor-
mation System (XIS), which is an extension to Database Information System,
plays a key role in web information community, and XML is rapidly becom-
ing a language of choice to express, store and query information on the web,
other kinds of web information such as HTML-based web information can be
transferred to XML based information with annotation technologies. Users
can query information with XML languages, XPath based languages such as
XQuery, XUpdate are suitable for retrieving information in distributed inte-
gration systems. Problems that might arise due to heterogeneity of the data
are already well known within the distributed database systems community:
structural heterogeneity and semantic heterogeneity. Structural heterogeneity
means that different information systems store their data in different struc-
tures. Semantic heterogeneity considers the content of an information item
and its intended meaning[1]. How to accessing distributed information with
a consistent semantic environment and how to make the XML query mecha-
nism with semantic enabled are the main problems that should be discussed
in distributed XISs.

The use of ontologies for the explication of implicit and hidden knowledge
is a possible approach to overcome the problem of semantic heterogeneity.

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 71-80 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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Ontologies can be used to describe the semantics of the XIS sources and
to make the content explicit. With respect to the data sources, they can
be used for the identification and association of semantically corresponding
information concepts.

This paper focuses on how to use ontology technology to enable semantic
level querying on integrated XISs. It uses ontology mapping technology to
get a consistent semantic environment, and extends the XML based querying
technologies to enable semantic querying on XISs. The remainder of this paper
is structured as follows. Section 2 gives the general discussion about ontology
enabled integrated XML based information systems (XISs). Section 3 defines
the patterns of ontology mapping with semantic similarity enhanced, we use
description logic style formalism to introduce the notions used in this paper.
Section 4 discusses ontology enabled querying mechanism on integrated XML
based semi-structured information systems, such as ontology enhanced XML
algebra and XML query rewriting. Section compares with the related works.
Section 6 summarizes the whole paper.

2 The Integrated XML based Information Systems

Because XML has been the standard language to represent web information
and semantic web resources, using XML to represent web based or semi-
structured information systems is a good choice. In the distributed environ-
ment, every local site contains the local ontology based structured or semi-
structured information source, this information source may be a relational
database, native XML database, web site, XML based application or other
autonomous system. From the point of view of web based or semi-structured
information processing, all local information sites can be expressed as collec-
tions of XML instances. An XML instance can be described as a structure
Xa = (Vg, Eq,04,7q,04,tq,0idg, rooty)[2]. By an XML based information
system (XIS) we mean S = ({Xg4}, W), where {X4} is a finite set of XML
instances, W is the ontology based wrapper or mediator|[3].

By a integrated XML based information system we mean PSS = ({S;};cr, M),
where [ is a set of sites, S; is an XIS for any i € I, M is mapping relation
on the set I which can be expressed as M : (S1,S52,...,5,) — So while S;
(1 < i < n) denotes the local XIS sites, Sy denotes the global XIS site acted
as the mediator site, M denotes an integrated procedure.

Ontologies are used for the explicit description of the information source
semantics. We employ web service based components named Semantic
Adapter to perform the task of semantic information processing on every
local site. Semantic adapter acts as the wrapper of local site information, dif-
ferent local site has different semantic adapter. The function of the semantic
adapter can be described as follows|3]:
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Ontology Establishing. With the help of domain expert, semantic
adapter creates the local ontology to supply a local semantic view to ex-
press the semantic of local information source;

Semantic Mapping. The semantic adapter maintains a mapping table,
which maps the local semantic to the semantic of other sites using method
introduced in paper [3];

Query Processing. The semantic adapter accepts the query request from
the other sites, transfers it to the form which the local information source,
the local information source executes the query and the semantic adapter
transforms the result to the form which the other XIS sites need using
XSLT technology;

Some other functions will be added in the future.

The main components of semantic adapter can be described as following:

1. SKC (semantic knowledge construction). SKC constructs semantic map-

ping knowledge between schemata, it uses the results of schema extraction
and concept matching to establish mapping between local and global se-
mantic schemata. The mapping knowledge is saved in VMT;

. MDD (Meta data dictionary). It could include some description of infor-

mation source, such as schema, storage path, type and provider etc.;

. SKB (semantic knowledge base). It includes the knowledge needed to

understand Ontology concept and their attributes, they are synonymous
words, comparison of Chinese and English etc. these knowledge is crucial
to concept matching. SKB can expand automatically in the process of
matching;

VMT (vocabulary mapping table). The VMT contains the mapping list
of local ontology and its instances, one item of the list can be described
as follows:

<TItem>

<STerm>Ontology.Term</STerm>
<Description>Description of the Concept or Ontology</Description>
<MappingList>

<MapItem Type="M"> %Direct Mapping
%IP Address, Port or Semantic Adapter Service Descrption
<Source>Source Description</Source>
<MTerm>Sourcel.Term</MTerm>
<Relation>Mapl.Relation</Relation>
<CValue>Confidence Value></CValue>

</MapItem>

<MapItem Type="S"> ¥Subsumption Mapping
<Source>Source Description></Source>
<MTerm>Source2.Terml</MTerm>

<MTerm>Source?2.Termn</MTerm>
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<Relation>Map2.Relation</Relation>
<CValue>Confidence Value></CValue>

</MapItem>

<MapItem Type="C"> YComposition Mapping
<Source>Source Description></Source>
<MTerm>Source3.Term1</MTerm>
<MConcatenate>Terml.Concatenate</MConcatenate>

<MTerm>Source3.Termn</MTerm>
<MConcatenate>Termn.Concatenate</MConcatenate>
<Relation>Map3.Relation</Relation>
<CValue>Confidence Value></CValue>
</MapItem>
</MappingList>
</TItem>

5. MQW (Mapping and Querying Wrap), act as the wrap for ontology map-
ping and information retrieval.

3 The Patterns of Ontology Mapping

The major bottleneck of semantic query answering on XISs is ontology map-
ping discovery, that means how to find the similarities between two given
ontologies, determine which concepts and properties represent similar no-
tions, and so on. Many technologies, such as heuristics-based, machine learning
based or Bayesian network based methods, were discussed in recent years, a
survey of ontology mapping is discussed in paper [4]. The patterns of ontol-
ogy mapping can be categorized into four expressions: direct mapping, sub-
sumption mapping, composition mapping and decomposition mapping[5], a
mapping can be defined as:

Definition 1 A Ontology mapping is a structure M = (S, D, R, v), where
S denotes the concepts of source ontology, D denotes the concepts of target
ontology, R denotes the relation of the mapping and v denotes the confidence
value of the mapping, 0 < v < 1.

A direct mapping relates ontology concepts in distributed environment di-
rectly, and the cardinality of direct mapping could be one-to-one. A sub-
sumption mapping is used to denote concept inclusion relation especially
in the multiple IS-A inclusion hierarchy. The composition mapping is used
to map one concept to combined concepts. For example, the mapping ad-
dress=contact(country, state, city, street, postcode) is a composition map-
ping, in which the concept address is mapped to combined concept “contact,
country, state, street, and postcode” of local schema elements. The decompo-
sition mapping is used to map a combined concept to one local concept. The
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example for the decomposition is the reverse of the composition. These four
mapping patterns can be described in the figure 1.

Co R C, R @) R Cy
C D
R (1)
O O
Co R G Subsume Cini
O——0O O
—»
Subsume
2
(a)Direct Ontology Mapping (b)Subsumption Ontology Mapping
Combined target ontology concepts Combined source ontology concepts
Co R G Associate, 2 Associate, Ci Associate, C: Associate, G R Co
(c)Composition Ontology Mapping (d)Decomposition Ontology Mapping

Fig. 1. The Patterns of Semantic Mapping

We define the some properties of semantic mapping which are useful in
the task of ontology fusion. The first property is transitivity, for the map-
ping M;_1; = (Ci—1,Ci, R,vi—15) and M; i1 = (Cy, Cig1, R, vii41), @ new
mapping M;_1 ;41 = (Ci—1,Cit1, R, v;—1+1) can be created to satisfy the
mapping relation R. The second property is symmetric, which means that the
mapping M = (S,D,R,v) is equal to the mapping M" = (D,S,R,v). The
third property is strong mapping property, it can be described as follows.

Definition 2 A set of mappings M; (0 < i < n)are strong if they can satisfy
the following conditions:

i). They share the same mapping relation R, and the mapping relation is
transitivity;

ii). For ¥(i,7,k),vi,vj,vi are the confidence value of mapping M;, M;, My,
then v; < v; + V.

4 XML Query Rewriting with the Extension of Ontology
Mapping

4.1 The extension of XML algebra with semantic query enhanced

We extended XML algebra TAX[6] to enable semantic querying on mediated
XISs, TAX uses Pattern Tree to describe query language and Witness Tree to
describe the result instances which satisfy the Pattern Tree. The definition of
pattern tree with ontology extension can be described as follows:
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Definition 3 An Ontology Enhanced Pattern Tree is a 2-tuple SPT =
(T, F), where T := (V, E) is a tree with node identifier and edge identifier. F
s a combination of prediction expressions.

The prediction expression I’ supports the following atomic condition or
selection condition[7]. Atomic condition have the form of X op Y, where:

op € {=,#,<,<,>,>,~,instance of, isa, is_part_of, before, below, above}
X and Y are conditional terms, which are attributes ,types,type values
v: 7 and v € dom(7), ontology concepts and so on;

e ~ stands for the estimation of semantic similarity.

The selection condition is:

Atom conditions are selection conditions;
If ¢; and ¢y are selection conditions, then ¢; A ¢2, ¢1 V co and —¢y are both
selection conditions;

e No others selection conditions forms.

4.2 XML Query Rewriting

In order to simplify the discussion, this paper just pays attention to the rewrit-
ing mechanism of the selection operation. Briefly, a selection operation can be
expressed as 0(X,Y) {X C P,UP,,Y C PE}, where P; is the input pattern
tree, P, is output pattern tree, PFE is predication list. We define two operators
U and X to represent Union and Join operation separately, and define the
operator = to represent the query rewriting operation.

Firstly, we propose how to rewrite pattern tree (which is the X element
of expression o(X,Y)), there maybe several cases as follows:

1. X is one of the elements of input pattern tree or output pattern tree, and
it is also a concept in the global ontology hierarchy. X;(1 < i < n) are the
concepts for different local ontologies. X and X; were combined into one
concept in the integrated global ontology with strong direct mappings,
which means that X and X; can match each other, then rewrite X as
XU U X;. The responding selection rewriting can be expressed as:

1<i<n
o(X,)Y)=o(X,Y)Uo(X1,Y)Uo(X2,Y)...Uo(X,,Y) (1)

2. The concept of X is generated by the subsumption mapping or com-

position mapping of X;(1 < i < n), then rewrite X as |J X;. The
1<i<n
responding selection rewriting can be expressed as:

o(X,Y) = o(X1,Y)Uo(X2,Y)...Uc(X,,Y) 2)

And then, we propose how to rewrite the predication expressions (which
is the Y element of the expression o(X,Y), there are also several cases, which
can be described as follows:
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If there are lots of concept Y;(1 < i < n) combined in the concept YV of

global Ontology, rewrite Y as YU [J Y;. The corresponding selection
1<i<n
rewriting can be described as:

o X,)Y)=o0(X,Y)Uo(X,Y])Uo(X,Ys)...Uo(X,Y,) (3)

If the concept Y is generated by the subsumption mapping of ¥;(1 <i <
n), rewrite Y as |J Y;. The corresponding selection rewriting can be

1<i<n
described as:
o(X,)Y)=o(X,Y1)Uo(X,Ys)...Uc(X,Y,) (4)

If the concept Y is generated by the composition mapping of Y;(1 < i < n),
suppose the composition condition is F', rewrite Y as (Y1 +Ya+... Y, )NF.
The corresponding selection rewriting can be described as:

F(X,Y)=o(X,YIANF)Xo(X,YaAF)... Xo(X,Y,ANF) (5)

It is worth to point out that rewriting process may require a recursion

in the transitivity property of semantic mapping. The process of rewriting
pattern tree and predication expressions can be described as algorithm 1 and

2.

Algorithm 1: SEL_Rewrite_X(X)

1
2
3

© w0 N O ;s

10
11
12
13
14
15
16
17

Input: X is the pattern tree of selection query o(X,Y).
foreach z € X do
switch Mappings of X node do
case funsion_node
z—zU {J =z
1<i<n
o(X,)Y)=o(X,Y)Uo(X1,Y)Uo(X2,Y)...U0o(Xn,Y);
foreach z; do
SEL_Rewrite_X(x;);
end
case subsumption or composition
z— U =z
1<i<n

o(X,Y)=o(X1,Y)Uo(X2,Y)...Uo(Xy,Y);

foreach z; do
SEL_Rewrite_X(x;);
end
end
end
end
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Algorithm 2: SEL_Rewrite_Y(Y)

Input: Y is the predication list of selection query o(X,Y).
1 foreach y € Y do
2 switch Mappings of Y concept do

3 case funsion_node
y—yU U i
4 1<i<n
5 o(X,)Y)=0(X,Y)Uo(X,Y1)Uo(X,Y2)...Uo(X,Yn);
6 foreach y; do
7 SEL_Rewrite_Y (y:);
8 end
9 case subsumption
Yy — U Yi,
10 1<i<n
11 o(X,Y)=o(X, Y1) Uo(X,Y2)...Uo(X,Y,) ;
12 foreach y; do
13 SEL_Rewrite_Y(y;);
14 end
15 case decomposition
16 ye— (1 +y2+...yn)NF;
17 o(X,Y)= (X, YAANF)XNo(X,YaAF)... Xo(X, Y, AF);
18 foreach y; do
19 SEL_Rewrite_Y(y;);
20 end
21 end
22 end
23 end

Now we discuss the problem of reducing redundant in the process of on-
tology query, A selection is redundancy if it satisfy

3(2,]){){1 EPO/\X]' GPO/\X,'HX]’;A@} (6)
and corresponding rewriting of selection can be described as:
U(X,Y)iU(XZ,Y)UJ(XJ*(szXJ),Y) (7)

The advantage of complex ontology mapping with semantically enhanced
similarity can be expressed as follows:

e It can match the semantic similar concepts more exactly, especially for the
concepts which are part of concept hierarchy;

e It can reduce the semantic inconsistent by solving problem semantic
absent. For example, both the concept O; : Ci(a,b,c,d, f) and Os :
Cy(a,c,d,e, f) represent part of the real concept C' with a,b,c,d,e and f
attributions, the complex mapping mechanism can supply complete view
of concept C' at the user view;
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e It can reduce the redundancy of the querying by finding more semantic
matching in subsumption and composition (decomposition) mappings;

e The complex mapping mechanism refines the process of querying, and it

makes the result more precisely.

5 Comparison with related works

In this section, we compare this mechanism with other four approaches. The
comparison is based on five different categories, named mapping method,
complex mapping support, pattern support, semantic similarity support, and
query rewriting support. As shown in table 1, different approach uses different
method to map and integrate ontology, IF-Map[8] and FCA-Merge[9] are the
most mature methods which have been accepted in knowledge management
community widely, OBSA focuses on a mediator-wrapper based distributed
environment, just like FCA-Merge approach, it uses the bottom-up mapping
method to integrate different local ontologies. Most of the approaches do not
define the ontology mapping patterns, and they can not define the relationship
between the local ontologies and the integrated global ontologies with formal
method, and this is the reason why they can not apply ontology integration
to support semantic level query rewriting, MBL[5] approach defines the map-
ping patterns, but it uses logic mapping method, and does not discuss how to
combine the ontology reasoning with structured or semi-structured informa-
tion query rewriting. TOSS[7] is the most similar approach with our proposed
approach, but it only support one-one mapping and the query rewriting al-
gorithm is simple. Another problem is the definition of ontology mapping, it
is not flexible, and can not express the relationship between mapping or inte-
grated ontologies formally, which makes users can not use the global ontology
to enable semantic level query information over integrated systems.

Table 1. Comparison of proposed approach with related works.

mapping complex pattern semantic query
method mapping similarity  |rewriting
IF-MAP |Information |[NA NA Support Not Support
Flow
FCA- Bottom-Up |[NA NA Support Not Support
Merge
MBL Logic Support Support Not Support|Not Support
TOSS Fusion List |Not Support|{Not Support|Support Support
OBSA Bottom-Up [Support Support Support Support
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6 Discussion and Conclusion

The paper mainly discusses the extension of querying on integrated XISs with
wrapped ontologies. It discusses the complex ontology mapping patterns with
semantically enhanced similarity, such as subsumption mapping, composition
mapping and so forth. It also discusses the semantic query mechanism, which
primarily extends XML query algebra based on TAX, on the XISs wrapped
with local ontologies. Because common XML query languages such as XQuery
and XUpdate can be transferred into XML query algebra based on TAX, so
the extension is manageable. Complex ontology mapping ensures distributed
querying can solve the problem of the inconsistency of semantic and increases
the efficiency by refining on the querying and reducing redundancy.

References

1. Wache, H., Vogele, T., Visser, U., Stuckenschmidt, H., Schiister, G., Neumann,
H., Hubner, S.: Ontology-based integration of information - a survey of existing
approaches. In: Proceedings of IJCAI-01 Workshop: Ontologies and Information
Sharing, Seattle, WA, Springer (2001) 108-117

2. Li, J., Wang, G., Yu, G.: Optimizing Path Expression Queries of XML Data(in
chinese). Journal of Software 14 (2003) 1615-1620

3. Gu, J., Chen, H., Chen, X.: An Ontology-based Representation Architecture
of Unstructured Information. Wuhan University Journal of Natural Sciences 9
(2004) 595-600

4. Kalfoglou, Y., Schorlemmer, M.: Ontology Mapping: The State of the Art. The
Knowledge Engineering Review 18 (2003) 1-31

5. KWON, J., JEONG, D., LEE, L.S., BAIK, D.K.: Intelligent semantic con-
cept mapping for semantic query rewriting/optimization in ontology-based in-
formation integration system. International Journal of Software Engineering and
Knowledge Engineering 14 (2004) 519-542

6. H.V.Jagadish, L..V.S.Lakshmanan, D.Srivastava, et al: TAX: A Tree Algebra for
XML. Lecture Notes In Computer Science 2379 (2001) 149-164

7. Hung, E., Deng, Y., V.S.Subrahmanian: TOSS: An Extension of TAX with
Ontologies and Simarity Queries. In G.Weikum, ed.: Proceedings of the 2004
ACM SIGMOD international conference on Management of data, Paris, France,
ACM Press (2004) 719-730

8. Kalfoglou, Y., Schorlemmer, M.: IF-Map: An Ontology-Mapping Method Based
on Information-Flow Theory. Journal on Data Semantics, LNCS 2800 (2003)
98-127

9. Stumme, G., Maedche, A.: FCA-MERGE: Bottom-up merging of ontologies. In:
Seventeenth International Joint Conference on Artificial Intelligence, Seattle, WA
(2001) 225-234



Visually Exploring Concept-Based Fuzzy
Clusters in Web Search Results

Orland Hoeber and Xue-Dong Yang

University of Regina, Regina, SK S4S 0A2, Canada
{hoeber, yang}@uregina.ca

Abstract. Users of web search systems often have difficulty determin-
ing the relevance of search results to their information needs. Clustering
has been suggested as a method for making this task easier. However,
this introduces new challenges such as naming the clusters, selecting
multiple clusters, and re-sorting the search results based on the cluster
information. To address these challenges, we have developed Concept
Highlighter, a tool for visually exploring concept-based fuzzy clusters in
web search results. This tool automatically generates a set of concepts
related to the users’ queries, and performs single-pass fuzzy c-means clus-
tering on the search results using these concepts as the cluster centroids.
A visual interface is provided for interactively exploring the search re-
sults. In this paper, we describe the features of Concept Highlighter and
its use in finding relevant documents within the search results through
concept selection and document surrogate highlighting.

1 Introduction

Users of web search systems commonly have difficulties determining the relevance
of the document surrogates that comprise web search results. While some of
these difficulties can be attributed to poorly crafted queries, even when the users
provide a query that adequately describes their information needs, the search
results are often a mixture of documents with varying degrees of relevance. This
inability of web search engines to provide highly relevant search results for users’
queries can be attributed to the generality of the collection of documents being
searched, the ambiguity of language, and the word mismatch problem [5].

Because most searches result in a combination of relevant and irrelevant doc-
uments to the users’ information needs, the users are required to make relevance
decisions on a document-by-document basis. This can be time consuming, and
can result in users giving up when a large portion of the search results are irrel-
evant. The end result is that users of web search systems often view only one to
three pages worth of search results [14, 15].

One possible method for addressing this problem is to cluster the search
results such that documents that are similar to one another are grouped together
[11]. In such a system, the users navigate the clusters in order to narrow down
the search results and avoid clusters of irrelevant documents. In the best case

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 81-90 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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scenario, the users will select the relevant clusters and view lists of document
surrogates in which a large portion are relevant to the users’ information needs.

One of the primary challenges in clustering is determining an adequate name
or description of the clusters. If this information does not correctly describe
the document surrogates contained in the cluster, the users will either choose
clusters that are not relevant to their information need, or will entirely miss the
clusters that contain the relevant documents. Further problems with clustering
web search systems include an inability to select multiple clusters simultaneously,
and a lack of sorting or re-ordering the search results.

To address these drawbacks of the clustering in web information retrieval, we
have developed a tool for visually exploring concept-based clusters in web search
results called Concept Highlighter. This tool makes use of a concept knowledge
base [9] in order to automatically generate a set of concepts related to the users’
queries. The concepts generated using the concept knowledge base are used as
the centroids for a single-pass fuzzy c-means clustering algorithm [2,11] that is
applied to the search results as they are retrieved via the Google API [6]. A visual
representation of the fuzzy membership scores allows the users to interactively
select concepts of interest and identify how this affects the clustering of the
search results.

Preliminary studies have shown that this method for providing a visual rep-
resentation of the fuzzy clustering results can be very effective in allowing users
to narrow down the search results. Further, since the users can interactively
select and un-select concepts, as well as sort and re-sort the search results, the
outcome is an exploration of the search results. This ability to explore the search
results allows the user to take an active role in the evaluation of the results of
their web search, and is a step towards Yao’s vision for web information retrieval
support systems [19].

The remainder of this paper is organized as follows: An overview of clustering
in web information retrieval is provided in Section 2. In Section 3, we describe
our methods for obtaining the concepts and generating fuzzy c-means clusters
of the search results using these concepts. Section 4 describes the methods by
which the cluster membership scores are visually represented. The process for
interactively exploring the results of a web search is presented in Section 5.
Conclusions and future work are provided in Section 6.

2 Background

Clustering can be defined as the unsupervised classification of data objects into
groups of similar objects (called clusters) [11]. Clustering has been explored
for a number of years both for browsing text collections [4, 8] and for organizing
web search results [20, 21]. Hearst and Pedersen validated the cluster hypothesis,
showing that relevant documents tended to be more similar to each other than
non-relevant documents [8]. This research provides evidence that clustering can
be used to support the users’ tasks of finding relevant groups of documents from
a collection of search results.
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Recently, a number of publicly available web search systems have been devel-
oped that provide clusters of web search results, and allow the users to browse
the clusters to narrow down the set of search results. Many of these systems use
hierarchical clustering algorithms, and primarily differ in the representation and
interaction with the clusters. Two such systems are Vivisimo [17] and Grokker
[7].

The hierarchical clustering algorithms used by these systems partition the
search results at various levels of similarity [11]. The result is a tree-like structure
representing the clusters, where parent clusters contain all the objects of their
children clusters.

In Vivisimo, these hierarchical clusters are represented as a tree. The nodes
in the tree can be expanded and collapsed in a manner similar to file directory
navigation. When a tree node is selected, the document surrogates contained
within that cluster are displayed in a separate frame.

In addition to providing a tree-like navigation scheme, Grokker uses a visual
representation of the hierarchical cluster structure. This visual representation
uses nested circles to represent the clusters and their children, and provides the
ability for the users to see the sizes of the clusters and whether they contain
additional children or document surrogates. Like Vivisimo, when a cluster is
selected, the document surrogates that are contained within that cluster are
displayed in a separate frame.

One of the challenges in any clustering system is to provide meaningful names
for the clusters. Commonly, the names are generated by choosing the most fre-
quent terms or phrases within the cluster (ignoring very common terms such as
“is7, “and”, “the”, etc.) [21]. The ability to choose meaningful descriptions of
clusters in a web search system has a direct impact on the ability for the users
to correctly navigate the clusters to find relevant document surrogates. If vague
or misleading names are chosen for the clusters, this can lead to users choosing
clusters that are not relevant to their information needs (resulting in the eval-
uation of documents that are likely not relevant), or not choosing clusters that
are relevant to their information needs (resulting in missing documents that are
relevant).

Commonly, the documents that are relevant to a users information needs will
be distributed among multiple clusters. However, these systems do not easily
support the exploration of multiple clusters. While it is possible to view an
intermediate cluster that contains all the document surrogates of its children
clusters, viewing the union of an arbitrary set of clusters is not possible. This
means that if users wish to explore multiple clusters, they must do so separately.

A final difficulty with these web search clustering techniques is that they do
not provide any additional information regarding the organization of the docu-
ment surrogates within the clusters. When a cluster is selected, the documents
are listed in the same order as provided by the underlying search engine. There
is no indication of which documents are most similar to the cluster centroid, or
the degree of membership to the cluster.
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To address these shortcomings of the web search clustering systems, we have
developed Concept Highlighter, a tool that provides a visual and interactive
interface to concept-based fuzzy clusters of web search results. In this tool, the
clusters are named using the concept names; multiple clusters can be selected
generating a union of the clusters; and the search results are re-sorted based
on their membership score. Information visualization techniques are used to
visually represent the fuzzy membership scores of the document surrogates in an
abstract and compact form, allowing the users to visually process and interpret
this information.

3 Fuzzy Clustering Using Concepts

The first step in generating the concept-based fuzzy clusters is to obtain a set
of concepts associated with the users’ queries. The source of the conceptual
information is a concept knowledge base that was originally devised for query
expansion [9,10]. This concept knowledge base contains relationships between
concepts and the terms have been used to describe them. The ACM Computing
Classification System [1] was used as the source of the conceptual knowledge
for the prototype tool, resulting in a concept knowledge base specifically for the
computer science domain.

The process for obtaining the concepts that are related to the users’ queries
is similar to the process for generating the query space as described in [10]. The
query terms are first processed using Porter’s stemming algorithm [12], which
removes the prefixes and suffixes from terms to generate the root words, called
stems. These stems are matched to the stems in the concept knowledge base, and
the nearest concepts are selected. For each of these concepts, the set of stems that
are nearest to the concept are selected from the knowledge base. Each of these
sets will contain one or more of the original query term stems, plus additional
stems that are not present in the query.

In our previous work, the resulting query space was used to allow the users to
interactively refine their queries. In this work, we instead use this query space to
identify potential cluster centroids that may be relevant to the users’ information
needs. For each concept, a vector is created using the set of stems that were
selected from the concept knowledge base. The weight of the link between the
concept-stem pair is used to set the magnitude of the concept vector in the
dimension associated with the stem.

Therefore, as a result of this query space generation, a set of concept vectors
C ={ec1,ca,...,cm} are generated. If the total number of unique stems that were
selected from the concept knowledge base is p, then the dimension of all vectors
¢i (i = 1...m) is p. Further, the magnitude of the vector ¢; (i = 1...m) on
dimension j (j = 1...p) is given by the concept knowledge base weight between
concept ¢ and term j.

After the concepts have been obtained from the concept knowledge base,
and the concept vectors have been created, the users’ queries are sent to the
Google APT [6]. As each of the document surrogates are retrieved, a single-pass
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fuzzy c-means clustering algorithm [2,11] is performed. The title and snippet
from the document surrogate are processed using Porter’s stemming algorithm
[12], and the frequency of each unique stem is calculated. These frequencies are
used to generate vectors for each of the document surrogates. Although some
argue against using term frequencies (TF) as the sole source of information in
a text retrieval system [13], using other global information such as the inverse
document frequency (IDF) is not feasible when the document surrogate vectors
need to be generated as each document surrogate is retrieved (to achieve a near
real-time web information retrieval system).

Given a set of concept vectors C' = {¢1, ca, ..., ¢} and a document surrogate
vector d;, the fuzzy membership of document surrogate d; with respect to concept
¢j is given by:

1

(di,cj) \2
S Gz
In this calculation, the similarity between a document surrogate vector and
a concept vector is given by the Euclidean distance metric [11]:

Uij =

P

1/2

sim(x;, z4) g (Tik — Tjk) )/
k=1

Normally, when evaluating the document surrogates, all unique stems would
contribute to the construction of the document surrogate vector. However, since
the distance calculations in this single-pass fuzzy clustering algorithm are al-
ways between concept vectors and document surrogate vectors, we only need to
consider the stems that are already present in the concept vectors. This reduc-
tion in the dimension of the document surrogate vectors results in an increase
in the speed at which the fuzzy clusters are generated. In our prototype system,
the fuzzy cluster membership scores are calculated as quickly as the underlying
search engine can provide the document surrogates to the system.

While it is common to run the fuzzy c-means clustering algorithm in multiple
passes, each time re-calculating the centroids of the clusters, we only run the
algorithm in a single pass resulting in a fuzzy membership score for each concept-
document surrogate pair. This ensures that the fuzzy clusters remain centred
around the concepts.

Since the concepts represent the centroids of the clusters, the clusters can
be named using the concept names. This is a valuable benefit since the names
of the concepts are derived from the source knowledge upon which the concept
knowledge base was constructed (in this case, the ACM Computing Classification
System). Further, since the clusters always remain centred on the concepts, they
are independent of the search results. Therefore, while two similar queries will
result in two different sets of search results, they will commonly result in a very
similar set of concepts. This can be beneficial as the users learn which concepts
are of interest to their general information seeking needs (and can be extended
in the future to support personalized concept selection).
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4 Visual Representation of Membership Scores

Information visualization takes advantage of the human visual information pro-
cessing systems by generating graphical representations of data or concepts [18].
The cognitive activity involved in viewing and processing a visual representation
allows users to gain understanding or insight into the underlying data. With re-
spect to the visualization of fuzzy clusters, the ultimate goal is to allow users to
see the clusters without limiting their ability to view the entire set of document
surrogates.

Concept Highlighter provides a compact list-based representation at two lev-
els of detail: the overview map shows the membership scores for the first 100
documents returned by the Google API in a single compact list; the detail view
shows approximately 25 document surrogates at a time. A screenshot of these
two levels of detail are shown in Figure 1.

Our preliminary studies have shown that most users have a preference for a
compact representation of web search results, which can more easily be visually
scanned. As such, the only persistent information from the document surrogate
provided in the detail view is the title. The snippet and URL associated with
each document surrogate can be accessed as needed via a tool tip. Additionally,
the detail view provides the document surrogate number, allowing the user to
easily identify the degree of importance placed on this document surrogate by
the underlying search engine algorithms.
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Fig. 1. The visual representation of the web search results consists of an overview map
(right) and a detail window (left). These search results were returned from the query
“addressing schemes resources networks”, and show the fuzzy membership score when
the concepts “computer-communication networks: network architecture and design”
and “operating systems: communications management” are enabled. The document
surrogates with the purple links are those that have been viewed by the user in this
search session.
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Since the spatial position of an object and its colour can be perceptually
separated, colour coding of the fuzzy membership scores can be used without
interfering with the spatial layout of the data [18]. In many cases, colour can be
pre-attentively processed, allowing the information to be absorbed by the users
faster than if they were required to read the corresponding numerical values [18].
While identifying specific values in the colour scale used in Concept Highlighter
may not be pre-attentively processed, identifying a relative ordering as well as a
few high values from many low values will be processed faster than reading the
numerical values.

The choice of a colour scale is not as simple as it might seem. Since we
need to represent an ordered sequence of values, a colour sequence that varies
monotonically on at least one colour channel is required [16, 18]. A set of nine
perceptually distinct colours on a yellow-green-blue colour scale were chosen to
represent the fuzzy membership scores. This colour scale varies on all three colour
channels: luminance, yellow-blue, and red-green. The ColorBrewer application
[3] was used to select this colour scale.

In order to allow the users to remain aware of the location of the detail view
with respect to the larger set of documents represented in the overview map, a
grey box is used to indicate the correspondence between these two coordinated
views. Together, these views allow the user to both investigate the document
surrogates in detail, as well as gain insight into the features of the entire set of
search results displayed.

5 Interactive Search Results Exploration

Users of Concept Highlighter can interactively explore the search results in a
number of different ways. A list of the concepts matched to the users’ queries is
provided at the top of the display. Beside each concept is a checkbox which can
be used to enable or disable the corresponding fuzzy cluster.

When the user checks a cluster, the fuzzy membership scores for all the doc-
ument surrogates is visually represented in both the overview map and detail
view. The user may check multiple concepts, the result of which generates a sum-
mation of the fuzzy membership scores corresponding to the selected concepts.
Therefore, as multiple concepts are selected, the document surrogates that are
nearer to both clusters are represented with a darker colour on the colour scale,
indicating their higher fuzzy membership score.

As the documents that belong to the selected clusters are highlighted, the user
may visually inspect both the overview map and the detail view to find relevant
documents. Clicking on any location in the overview map will automatically
scroll the detail view to that location. Therefore, the users can easily scan the
entire 100 documents shown in the overview map, and jump to locations of
interest based on the fuzzy membership score visualization.

To make it easier for the users to systematically view the set of documents
that are contained within the selected fuzzy clusters, a sorting mechanism is
supported in the detail view, and is enabled by default. Clicking the column
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header above the colour codes for the fuzzy membership scores will disable the
sort. Any changes to the sorting will be instantly reflected in the overview map
as well detail view.

The interactive nature of concept cluster selection, and the sorting of the
documents based on the total fuzzy membership score allows the users to in-
teractively explore the search results. Using the fuzzy clusters as a means for
organizing the search results in this exploration process can help in bringing
documents that are relevant to the users’ information needs into focus, even if
these documents are deep in the search results.

An example of a scenario in which a user performs a search for “address-
ing schemes resources networks” is provided in Figure 2. A video showing this
scenario is provided on the author’s web site .

6 Conclusions & Future Work

Even for well crafted queries, the results of web searches often contain document
surrogates of varying degrees of relevance to the users’ information seeking goals.
Clustering of the search results allows the users to navigate the clusters in order
to narrow down the set of search results to a smaller collection containing a
larger ratio of relevant documents. However, most web search clustering systems
use simple keyword-based cluster naming techniques; do not allow the users to
select multiple clusters simultaneously; and do not organize the search results
once a cluster is selected.

In this paper, we described Concept Highlighter, a tool for generating concept-
based fuzzy clusters of web search results, and an interface for visually represent-
ing the fuzzy membership scores and interactively exploring web search results.
The visual exploration of the concept-based fuzzy clusters allows the users to
interactively select the concepts they think may be relevant to their information
seeking goal, and see the results of these concept selections in the highlighting
of the document surrogates that belong to the corresponding fuzzy clusters.

The ability of Concept Highlighter to allow the users to find relevant docu-
ment surrogates depends on the ability of the tool to match the users’ queries
to the concept knowledge base. Further, if there are few concepts returned, or if
all the concepts returned are relevant to the users’ information needs, the abil-
ity to assist the users in narrowing down the search results is diminished. This
can occur when the users’ queries are very specific, and will often lead to very
specific search results.

More often, the users’ queries are less specific. This results in multiple con-
cepts being selected from the concept knowledge base, and a more general collec-
tion of documents being returned from the search engine. It is in these situations
Concept Highlighter can assist the users in finding relevant documents. The in-
teractive exploration of the web search results using the concept-based fuzzy
clusters can lead the users to groups of document surrogates that are relevant,
and away from groups of document surrogates that are less relevant.

! http://www.cs.uregina.ca/ hoeber/ConceptHighlighter/
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Fig. 2. A common usage scenario would begin with the user entering their query and
viewing the search results (a). The user may then check the concepts that are relevant
to their query which sorts the document surrogates based on their fuzzy membership
score (b). The users may view the snippet and URL contained in the tool tip (c). The
link colour changes as documents are viewed, allowing the users to easily identify what
they have previously seen (d).
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Preliminary investigations have shown this tool to be quite effective in bring-
ing relevant documents to the users’ attention; a more systematic study is cur-
rently underway to determine the benefits of this work over other clustering
methods and simple list-based representations. Since the concept knowledge base
used in this work is specific to the computer science domain, the usefulness for
general web searching is somewhat limited. The development of a more general
concept knowledge base would broaden the applicability of this tool to more
general web searching. Other future work includes the integration of this tool
with our larger research project of developing a complete framework for a visual
and interactive web information retrieval support system.
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A Grid Scheduling Optimization Strategy
Based on Fuzzy Multi-Attribute Group
Decision-Making*
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In grid environment, the grid scheduling technique is more complex than the
conventional ones in high performance computing system. Grid scheduling
is one of the major factors that would affect the grid performance. In order
to optimize grid scheduling, we have to consider various factors. By combin-
ing the analysis and prediction methods that are of different principles and
approaches, we would be able to make comprehensive decisions on different
scenarios and provide reference for scheduling optimization. In this process,
a method of fuzzy multi-attribute group decision-making is proposed, which
introduces fuzzy set and its operations into decision-making process, and re-
flects a group or collective ranking of alternatives based on the individual
preferences of those alternatives.

1 Introduction

Grid is not only an aggregation of resources, but also a system with some dy-
namic characteristics. Grid computing evolves from the concept of integrating
a collection of distributed computing resources to offer performance which is
unattainable by any single machine. So, it is one of the goals for a grid to
provide performance as high as possible. The optimization is an approach to
get high performance.

In the grid, applications share various resources with others. Therefore,
how to make these applications get high performance is a problem that the
grid scheduler has to deal with. Since grid has some unique features, i.e.,
the resources in the grid are always dynamic, heterogeneous and diverse, the
schedulers have to deal with local issues, the grid scheduling technique is more
complex than those conventional ones that have been applied in most high
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project under grant CNGI-04-15-TA.
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performance computing system. Grid scheduling is one of the major factors
that may affect the grid performance. If a scheduler can work well in resource
selection and task scheduling, each task may get the most suitable resource.
Thus the mean response time of the tasks will decrease, which will guarantee
each task is completed within the limited period.

In the grid scheduling, scheduler always needs to select a group of the
relevant grid resources or services from some available ones to perform the
tasks that are submitted by the users. To perform resource selection and task
scheduling efficiently, analyzing and predicting the possible status of certain
objects in the grid is very necessary. The grid monitoring and accounting tools
record the historical data of objects in the grid environments. So we can utilize
these data to construct the prediction models that accord with system regu-
lations, and then predict the possible status of certain objects in the future.
With the increase of monitoring and accounting information and the factors
that have effect on system status, selection and decision-making have become
a more and more complex problem. Any single decision method can neither
reflect the overall system status nor obtain all necessary information needed
in the prediction process. So it is difficult to get the satisfied decision results.
Therefore, multiple prediction methods will be combined, which have applied
the different prediction principles. It takes advantage of multiple techniques to
make up for the shortage of single method. The above process is, by nature, a
multi-attribute group decision-making problem. This approach is not only to
increase the prediction methods but also to construct a synthetic information
entity that applies the different prediction methods.

2 Related Work

At present, many grid scheduling optimization techniques have been suggested
[1, 2]. In current grid scheduling research, most schedulers fetch predicted
resource parameters from NWS (Network Weather Service) [3] predictions.
NWS is an agent system deployed on the grid to periodically monitor re-
source and performance. The overall goal of the PRAGMA project is to real-
ize a next-generation adaptive runtime infrastructure capable of support self-
managing, self-adapting and self-optimizing applications on the grid [4, 5].
These methods can predict the performance of the system according to cur-
rent grid monitoring data. However, the prediction methods that have been
used right now merely focus on a single element, not considering the role the
historical monitoring information has played in this regard.

Autopilot integrates application and system instrumentation with resource
policies and distributed decision procedures. The resulting closed loop adap-
tive control system can automatically configure resources based on application
request patterns and system performance. The goal of GrADS (Grid Applica-
tion Development Software) [6] framework is to provide good resource alloca-
tion for grid applications and to support adaptive reallocation if performance
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degrades because of changes in the availability of grid resources. The meth-
ods of this kind can reconfigure accurately the execution of the applications
in time. But application programming needs to be changed for grid schedul-
ing. Consequently, the developers will have to be involved in the process of
performance optimization.

In multi-attribute decision-making problems under group decision envi-
ronment, several methods have been proposed for drawing consensus from
opinions of decision-makers. Methods in [7] are based fuzzy preference re-
lation. Ishikawa et al. [8] proposed that judgements of decision-makers are
represented by an interval-value and a group consensus judgement is derived
from cumulative frequency distribution. Bardossy et al. [9] advocated that
opinions of decision-makers should be represented by fuzzy numbers. Hsu [10]
proposed a method called SAM (Similarity Aggregation Method) to aggregate
individual opinions of decision-makers.

3 Related Concept

3.1 Fuzzy Multi-Attribute Group Decision-Making

The basic model of multi-attribute decision-making is that given a set of
alternatives, corresponding attributes in each alternative and the attribute
weights, the aim of decision is to find out the best alternative. Due to the
conflicts and constraints between multiple attribute criteria, in common sense,
the best solution does not exist, and a set of effective solution is often used
in place of it.

In the real world, the number of the decision-makers in the decision-making
process is not only one. So, the model of multi-attribute decision-making al-
ways combines with the model of group decision-making, and constructs a
new kind of selection model. From one decision-maker to more, the complex-
ity of model is increasing, and a series of new problems need to be solved. As
decision-makers may have different or even conflict views on the problem, how
to form a group preference that reflects all the group members’ preferences,
that is, to form a group priority relationship or group efficiency function in
accordance with the individual relationship or function becomes the key to
solve the multi-attribute group decision-making problem.

Frequently, real world decision-making problems are ill defined, i.e., their
objectives and parameters are not precisely known. These obstacles of lack of
precision have been dealt with using the probabilistic approach. But, due to
the fact that the requirements on the data and on the environment are very
high and that many real world problems are fuzzy by nature and not random,
the probability applications have not been very satisfactory in a lot of cases.
On the other hand, the application of fuzzy set theory in real world decision-
making problems has given very good results [11]. Its main feature is that it
provides a more flexible framework, where it is possible to solve satisfactorily
many of the obstacles of lack of precision [12].
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3.2 Group Choice Function

Group choice typically involves an aggregation of everyone’s preferences. For
the special case of two alternatives, the majority rule group choice function
uniquely satisfies the criteria of anonymity, monotonicity, and neutrality. But,
for larger than two alternatives, the choice outcome may violate the transitiv-
ity property of group choice functions, or pairwise independence and so on.
It is instance of a more general problem, which is impossible to find a group
choice function to satisfy all the criteria we would like to. The foundations of
group choice theory lie in the “Paradox of Voting”. To avoid the wrong con-
clusion, many criteria are proposed, which reflect a group or collective ranking
of alternatives based on the individual preferences of those alternatives [13].

4 Description of Decision-Making Process

4.1 Data Preprocessing

Generally speaking, the original decision data cannot be utilized directly and
needs to be preprocessed. Data preprocessing mainly includes transforming
the various attribute values, removing the dimension and doing normalization.
In the decision-making process, it is better to be larger for some metrics and
smaller for others. Still, there are other metrics that should neither be too large
nor too small. All these different metrics should not be put together to judge
the advantage of the alternatives. Therefore, it is necessary to transform the
decision data so that the better the option, the larger the value of metric. In
addition, if a metric has different dimension, comparing each method would be
impossible. When the values of different attributes have a big difference, these
values need to be normalized for the evaluation and decision-making, that is,
the decision data are transformed to interval [0,1]. In the most situations, the
essence of data preprocessing is providing real effects of the values of attributes
when applying different decision method to rank the alternatives.

4.2 Decision-Making Process

Before describing the algorithm in detail, three related theorems are presented.
First, considering the operations of fuzzy set, the following two theorems are
true.

Theorem 1. Let P and W be any two triangular fuzzy numbers, denoted by
(p1,p2,p3) and (w1, w2, w3) respectively, then the product of P and W, denoted
by PRW , is a parabola fuzzy number and its member function can be expressed

as:
2+4/63 1(03—x) 53 < x<d

— 201 ’

Aa—/A2—4x; (As—x) -
2 2 1(A3 , dS«TS)\

2

Hpgw

3



A Grid Scheduling Optimization Strategy 95

where

01 = (p2 —p1)(we —w1), 62 = p1(we —wi) +wi(p2 — p1), 03 = prwi, d = powo,
A1 = (p3 — p2)(w3 — w2), Ao = p3(w3 — w2) + wz(ps — p2), A3 = paws.

For convenience, we utilize the related parameters to express parabola fuzzy
number in brief as:

(51752763/(’{/)\17 )\27 A3)

Theorem 2. Let M and N be any two parabola fuzzy numbers, are denoted
by (61,02,05/dps /M1, A2, A3) and (o, an, a3/dy /B, B2, B3) respectively, then
sum of M and N, are denoted by M@ N, is also a parabola fuzzy number and
its parameters can be expressed as:

(61 + 1,02 + a2, 03 + az/dar + dn /A1 + Bi, A2 + B2, Az + (33)

Next, considering the definition of mean-value area method for ranking of
fuzzy numbers, the following theorem is presented.

Theorem 3. The defuzzification values of the triangular and parabola fuzzy
numbers are calculated as follow:

(i) Let M be a triangular fuzzy number and be denoted by (I,m,r), then
the defuzzification value of M is

s(M) = i(l+2m+r)

(ii) Let M be a parabola fuzzy number and be denoted by (d1, da, 83/d/ M1, A2, A3),
then the defuzzification value of M is

~ 1 1 1
s(M) = 5(61 + A1) + 1(62 —X2) + 5(53 + A3)

In the following algorithm, we assume all the fuzzy rating can be expressed
by triangular fuzzy number. The algorithm consists of the following steps:

STEP 1: Transform the language rating and the other imprecise rating
into the form of triangular fuzzy number according to the semantic functions.

STEP 2: Combine the fuzzy rating p(k) = (pglfj)7p2w),pgfj)) of decision

method k& with the fuzzy attribute weight w(k) (wy;), wé’;), wg;)) to construct

a weighted evaluation matrix DW= 1,2, co.,M and j = 1,2,.. ALN
using the multiplication operation of fuzzy numbers. D®*) is calculated as
follows: " w "

dij. =w;" @ Pij
where M is the number of alternatives and L(* K ) is the number of attributes of
decision method k. According to Theorem 1, dl(»f) is a parabola fuzzy number

k) k k) k k
(6§11 ’ 21]’ 31] /J( )/)‘gz] ’ )\élj)7 /\( )) where
k k k k k k k k
3~ 649 ol - )68 = pY - )+ w68 — 5,
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k k k k k k k k k k k
615)1‘7) gzg) E])’J'E]) gz; ;])’ )\gzz (pgz]) pgzg))(wé]) wéj))’
k k k k k k k k k

STEP 3: Calculate a fuzzy decision number 215’“) corresponding alternative
A, for decision method k, i = 1,2,..., M, using the fuzzy add operation. flgk)
is calculated as follows:

Tk Gk Gk Gk
Az(' = d§1) ® dz('2) G- dz('L)(k)
According to Theorem 2, fl(k) is a parabola fuzzy number

k k k
(agz)7a22 7a3z)/A( )/ﬂ§1)3ﬁ22 ’/8( ))

where
Lk k) Lk
k k 7 (k) k
agz) Z 5151']') tz Z /\tzj ’ = ]‘7 27 3’ A§ Z d( )
j=1
STEP 4: Calculate a decision measurement S(Agk)) of each alternative for
decision method k by the mean-value area method, i = 1,2,..., M. According

to Theorem 3(ii), s(flgk)) is calculated as follows:

~(k 1 k k 1 k k 1 k k
s(AP) = 2ol + A1) + (a5 — ) + 5 (s +857)
STEP 5: For decision method k, its decision weight is o). Rank the
alternatives in terms of the decision measurements. Assume to set index over
again, ranking result is expressed as follows:

Akl Kk Ak2 ko Tk Ak’M : INJ(k)

STEP 6: Aggregate the ranking results of all the decision methods to form
the final outcome using Condorcet function value fo(z). fo(z) is calculated
as follows:

f i S (k)

fele) = i, 35l ey

where K is the number of decision methods and fo(x) is the smallest sum
of weight satisfying priority relationship while comparing x with any other
candidate. Because fo(z) consists of the triangular fuzzy number correspond-
ing the decision weight, it is calculated according to Theorem 3(i). Then, the
ranking of alternatives is confirmed by fc(m) values.

STEP 7: Select the final decision alternative. Assume the subscripts of the
alternatives to be reordered, and aggregation outcome is following:

A= Ay = o= App

Thus, Ay is the final decision alternative.
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5 Application Example

The grid scheduling decision service based on the above method has been
applied by grid scheduling optimization engine base on knowledge discovery
(GSOE-KD). Through predicting the object performance in the grid, analyz-
ing the behaviors of grid users and mining the partial period association of
grid activities in time domain, the system considers many decision factors and
makes the grid scheduling decision finally. In the next, we take the data in Ta-
ble 1 as an example to illuminate the decision-making process in detail. In this
example, two services must be requested to perform the task. In the decision-
making process, the state of grid services and local networks is considered.
The decision methods to be used include the prediction based on time series
analysis of utilization states of grid objects, the prediction based on utilization
smoothing values in the recent periods and the analysis of reliability of grid
services. There are three alternatives in this example. Each decision method
considers different attributes. Due to prior two prediction methods need to
divide the states of objects, the imprecise metrics are used for prediction.

Table 1. The original decision data

Decision Method|Alternative Decision Attribute
Prediction based Utilization state| Utilization state | Utilization state
on time series of service 1 of service 2 of local network
analysis of Ay Middle High Low
utilization state A Low Very High Middle
of grid objects As Middle Low Middle
Prediction based Utilization value|Utilization value|Utilization value
on utilization of service 1 of service 2 of local network
smoothing Ay 78% 55% 46%
value in the As 23% 79% 32%
recent periods As 61% 40% 64%
Evaluation of | Evaluation of
reliability of reliability of
Analysis of service 1 service 2
reliability of grid A High High
services Ao Middle High
As High Low

First, transform the language rating in Table 1 into the form of triangular
fuzzy number according to the semantic functions. In Table 1, because the
decision attributes of prior two prediction methods are cost-like metrics, they
must be transformed properly. Meanwhile, the fuzzy weights are given to each
decision attribute respectively to describe the degree of their importance. In
this way, the fuzzy weights are set for each decision method. After constructing
the weighted evaluation matrix of each decision method respectively, calculate
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the fuzzy decision number corresponding to each alternative for each decision
method. The results are calculated in Table 2.

Table 2. The fuzzy decision number and its decision measurement

Decision Method|Alternative Fuzzy Decision Number Value
Ay (0.04,0.24,0.22/0.5/0.03,0.29,0.76) 0.489

Ji As (0.03,0.18,0.22/0.43/0.05,0.28,0.66) 0.428

As (0.04,0.24,0.28/0.56/0.03,0.35,0.88) 0.564

Ay (0.01,0.107,0.259/0.376/0.025,0.261,0.612) |0.403

J2 Ay (0.015,0.138,0.375/0.528/0.025,0.296,0.799) | 0.554

As (0.015,0.149,0.304/0.468/0.02,0.245,0.693) |0.480

Ay (0.03,0.25,0.42/0.7/0.01,0.19,0.88) 0.672

J3 As (0.03,0.21,0.34/0.58/0.01,0.17,0.74) 0.557

As (0.03,0.21,0.3/0.54/0.01,0.19,0.72) 0.522

Then, calculate decision measurement of each alternative for each decision
method by the mean-value area method. The calculation results are also in-
cluded in Table 2. For each decision method, rank all the alternatives in terms
of their decision measurements. The ranking of each decision method corre-
sponds to its decision weight. Finally, rank the alternatives using Condorcet
function and its decision measurement. The result of ranking is expressed in
Table 3. The ranking result is Ay = Az = Aj. So, select As as the final decision
alternative.

Table 3. The aggregation of ranking results

Alternative Ranking Result Value|s(fc)
) A1 > A2:(0.2,0.3,0.5) @ (0.1,0.2,0.2) = (0.3,0.5,0.7)| 0.5
1
! Ay = A3:(0.1,0.2,0.2) 0.175 17
Az > Ay :(0.3,0.5,0.6) 0.475
As 0.475
Ag = As 1 (0.3,0.5,0.6) @ (0.1,0.2,0.2) = (0.4,0.7,0.8)| 0.65
As = A 2 (0.2,0.3,0.5) @ (0.3,0.5,0.6) = (0.5,0.8,1.1)] 0.8
As 0.325
As = As:(0.2,0.3,0.5) 0.325

6 Experiment

We have realized the prototype of GSOE-KD based on grid simulator JEreeSim.
This system gets a large amount of information in the simulation process,
and provides reference for scheduling optimization through knowledge discov-
ery based on data mining and some different ways of analysis and prediction.
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GSOE-KD is integrated into grid system as a grid service. The following ex-
periments illustrate the performance of decision service. First, we analyze the
mean response time of decision service. For different numbers of tasks, the
mean response time of service is shown in Figure 1. The mean response time
of service maintains in the low level, and there is no significant wave while
the number of tasks is increasing. It indicates that the effect of overhead of
decision service upon the performance of system is limited.
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Fig. 1. The mean response time of de- Fig. 2. The execution time of tasks us-
cision service ing different allocation policies

Considering the same grid simulation configuration, we compare random
and round robin allocation policy with the one based on decision service.
Figure 2 shows the execution time in the condition of different numbers of
tasks. When the number of tasks is small, the execution time of optimization
policy exceeds the one of round robin policy because of the cost of requesting
decision service. When the number of tasks is increasing, the optimization
scheduling policy will come up with higher execution efficiency, making the
total execution time much less than that using other scheduling policies.

7 Conclusion

In grid environments, the grid scheduling technique is more complex than the
conventional ones in high performance computing system, and grid schedul-
ing is one of the major factors that would affect the grid performance. In
order to optimize grid scheduling, we have to consider the various factors. By
combining the analysis and prediction methods that are of different princi-
ples and approaches, we would be able to make comprehensive decisions on
different scenarios and provide reference for scheduling optimization. In this
paper, a method of fuzzy multi-attribute group decision-making is proposed,
which introduces fuzzy set and its operations into decision-making process,
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and reflects a group or collective ranking of alternatives based on the individ-
ual preferences of those alternatives. The flexible selection models heighten
the expressive force and adaptability greatly. The experiments show that the
grid scheduling with this method has high performance.

It should be pointed out that the decision-making approach in this paper
is built on the compensability between the decision attributes. But in some
cases, the compensability between the decision attributes is conditional, and
even non-compensable. Therefore, the other comprehensive decision-making
approaches are needed for these features. These approaches will be our further
research focus.
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Abstract. The purpose of this paper is to supply web contents for PC to various multi platform
device as PDA or portable device. The conventional studies could not consider these devices,
so it created mobile contents beforehand, and then transmitted to the limited mobile device. In
this point, the critical problem is to generate mobile contents which are suitable for all kinds of
mobile device from PC Web content. This paper propose a service system for transmitting
wire web content to various portable device by using MPEG-21 Multimedia Framework. It
does not create mobile contents for each device. It just uses DIDL of MEPG-21 as
intermediate language to express the structure, resource and description of mobile contents. In
DIDL, the multimedia resource is transcoded in off-line previously. The description part is
converted in real time as soon as service is requested by end-user. Mobile contents integrate
adapted resource with appropriate description and then are transmitted. In addition, this paper
proposes the Multi-level caching for reusing mobile contents and describes the result in
experiment system.

1 Introduction

During the past few years, due to the tremendous development in the field of wire
and wireless communication, users have been demanding the useful information more
conveniently; whenever and wherever. To satisfy these needs, ubiquitous has emerged.
Supported by the MPEG-21 Multimedia Framework, Ubiquitous provides the
necessary service "Any time, any where, any device" overcoming the existent limits.
MPEG-21 is a multimedia framework unlike the concept of the existing MPEG series
for transmitting and consuming multimedia data efficiently. The gold of the MPEG-
21 is to offer a multimedia resource variously, safely, and clearly in extensive
network and equipment [1]. Recent research involving MPEG-21 is being undertaken
in the field of DMB (Digital Multimedia Broadcasting)[7][8]. Wireless Internet is
another area for the application of MPEG-21. It is the technology which provides
internet service to portable devices (e.g., mobile phones, PDA, and etc) in a wireless
environment at the same time providing services based on the traditional Web

pages[9].
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However, to offer wireless internet, we should consider the following issues. One is
how to display contents including various multimedia such as image, animation,
movie and picture on a mobile device which has less powerful hardware than PC. The
other is how to create adapted contents for various mobile devices. The purpose of
this paper is to find a solution to the problem of displaying conventional web contents
accessible from PCs to a mobile. In the following chapter, we describe problems that
arise in the process of creating mobile contents from PC web contents. We will also
propose a system which applies the MPEG-21 Multimedia Framework to provide
optimized contents to the mobile device. As a method of expressing optimized
contents on the various portable devices, this paper will suggest DIDL(Digital Item
Declaration Language) of MPEG-21, written by XML, and proposes Multi-level
caching as a method of providing faster response rate.

2 Problems and Solution

2.1 Problem and Related work

Our objective is to enable web contents originally constructed for PC to display on
the various multi platform devices such as the PDA or mobile phones. However, there
lie several problems in achieving its objective.

First of all, it is difficult to reconstruct original web contents for wireless device.
Namely, it is impossible to display the same general web contents to the mobile
device. In addition, reconstructing the web contents to specific mobile device will be
ineffective. The reasons are that the resolution and the multimedia processing
capability of the mobile device are very weak, and there are many types of device.
Secondly, it is impossible to transcode multimedia data in real time. Generally, There
are diverse sorts of multimedia data such as image, audio, animation, and video in
Web contents. The transcoding time for multimedia costs too much.  Accordingly,
it is inconsistent to transmit in real time. Finally, it is difficult to determine its
demands for transformation regarding the various mobile devices. Since there are
many varieties of mobile device, it is difficult to know what kind of contents should
be transcoded before a mobile device requires contents to server.

There are 3 methods according to the scope of automatization. The methods are
about converting the construction of existing web contents into mobile contents.
The manual approach considers the characteristic of each device to create new mobile
web pages manually. This method is efficient when developing new wireless internet
service and contents. An advantage is to generate an optimized mobile page
[2][13][14]. Semi automatic approach, page filtering, is a method which selects and
transforms specific parts of the web page[2]. Finally, the fully-automatic approach is
efficient when there is existing web service and contents. It services to mobile device
by converting existing HTML documents into mobile internet format. Since it
transforms all web pages automatically, it is the most convenient and the most
efficient method [2][12]. However, the above mentioned methods have some
difficulties. One is to express optimized multimedia data according to the
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specifications of various mobile devices, and the other is to create the appropriate
page for the new devices that are being produced.

2.2 Solution

In a process of servicing general web contents to a wireless device, the most
significant problem is the reuse of PC web contents for mobile device, the possibility
of transcoding service for multimedia data in real time, and the method of
transforming contents according to various multi platforms. To solve these
problems, we first convert and store multimedia data which will be used by mobile
device. Server analyses information of device and delivers the most similar data
when end-user connects with server. More specifically, after reconstructing various
mobile contents referring PC web content, the result, including multimedia data and
design, is saved as an intermediate language. When a multi-platform device requests
service to the server, multimedia data and description are automatically created and
then are transmitted. Here, multimedia data have been pre-transformed according to
each device characteristic such as media processing capability or browser information
and description has been optimized according to each mobile device. This paper
proposes an adaptive PC to Mobile Web contents Transcoding system using MPEG-
21 multimedia framework and describe improvement of in the caching method for a
faster response rate.

3. A Mobile Gate System based on MPEG-21

3.1 Mobile Gate System Architecture

Mobile Gate System based on MPEG-21Multimedia Framework help service Web
content for PC to various mobile devices. The entire structure is as [Fig. 1].
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Fig. 1. Mobile Gate system Architecture
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To service mobile content to wireless terminal referring wired web contents, this
system first edits the existing web contents consisting of HTML or XML by using the
Digital Item authoring Tool. The following step is to define the newly constructed
mobile contents using DIDL. Among contents defined by DIDL, multimedia data that
converting time is too long is transformed beforehand utilizing information about
mobile browse by X-Crawler r. When the portable device requests service, the Call
Manager analyzes the accessed device information and searches for appropriate
contents (i.e., WML, mHTML, xHTML, and etc) in the Contents Cache. If proper
content for device exists, Call Manager will service the contents, and if it does not, it
requests transformation of contents suitable to the respective device to the Mobile
Content Generator, and then services to the device along with the pre-transcoded
Resource. In this process, Device Controller saves information about new mobile
terminal to the Device Database.

3.2 Components of Mobile Gate System

Digital Item Authoring Tool. As a type of editor, it assists in reconstructing
various web contents for mobile use by selecting only resource which will be
displayed on the PDA or mobile phone from web content displayed on the PC. This
component is done off-line. The produced mobile web contents are automatically
created in the type of DI which satisfies MPEG-21 standard. Specific information
regarding DI will be referred to in Chapter 4. It consists of three major modules.

Web Contents Analyzer. 1t parses PC Web pages wrapped by HTML or XML, and
then divides the web page into resource and expressive specification and assists users
in choosing the resource more conveniently.

Editor. Using the extracted and arbitrary resource, it helps the user construct the
mobile web contents more simply through a copy and paste.

DI Generator. it creates the reconstructed mobile page into MPEG-21 DI format using
DI Tag Table and saves it in DIDL DB.

X-Crawler. This is a part which carries out transformation in advance regarding
actual resource in DI edited by administrator. This component is performed in Off-
line. Specific modules are the following.

Mobile Digital Item Parser. It parses DIDL generated by authoring tool, extracts
information relative to the resource from DIDL.

Transcoder. Among resources which need transformation, it performs the actual
transcoding using the transformation information[3][4]. It is a part of the Resource
Adaptation Engine of DIA (Digital Item Adaptation) in MPEG-21[6].

Resource DB. It saves and manages the transcoded resources and these information

Call Manger and Cache Server. In case that a mobile terminal has accessed to
server, this module finds out the characteristic of device in Device DB, reconstructs
web documents which browser device is able to be recognizable and then sends these.
The following are the specific modules.
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Mobile Contents Generator. By applying the multimedia data which has been
converted according to each device platform, it creates documents suitable for each
device in XSL. It is similar to the Description Adaptation Engine of DIA in MPEG-21
DIA[6].

Cache Manager. 1t provides data appropriate for each device platform. Contents
accessed frequently are saved to the Contents Cache and it is serviced immediately in
case that the requested document exists in the Contents Cache.

Device Controller. It analyzes information about mobile device which is requesting
service and manages the Device DB.

4. Mobile Content Definition Language based on MPEG-21

4.1 Digital Item for expressing Mobile contents

DI is a structured digital object with a standard representation, identification and
metadata within the MPEG-21 Framework|[5].

Definition : Digital Item within Mobile Gate System

In Mobile Gate, Digital Item is a kind of intermediary file generated by Digital Item
Authoring Tool. This help not only transcode Web contents created by inputted
HTML, XML, XSL into wireless one such as WML, mHTML, HDML but also make
multimedia data playable in every wireless environment.

The following [Fig. 2] indicates how DI is used in the Mobile Gate System.
]
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Fig. 2. Use of DI within Mobile Gate

In Mobile Gate, DI consists of resource part and description part. Resources part of
DI includes local path or URL of multimedia data filtered from general Web contents.
X-Crawler converts resources in Database with a couple of information described in
Resource part such as image size or clipping size. Description part of DI is to
describe how to present contents in mobile device and short information about
resource. Description part is adapted by description transcoder and then transmits
contents to mobile device with transcoded data by resource transcoder when service is
required by end-user. Hence, although mobile device has been rapidly developed and
varied, digital item generated by Authoring Tool help server perform flexible
transformation according to properties of device and overload of server may be
minimize, once device information is extracted.
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4.2 A Structure of Digital Item

In MPEG-21, DI is described in DIDL as represented in XML[5].  The <DIDL>
element is the root element of a DIDL instance document and may contain an optional
element, followed <Container> or <Item>. <Container> element is a grouping of
items and arranges items by means of package shelf. In contrast, <Item> element is
intended to be the lowest level of visible to an end-user and systematically construct
digital items.

We describe that entire attributes of reconstructed mobile page is in <Container>
element and metadata of individual objects in contents and resources is in <Item>
elements. Besides, we describe that actually transcoded resource URL is in
<Resource> of <Item> element. However, in a stage that express DIDL about
mobile pages with Internet contents, we have known that defining a variety of objects
within mobile page using DIDL elements within MPEG-21 has limitation. To solve
the boundary, we redefine and append necessary elements and their attributes such as
text, image, audio, video, flash, form, table or cell in table by namespace in DIDL.

S Multi-Level Caching Scheme for DIA of PC web-to-Mobile web
Service

Cache is to store frequently requested document to a side closer than server and to
help transmit faster service to wireless device. The performance of cache is
determined by the Response Time when client gains the desired web page and Hit
Ratio which is the probability of desired web page to exist within cache. Accordingly,
various researches have been doing in order to enhance Response Time and Hit
Ratio[10][11]. Our system suggests Multi-Level-Cache method to provide clients of
fast response time. Mobile Gate has two Caches inside. First Level Cache is Content
Cache and Second Level Cache is Description Cache. Content Cache stores adaptive
contents such as WML, mHTML, xHTML, etc. including information of resources.
Description Cache converts style sheet for mobile content of DIDL into XSL style,
suitable to various mobile terminal, Markup Language by using Mobile Content
Generator and stores the result. Transcoded document does not involve resource
information. - -
REsource “Devica
DIDL D_B_j -, ij '
. zzz:;gm .. Description F’Eﬁﬁj L %’*‘\\ <:> '
L =" cache —— 9 Y
Jd i i
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Fig. 3. Multi-level Cache in Mobile Gate system
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Algorithm : Multi-level Cache Algorithm

Step 1. A Mobile terminal requests service to Web Server.
Step 2. Cache Manager receives device information from Device Controller.

Step 3. Cache Manager finds out contents that suit the device information in
Contents Cache.

Step 4. If it does exist, corresponding content is provided to mobile terminal. If not,
content that fits device information is requested to Description Cache.

Step 5. If the requested content exists in the Description Cache,

@D Copy the content into Content Cache.

@ Provide the content to mobile terminal.

If not,

(D Convert it to correspond to the device information in real-time. During
the converting process, convert the content of terminal that is similar to
present device information and store it to Description Cache and Content
Cache.

@ Integrate it with converted resource and create desired content.

Multi-level Cache is a method for reducing system overload brought by content
conversion in real time. This not only operates conversion for accessed terminal
information, but also extracts terminals with high similarity within Device DB. As the
standard with high similarity, we select terminals that have identical Markup and
browser with lower specification like resolution than accessed terminal has. Hence,
Pre-transcoding of Multi-level Cache will be able not only to enhance the Hit Rate of
Contents Cache, but also to minimize the number of content conversion.

6 The Result of Implement and Experiment

6.1 The Result of Implement

We have implemented and tested the system in environment that is Windows
2000 Professional, Intel Pentium IV 1.8 GHz, and 512MB. First, we have generated
DIDL file that fits rules of [table 2] by using Digital Item Authoring Tool, and have
created wireless contents in real-time by Call Manager and X-Crawler. [Fig. 4] shows
the result in displaying on portable terminal. We used to two simulators. Openwave is
expressed as WML and KTF supports mHTML. Following [Fig. 4] is simulated, but
the actual result shows no difference.
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Fig. 4. Sample page generated by XSL Generator

6.2 The Result of Experiment

In order to check the response time of a mobile terminal requesting web page to a
server, this paper compares conversion time of mobile contents between On-line and
Off-line. Cache does not apply to the process of this experiment. Since it was difficult
to experiment many real terminals logging on to web page, we used test client to
simulate the identical process.

Table 1. Response Time

The number e 140 On-Line
of Access

100 290 625 )
200 567 1125 E
300 748 1688 8
400 1131 2187
500 1240 2688
600 1421 3375
700 1618 3687
800 1881 4312 e ot
900 2058 4750 - -
1000 2309 5250 Fig. 5. The graph of response time

As depicted in [Fig 5], Off-line has faster response time than On-line because
additional time for converting and creating contents is unnecessary by retaining pr-
transcoded content prior to service. Mobile Gate System is showing slower response
time than the case of contents converting previously. The reason is that even though
resource conversion is taken in off-line beforehand, it is necessary to convert
description so as to be fit characteristic of mobile device in case that there is no
contents in Contents Cache. In addition, the System not only estimates specification
of terminals but also generates mobile contents that suits these terminals in real-time.
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7 Conclusion

In a ubiquitous environment, wireless internet has been constantly trying to provide
users with scattered information whenever and wherever. However, providing internet
service through personal communication system requires recreating contents to match
its environment. This is not able to avoid additional cost for development and
maintenance. To overcome such problem, this paper suggests Mobile Gate System
based on MPEG-21 that enables PC Web contents to display in Cellular phones and
PDAs. In addition, we have suggested DIDL to efficiently and flexibly provide
various contents to mobile terminals, and proposed Multi-Level Caching to minimize
the response time. The suggested system shows slower response time than the case of
convergence in off-line, but it has an advantage of providing various and new
terminals with flexibly created exact pages. Moreover, it is possible for existing pages
to be served to wireless environment without re-creation of mobile contents newly. To
make up for the weak point of longer response time, Multi-Level Caching Schema
will be considered to be a good method.
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Table 2. DIDL in Mobile Gate

Element Name Description Element Name Description
Mobile Content Image Attribute
<CONTAINER> Definition of Content selecting specific
<mbd:CLIP> part within the a
<mbd:TITLE> Title of Content image
The number of .
<mbd:MAXOBJECT> . <mbd:ROTATION> | Rotation angle
Resouce in Content
<mbd:BACKCOLOR> | Background Color .
<mbd:BRIGHT> Brightness
<mbd:BACKIMAGE> | Background Image
<mbd:BACKAUDIO> | Backgound Sound imbd:CONTRAST Color contrast
Resource command Attribute Form Attribute
<ITEM> Definition of Resouce
<RESOURCE> URL of Resouce <mbd:NAME> Retrive parameter
<mbd:OBJECTTYPE> | Resource Type
<mbd:OBJECTSUBTY | SubType of
PE> Resource text to b
ext to be
<mbd:SIZE> Potision and Size <mbd:CAPTION> displayed
Priority given when
<mbd:Z_INDEX> several resources are
overlapped object of the form
INF TofR <mbd:MODE> that mode will be
<mbd:ALIGN> lenment ot Kesouce applied
on a line
. default value to be
) Hyperlink of Selected | <mbd: .
<mbd:HYPERLINK> Resouce DEFVALUE> shown in the
screen
Text Attribute Video and Audio Attribute
<mbd:FAMILY> Font
<mbd:VOLUME> Volume
<mbd:FSIZE> Font size
<mbd:COLOR> Color
<mbd:LOOP> | [he mumber of
<mbd:ITALIC> Italic oop for Hlaymg
<mbd:BOLD> Bold <mbd:MUTE> Mute
<mbd:LINE> Underline <mbd:PLAYPOS> Range of playing
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The recommendation framework that supports the creation of new interper-
sonal relationships within the social networks is presented in the paper. It
integrates many sources of data in order to generate the relevant personalized
recommendations for network members. The unique social filtering techniques
and measures of the activity and strength of relationship are encompassed by
the framework.

1 Introduction

Recommender systems became an important part of recent web sites; the vast
numbers of them are applied to e-commerce. They help people to make de-
cisions what items to buy, which news to read [17] or which movie to watch.
Recommender systems are especially useful in environments with information
overload since they cope with selection of a small subset of items that appears
to fit to the users preferences [2, 12, 15]. Furthermore, these systems enable
to maintain the loyalty of the customers and increase the sales [10]. However,
not only products or multimedia content can be suggested to users. The new
area where recommender systems can be applied are various online commu-
nities called social networks that rapidly develop in the web and usually have
thousands or even millions of members like Friendster or LinkedIn. The main
goal of a recommendation system, in this case, is to help the user to establish
new relationships and in consequence to expand the human community.

In general, there are three main approaches to recommendation: collabo-
rative filtering, content—based filtering, and hybrid recommendations [2]. The
collaborative filtering technique relies on opinions about items delivered by
users. The system recommends products or people that have been positively
evaluated by other people, whose ratings and tastes are similar to the prefer-
ences of the user who will receive recommendation [2, 5, 17]. There are two
main variants of collaborative filtering. The first one is the k-nearest neigh-
bour and the second one is the nearest neighbourhood. In the content—based

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 111-120 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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filtering the items that are recommended to the user are similar to the items
that the user had liked previously [13]. The hybrid method combines two
previously enumerated approaches [8, 10, 17].

The proposed recommendation framework is supposed to be applied to the
social networks that have recently become more and more important element
of information society [1, 6]. A social network is the set of the actors (a single
person is the node of the network) and ties, called also relationships, that link
the nodes [1, 4]. The evolution of the social network depends on the mutual
experience, knowledge, relative interpersonal interests, and trust of human
beings [3, 14]. The measurements can be collected to investigate the number
and the quality of the relationships within the network.

General social openness and activity of user x

Invitations sent by x -

Responses to invitations =

Active relationships =

Number/duration of finished relationshipseeaeeas -

Own blog/photo/MoVvie MAiNIEN (N0 e— ST

Watchings of other's Blogs/photos/iOVies e

Sent emails & User e

Chats >

ete. (depending on social network functions ) =—— User y

Relationship between user x and y

Us e 1P ON O FELGTONS ] e
SEEX e V10001 watchings of blo #ukaroa.-fmnvies_p
= Common communicaiions (chats, emails, etc. )=

User v

Fig. 1. Social features of relationships in a social network.

2 Problem Description

Recommender systems for social networks differ from typical kinds of rec-
ommendation solutions since they suggest rational human beings to other
ones rather than inanimate goods. After recommendation selection, one per-
son initializes the relationship with another one, and the latter can respond
positively or negatively to the invitation. Such an interaction is impossible
with products or content. Moreover, the bond between people is bidirectional
in opposite to the relationship between a person and an object. Thus, we
would like to find for the current user another person who would also like to
react in a favourable way. Things possess no free will and cannot refuse to be
sold. For that reason, the recommender systems for social networks need to
respect preferences and human limitations of people who would be suggested.
In conclusion, the recommendation system should suggest to user x only those
network members, who would be potentially good friends or co—workers for
user x. In consequence, new relationships of user x can appear in the network.



Recommendation Framework for Social Networks 113

On the other hand, the owners of the online social network system can
execute their own policy. Hence, their first goal can be to build the widest
social network, with as many connections between individuals as possible.
Yet another possible purpose would be to create the network in which the
relationships reflect the strong similarity between people and in consequence,
the network consists of many close groups. This evolution of the social network
can be stimulated by different kinds of recommendation. In both cases, the aim
is to achieve the community in which the connections between human beings
are permanent. The common purpose of the framework proposed below is to
enable the adjustment of recommendations to the profile of the particular user
as well as to the general policy of the network.

3 Recommendation Framework for Social Network

3.1 Relationships between People

Before building the recommendation framework, let us point the main sources
of data useful for the recommendation. In the social networks, not only the
typical information about a particular user like their interest, demographic
data, etc. can be considered, but also their activities and some measures of
relationships with other users, especially those related to the process of initial-
ization of bounds and some further, successive activities. The social statement
of the user z in the network consists of two data sets: general, aggregated open-
ness and activities features of this user in relation to all others, also in the
past, and measures of the relationship between user  and other members of
the network (Fig. 2). The most significant elements in the first set are the
user’s willingness for initialization of relationships and responding to invita-
tions from others. The most important issue within the second set is frequency
and intensity with which all relationships are maintained.

3.2 User Profile

All the data related to the characteristic of the individual user is called a
user profile and consists of two main parts: static and dynamic. The users
themselves deliver the former by filling in the special forms while the latter is
monitored and gathered by the system. Based on the analysis of the existing
online communities we split the user profile into a set of components which can
be easily extended in the future. Each of the components consists of several
separate attributes (Fig. 3). The preferred component is the direct hint for the
system about people sought by the user. The search component includes the
data about all searches made by the user within the network. The two most
complex components are activity and relationship. The first one measures the
activity of the user within the community. The relationship profile describes
the number and duration of the users relationships and some other features
that characterize them.
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¥ ¥ v .
| Demographic | | Interest | | Preferred | | Search | | Activity | | Relationship |
v
Language Book / writer | [Oceu !'mlil?“ Age Phote/movie || qve duration of
Location Music / band / | [ M nrt!al stat, Martial star. album relationship
Hometown musician | [Religion Looking for || Blog Number of refations
Age (birth date) || Movies Age Location Chat Sent invitations
Sexual orientation || Artists Gﬂlﬂfr Hometown || email Resparnses (o
Looking for Web sites Location Gender Sent files invitations
Gender Hometown Interest Frequency || Number of chats
Oceupation Interest Occupation of togin || Frequency of accesses
Religion Education Education to blogs,photos,movies
Education
Martial status Static, delivered by the user Dynamic, monitored by the system itseff

Fig. 2. User profile components. Location - the place of residence, Hometown - the
place of origin, Looking for - the purpose of inviting new friends, e.g. friendship.

3.3 Recommendation Process

Based on the gathered information we have built the recommendation frame-
work that supports the creation of the recommendation for the social network.
The main goal of the system is to provide the most relevant recommendations
to users. Moreover, by combining the several, different sources of data, the
method facilitates a new user to join the network and satisfy their expecta-
tions.

The overall view of the recommendation process for the social network is
presented in Fig. 4. Firstly, knowledge about the users is gathered. Next, the
system calculates final similarity function r(x = y) for each pair of users (see
below). The final similarity consists of four elements: the direct similarity de-
rived directly from users static attributes, the complementary of relationship
initialization, the general activity measure of a candidate for recommenda-
tion (user y), and the strength of relationships maintained by user y. The
complementary of relationship matches the will of initiation of relationships
for user z with the willingness of user y to respond the invitation. Calcula-
tion of r(z = y) is periodically repeated due to possible changes in source
data according to the network policy. In the next step, static list L of the
users that match to particular person z is created when user x logs into the
system. Based on user profiles, especially their static components, all users
are clustered in separate groups using any of clustering algorithms [16]. Next,
depending on the strategy of the evolution and aim of the network, the con-
nectivity social filtering is utilized to promote the creation of connections
either within the same group or between the groups. The people from the
same group will be recommended if the strong groups are supported, while
cross—group recommendations are created to flatten the social network.

In addition, some research revealed that the number of stable relationships
that one human being can maintain is about 150. This number called Dunbar
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Monitor activities and gather knowledge about users
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Calculate the final similarity between all pairs of users periodically
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Fig. 3. The process of recommendation for user x in a social network

Number [7] defines the social limit of relationships number within the proposed
network. For that reason, the system should not recommend members who
have already had more than 150 relationships.

Additionally, the system, within its social filter, promotes people who are
currently online to enable the possibly quick response to the invitation. Due to
efficiency limits, only top N most suitable users are fixed for recommendation
to user x during their stay in the network. Finally, only 2-3 selected people
are suggested to person x. The rotary mechanism is used, to prevent the same
people to be recommended to user x all the time.

3.4 Final Similarity between Users

The goal of the recommendation process is to find out whether person y ought
to be recommended to person x. It is achieved by using the final similarity
function r(x = y):

rx=y)=a-s(x,y) +p-clz,y) +v-aly) +0-sr(y) (1)
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where: s(x,y) — the direct similarity between user x and y that is derived from
the comparison of all attributes from demographic, interest, preferred, and
search user profile components; c¢(x,y) — the complementary of relationship
initiation function describes the social behaviour of the users in the context
of established relationships; a(y) — the activity of user y is calculated basing
on the information included in activity component; sr(y) — the strength of
the relationship between person y and all other members; it is derived from
relationship user profile component; «, (3,7, — importance coefficients with
values from the range [0, 1].

Coefficients are used to simulate and adjust the evolution of the social
network. For example, if « is low and 3 is high then the goal of the network
is to build the wide network regardless the mutual direct similarity of users.
The values of these factors tightly depend on the social policy.

Since values of all four components are from the range [0, 1], the value of
final similarity function r(z = y) belongs to the range [0, 4].

3.5 Direct Similarity

The direct similarity s(z,y) between two users x and y is the function that
compares the set of attributes that characterize these members of the network:

wi - fi(z,y) w2 fo(@,y) + .+ wn - ful@,y)

wxlnax . f{nax(m’ y) + wénax . 5‘(1&)((‘1.7 y) +...+ w;lnax . f;lllax(x, y)
(2)

where: n — the number of attributes; w1, . .., w, — the weights assigned to the

attributes; fi(z,y),..., fn(x,y) — the similarity functions between = and y

with respect to attribute 1,...,n, respectively; w™** — the maximum weight

that can be assigned to the attribute; f{**(x,y),..., f2**(z,y) — the maxi-

mum values of the functions fi(x,y),..., fn(x,y), respectively.

All attributes can be divided into several classes such as categorical, which
are ordered or disordered, and continuous ones. The former ones can be either
single-valued like Gender, Education, Location or multiple-valued, e.g. Interest
or Language. The values of these attributes can be one or several from the set of
potential values. For categorical attributes their similarity function is usually
a binary value that denotes whether any of attribute values is the same for
both users, e.g. it is enough that users have at least one language in common.
However, for some other categorical attributes like Interest we can assume that
the more values two users share, the better. For continuous attributes e.g. Age,
the simple, normalized inverse of difference may be utilized: fq4.(10,10) =1,
and fuge(1,100) = 0, where the max. age = 100 and min. age = 1, see also
the concept in formula (5).

To each of the attribute the appropriate weight, which expresses the use-
fulness of this attribute for recommendation, is assigned. These weights are
adjusted to the specific network using the set of special, non-overlapping rules.
A rule can concern the whole attributes and/or only their specific values. Each

S(Z’,y) =
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weight w; for attribute ¢ (or only for its specific values) is derived from two
elements: the static system weight and the rule depended weight:

ws = w] - wl 3)
where: w; — the weight assigned to attribute ¢ that results from the rule set;
w;Y® — the system static weight. If no rule related to attribute ¢ exists, then
w{“le (z,y) = 1. In the particular case, the whole attribute can be excluded by
assigning w!“¢ = 0. Let us consider the following rule: if the person searches
someone for business purpose, then the gender is not an important attribute

and wg’e‘fl‘fier = 0. However, if the person looks for serious relationship, the
rule =1

gender probably becomes crucial and then w5, .

Additionally, both personal and system weights can be adjusted basing on
the user’s feedback, i.e. the contribution of the specific feature in the recom-
mendation that user has selected increases the weights for this feature while
all the others are slightly reduced [10].

3.6 Complementary of Relationship Initiation

The complementary of relationship initiation matches the willingness of initia-
tion of relationships for user z with the will of user y to respond the invitation.

It enables to compare the frequency of sending the invitation with the
probability of response to invitations. All network members are classified into
three classes (levels) of initiators: low—medium—high, which are equivalent to
0—0.5—1, using the appropriate thresholds applied to the average number of
set invitations per month within last year. 0 means that a user sent invitations
to others rather rarely or not at all. Value of 1 denotes a very open—minded
person who wants to extent their contacts very quickly. In the same way the
members are divided into three similar classes of responders: 0 —0.5—1, based
on the percentage of positive replays to requests from others.

Thus, every user has two measures assigned: initialization and response
level. The complementary of relationship initiation ¢(z, y) is the function that
combines both these measures and it is calculated as the absolute difference
between both of them, e.g. if user x belongs to class 1 as initiator and user
y to class 0 as responder then c(x,y) = |1 — 0| = 1. It means that we would
try to initialize some relationships with resistant members (y) with the help
of very open—minded people (). Similarly, if user z is the bad initiator (0)
and user y is the very good responder (1) then ¢(z,y) = [0 — 1| = 1, and we
prevent these rare invitation of x from being rejected by recommended y.

During estimating the response level, time is an important factor. Hence,
we introduced the ”grey period”. Invitations sent within this period are not
included in calculation of percentage of responses. Moreover, the frequency of
invitation takes into account the month: last month has more influence on the
final class than the old ones.
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3.7 Activity of the User

To define the activity of a user, e.g. their updates of photo/movies/blogs and
the assessment whether their behaviours are frequent while some others are
not ought to be done. Moreover, we need to respect the general activity con-
text in the network, i.e. all other members who are the best and the worst in
their update activities. In addition, the user can be more active in one period
and less in another one and the oldest periods should have the least influence
on the final measure of an activity. The activity function a(y) of user y is
defined as follows:

ar(y) +as(y) + ...+ an(y)
arlnax(y) + alznax(y) + .ot apex (y)

a(y) = (4)
where: a;1(y),...,a,(y) — component activity functions that describe the fre-
quency of the particular activity (e.g. video updates, maintenance of the photo
album or frequency of login into the system) in the context of the rest mem-

bers of the community; a7***(y),..., a"**(y) — the maximum values of the
functions a1 (y), ..., an(y); n — the number of attributes.
Each of the functions a1 (y), . .., an(y) is calculated in the same way. Let us

consider for example the frequency of updating the photo album. We find the
people in the community who update their photo albums most frequently and
most rarely. Additionally, we introduce a time factor. Thus, the component
activity function aq(y) related to photo updates, for user y is:

1 yl_ll 1 y2_l2 1 yn_ln
R T T R Ty R R o
where: n — the fixed number of months that we consider; y1,...,y, — the
number of updates of a photo album made by person y in the first,..., n—th
period (usually month), respectively; Iy,...,l, — the number of updates of
a photo album in the first,. .., n—th period, , respectively, made by the least
active person in this area; my,..., m, — the number of maximum updates of

a photo album in the first,. .., n—th period, respectively. If for any period n,
m, = l,, we assume that % . 737/11111;1 =1

This function counts how many times the member updates a photo album
in a given period in comparison to the most and least active users within this
area. Moreover, the last period has the highest influence on the final value of
a1(y) due to 1/1 factor, while the last period is the least significant.

Note that the value of a1(y) can exceed 1 and for that reason we need to
use maximum values in the denominator of (4).

All elements that are in the activity profile are dynamic because they
change over the time. The calculation of activities of users should be repeated

for all network members regularly, i.e. after each period (month).
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3.8 Strength of the Relationship

The strength of relationship sr(y) is the measure that indicates how firm the
relationships between user y and all the others are in the social network:

sr1(z1,9) + sra(z2,y) + - . 4+ 70 (20, y)
MAT syum,

sr(y) = (6)
where: n — the number of the relationships maintained by user y; sr1 (21, ), - - -,
s (2n, y) — the partial function that denotes the strength of the relationship
between user y and user z1, ..., z,, respectively; maz sy, - the highest sum of
sri(z1,y) + ...+ 57y (2n,y) among all users y;, used for normalization.
sri(zi,y) is calculated based on the number of sent emails to user z; by
user y, the number of received emails by user y from the user z;, the number
of the mutual readings and comments on their blogs, the number of common
chats in specified time, e.g. per month, the frequency of mutual accesses to
photo albums, movies, etc. This range of elements can vary between systems
and tightly depends on the functionality that the specific system provides.
The i—th partial function sri(z1,y) between person x and y; is:

sri(zi,y) = wy - ha(zi,y) + w2 - he(zi,y) + oo+ wn - hn(2i,9) (7)

where: n — the number of criteria: readings, emails, chats, etc.; wy,...,w, —
the weight assigned to criterion 1,...,n, respectively; h1(zi,y), ..., hn(2i,y) —
the functions that describe the specific criteria, e.g. a total number of mutual
emails, a number of chats, readings or comments of blogs, etc.

Due to many changes in source data - changing h,(z;,y), similarly to ac-
tivity a(y), also values of functions sr(y) have to be recalculated periodically.

4 Conclusions and Future Work

The proposed framework facilitates the creation of the recommendation within
a new application domain: in social networks, where one person is suggested
to another one. Besides the typical demographic matching of network mem-
bers, the unique social elements were introduced. They make use of behaviours
and activities of users as well as their common interaction and relationship
quality. The social filtering, which is one of the parts of the recommenda-
tion process, includes some social elements of the network like the limit of
the stable relationships that one person can maintain or connectivity social
filtering mechanism that enables to create either close or distributed human
communities. The interpersonal similarity encompasses demographic, activ-
ity and the strength of relationship components and ensures the appropriate
balance between people who are able to initialize new relationships and those
who willingly respond to invitations.

The future work will focus on the extension of recommendation by means
of the new mechanism that supports the renewal of the declined relationships,
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which previously were strong but now the information flow between its mem-
bers is infinitesimal. Besides, the feedback from the used recommendation will
be also considered [10]. as well as the usage of the concept of social capital
[11]. The monitoring of the user feedback would also help to evaluate the
effectiveness of the system.
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1 Introduction

P2P is a resource’s share among directly or indirectly connected computers.
With the arrival of P2P system, PCs connected to Internet, whose roles are
only as client in central server/client model, are moving its stage to internet
itself. P2P made it possible for PCs placed in remote area to share storage,
CPU power, contents and so forth using dynamic routing. Therefore PCs,
which were responsible only for client in the past, became obtain computing
power similar to costly workstation and mainframe level. In traditional cen-
tralized method, it takes a lot to obtain storage and space for main server and
administrator to manage it are required whereas in P2P since general user’s
computers are used it does not require any space or separate administrator
to maintain mass server and even with overlapped data it wastes storage less
than in the traditional one.

Under server/client environment in order to retrieve desired data users
request retrieval to server. At this moment since retrieval requests of all users
are transferred to main server and large amount of retrieval request should be
simultaneously transacted overload is incurred and it leads to degraded service
quality to be offered to client by server or it costs much to improve server’s
processing capability. But in pure P2P network retrieval does not achieved in
one PC or main server but decentralized retrieval is performed that it cost
less to retrieve and update as well.

This P2P system can have many advantages, getting out from server/client
architecture but there are some problems to consider. Some unsolved prob-
lems include speed, extension with other systems, irresponsibility on resource
share and difficulty to manage and measure how much it can be is respon-
sible. Although it can know that each host communicates which host, it is
unable to know about correction information on which the host is. In terms of
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security P2P systems are too free and irresponsible to maintain stable relia-
bility as much as displayed in server/client environment. Nevertheless perfect
management, cannot be performed considering P2P’s characteristic and host
should manage itself with independent authority so each host should hold
anonymity. With Gnutella Protocol anonymity is basically offered to broad-
casting Query[l, 6], Ping packet[1] but when downloading and uploading][7],
which are final objective, it is not routed so anonymity is not secured this
time. Accordingly the exposed host can have chance of attack such as service
refusal attack and storage flood even if it is not malicious.

The P2P protocols like Gnutella follow message forwarding mechanisms
which make the search completely anonymous. Users can search for any kind of
data without exposing their identity. However, the anonymity is not so easy
to maintain on the publisher/service provider side. Most of packets trans-
ferred from node to node do not contain identity information on node that
sent packet. And these packets are transmitted to the destination through
the routing systems dynamically composed of intermediate nodes. Therefore
it is impossible to know who transmitted it for the first and who the desig-
nated recipient is. But since downloading and uploading host’s IP address is
exposed it does not provide anonymity. This study introduces techniques to
provide anonymity for protecting identification of users and resource providers
by packet manipulating based on Zipf’s distribution QueryHit(Query-reply)
packets in systems where anonymity can cause trouble.

This study proposes QueryHit packet[1] generation technique which can
provide anonymity even when uploading and downloading among hosts.
Where there is retrieved data correspondent to host receiving Query packet,
QueryHit Packet is to be returned, this time host which received Query-
Hit packet transfers it to host which requested retrieval through dynamic
routing[1l, 2] however in this study host which finds QueryHit for the first
transfers TP address and port(IP and Port whose host transfers the relevant
QueryHit for the first) field of QueryHit after replacing it with its own IP
and Port. When requested to download, it functions like Proxy. In order to
complement the problems with simple caching technique, it is based on calcu-
lated statistics through Query and QueryHit Packet. This leads to providing
anonymity between downloading host and uploading host.

2 Related Researches

2.1 P2P Networking

Gnutella protocol is pure P2P protocol. Gnutella has no administrator com-
posing of network and managing intermediate transaction. Once it informs
of its share to hosts connected to the network, without any help from inter-
mediate broker it can receive desired file. In order to participate in Gnutella
network it only has to connect to one host currently participating in Gnutella
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network. Transferring Ping packet after connecting to connectible host and
host which received Ping packet broadcasts packets to adjacent host con-
nected to it and at the same time Ping packet is to be returned as respond
value. These broadcasted Ping packets receive Pong packets through hosts
and returns to the final destination by dynamic routing of intermediate hosts.
Finally if the first host which sent Ping packet knows only the connection
information of the first one connectible host it can have information on IP
address and Port number of lots of hosts participating in Gnutella network
through Pong packet.

In case of retrieval request Query packets are transmitted to all the hosts
obtained from Ping/Pong process. Where there are contents equivalent to
user’s retrieval, host which receives Query packet returns QueryHit packet,
and this QueryHit packets are also transmitted to the final destination through
dynamic routing of intermediate hosts. QueryHit packets include the num-
ber of contents equivalent to retrieval, IP address, port number, bandwidth
(speed), result set, and so forth. In addition it can be connectible to hosts
which do not support incoming connection such as firewall by transmitting
Push packets[1].

2.2 Dynamic Routing

Gnutella network does not require continuous (lasting) connection between
two hosts. It is sure that the two hosts are participating in network but it does
not necessarily mean that they should be directly connected. While relaying
messages hosts are connected to each other in spite of itself. Like Query and
Ping packets they broadcast message each other, and relay them so they
should return packets to the first sender. Therefore Gnutella network assigns
UUID(GUID) or 128-bit personal identifier[1] to each host and whenever these
UUID values get to each host, it is stored to the affected host and it is used
later when it determines which host sent the packet. By these broadcasted
packets dynamic routing is made. So packets are not distinguished by IP
address and port information but it makes identify them by UUID. Therefore
without UUID there is no way to take the packet back through routing.

2.3 Gnutella Disadvantages

Gnutella has several disadvantages and here two of them will be explained.
First, in regard to broadcasted packet disappearance the extent to be trans-
ferred is defined as TTL and it is basically 7 hop. Which means that one
packet is propagated in great amount of packets. Typical Gnutella Query
packets occupy 1/4 of all the packets and the half of the rest is occupied
by Ping messages. Therefore where periodical transmission of packets is per-
formed hosts located in the middle shall cover big amount. The second, the
other disadvantage is from the security perspective. It is difficult to deal with
in traditional network, and quite difficult also in P2P but what it counts is
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the matter of anonymity to hide host identity. It is because relatively weak
host information in terms of security obtained when downloading and the in-
formation that certain contents has been downloaded may result in malicious
use.

2.4 Zipf’s Law and Zipf Distribution

Zipf’s Law is based on linguistic experimental fact computed in relation to
rank and frequency in natural language and the law can be represented as
follow.

R x F, = Constant (1)

This indicates that the relation between rank and frequency is represented
as effective and correct general empirical law to any inclusive text. That is,
product of generated word frequency(F,) and ranking value(R) with the fre-
quency is computed approximately as certain constant value. This is seized
distribution of the different word each other within a certain document and
according to this rule, the frequency of i word in the sequenceof occur-
rence frequency is =+ (1.5< ¢ <2.0) times to the highest frequent word. This
means that it" frequent word in a text composed of vocabulary number, V
and number of word, n occurs 'y times. Here H,(¢) is V’s ¢! harmonic
number defining the total occurrence frequency is n. It is important that the
relation of connection frequency and hit number with the ranking of that
under WWW where numerous retrieval processes are performed also follows
this law. Therefore it can be said that web requests follow the distribution of
Zipf. The relation of information hits with the information size and of server’s
connection frequency with ranking made by this produces similar results.

3 Broadcast in Gnutella

3.1 Broadcasted Packets

In Gnutella protocol broadcast is powerful but it may be considerable risks.
Gnutella performs broadcasting above TCP. Broadcasted packets include Ping
and Query and Request packet also can be broadcasted. Due to broadcast
there are problems with communication amount and many efforts has been
made to correct this problem. With UUID value embedded in Gnutella itself
loop which can be caused in network can be removed and broadcast was
diminished in many ways such as host cache and un-relaying Ping packet.
What is most important is that routing is made without broadcasting and
makes sure that the network is not congested.
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3.2 Distribution of Broadcasted Packets

Ping and Query packets are broadcasted periodically or on request. Fig. 1
shows the distribution of packets with TTL value. TTL value on simulation
is 7 and the maximum connection was 7. It is the result of broadcasting one
packet once for one host and based on Newtella Gnutella Clone[11, 12] on
Gnutella protocol basis. Where TTL value is 7 and the maximum connection
number is 7, 77=823,543 hosts can be retrieved. But it is not reliable numbers.
Assuming that 1/10 of these share files, approximately 82,000 hosts can be
retrieved. Incidentally http://ed2kx4u.de/list.html administering server lists
of edonkey200 showed the similar results in the average connectors of the top
20 servers.

The rate of TTL value 4, 5, 6, 7 was omitted for they are relatively very
small quota. Packets transmitted as Fig. 1 are in practical removed by UUID
value to prevent loop. Therefore non-discarded packets respond at each host
in the end. Fig. 2 indicates distribution of effective packets among the overall
packets.

Distrubution of packets with TTL value
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Fig. 1. Packet Distribution by TTL Value

When TTL is 1, the more the number of nodes decreases the more rapidly
the effective packet amount decreases and the effective packet amount is quite
small to the number of node. With TTL 2 and 3 assuming that the node is
not many it does not show any rapid change. In the end assuming that node
is not considerably many, with TTL value 2 and 3 effective packets from one
broadcasted Query packets by one host showed the most and it can be seen
that TTL value 2 produced the more. More retrieval results (QueryHit) will be
transmitted by host which receives packets of TTL value 2. Therefore it can be
said that it is very likely to download contents of these hosts. QueryHit packet
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generating technique proposed at this study uses QueryHIt packet responded
by host receiving packets of TTL value 2.
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Fig. 2. Distribution of Effective Packets

4 Message Manipulation

Anonymity basically offered by Gnutella network has limitation by exposing
user identity on downloading and uploading. And this can cause unexpected
situation. For example after sharing malicious file (e.g. remote controller) us-
ing information of host downloading this file various attacks can be brought
and by maliciously using exposed information denial of service can be per-
formed. The technique of providing anonymity proposed in this study is that
IP address, port number and UUID value are sent to the host having sent
Query packet for the first after manipulating them. And when receiving down-
load request it behaves like Proxy server. Fig. 3 shows the QueryHit packet
transfer with the example of Newtella Clone. Node 6 transmits Query packet
received from Nodel to Node 7, and updates SearchRoute routing table hav-
ing key of UUID of Node 1. It is common that when QueryHit message arrived
from node 7 routing table is retrieved with UUID value and it is transferred to
Node 5. Ultimately it is transmitted to Node 1 and Node 1 requests contents
download using Node 7 information. But this makes lose anonymity due to
the information exposure of both Node 1 and Node 7.

But there still exists problem. Manipulating Node 2, 3, 4, 5 as Node 6 will
incur great deal of network traffic. Furthermore if Node 1 is connected to Node
6 in a very low bandwidth and connected to Node 7 in very high bandwidth,
it takes burdens too much to provide anonymity. In addition where there are
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o
P le6.
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Fig. 3. Transmission of QueryHit Packets

very popular contents in Node 7 non-powerful Node 6 may not handle all
request.

Therefore this study proposes two methods to settle the problems. Fist, in
Fig. 3 on Node 7’s creating QueryHit packet it transmits the packet making
TTL=hops(of Query Packet)+2, Hops=0[11, 12]. Therefore Node 6 is Hops=0
and it needs only to manipulate QueryHit packets having Hops=0 and greater
than TTL value 2 then other Nodes will transmit packets as it were without
manipulating them. The second, Fig 1,2 in Sec. 3.2 shows that it has effective
packets most with TTL value 2. Since Node 6 is the sender which sent packets
with TTL value 2 that ultimately the most QueryHit packets get routed. Dur-
ing the routing Node 6 can check what contents is requested most frequently
and obtain the statistics. Using the value obtained from statistics up to the
storing capacity it caches contents which are requested frequently and may be
requested frequently later on. And if Node 6 has many requests it can provide
service without communicating with Node 7.

5 Test and Performance Evaluation

We simulate that proposed two methods in sec.4 based on Newtella Gnutella
Clone on Gnutella protocol basis. First method had no problem on our sim-
ulation results. Question of Proposed method is the second method that us-
ing the value obtained from statistics. We used Zipf’s law to solve problem.
Zipft’s Law is based on linguistic experimental fact computed in relation to
rank and frequency in natural language and the law can be represented as
Rank xFrequency=Constant[3, 8]. This indicates that the relation between
rank and frequency is represented as effective and correct general empirical
law to any inclusive text. That is, product of generated word frequency and
ranking value with the frequency is computed approximately as certain con-
stant value. It is important that the relation of connection frequency and
hit number with the ranking of that under WWW where numerous retrieval
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processes are performed also follows this law([3, 4, 5]. Therefore it can be said
that web requests follow the distribution of Zipf’s[3, 4, 5]. As shown on Fig.1,2
a great deal of messages are discarded at intermediate peers. And the most
appropriate Query messages are those with TTL value 2 to apply Zipf’s law.
Therefore after inducing approximate constant value, which is product value
of frequency, and ranking according to the law, QueryHit message, which
is relevant high ranking value and retrieval Query, is updated periodically,
or whenever relevant QueryHit message arrives. By this QueryHit message
related to high ranking is updated always as new value highly possible for
connection. If approximate constant value is induced then cache the Query-
Hit message and shared file which is relevant retrieval Query in the high 5%
range. This is because about 50% of the total demand falls in the high 5% of
demand frequency[4, 5]. This means that around 50% of many retrieval mes-
sages demand similar messages. So if retrieval Query message of TTL value
2 is ranked high in each peer, that cached QueryHit messages are returned
without relaying them. In the same way cached files are serviced.

Result from simulation indicates that with TTL value 1 many Query mes-
sages amounting to about 49.83% were reduced and about 17% was reduced
in total because without relaying. Fig. 4 show that the result of broadcasting
one packet once for one host and based on Newtella Gnutella Clone[11, 12] on
Gnutella protocol basis. Fig. 4 simulated message throughput rate by number
of peer.
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Fig. 4. Simulation results of Message throughput rate

The result shows that message throughput rate which indicates all the
Query messages sent by non-specific peer were transferred to all the currently
participating peers was constantly remained. Although large amount of broad-
casted messages were reduced, messages were transferred to all peers. It means
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that request sent by peer is able to retrieve every matching data among all
peers participating network. Therefore retrieval result which can be obtained
by user is constant. And the message throughput rate was not changed to
the result applied caching technique proposed at this study whereas message
amount was considerably reduced instead. This shows that despite the reduc-
tion of message amount it hardly affect the retrieval result.

6 Conclusion

On composing the P2P systems the most important point is the possibility
that users exchange information and contents under anonymous condition
having exclusive right. Most of packets transferred from node to node do
not include sender’s TP address and these packets are transmitted through
dynamic routing carried out by intermediate hosts. In addition this may be
temporary since dynamic routing is renewed (updated) periodically so it is
impossible to know which host transfers packet for the first and which the
designated recipient host is. Therefore basically it provides anonymity. How-
ever when contents upload and download is made between user and provider
information on both sides is exposed and this attenuates the possibility men-
tioned first. In order to settle this problem this study calculates packet distri-
bution within the whole network of Query and QueryHit, which is different
from downloading cached information to protect identity of user and provider,
manipulates QueryHit on the basis of the calculation and transfers contents
after caching them. This provides secured anonymity to the intermediate node
performing Proxy role between user and provider.
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1 Introduction

Cadastre systems are mission critical systems designed for the registration of
parcels, buildings and apartments as well as their owners and users. Those
systems have complex data structures and sophisticated procedures of data
processing. They are constructed in client-server architecture for LAN as well
as in Web technology to be used in intranets and extranets. There are above
400 information centres located in district local self-governments as well as
in the municipalities of bigger towns. Managers of information centres often
complain they have no adequate tools for the assessment of work of cadas-
tre system operators. The fuzzy model for the assessment of operators’ work
of a cadastre information system was proposed in [6]. According to centre
managers’ suggestions the following four input criteria were designed: i.e. pro-
ductivity, complexity, time and quality. Productivity was expressed by the
number of changes input into the cadastre database within a given period,
complexity of changes was specified as the mean number of objects which
were modified in the database falling per one change, time was determined by
average time of inputting one change and the quality of work defined as the
percentage of changes without any corrections.

The results of the investigation of the fuzzy model are discussed in the
present paper. The tests have been carried out using real data taken from one
cadastre centre. The data comprised all change records input into cadastre
database during the period of one year from October 2004 till September
2005.

In general numerous methods are used for the determining optimal para-
meters of fuzzy models [7] including such approaches as neuro-fuzzy systems
[1], genetic algorithms [4] and fuzzy clustering techniques [3]. Fuzzy models
are also evaluated using specific analyses like interpretability [9], sensitivity [8]
or regression [2]. In our approach descriptive statistics, correlation, multiple
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regression and the distance between rankings have been used in the analysis
of the test results.

2 The Structure of the Fuzzy System

2.1 General description of the system

The fuzzy Mamdani’s model with Larsen’s implication proposed in [6] con-
stitutes the basis of the fuzzy system which is intended to rationalize the
management of information centres, to improve the organization of work and
to determine wages of part-time employees. General architecture of the fuzzy
system is shown in Fig. 1. It comprises five main modules of operators’ work
statistics, fuzzification, inference, defuzzification and visualization.

Crperators'

Work Statistics | Fuzzification Infarence o Defuzzification —s “isualization

Cadaster
Sydem
Database

Fig. 1. Architecture of the fuzzy system for the assessment of operators’ work

For each input criterion i.e. productivity (P), complexity (C), time (T)
and quality (Q) as well as for output assessment triangular and trapezoidal
membership functions have been defined. The statistics module provides ini-
tial parameters of the model and values of input criteria. The idea of obtaining
the final assessment consists in calculating the average value of P, C, Q and T
criteria taking into account the change records saved in cadastre database for
all operators and for long period of time, e.g. a year or a half of year. These
average values are used as the reference values of 100% for calculating what
percentage of corresponding average value a given operator achieved within
an assessment period. The domain for QQ, P and T has been set up from 0% to
200% that means, if an operator achieves better results than 200% of a mean
during the assessment period, his result will be trimmed to 200%. Data for
quality variable are used directly, because this criterion is expressed in per-
cents. Standard deviations, calculated for each criterion separately, determine
the initial width of the basement of triangle and trapezoid. The domain for
output is an arbitrary assessment scale from 0 to 200; with 0 being the lowest
and 200 the highest mark.



Investigation for the Assessment of Cadastre Operators’ Work 133
2.2 Characteristics of the inputs and the output of the system

The first step of data analyses was to examine significant relations between
input criteria. Work statistics for the period of 12 months for 10 operators
were calculated and the values of input criteria were obtained. Criteria with
zero values, for months where a given operator did not work and criteria with
values trimmed to 200, for months when a given operator achieved results
more than 200 percent better than average, were neglected, so finally the
correlation matrix was calculated for 97 quadruplets of input values (see Table
1). Correlation coefficients between T and C as well as between T and P
turned to be significant. This result has led to the decision to remove the
input variable of Time from the fuzzy model.

Table 1. Correlation matrix for input criteria

Complexity |[Productivity Quality Time
Complexity 1.0
Productivity —0.04 1.0
Quality 0.05 0.11 1.0
Time -0.45 0.27 0.01 1.00
a} Complsxity in the 28 model b) Produativity In tha 7x3 modal
L H H e v L ’HI.___M___AM_ H R WH
e
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c) Quality In the 5x7 model d) Assesamant In the Tx9 model
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Fig. 2. Examples of membership functions of input and output variables

Three main models of input and output variables have been programmed
and named 3x5, 5x7 and 7x9. In the 3x5 model 3 fuzzy sets determine each
input criteria and the output is defined by 5 fuzzy sets. In the 5x7 and 7x9
models there are 5 and 7 fuzzy sets for each input as well as 7 and 9 for each
output respectively. Examples of fuzzy membership functions used to define
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C, P and Q criteria and an output are shown in Fig. 2, where EL, VL, L, BM,
M, AM, H, VH, EH denote Extremely Low, Very Low, Low, Below Medium,
Medium, Above Medium, High, Very High and Extremely High respectively.
Delta (A) is a parameter which determines the width of the basement of a
triangular membership function. Initial value of A is set up with standard
deviation (o), calculated for each criterion separately. During tests the value
of A was changed from 1.00 to 0.20.

2.3 Rule base and inference process

The rule base for each model contains simple IF-THEN rules where the con-
dition consists of only two input variables combined by AND operator and
the conclusion is built by one variable. An example of a rule is as follows:
IF Complexity is low AND Productivity is medium THEN Assess-
ment is low.

a) Rules for 3x5 model b) Rules for 5x7 model

X, Xs) L M H XuX) VL L M| H|VH
L VL LM VL VL L L BMM
M LMH L L LBMMAM
H M H VH M L BMM AM H

H BMMAM H H
VH M AM H H VH

Fig. 3. Representation of rule base in matrix form for 3x5 and 5x7 models

Thus the rules for one pair of input criteria can be given in the form
of a matrix shown in Fig. 3 and 4. Three matrices for each pair of input
criteria i.e. (C,P), (C,Q) and (P,Q) have been designed and they comprise
9, 25 and 49 rules for the 3x5, 5x7 and 7x9 models respectively. In order to
express the strength of rules belonging to particular combination, rule weights
can be assigned to each combination as the multipliers of rule conditions in
aggregation step in the inference module, for example w ¢, py = 0.60, w(c ) =
0.20 and w(p,q) = 0.20.

In order to assure that each input value and each rule will have an impact
on the final assessment following operators has been used: PROD for aggrega-
tion of rule conditions, PROD for activation of rule conclusions and ASUM for
accumulation of output membership functions, where PROD means algebraic
product and ASUM denotes algebraic sum [5]. In the defuzzification step the
centre of gravity method has been used.
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c) Rules for 7x9 model

(X, X EL VL L | M| H |VH|EH
EL-Extremlylow ~EL ELELVL/L L BM M
ML= Yoy VL ELVL L | L BM M |AM
BM - Below Medium L VLL L|BMMAM H
M - Medium :
AM - Above Medium M L L BM M AM H | H
Vit - Ve High H LBMMAMH H|VH

EH - Extremly High ™ vy 'BM M AM H H VH EH

EH M AM H H | VHEHEH
Fig. 4. Representation of rule base in matrix form for 7x9 models

3 Plan of the Investigation

The experiment has been carried out using cadastre database taken from one
information centre and change records added by 10 operators into the database
during the period of one year from October 2004 till September 2005. The
fuzzy system has been treated as a black box, that means only input values of
Complexity, Productivity and Quality and corresponding output assessments
have been taken into account in the study. Multiple regression, descriptive
statistics, and the distance between rankings have been used in the analysis
of the test results. In order to examine how the output assessments change
for different parameters of the system 180 variants of fuzzy model have been
constructed by a simulation program and tested. The variants covered all
possible combinations of three basic 3x5, 5x7 and 7x9 models, five values
of A parameter determining the widths of triangle basements, three sets of
rules and four sets of rule weights. Each variant of the model has been coded
according to the method shown in Table 2 where (1), (2), (3) and (4) by a code
caption indicate the position of a digit in the code. For example 7413 denotes
the 7x9 model with A=0.40 using the rule set of (C,P) with the weight equal
0.8, (C,Q) with the weight equal 0.4 and (P,Q) with the weight equal 0.1 In
turn 3134 denotes the 3x5 model with A=1.0c using the rule matrix of (C,P)
with the weight equal 0.6, and (P,Q) with the weight equal 0.2.

The purpose of the experiment was to examine how input values influence
the output of the system, how the assessments produced by the system make
it possible to differentiate the results of operators’ work and how close are the
system assessments to subjective manager’s judgments.
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Table 2. Coding method of variants tested

C(1) |Model C(2) |Delta| C(3) Rule sets C(4) | Weights
3 | 325 | 1 | 100 | 1 [(C,P),(C,0),(PQ) L [1.0,1.0,1.0
5 | 527 | 2 | 080 | 2 (C.P),(C,0Q) 2 10.9,0.6,0.3
7 [ 729 | 3 | 060 | 3 (C.P),(P.Q) 3 [0.8,04,0.1
4 | 040 4 ]06,02,02
5 0.20

4 Results of the Investigation

Data for the analysis of descriptive statistics and multiple linear regression
have been prepared in analogous way as data which were used during correla-
tion study. Input criteria with zero values, for months where a given operator
did not work and criteria with values trimmed to 200, for months when a
given operator achieved results more than 200 percent better than average,
were neglected. However the comparison of the assessments produced by the
fuzzy system with subjective judgments of information centre manager has
been conducted using statistical data of changes added by operators into the
cadastre system during September 2005.

4.1 Multiple Linear Regression Analysis

The multiple linear regression with no intercept has been calculated for all 180
models. In each case the coefficient R was greater than 0.9 (minimum value
equal 0.935 and maximum value equal 0.997), F-value scaled between 219.473
and 4760.762 and p-value very close to zero. This indicates that input criteria
are strongly related to the output assessments. The analysis of 3 coefficients
has revealed that p-value for Bg coefficient by Quality variable was greater
than 0.05 in 37 cases, i.e. 20.6%. Moreover the value of 3o coefficient was
negative in 156 cases what may be interpreted that operators achieved better
complexity or productivity at the cost of decreasing quality. The results of the
regression analysis of 9 selected models for which all 5¢, Bp and g coeflicients
were significant are shown in Table 3.

4.2 Analysis of descriptive statistics

General question of the analysis of descriptive statistics was how the out-
put generated by the system made it possible to differentiate the results of
operators’ work. So two measures have been taken into account namely the
variability coefficient which is expressed by the standard deviation divided by
the mean and the range which equals the difference between maximum and
minimum assessments. It may be expected that if the fuzzy system provides
more differentiated results then it will better assist managers’ in assessing
their workers. The variability coefficient calculated for 180 models has had
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Table 3. Results of multiple linear regression analysis for 9 selected models

Model type | Model code | Multiple R | F-value Bc Bp Bq
3z5 3111 0.984 933.819 0.326 | 0.411 0.201
3x5 3223 0.981 807.087 0.626 | 0.439 | —0.200
3x5 3434 0.969 475.597 0.538 | 0.724 | —0.453
5x7 5131 0.993 2264.987 0.256 | 0.543 0.289
5x7 5313 0.984 973.042 0.617 | 0.447 | —0.137
57 5422 0.971 507.758 0.706 | 0.402 | —0.285
79 7312 0.965 426.105 0.555 | 0.516 | —0.220
79 7424 0.956 331.688 0.759 | 0.627 | —0.613
79 7531 0.948 275.480 0.392 | 0.791 | —0.498

the values between 0.283 and 0.773 and the range between 128 and 182. The
values of variability coefficient presented in Fig. 5 are greater for 7x9 models
than for 3x5 and 5x7 models.
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Fig. 5. Values of variability coefficient for 180 models tested

You can draw similar conclusions when you examine the fuzzy system
output surface. The plots generated by Matlab Surface Viewer has shown that
the 7x9 model assures more distinguishable assessments than the assessments
produced by the 3x5 model (see Fig. 6).

In Fig. 7a range values for different A sizes for corresponding 3x5, 5x7
and 7x9 models (the same rule sets: (C,P), (C,Q), (P,Q) and the same weight
variant: 0.6, 0.2, 0.2) are presented, where 1, 2, 3, 4, 5 on X axis denote A
equal 1.00, 0.80, 0.60, 0.40, 0.20 respectively. In Fig. 7b range values for
different rule weight variants for corresponding 3x5, 5x7 and 7x9 models (the
same rule sets: (C,P), (C,Q), (P,Q) and the same A=0.60) are presented,
where 1, 2, 3, 4 on X axis denote 1.0, 1.0, 1.0 and 0.9, 0.6, 0.3 and 0.8, 0.4,
0.1 and 0.6, 0.2, 0.2 variants respectively. In both Fig. 7a and 7b it is clearly
seen that 7x9 models provide more distinguishable results than other models.
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4.3 Comparison of the assessments assigned by the system and by
a centre manager

In order to evaluate how the output of the system is related to a centre man-
ager’s judgment one information centre manager was asked to appraise his
operators’” work in September 2005. He was not informed how fuzzy system
worked and he did not see the results of statistics module so that his judg-
ments were entirely subjective. The manager was able to give relatively rough
assessments expressed in percents: 150%, 120%, 120%, 120%, 110%, 100%,
80%, 80%, and 70% for successive operators. It could be easily seen that the
manager had difficulties in differentiating individual operators. Nevertheless
in the case of equal assessment he was asked to rank the operators. So we
were able to compare the rankings determined by the manager with produced
by the fuzzy system. The tenth operator was not classified by the manager
who stated that operator fulfilled different tasks and added changes to the
cadastre database sporadically and therefore was assigned last position in the



Investigation for the Assessment of Cadastre Operators’ Work 139

manager’s ranking. We used following measure of the distance between these
two rankings:

10
DRank = Z [P — 7sil (1)
i=1
where 7,,; denotes the position of i-th operator in the manager’s ranking
and rg; the position of i-th operator in the ranking produced by the fuzzy
system. The DRank measure was calculated for each of 180 models tested
and its value was between 18 and 26.
Rank positions of individual operators produced by the system for three
selected 3x5, 5x7 and 7x9 models and positions assigned by the centre manager
are presented in Fig. 8.
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Fig. 8. Rank positions assigned to individual operators by the manager and the
System

It can be seen that the manager and the system equally recognized the
best and the worst operators. However the manager clearly underestimated
operator ¢ and operator d. Maybe it has been caused by manager’s subjective
approach, which for example when assessing the d operator’s work for 70%
stated that operator admittedly was a very experienced person but she tended
to work slowly. It is also possible that there are other criteria of operators’
work assessment, maybe even immeasurable, which the manager took into
consideration.
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5 Conclusions and Future Works

The fuzzy system for the multi-criteria assessment of information system op-
erators’” work has been evaluated using real data taken from one cadastre
centre. Input data generated by the statistical module have been processed
using automatically created 180 variants of fuzzy models. The variants cov-
ered all possible combinations of three basic 3x5, 5x7 and 7x9 models, five
values of parameter determining the widths of triangle basements, three sets
of rules and four sets of rule weights. Multiple linear regression, descriptive
statistics, correlation and the distance between operator rankings have been
used in the analysis of the test results.

The experiment allowed us to investigate the properties of the fuzzy sys-
tem. In 79% all input variables influenced the output significantly. The assess-
ments generated by the models differed in the value of variability coefficient
and the range. The 7x9 models assured better differentiation of the results.
It is not possible to determine definitely which model is optimal, nevertheless
the study proved usefulness of the model. It is planned to carry out further
evaluation experiments with the active participation of the centre managers.
This time the centre managers will be instructed how the fuzzy system oper-
ates and will be got familiar with the statistics of operators’ work within a
given time. Moreover they will be able to determine the weights of the rules
in order to adjust the system to their preferences.
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Abstract. The Description Logic, which possesses strong knowledge
representation and reasoning capabilities, is the logic basis of the Seman-
tic Web ontology languages such as OWL and OWL-S. The Al planning,
which provides an effective method for solving the planning problem and
task decomposition in Al, possesses better modeling capability of the ac-
tion state transformation. Based on the merits of the Description Logic
and the AI planning above, this paper proposes a service composition
mechanism DLAIP and testifies its feasibility in Description Logic. The
results show that this composition mechanism can not only be feasible
but also be helpful for the semantic modeling of the service composite
process in the Semantic Web.

Keywords: Semantic Web, Service Composition, Description Logic, AT plan-
ning, DLAIP

1 Introduction

The DL (Description Logic) [, whose basic components are Concepts, Roles and
Individuals, is the logic basis of the Semantic Web. Based on DL, the semantic
modeling of some specific domain and service can be successfully achieved, but
the semantic description is deficient in the semantic modeling of the dynamic
services composition. The AI planning [?! is feasible to realize the dynamic web
services composition through introducing the action notion and the reasoning
about these actions. But from the current researches about AI planning [/l4
the services composition mechanisms proposed by them either lack the utility of
semantic or do not consider the logic reasoning of the composition mechanism.
Considering the deficiency above and based on the merits of the DL and the
AT planning, this paper proposes a service composition mechanism DLAIP (Al
Planning based on DL), which combines the strong knowledge representation
and reasoning capabilities of the DL with the modeling capability of the action
state transformation of the AI planning, and finally testifies its availability in
Description Logic. In Section 2, the Description Logic is presented. Then section
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3 shows the service composition mechanism DLAI P, testifies its availability in
DL and analyzes its complexity in detail. Section 4 briefly discusses the appli-
cation of the service composition mechanism through an example. Finally in
Section 5, the conclusion and our future work are presented.

2 Description Logics

The DL, which inherits the principles of the KL—ONE ®! system, is a decidable
subset of the First-Order Logic and supports the decidable reasoning. The DL
sublanguage ALCQIO forms the core of the OWL-DL with the additional OWL-
DL constructor @, O, and I based on the DL sublanguage ALC'. So in this paper,
we employ the DL ALCQIO to prove the service composition feasibility. Table
1 shows the basic minimal set of constructors of the ALCQIO. In ALCQIO, we
assume that N, stands for the set of defined concepts, N, stands for the set of
defined roles and N; stands for the set of asserted individuals.

Table 1. Syntax and Semantics of ALCQIO

Name Syntax Semantics

Inverse role s~ {(y, ¥)|(x, y)€ 7}

conjunction cnbD cTnbD?

negation -C ANCT

At-least number restriction|> nrC' {z | card{y | (z,y) € rT Ay €
C'})> n}

nominal {a} {a"}

The reasoning functions of DL mainly include concept satisfiability reason-
ing, subsumption reasoning, consistency checking reasoning and instance check-
ing reasoning. For the purpose of this paper, it suffices to introduce concept
satisfiability reasoning and consistency checking reasoning. As follows:

(1) The concept C w.r.t TBox T is satisfiable iff there exists a interpretation
model I of T such that CT # 0);

(2) The ABox A is consistent w.r.t the TBox T iff there exists an interpre-
tation I that is a model of both T" and A.

3 The Service Composition Mechanism: DLAIP

The service composition, which can shield the service transition at the low
level and realize the service composite application at the high level, is achieved
through combining the existing and autonomic services. This part mainly fo-
cuses on the reasoning about the Semantic Web service composition mechanism
DLAIP. For simplicity, we concentrate on the services with no parameters or
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the ground services. Parametric services, which contain variables in place of in-
dividual names, should be viewed as a compact representation of all its ground
instances. We may restrict ourselves to ground services since all the reasoning
tasks considered in this paper presuppose that parametric services have already
been instantiated.

3.1 Relative Definitions in DLAIP

According to the overview of the features of the DL and Al planning in part 1,
we propose a kind of semantic web services composition mechanism DLAIP in
order to realize the semantic modeling and reasoning of the services composition.

Definition 1. (Atomic Service)Let T be an acyclic TBoz in an ALCQIO knowl-
edge base KB={TBoxz, ABoz}. Assuming that N.stands for the set of defined
concepts, N, stands for the set of defined roles and Nystands for the set of as-
serted individuals. An atomic service for an acyclic TBoz is defined as:

S= (pre, sname, inputs, outputs, post)

where S consists of:

(1) pre: a finite assertion set based on the ABox. This component describes
the dynamic and static precondition information of the atomic service;

(2) sname: name identification of the atomic service;

(8) inputs: the domain classes related with the service inputs. The forms in
the inputs include A(a)orr(a,b), where A is a primitive concept w.r.t T, A € N,
and r is a role, a, b€ Np;

(4) outputs: the domain classes related with the service outputs. The form
definition is similar with that in the 7inputs”;

(5) post: a finite set of post conditions of the service execution, which includes
the dynamic and static information. The "post” form is expressed as P/E, where
P is an ABoz assertion, E is a primitive concept w.r.t the TBox T, i.e., A(a),
—A(a), r(a,b) or —r(a,b). The semantics of P/E is that if P is true before
executing the service, then E should be true afterwards.

Definition 2. (Composite Service) Let T be an acyclic TBox in an ALCQIO
knowledge base KB={TBox, ABox}. A composite service for an acyclic TBox
s a finite ordered services flow, which is composed of a series of proper ser-
vices (including atomic and composite services) Sy, Sa,..., and Sk, and can
be expressed as S={SL, CF}, where SL (Services List) is the list of the ser-
vices used to construct the composite service, and CF (Control Flow) is de-
signed to control the executing sequence of the services in the services list SL,
CF € {sequentialpattern,parallelpattern,otherpatterns}[6]. The relation be-
tween the SL and CF can be expressed as SL=CF {Sy, Sa2,, Sk}

According to Definition 1 and Definition 2, a composite service is a finite ordered
services flow of a series of proper services (including atomic and composite ser-
vices). During the composite process, the state of every service can be changed
because of the execution of the different services. As a result, the interpreta-
tions model I of the different composite services or the different phrases in only
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one composite service can also be different. In order to express the relations of
these interpretation models, the binary relation ’<’ among the interpretations
is defined as follows (Definition 3).

Definition 3. (Binary Interpretation Relation) Let T be an acyclic TBox in an
ALCQIO knowledge base KB={TBox, ABox}, S= (pre, sname, inputs, outputs,
post) be an atomic service w.r.t T and I be an interpretations model w.r.t T. We
define the binary relation <’on models of T by setting I'<1" iff

(1) (A @ AT \{a' | A(a) € {sname,inputs, outputs}}) C AT @ AT"

2) (6" @ T \{(al,b")|r(a,b) € {sname,inputs, outputs}}) C r! @ rl"

where @ denotes the symmetric difference, I" is called the successive model
of I'.

According to Definition 3, when a service S = (pre, sname, inputs, outputs, post)
is executed, and there exists two interpretation models I, I’ satisfying that I’ |=
post, I<I' and there does not exist an interpretation I' satisfying {I < I’ <
I" N I" |= post}, we can conclude that through executing this service, the state
of this service is transformed from I to I’, namely if post = P/E, then {I,I' |=
post} <= {if I = P then I' = E}. The definition of service execution is
as Definition 5. Before being executed, the service must be compatible with the
knowledge base. So, we first present the service consistency definition (Definition
4).

Definition 4. (Service Consistency) Let T be an acyclic T Box in an ALCQIO
knowledge base KB={TBox, ABoxz}, S= (pre, sname, inputs, outputs, post) be
an atomic service w.r.t T and I be an interpretations model w.r.t T. If there
dose not exist an interpretation model I' satisfying Definition 3, namely there is
not a successive interpretation model I' of I, we can conclude that the service S
18 inconsistent with the interpretation model I w.r.t T, otherwise, the service S
18 consistent with the interpretation model I w.r.t T.

Definition 5. (Service Execution) Let T be an acyclic TBoz in an ALCQIO
knowledge base KB={TBox, ABoz}, S= (pre, sname, inputs, outputs, post) be
an atomic service w.r.t T and I, I' be the interpretations models w.r.t T sharing
the same domain. After the service execution, the service S may transform I to
I' (I=1)iff

(1) I, I' E post, and

(2) there does not exist an interpretation model J satisfying I, J = post,
J#I and J < TI'.

Based on Definition 5, when the consistent composite service S={SL, CF' },SL=CF{Sj,
Sa,..., Sk} is executed, there must exist a series of interpretation models I,
Iy,... Iy, which take turns along with the service S execution. So we can get the
formalized definition of composite service execution (Definition 6).

Definition 6. (Composite Service Execution) Let T be an acyclic TBox in an
ALCQIO knowledge base KB={TBox, ABox}, S={SL, CF}, SL = CF {51,



DLAIP: A Description Logic Based Approach 145

S2,. .., Sk} be an composite service w.r.t T. The composite service S may trans-
form I to I, iff there exists interpretation models Iy, Ii,... I, with I=Iy,I' =I

3.2 Logic Reasoning in DLAIP

Assuming a knowledge base KB={TBox, ABox}, where TBox is acyclic. Let
S={SL, CF},SL=CF{S;, Ss,..., Sk} be a consistent composite service. Intu-
itively, if the composite service S is executable, then the state transformation of
every atomic service S; (1 <i < k) in S before and after the execution must be
consistent with the current knowledge base. According to Definition 5, when an
atomic service is executed, the service may transform the interpretation model
I to I'. As a result, the concepts can be changed from A’ to A" and the roles
can be changed from r! to r! " Here, we first present the lemma of calculating
the A7 and /" (Lemma 1).

Lemma 1 (Calculating the A’ and r7’) Let T be an acyclic TBox in an
ALCQIO knowledge base KB={T'Box, ABox}, S= {pre, sname, inputs, out-
puts, post} be an atomic service w.r.t T, and I, I’ be the interpretations models
w.r.t T, = I'.I,I' are consistent with the service S. If A is a primitive concept
and r a role name, then:

Al'=(ATU{a! | P/A(b) € postn] = P})U{a! | P/=A(b) € postn] = P},

=T U {(a?,b))|P/r(a,b) € post N I = P}) U {(a’,b))|P/~r(a,b) €
post NI = P}.

When every atomic service S; (1 < i < k:) of a composite service is executed,
we must first judge that the pre; component of the atomic service S; is satisfied.
Only if the pre; is satisfied, this atomic service can be executed. This feature of
the service is called ” Executable”. If the atomic service S; is executable, the
current interpretation model of .S; is I, the subsequent interpretation model of S;
is I’, and the executive effects of the atomic service S; is post;, then S; must sat-
isfy the form I’ = post;, namely the effects of service must be valid. This feature
of the service is called ” Executive Effects Validity’. If the atomic service S;
is executable and executive effects of 5; is valid, then the outputs; of the former
atomic service S;must be matched with the inputs;;11 of the subsequent atomic
service S;;1 during the execution of the composite service S. Namely when the
matching degree between the outputs of S; and the inputs of S;;1 is in some
value range, S;and S;y; can be composed. This feature of the service is called
” Matching Between Inputs and Outputs’. All these features are shown in
Theorem 1.

Theorem 1 (Service Composition Validation) Let T be an acyclic TBox
in an ALCQIO knowledge base KB={TBox, ABox}, and S={SL, CF}, SL=CF
{51, Sa2,..., Sk} be an composite service w.r.t T, where S;= (pre;, sname;,
inputs;, outputs;, post;), (1 <i <k —1). The composite service is valid iff
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(1) Executable: Sy, Ss,..., Sk is executable in A w.r.t T iff the following
conditions are true in all models I of A and T

I = pre;,

For all i with 1 < ¢ < k and all interpretations I;, and I — I;, then
I = preiqa.

(2) Executive Effects Validity: Assuming post is the executive effect of
the composite service S, iff, for all i in 1 < ¢ < k and all the interpretation
models I;, and I = I;, then I; = post.

(3) Matching Between Inputs and Outputs: In the composite service
S={SL, CF}, the outputs of the service S;_1 and the inputs of the service S;
is matching iff the matching degree must be in some range (6, 1), (1 < i <
k). Namely Matching_Degree(outputs_S;_1, inputs_S;) € (6 , 1), where 0 is a
specific value.

Lemma 2 In the execution of the composite service S={SL, CF}, SL=CF
{S1, Sa2,..., Sk}, the ” Executable” and ” Exzecutive Effects Validity” can be
reduced to each other.

Proof:

(1) ” Ezecutable” can be reduced to ” Executive Effects Validity”: In
the first atomic service S7 of the composite service .S, "pre;” must be satisfied
at the beginning of the execution of S. This condition can also be seen as an
" Executive Effects Validity” problem for the empty service S=(®, P, D, D, D).
Namely I = pre; <= S = (0,9, P, P, P) is executed.

(2) ” Executive Effects Validity” can be reduced to ” Executable”: As-
suming the effects of the composite service execution is ” P”. We can consider
the new composite service S, Sa,. .., S;, S’, where S'=(P, P, P, P, {P}). Then P
is a consequence of applying S={SL, CF}, SL=CF {Sy, Sa,..., Sg} in A wrt T
ifft S={SL, CF}, SL = CF{S1, Sa,..., Sk, S’} is executable. END.

According to Lemma 2, the ” Exzecutable” and ” Executive Effects Va-
lidity” can be reduced to each other. So we only consider how to transform
” Executable” or 7 Executive Effects Validity” to the consistency reasoning
in the DL (Theorem 2). For the attestation of the ” Matching Between In-
puts and Outputs’, we can present the matching degree formulas and then
transform these formulas to the satisfiability reasoning in DL (Theorem 3).

Theorem 2 ” Executable” and ” Executive Effects Validity” can be reduced
to the consistency reasoning of the TBox and ABox in DL.

Proof:

Based on every component in the service S= (pre, sname, inputs, outputs,
post), we can construct the TBox T and ABox A’, which are corresponding
to this service. Assuming that ABox A” is constructed according to the TBox
T, evidently A’ is the subset of A”, namely A’ C A”. If ” Executive Effects
Validity” is satisfied, then A’ must be consistent with 7", otherwise A’ is in-
consistent with 7”7, and vice versa. So we only construct the TBox 77 and ABox
A’ which reflect the state of the service after its execution, and then testify that
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A’ is consistent with 7" through using the proper DL reasoner such as RACER
to determine whether the ” Executive Effects Validity” is satisfied.

Preparation work:

(1)The set that contains all concepts and their super or sub concepts in
the inputs and outputs is denoted with C. For every ¢ € C, we introduce a
concepts name T, which stands for the interpretation of ¢ in the corresponding
interpretation I;.

(2)Every primitive concept in the inputs and outputs is denoted as A’.

(3)Every role in the inputs and outputs is denoted as r;.

(4)The set of individual names in the inputs and outputs is denoted with
Ins. For every a € Ins, we introduce an auxiliary role name r,.

(5)The named elements of the interpretations in the inputs and outputs is
denoted as N.

(6)The auxiliary individual names a € Ins introduced by 7, is denoted as
.

1.Constructing 7":

WT ={N="U {a}}

aclns
(2)To={A formulas set F', which consists of the union, intersection and nega-

tion of T!. F is as follows.}
F={ Ti=(N N A%)Ti =~ T¢ Ti ,=TiNTh Tip=Ti UTh
T: . o=(N0 U (Z i (NN TE)N(= (m = j)r' (NN T3))));

0<j<m
Tt .=(NN 0<U< (S 3 (NN TE))N(S(m — §)r' (-NN TE))))
BT =T\UT>,

2. Constructing A’:

(1)The set that contains the individuals introduced by the introduction of
auxiliary role r, is A1={a : (Frp{b} NVry{b})|a € InsUa,,b € Ins}

(2) The set of the generated individuals after the execution of the service is

As={ U post;}

1<i<k

(3) The set of the unchanged concepts unaffected by the service execution is
As=a : ((A7IN=Vr, TiN=Vry. 3rt {b}N=Vry,.3r' {=b})N(A(a) € post;) — A?),
where A is a primitive concept.

(4) The set of the unchanged roles unaffected by the service execution is A4=
a : (It {b}=Vr, TP N =Vr, 3rt{b} N =Vr,.3rt {=b}) N (r(a,b) € post;) —
Jrt.{b}), where r is a role.

(5) The initial individuals set before the service execution is As.

(6) A'=A; U Ay UA3U Ay U A

3.Checking the consistency:

Checking the consistency of the A’ and T”: This task can be achieved by
using the proper DL reasoning engine RACER!". END.

Theorem 3 The ” Matching Between Inputs and Outputs” can be reduced
to the satisfiability reasoning in the DL knowledge base.
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Proof:

Assuming that D, stands for the requested service, D, stands for the pub-
lished service, S, stands for the requested service individuals and S, stands
for the published service individuals, the ” Matching Between Inputs and
Outputs” is satisfied iff any of the following three conditions is satisfied.

(1)Concepts Conjunction:

KBUD,UD,U{3z:S.(z) ANSpy(z)} <= KBUD,UD,U{c:5.-NS,}

can be reduced to the satisfiability of the formula K BUD,UD,U{c: S,NS,}.
END.

(2)Concepts Subsumption:

KBUD,UD, E=Vz:S5.(x) — Sp(x) <= KBUD,UD,U{c: S, N=S,};

KBUD,UD,E=Vz:S)(x) — Sy(z) <= KBUD,UD,U{c:S,N=S.};

can be reduced to the satisfiability of the formulas KB U D, U D, U {c :
Sy N=S,} and KBUD, UD,U{c:S,N~S, }respectively. END.

(3)Concepts Non-Disjointness:

KBUD,UD, =3z :S.(z)ASy(r) <= KBUD,UD,U{S, NS, CL},

can be reduced to the satisfiability of the formula K BUD,UD,U{S,NS, CL
}. END.

According to Lemma 2,Theorem 2 and Theorem 3, we can conclude that the
three conditions for checking the validity of the service composition in Theorem
1 are decidable in DL.

3.3 Complexity Analysis of DLAIP

According to Theorem 1, the problem of checking the validity of DLAIP can
be reduced to the satisfiabilty reasoning and consistency reasoning in the DL
ALCQIO. So in this paper, we can employ the complexity calculation of the
ALCQIO to calculate the complexity of the service composition. The complexity
is as Theorem 4.

Theorem 4 (DLAIP Complexity Analysis) The service composition DLAIP
complexity w.r.t the acyclic TBox is analyzed as follows:

(1) For the DL sublanguages ALC, ALCO, ALCQ and ALCQO, if num-
bers in number restrictions are coded in unary, the complexity of the service
composition is a PSPACE — complete problem.

(2) For the DL sublanguages ALCI and ALCIO, the complexity of the
service composition is an EX PTIME — complete problem.

(3) For the DL sublanguages ALCQI and ALCQIO, whether numbers in
number restrictions are coded in unary or binary, the complexity of the service
composition is a co — NEXPTIMFE — complete problem.

4 Application Scenario

In this section, we consider a set of semantic web services for a new student
Tom to borrow books from the campus library. In this application, there exists
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four different services: Sy, Sa, So and S4, where S; describes that the student
has an enrolled notification, Sy describes the service of applying a library card,
S3 describes the borrowing books service for the graduates and S, describes the
borrowing books service for the undergraduates. The detail description of these
services is as follows:

Service Si:

pre;=®;

sname; =hold_notice;

inputs_S;={notice (b), new_student(a)};

output_S;=holds (a, b);

post1l={holds (a, b), notice (b)};

Service Ss:

pres={new_student (a), 3 register.record (a)};

snames=apply_for_ library_card;

inputs_Sy={holds (a, b), notice(b)}; outputs_So={holds (a, c), library_card
()}

poste={holds (a, ¢),3 holds.notice(b)/library_card(c),~3holds.notice(b) /li-
brary no_card(c)};

Service S3:

pres={graduate(a),3 holds(a, b), library_card (b)};

snames= borrow_book; inputs_Sz={holds(a, b), library_card (b)};

outputs_Sg={ten_books _borrowed(a, c), ten_books (c)};

postz={holds (a, c¢), ten_books (c)};

Service Sy:

pres={undergraduate(a),3 holds(a, b), library_card (b)};

snamey= borrow_book; inputs_S;={holds(a, b), library_card (b)};

outputs_Sy={five_books_borrowed (a, c), five_books (¢)};

postys={holds (a, c¢), five_books (c)}

Based on the concepts in Si, So, S3, S4 and the Tom’s information in the
problem description, we can construct the acyclic TBox 1" and ABox A in the
knowledge base:

T={student = graguate Uundergraduate Unew_student, book = five_bookU
ten_book, holds(domain, range) | domain € {student},range € {librarycard,books}};

A={new_student(Tom), graduate(Tom), notice(graduate_notice),

Aregister.record(Tom)}

Based on the information in the ABox A and according to Theorem 1 in 3.2,
we can conclude that the composite service S=CF {S;, Sa, S3} satisfies Tom’s
requirement, where C'F' stands for the sequential control flow of S.

5 Conclusion

Based on the merits of Description Logic and Al planning, this paper presents a
service composition mechanism DLAIP, and testifies its feasibility in Descrip-
tion Logic. The results of the initial experiment show that this mechanism not
only possesses strong knowledge representation and reasoning capabilities, and
compensates the semantic modeling deficiency during the service composition,



150  Yingjie Li et al.

but also improves the service composition efficiency of directly using the OWL-S
semantics. But in this paper, we mainly focus on the service composition w.r.t
the acyclic TBox and do not consider the composition w.r.t the cyclic TBox. So
it is our future work to process the service composition w.r.t the cyclic TBox
and achieve its corresponding decidable reasoning.
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Abstract. The paper presents a way of pluging a dialog system on a
platform dedicated to eGovernment services. All platform modules are
compliant with a central multi-lingual ontology used to represent both
the domain knowledge - social care domain -, the semantic descriptions
of services and the semantic indexing of documents. The dialog system is
built as a multi-agent system in charge of responding to various types of
users’ questions by querying the main modules of the platform and the
ontology itself. The document shows some scenarios which illustrate some
questions involving the discovery of services and the search of documents
by respecting agents.

1 Introduction

For dialogging with a machine where applications are not integrated together,
users must learn how to interact with a variety of applications (information
servers, handhold devices, transaction servers, etc.). This requires knowing what
vocabulary and syntax to use with each application, as well as having some way
of ascertaining the capabilities and limitations of a given application [8].

A possible solution to this problem is to give an ”intelligent” interface to the
system, usually based on machine driven dialogs [6]. We followed this idea to
develop a dialog system, adjustable to the user, limited but intelligent enough
to satisfy several types of requests redirected toward the modules of a platform
allowing a civil servant for accessing on line services in the public administra-
tion domain. The platform is currently developed by the European TERREGOV
project (see section 6 for more information).

This dialog system must let civil servants enter various questions, using natural
language, and has to elaborate an appropriate answer. The system may query
the user to obtain complements or precisions in order to prepare the answer. In
this sense, we can say that a dialog occurs between the system and the user.
Our dialog system has a Question/Answer behavior, used for searching informa-
tion in different modules considered as information sources. A successful human-
machine interface involves two steps: understanding what is being said and con-
trolling the dialog. Understanding the user intention is the subject of many
research efforts in the field of Natural Language Processing (NLP), for example

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 151-160 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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with techniques of analyzing natural language for modeling and handling dialogs.
Such techniques include either network structures [9], [7] or grammars [1].
However in the context of the TERREGOV project, the human machine interface
does not require a full understanding of what is being said. It is only necessary
to extract enough information for determining the information source that can
give the answer and for building the request. Our dialog system is organized as a
multi-agent system composed of a dialog agent in charge of the analyze of users’
entries and some agents encapsulating the platform modules. The dialog analyze
relies on an automaton whose states try to match user entries against pattern
strings, and an ontology ensuring a common vocabulary to the modules of the
global system.

The aim of this paper is not to present the dialog analyze but to describe the
role of the action agents in direction of the modules of the platform. The paper
is organized as follows: Section 2 presents the architecture of the system. Sec-
tion 3.1 gives an overview of the platform ontology. Sections 3, 4 and 5 give the
details of agent roles.

2 Architecture Overview

Several data structures of the platform can play the role of information sources
and can be used to answer users’ questions. They are controlled by four modules:
the semantic registry of web services, the eProcedure module, the Knowledge
Base manager or the Ontology manager (see Figure 1).

The semantic registry manages the OWL-S [11] semantic descriptions of the
services. They contain information like service categories, input and output
data-types. The eProcedure Core Module supports the dynamic discovery of
semantically enriched web services and their dynamic composition in workflows.
The selection of web services is currently based on matching of inputs/output
types, which are formally specified in the web services descriptions and defined
in the global ontology of the platform. The Knowledge base manager indexes
documents on the ontology objects (concepts, relations, individuals) and allows
their discovery. The ontology contains the definitions of all of its objects and the
ontology manager supports queries against the ontology elements.

The presence of these modules explains why the answers can comprise service or
procedure description elements, URLs of documents indexed in the knowledge
base or descriptions of ontology elements. The conversational process starts when
receiving a question. The dialog agent [3] analyzes the question and extracts the
key words or expressions that it contains. According to this analysis the destina-
tion of the question is defined. It is a specific agent (Ontology agent, KB agent or
eProcedure agent accessing either the semantic registry or the eProcedure core
module), that must build a qualified request comprehensible by the information
sources. See [2] for a good introduction to multi-agent systems. The behavior of
agents depends on the module answers. Sometimes, it is needed to send different
queries when answers are empty.

Sometimes, the system needs to clarify a question and then a dialog between the
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Fig. 1. Architecture of the environment.

user and the system is launched. A dialog ends either with a success i.e. it gives
the answer of the user’s question or a failure.

3 Ontology Agent

3.1 Ontology Overview

The platform ontology is built to be the glue between main platform modules.
We developed an ontology language, simpler and less verbose than OWL from
which a parser can generate the OWL format used for interoperability between
tools. Other files are also generated: (i) an HTML file given an easy reading of
the ontology; (ii) a graph description file allowing a graphical presentation of
the ontology. The set of concepts is divided in chapters and sections for a better
classification. Only direct relations are designed; the parser generating all inverse
relations (for object properties only). This provides a better way of designing
relations between concepts and having all inverse relations is useful for reasoning
on knowledge bases.

The parser creates the OWL identifiers from the elements labels insuring a nor-
malization of the ids and keeping them in a legible way. It is interesting when
building service description and when using editors where concept tree windows
are based on ids. The parser also generates in the OWL file an index based on
labels in each language of the project (French, English, Italian and Polish). It is
used by the ontology agent.

3.2 The Role of the Ontology Agent

To explain the role of the ontology agent in our dialog system, let’s consider
the following scenario: an unemployed person, citizen of France, asks a social
care service for an allowance (e.g. RMA or RMI). For example, to be able to re-
ceive the RMA allowance, candidates must fulfill three conditions: be a resident



154 Claude Moulin et al.

in France, be older than 25, and have income not higher than 417.88 euro per
month.

In its OWL [10] representation the ontology has a concept identified by Z-
Program and two sub-concepts Z-SocialProgram and Z-ResearchProgram, rep-
resenting two types of programs. Z-Program concept also has a data-type prop-
erties called "hasAcronym”.

When the civil servant writes a question like ”what is RMA?”, the dialog agent
extracts words or expressions ("RMA”), determines the question type and the
agent concerned by the type of question. In this case, the question is redirected
toward the ontology agent which receives the word "RMA”. This agent has to
look for the ontology objects concerned by this word. It finds that ”RMA” is an
acronym of an individual called ”z-revenuMinimalDActivité” as shown in Figure
2 designing a specific French social program. The ontology agent sends queries to

IS TANCE DROWSER

For Claxs: & Z-ScclProgram
Arzeried | Infersd |
HAME r¥ex
A 2-reveulnraDACH it
4 z-revernulirasalDinertion

Fig. 2. Individuals of social program concept.

the ontology manager. Currently RDQL queries [13] are used, but as SPARQL
[14] seems to become a recommended standard, our system can evolve without
any problem.

First, it uses the index ontology features and searches for elements, concepts
or else, having the user entry as an index entry. Indeed, in the multi-lingual
project ontology, each object label is considered as an individual of the ”Index”
concept and is associated to the element that it denotes through relations like
7isEnIndexOf” or ”isFrIndexOf” that depend on a specific language. The first
query is:

SELECT 7x
WHERE (tg:Rma tg:isEnIndex0f 7x)
USING tg FOR

<http://www.terregov .../terregovi#>

A search failure, means that no ontology object is directly associated with the word
"RMA”. In this case, the agent searches for elements that might contain the user entry
as an acronym:

SELECT 7x
WHERE (7x tg:hasAcronym 7y)
AND 7y =" /(?i)rma/
USING tg FOR
<http://www.terregov .../terregovi#>
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Note that the Jena' inference engine used in our system runs RDQL queries which
may contain Perl like regular expressions. The previous queries are not directly built
by the agent, because they have to integrate user fragments like "RMA”. The agent
adapts parameterized queries and thus its behavior is more declarative. We defined a
particular variable ” (7user)” representing the user entry. It is substituted by the actual
content before querying the ontology.

SELECT 7x
WHERE (tg:(7user) tg:isEnIndex0f ?7x)
USING tg FOR

<http://www.terregov /terregov#>

SELECT 7x

WHERE (7x tg:hasAcronym ?y)

AND 7y =" /(7i) (?user)/

USING tg FOR

<http://www.terregov .../terregovi#>

4 KB agent

The KB agent is in charge of retrieving documents corresponding to users’ queries. For
example, let’s consider the following question: ”What are the texts of law concerning
allowances”. The dialog agent extracts two parts: "texts of law” and ”allowances” and
determine that the query is interesting the KB agent. It procures these elements to the
KB agent that has to retrieve corresponding documents and to send them back to the
dialog agent. The task of the KB agent is to establish a relation between expressions
extracted from the user query, concepts of the ontology and indexed documents.
First, we remind what is semantic indexing of documents. In a very technical sense,
a document can be seen merely as a collection of words?. Document indexing aims to
provide access to a document starting from one or more words (i.e. a query), and then
retrieving all documents in which these words occur. Accordingly, it generates the so
called ”inverted indices” in which each word points to a collection of documents - such
index is ”inverted” in the sense that instead of presenting a document as a collection
of words, it rather presents each word as a collection of associated document links.
Unlike standard keyword indexing designed to generate inverted indices containing ev-
ery word that occurs in a document, ”semantic” indexing associates documents only
with items from a predefined vocabulary - the so called ”controlled vocabulary”. Actu-
ally, the term ”semantic” is justified only if such controlled vocabulary is provided by
ontology, i.e. as labels associated with formal concepts, which are defined by a hierarchy
of concepts, and the relations that hold between them. In such case, a concept label
is merely a verbal representation of a semantic unit formally defined in the underlying
ontology, and thus a technical means to associate (i.e. index) a document with that
semantic unit. Accordingly, semantic indexing allows identification of a document by

! Hewlett-Packard Jena framework: http://jena.sourceforge.net/index.html
2 Statistical approaches to information retrieval often see a document as a ”bag of
words”.
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its meaning (hence the term ”semantic”), rather than merely by its vocabulary?.
Starting with concept labels extracted from ontology, semantic indexing must then
attempt to match these labels with a document text. An extensive body of litera-
ture exists presenting the enormous difficulties that occur when attempting to merely
”"match” words to a document text formulated in a natural language. The common
source of these difficulties is the enormous diversity of the natural languages that en-
able humans to formulate similar ideas in a potentially uncountable number of ways.
The simplest of these difficulties are probably the so called ”morphological inflections”
(e.g., plural noun forms that differ from singular). This type of difficulties is typically
overcome by ”normalizing” the original document text. Words are "normalized” to
their basic grammatical form (the so called ”base form”) in order to match them.

On the other end of the complexity range in the encountered difficulties is probably
the lexical ambiguity. Overcoming this wide range of difficulties evidently assumes a
great deal of human knowledge that computers simply do not have, and need to have it
somehow provided. The formal methodology for encapsulating human knowledge in a
machine readable, and (to a certain extent) machine understandable format is ontology.
Therefore, it appears that the most appropriate approach to the semantic indexing is
to utilize ontology - not only as the source of the controlled vocabulary, but also as
the encapsulated lexical, semantic, grammatical, etc. knowledge required to resolve the
complexity encountered in the natural languages. This is indeed the approach under-
taken by TERREGOV.

Its ontology provides the semantic indexing with the required controlled vocabulary.
To that purpose a mechanism was developed allowing specification of concepts in on-
tology that are to be used for indexing. Evidently, this is not sufficient in the light of
the difficulties encountered when attempting to match the labels of these concepts to
the document text formulated in a natural language. Accordingly, an additional, aux-
iliary ontology was developed in TERREGOYV that encapsulates the lexical, semantic,
grammatical, etc. knowledge necessary to correctly detect item from that controlled
vocabulary in the document texts.

The central concept in this auxiliary ontology is "token”. Unlike the concepts in the
TERREGOYV ontology that can specify labels consisting of multiple words, the auxiliary
ontology must enable text processing that operates on single units. This segmentation
of a text formulated in a natural language into single units is typically referred to as
”tokenization”, and hence the concept "token”.

The concept ”token” has five basic properties: (1) "reference”, (2) "target”, (3) ”posi-
tion”, (4) ”action”, and (5) "operator”. We shall briefly present each of them.
”Reference” holds the identifier of a concept in the TERREGOV ontology. It is merely
an association between a token, and a corresponding concept in the TERREGOV on-
tology. It thus allows association of documents in which tokens were correctly detected
with the adequate concepts in ontology, and consequently transforms the ontology into
an "inverted index” in which every relevant concept points to a collection of associated
documents.

”Target” property is significantly more complex. It can have five other concepts as its
value: (1) "literal”, (2) "base”, (3) part of speech ("POS”), (4) "role”, and (5) "regular
expression”. The problem handled with this property is that in text processing a sin-
gle token can have multiple aspects: it can be presented as it occurred in the original

3 Alternative terminology for "semantic indexing” is ”semantic annotation” that em-
phasizes the fact that through association with ontology a document text is enriched
(annotated) with the semantic description of its content.
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document text (i.e. simply quoted in its ”literal” form), or it can be presented in its
normalized form (i.e. as "base” form), or it can be presented by its grammatical defini-
tion (e.g., ”common noun in first person singular nominative form” - this specification
is typically referred to as the ”part of speech”), etc. When matching a token from the
controlled vocabulary to the tokens encountered in a document text, it is necessary to
specify which of these aspects should be targeted by matching. The auxiliary ontology
developed in TERREGOV aims at enabling the maximal flexibility in specifying the
intended target of the matching. Accordingly, in addition to the literal, base form and
part of speech, it also provides roles that tokens can have in a document text (e.g.,
7acronym”, "date”, "punctuation”, etc.), and regular expressions (e.g., the so called
”Kleene’s Star” usually symbolized by 7*”).

This flexibility in the target specification is necessary in particular when multiple word
phrases need to be detected. For example, the natural language phrases (in English)
”reporting of the municipality to the regional authority” and ”reporting by the munic-
ipality to the regional authority” have evidently the same intended meaning, but they
are phrased differently (using ”of” and ”"by” alternatively). Accordingly, in order to
detect the concept label (in English) ”reporting of the municipality” correctly in both
phrases, it is necessary to "rephrase” it in a more flexible way: "reporting” + any word
(i.e. ?Kleene’s Star”) + ”"the” 4+ "municipality”. An even better "rephrasing” would be
to target ”"reporting” in its base form (i.e. "report”), to replace ”Kleene’s Star” with
the POS specification (i.e. ”simple prepositional adposition”), to replace ”the” with
the regular expression for a potential single word (possibly specifying ” determiner” as
its POS), and to target ”municipality” in its base form. In this case, even a phrase such
as ”reports of municipalities” would be correctly identified with the desired concept
label (i.e. ”reporting of the municipality”).

The example above was provided in order to demonstrate how critical is the flexibility
in the target specification when matching controlled vocabulary to natural languages.
The auxiliary ontology developed in TERREGOV was thus designed specifically to
enable the required flexibility, and thus to maximize the precision of such matching.
The problem of matching multiple word phrases from the example above is also related
to the next property of the concept ”token”: ”position”. Although text processing op-
erates on individual tokens, in order to correctly identify multiple word phrases, it is
necessary to specify the position of a token within such phrase. This property works in
conjunction with another property of the same concept: ”action”. ” Action” provides
instructions to the text processor regarding what needs to be done when a particular
match is encountered at a particular position. For example, as long as the end of the
phrase ”reporting of the municipality” is not reached (i.e. as long as the position is
less than 4), the text processor should simply keep track of the matched tokens, and
proceed. When the last token of the phrase is correctly matched, the text processor
should record the association of the currently processed document with the concept
referred to by the matched phrase.

Finally, the property ”operator” of the concept "token” enables specification of the
basic logical operators (the so called ”Boolean operators”: 7and”, "or”, "not”, etc.).
For example, this property provides means to combine several alternative tokens in the
same position: "municipality” or ”city” or "town”, etc.

However, this auxiliary ontology developed in TERREGOV specifically for semantic
indexing provides also effective means for querying in natural languages. As mentioned
above, semantic indexing transforms the TERREGOV ontology into an inverted index.
Nevertheless, querying such index is not trivial. Queries can contain inflected or am-
biguous keywords that may retrieve undesired results. The approach followed by the
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KB agent is to treat a query just as any other natural language input (i.e. as a very
short document). The same methodological approach that is applied to the semantic
indexing of documents is thus also applied to the queries: the same concept labels that
were successfully detected in the indexed documents will be consequently successfully
detected in the queries too. This approach ensures a complete analogy between the
query processing results, and the indexing of the documents that are targeted by this

query.

5 EProcedure Agent

The eProcedure agent may encapsulate the functionalities of TERREGOV eProcedure
Core Module, which supports the dynamic discovery of semantically enriched web
services and their dynamic composition in workflows. Notice that we call eProcedure a
process of a public administration that can be initiated by a civil servant. In a digital
environment an eProcedure is represented by a formal description of a workflow, whose
steps involve the execution of web services.

In the following sections we describe two interesting scenarios (interaction between a
civil servant and the dialog agent) that involve the eProcedure agent, and show how it
can support a civil servant with a higher degree of flexibility.

5.1 First Scenario

In the first scenario we assume that a civil servant types the following question: ”what
are the services concerning allowance?”. The dialog agent identifies the presence of the
keywords ”services” and ”allowance” in the question. The keyword ”services” identifies
the question as a task that can be delegated to the eProcedure agent. The keyword
”allowance” is used to perform a query returning a concept URI defined in the ontology
(Z-Allowance).

The system asks the eProcedure agent to find all eProcedures related to the ” allowance”
concept (specified as its URI). In this scenario the eProcedure agent assumes that ”al-
lowance” is the requested output of an eProcedure, and its goal is to find an eProcedure
that produces an output whose type matches with the ”allowance” concept. The ePro-
cedure agent can fulfill this task using the eProcedure Core Module to dynamically
discover all services whose output type matches with ”allowance”.

The eProcedure Core Module will answer such a request querying a semantic registry.
The queries performed by the eProcedure Core Module will ultimately run on an RDF
[12] store, which contains the OWL-S descriptions of the known web services [5]. The
dynamic discovery performed by the eProcedure Core Module may take advantage of
a reasoner that exploits both the semantics of OWL-S/OWL/RDF, and (potentially)
additional semantics expressed by custom rules. For example, the eProcedure Core
Module exploits subsumption among concepts used as inputs/output in the OWL-S
descriptions (see for more details [4]).

5.2 Second Scenario

Another interesting scenario is the following: a civil servant asks the question ”is there
any service to find out exemptions for a person?”. This question is more complex then
the one described before. The keyword ”service” again identifies the question as a task
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that can be delegated to the eProcedure agent; the system identifies that ”exemption”
is the requested output, and ”person” is the available input (as before both ”exemp-
tion” and ”person” are traced back to URIs pointing to OWL concepts in the ontology).
In this scenario the eProcedure agent may ask to the eProcedure Core Module to find
out a service (or a sequence of services) that accept "person” as an input and return
”exemption” as an output.

The interesting aspect of this scenario is that the eProcedure Core Module may dy-
namically compose known web services to build a new eProcedure. This may happen
if the semantic registry has only a reference to a web service (WS,) which returns
”exemption” as output, but which requires one (or more) input that do not match
with ”person”. In this case, the eProcedure Core Module may compose a sequence of
web services {WS1, WSa, ... WS, } where WS; requires only "person” as input, and
WS, returns ”exemption” as output.

6 Acknowledgments
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7 Conclusion

We have presented a way to add a dialog system, structured as a multi-agent system,
to a platform dedicated to eGovernment services. The objective was not to describe the
dialog itself but to show the role of three main agents: (i) the ontology agent in charge
of searching concepts and their definitions in the ontology; (ii) the KB agent in charge
of searching documents in a document base using semantic indexing techniques; (iii)
the eProcedure agent in charge of searching services from their semantic descriptions.
We have shown that searching documents from expressions extracted from users’ en-
tries relies on the same concepts that semantic indexing of texts.

This work is a first step toward the conception of personal assistant for civil servants.
As we can imagine, with the introduction of new technologies and integration of ad-
ministrative processes in eGovernment systems, the role of civil servants will evolve.
Their tasks will become more complex and will require assistant agents for helping
them.
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1 Introduction

Inconsistent knowledge may be considered on two levels: syntaz level and se-
mantic level [14]. For the syntax level an approach of knowledge inconsistency
representation and solving is presented in [7], [8], [9], where knowledge is a set
of logic formulae which has no model. For example, consider the knowledge as
a set of formulae {«V =8, —a, 3} with the inference engine of standard logic,
for which one can deduce simultaneously 5 and —(.

There are known main four approaches for inconsistency leaving: The first
relies on knowledge base revision; the second is based on paraconsistent logics;
the third is related to Boolean reasoning and the fourth concerns measuring
up the inconsistency level. The first approach, most often used in deductive
databases, removes data from the base to produce a new consistent database
[4], [10], [11], [12]. Apart from the above mentioned approaches, there are a
number of attempts to resolving inconsistent data in databases by labeling
[1], [6]. The disadvantage of this approach is that it is hard to localize the
inconsistency and perform an optimal selection, that is with minimal loss of
useful information. In the second approach paraconsistent logics have been
defined. These logics give sensible inferences from inconsistent information.
Hunter [7] has defined the several logics, such as weakly-negative logics, four-
valued logics, quasi-logical logic, and argumentative logics.

On the semantic level formulae set should be considered referring to a
concrete real world. Inconsistency arises if in this world a fact and its negation
may be inferred. In this paper we present some conceptions for representing
inconsistency of knowledge on syntactic and semantic level. The main subject
is the semantic level. We present two approaches for representing inconsistent
knowledge on this level. The first is based on using relational structures and
the second relies on using logical (clause-based) structures. We also show how
to use consensus methods for solving the inconsistency.

Consensus methods were known in ancient Greece and were applied mainly
in determining results of voting [3]. Along with the development of software

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 161-170 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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methods consensus has found many fields of applications, especially in solving
conflicts and reconciling inconsistent data.

In short the scheme of using consensus methods in a process of solving
conflict or data inconsistency may be presented as follows [13]:

1. Defining the set of potential versions of data

2. Defining the distance function between these versions
3. Selecting a consensus choice function

4. Working out an algorithm for consensus choice

Some comments should be done to these steps. Referring to first point
notice that up to now the following structures of data versions have been
investigated: rankings, partitions, ordered partitions and coverings, sets, n-
trees, semilattices. The logical structure presented in this paper has been
adopted from work [14]. The definition of distance functions is dependent on
the specific structure. It seems to be impossible to define a universal distance
function for all structures. Referring to selecting a consensus choice function
there are known 2 consensus choice functions. The first of them is the median
function defined by Kemeny [2], which minimizes the sum of distances between
the consensus and given inconsistent versions of data. The second function
minimizes the sum of these distances squared. As the analysis has shown, the
first function in the best way represents the conflict versions while the second
should be a good compromise of them. We denote the consensuses chosen by
these functions by O;-consensus and Os-consensus, respectively. The choice
of a consensus function should be dependent on the conflict situation. With
assumption that the final version which is to be determined represents an
unknown solution of some problem then there two cases:

e In the first case the solution is independent on the opinions of conflict
participants. Thus the consensus should at best represent the conflict ver-
sions of data. For this case the criterion for minimizing the sum of distances
between the consensus and the conflict versions should be used, thus O;-
consensus should be determined.

e In the second case the solution is dependent on the opinions of conflict par-
ticipants. Then the consensus should be a compromise acceptable by the
conflict participants. For this case an Os-consensus should be determined.

However, it is worth to notice that determining an Os-consensus is often
a complex problem and requires working out heuristic algorithms.

2 Inconsistency on Syntactic Level
We assume that there is given a finite set A of agents which work in a dis-

tributed environment. The term ”agent” is used here in very general sense:
as an agent we may understand an expert or an intelligent and autonomous
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computer program. An example of such environment is a multi-agent system
[5]. We assume that these agents have their own knowledge bases. In general,
by a state of agent knowledge we understand a state of the agent knowledge
base. Such a state may be treated as a view or opinion of the agent on some
subject or matter.

We assume that a knowledge state of an agent is represented by a logic
clause, the predicate symbols for building clauses belong to a finite set S. We
assume that these agents work on a finite set of subjects (or matters) of their
interest. Inconsistency appears if for some subject agents generate different
knowledge states. Below we give an example:

— Set of agents: A = {ay,as2,a3},
—  Set of predicate symbols: S = {u,v,z,y, z},
— For a common subject the agents generate the following set of knowledge

states:
Agent Knowledgestate
a xV-yVo
az —rVyVu
as xVyV -

Thus inconsistency exists because of the difference between knowledge
states of the agents. The inconsistency is on syntactic level because it will be
solved only on the basis of the difference between clauses, which is measured
wit using the set S of symbols, without using interpretation of the clauses.

The aim of solving this kind of inconsistency is to generate a possible
knowledge state (that is a clause) so that it at best represents the given
clauses. In other words, it is needed to determine the consensus of given agent
knowledge states.

First, we define the distance function d between clauses. Notice that a
clause ¢ may be represented by a pair of 2 sets: the first consists of these
symbols in the clause, which are not negated, and the second consists of
remain symbols. For example, the representation of ¢ = xV -y V v is pair
(ct,¢™) where ¢ = {z,v} and ¢~ = {y}. Next we define the distance of two
clauses ¢; and c¢g as follows:

wy - dy(cf ef) +ws - dy(cy,cy)

w1 + wsy

d(Cl, Cg) =

where

— dy(cf,ed): distance function between sets of non-negated symbols in
1052 g Yy
card(c;r+c2+)
card(ciucy)’

— di(cy,cy): distance function between sets of non-negated symbols in

clauses ¢; and cs, and is equal

card(cy +c, )

card(cy Ucy )’

— w; and wy are the weights distances d; and dy in distance d, respectively,
wy +ws =1and 0 < wy,wy < 1.

clauses ¢; and c¢g, and is equal
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It is known that a clause represents a rule, where its negated symbols
represent the pre-condition, while non-symbols represent the post-condition.
Notice that using values w; and we we can distinguish the weights of the
distances between the pre-conditions and post-conditions. The above defined
distance function d is of course a metric.

For consensus choice we will use the criterion Oq, the consensus problem
is defined as follows: Let X = {c1,c2,...,¢,} be a given set of clauses with
symbols from a finite set S. By Cs we denote the set of all possible clauses
with symbols from set S. A clause ¢* € Cg is called a consensus of set X if it
satisfies the following condition:

n

n
Z d(C*a ci) = crélé‘g : d(cv Ci)
=1 =1

*—

The choice of clause ¢* reduces to the choice of sets of symbols ¢*T, ¢
n n
which minimize sums Y dq(c**,¢;) and Y da(c*~, c; ), respectively. These
i=1 i=1
choices can be done in an independent way. These problems are known to be
NP-complete, so we propose some heuristic algorithms. The heuristic algo-
rithm for determining ¢** is presented as follows:

Algorithm 1. Computing c**.

Given: Finite set X = {c],c5,..., ¢t}
n
Result: Set c** C S minimizing sum Y dy(c**, ¢).
i=1
BEGIN
1. For each symbol s € S create a number ¢(s) being the number of appear-
ances of s in sets ¢, cf,...,ct;
2. Set ¢*t = {;

3. For each symbol s € S if ¢(s) >n/2 then ¢* :=c*t U {s}
END.

The computational complexity of this algorithm is O(n -m) where n is the
number of elements of X and m is the cardinality of S. The algorithm for
determining set c¢**t is identical.

3 Inconsistency on Semantic Level

3.1 Relational Structure

Relational structures are very useful for representing knowledge consistency.
We present here a specific kind of multi-valued relations. Formally, we assume
that a real world is described by means of a finite set A of attributes and a

set V' of attributes elementary values, where V = UaeA Vo (V4 is the domain
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of attribute a). In short, pair (A,V) is call a real world. Let [](V,) denote
the set of subsets of set V, and be called the super-domain of attribute a.
Let [[(Ve) = Upepn [1(Vs). We accept the following assumption: For each
attribute a its value is a set of elementary values from V,, thus it is an element
of set [[(V4). By an elementary value we mean a value which is not divisible
in the system. Thus it is a relative notion, for example, one can assume the
following values to be elementary: time units, set of numbers, partitions of a
set etc.
We define the following notions [13]: Let T'C A,

e A tuple of type T is a function r : T' — [[(Vr). Instead of r(t) we will
write 7, and a tuple of type T will be written as rp. The set of all tuples
of type T is denoted by TY PE(T). A subset of TYPE(T) is called a
relation of type 7. A tuple is elementary if all attribute values are empty
sets or 1-element sets. The set of elementary tuples of type T is denoted
by E_-TY PE(T). Empty tuple, whose all values are empty sets, is denoted
by symbol ¢. Partly empty tuple, whose at least one value is empty, is
denoted by symbol 6.

e A non-empty and finite set R of tuples of type T is called a relation of
type T', thus R C TY PE(T).

e A sum of two tuples r and r’ of type T is a tuple 17 of type T'(r” = rUr”’)
such that 77, = r; U7} for each t € T.

e A product of two tuples r and 7’ of type T is also a tuple r” of type
T(r” =rNr') such that r”y =r; N1, for each t € T.

3.2 Logical Structure
Conjunctive Structure

The relational structure presented above can be replaced by a logical structure
based on the standard logic. For this aim we use logical variables to represent
logical values of expressions (a = {v}) where a € A\ {Agent} and v € V,. A
complete event z can be represented by means of the following formula:

z=(@x1 Aaa Ao AZp) Ayt Aya Ao Aym)

where logical variables x1,xo,...,x, are related to attributes from set Tpg
and their values, and variables y1, v, . . ., ¥y, are related to attributes from set
Tpc and their values. Incomplete events included in this event are represented
by formula

(x1 Axa A.ooxy) A(S1T As2 AL sE),

where {s1,82,...,8:} C{y1,y2,-- -, Ym}-

Notice that a formula (21 Az A...Axp) A(y1 Aya A... Ayp,) represents
an opinion of an agent, in which sub-formula (z1 A 29 A ... A 2,) refers to
the subject and sub-formula (y; A y2 A ... A y,,) represents the content of
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the opinion. A conflict takes place if for the same subject several agents have
different contents of opinions.

A complete event occurs if and only if the formula (21 Aza A ... Azy) A
(y1 Aya A ... AYpm) is true. From this truth it implies that formula (21 A 29 A
o ATR)A(S1AS2 AL ASE) is also true, thus an incomplete event included in
an occurring event also occurs. A complete event does not occur if and only
if formula (z1 Axa AL .. Axp) A(my1 A—ya Ao A —yp) is true. It means that
any incomplete events included in this event should not occur.

The above mentioned consistency of an agent means that if in its opinion 2
formulae (z1 Aza AL AZR)A (Y1 AY2 Ao AYm) and (1 Ao AL AZ) A (- A
—yh A ... Ayl) are true (i.e. an event should occur and another should not
occur) then there should be {y1,y2, ... ym} N{Y, v5, ...y} # 0 (that is these
events should not include any common event). Below we consider another
logical structure.

Alternative Structure
In this structure an agent opinion has the following form:
(1 Aza Ao o AZp) A (WL VY2 Voo Vym)

where formula (21 Aza A...Ax,) represents the subject and formula (y1 Vy2 V
...V ym) represents the content. We assume that a logical variable from set
{y1,92,...ym} represents the logical value of expression (a = v) or (a # v)
where a € A\ {Agent} and v € [[(V,). Notice that owing to this structure
an agent may express other type of its opinion than in conjunctive structure,
viz an agent can now give its opinion in form of an alternative of a number of
events.

It is known that in a conflict all opinions should refer to the same subject.
Thus we can leave the formula (z1 AzaA...Az,,) in an agent opinion assuming
that the conflict subject is known. Notice that formula (y; Vya V...V ) can
be treated as a clause where each variable from set {y1, 92, ... ym} is treated
as a literal. Literal (a = v) is a positive one and literal (a # v) is negative
because it is equivalent to —=(a = v). We can write

(y1\/y2v...\/ym)E(t1\/tg\/...\/tk)v(—'ul\/—|uQ\/...\/—|ul)

where t1, 1o, ...t are positive literals and —uy, —us, . . . —u; are negative literals
among 41,42, - - - Ym. Further we have

(i Vya V.o oVym) = (1 Via V... ViEg) Vo(ug Aug Ao Awy)

E(ul/\UQ/\...Aul)—>(t1\/t2\/...\/tk)

= UL, U2, .., U] — 1, b0, ... T



Using Consensus Methodology in Processing Inconsistency of Knowledge 167

It is the well-known form of clauses. The above transformation shows that
the alternative structure should be very useful in practice for agents to express
their opinions.

We now define the semantic of bodies and heads of clauses on the basis of
some real world. A clause ¢ is based on a real world (A, V) (or (A, V)-based for
short) if each its literal has the form: (a,v) where a € A and v € [[(V,). Then
a body of a (A, V)-based clause as a conjunction should have the following
form: (ay,v1) A (az,v2) A ... A (ag,vi) for some k € N. By Body we denote
the set of all bodies of (A, V')-based clauses. The semantic of clause bodies is
defined by the following function:

Sp : Body — QUTQA EiTYPE(T%
such that Sgp(b) = {r € Ugcqpca ETYPE(T) : rg < V' and r, = 0 iff
b, = 0 for all a € B} where b = (aj,v1) A (ag,v2) A ... A (ag,vg); b =<
(a1,v1), (ag,v2) A ... A (ag,vr) > and B = {a1,az,...,ax}.

The body expresses the condition (in the opinion of an agent) which, if
fulfilled, will cause occurrence of some other event (represented in the head
of the clause). It follows that an event satisfies the condition b of the agent if
it belongs to set Sgp(b).

Notice that the body

b* = (al,Vl) A (CLQ,‘/Q) VAP (an,Vn)

where ay,as,...,a, C A should represent the statement ” everything is pos-
sible” because Sp(b*) = Upcq E-TYPE(T). Note that because Sp(B) =
Sp(B’) we have the following:

Theorem 1. Body B = (a1,v1) A (ag,v2) A ... A (ak,vr) is equivalent to body
B’ = (a1,v1) A(ag,va) A...A(ak, vi) A(a, Vi) where attribute a does not occur
in B.

A notice should be made referring to empty values in bodies. If in a body an
attribute has empty value then it is understood that the attribute should not
appear in the condition. This situation may take place when some attribute
expresses a contradictory feature referring to another. A head of a clause is in
the form of an alternative (a1, v1) A (a2, v2) A... A (a;,v;). By Head we denote
the set of all heads of (A, V)-based clauses. The semantic of clause heads is
defined by function:

SH : Head — 2UT§A E*TYPE(T)7

such that Sy (h) = {r € Uycrca ETYPE(T) : rg < b and rgng = ¢
where H' is the type of r} for h = (a1,v1) V (a2,v2) V... A (a,v); b =<
(a1,v1), (ag,v2) A ... A (ar,v;) > and H = {a1,az,...,a;}.

A head expresses the result (in the opinion of an agent) which should occur
if the condition in the body is fulfilled.
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Theorem 2. According to the semantic defined above a head H = (a1,v1) A
(ag,v2) A ... A (ag,vg) is equivalent to head H = (ai,v1) A (az,v2) A ... A
(ak,vg) A (a,0) where attribute a does not occur in B.

4 Consensus versus Inconsistency

4.1 Consensus Determining for Conjunctive Structure

For the conjunctive structure (or its equivalent relational structure) a consen-
sus method has been proposed in works [13]. In these works a methodology
for consensus choice and its applications in solving conflicts in distributed sys-
tems is presented. In the methodology consensus problem has been considered
on 2 levels. On the first level general consensus methods which may effectively
serve to solving multi-valued conflicts are worked out. For this aim a consensus
system, which enables describing multi-valued and multi-attribute conflicts is
defined and analyzed. Next the structures of tuples representing the contents
of conflicts are defined as distance functions between these tuples. Two dis-
tance functions (p and o) have been defined. Finally the consensus and the
postulates for its choice are defined and analyzed. For defined structures al-
gorithms for consensus determination are worked out. Besides the problems
connected with the susceptibility to consensus and the possibility of consensus
modification, are also investigated. The second level concerns varied applica-
tions of consensus methods in solving of different kinds of conflicts, which
often take place in distributed environments.

4.2 Consensus Determining for Alternative Structure

For opinions of alternative structure first we propose a method for measuring
up the distance between 2 clauses

c1 = ugl)mgl),...,uf}i) — t(ll),tgl),...,tgl)
and
Coy = u§2),ug2),...,u£5) — t§2),tg2),...,t£2).

Generally, it is needed to measure the distance between the bodies and
the distance between the heads of these clauses. Firstly, we deal with the
distance between clause bodies. Referring to the semantics of clause bodies
defined above, for calculating the distance dg between 2 bodies B and B’ the
following procedure should be used:

1. Complete these bodies by adding to them these attributes which appear
in only one of them, as their values take their domains;

2. For each attribute calculate the distance between its values in the bodies
using function (p or o).
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3. The distance between the bodies will be equal to the average of the dis-
tances calculated in step 2.

For determining a consensus for a clauses’ set it is needed to complete
the clauses by adding attributes to their bodies and heads so that the same
attributes occur in each clause. The rule of attribute completing is give above
in distance determining way.

Assuming that the attributes from the real world (A, V) are independent,
for determining a Oj-consensus we can adopt the algorithm given in [13],
in which value of each attribute in the consensus can be calculated in an
independent way. The adopted algorithm is presented as follows:

Algorithm 2. Computing O;-consensus ingredients ¢, where b is an attribute
occurring in the clauses.

Given: Finite set C' (with repetitions) of (A, V)-based clauses and distance
function 0 € {p,d} between attribute values.

Result: O;-consensus ingredient cy,.

BEGIN
1. For attribute b create set: profile(b) = {vy, : (b,v) appears in a clause of
set C'};
2. Let X :=0; S, := > (X, x);

yeprofile(d)
3. Select from V3, \ X an element = such that the sum > o(XU{z},y)
yeprofile(b)
is minimal;
4.1 S, < > (X u{z}y)
yeprofile(d)
then Begin Sy, := > (X U{z},y); X = X U{z}; End;
yEprofile(e)
5. If Vi, \ (X U{z}) # 0 then GOTO 3;
6. Let ¢, = X

END.

For determining an Os-consensus for set C' it is impossible to treat the
attributes in an independent way. For many structures of attribute values
determining a consensus on the basis of this criterion is a NP-complete prob-
lem. In this case a heuristic algorithm should be worked out. Besides, genetic
algorithms should also be useful.

5 Conclusions

This paper presents two structures for representing inconsistency of knowl-
edge on semantic level. The first structure is based on relational model, which
is multi-valued and multi-attribute. This structure has been analyzed in the
earlier literature. For the second structure (called logical structure) in the
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form of clauses this work presents its semantics, the way for distance calcu-
lating and the algorithm for consensus computing. The future work should
concern working out algorithm for determining Os-consensus for inconsistent
knowledge in logical structure.
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Abstract. In research in web archives, large temporal document collections are
necessary in order to be able to compare and evaluate new strategies and algo-
rithms. Large temporal document collections are not easily available, and an alter-
native is to create synthetic document collections. In this paper we will describe
how to generate synthetic temporal document collections, how this is realized in
the TDocGen temporal document generator, and we will also present a study of
the quality of the document collections created by TDocGen.

1 Introduction

In this paper we will describe how to make document collections to be used in devel-
opment and benchmarking of web archives, and how this is realized in the TDocGen
temporal document generator.

Aspects of temporal document databases are now desired in a number of application
areas, for example web databases and more general document repositories:

— The amount of information made available on the web is increasing very fast, and
an increasing amount of this information is made available only on the web. While
this makes the information readily available to the community, it also results in
a low persistence of the information, compared to when it is stored in traditional
paper-based media. This is clearly a serious problem, and during the last years
many projects have been initiated with the purpose of archiving this information
for the future. This essentially means crawling the web and storing snapshots of
the pages, or making it possible for users to “deposit” their pages. In contrasts to
most search engines that only store the most recent version of the retrieved pages,
in these archiving projects all (or at least many) versions are kept, so that it should
also be possible to retrieve the contents of certain pages as they were at a certain
time in the past. The most famous project is this category is probably the Internet
Archive Wayback Machine !, but in many countries similar projects also at the
national level, typically initiated by national libraries or similar organizations.

— An increasing amount of documents in companies and other organizations is now
only available electronically.

* Email of contact author: Kjetil. Norvag @idi.ntnu.no
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Support for temporal document management is not yet widespread. Important rea-
sons for that are issues related to 1) space usage of document version storage, 2) per-
formance of storage andretrieval, and 3) efficiency of temporal text indexing. More
research is needed in order to resolve these issues, and for this purpose test data is
needed in order to make it easier to compare existing techniques and study possible
improvements of new techniques. In the case of document databases test data means
document collections. In our previous work [8], we have employed versions of web
pages to build a temporal document collection. However, by using only one collection
we only study the performance of one document creation/update pattern. In order to
have more confidence in results, as well as study characteristics of techniques under
different conditions, we need test collections with different characteristics.

Acquiring large document collections with different characteristics is a problem in
itself, and acquiring temporal document collections close to impossible. In order to pro-
vide us with a variety of temporal document collections, we have developed the TDoc-
Gen temporal document generator. TDocGen creates a temporal document collection
whose characteristics are decided by a number of parameters. For example, probability
of update, average number of new documents in each generation, etc., can be config-
ured. A synthetic data generator is in general useful even when test data from real world
applications exists, because it is very useful to be able to control the characteristics of
the test data in order to do measurements with data sets with different statistical prop-
erties.

Creating synthetic data collections is not a trivial task, even in the case of “simple”
data like relational data. Because one of our application areas of the created document
collections is study of text-indexing techniques, the occurrence of words, size of words,
etc., have to be according to what is expected in the real world. This is a non-trivial
issue that will be explained in more detail later in the paper. In order to make tempo-
ral collections, the TDocGen document generator essentially simulates the document
operation by users during a specific period, i.e., creations, updates, and deletes of doc-
uments. The generator can also be used to create non-temporal document collections
when collections with particular characteristics are needed.

The organization of the rest of this paper is as follows. In Section 2 we give an
overview of related work. In Section 3 we define the data and time models we base our
work on. In Section 4 we give requirements for a good temporal document generator.
In Section 5 we describe how to create a temporal document collection. In Section 6
we describe TDocGen in practice. In Section 7 we evaluate how TDocGen fulfill the
requirements. Finally, in Section 8, we conclude the paper.

2 Related work

For measuring various aspects of performance in text-related contexts, a number of
document collections exist. The most well-know example is probably the TREC col-
lections 2, which includes text from newspapers as well as web pages. Other examples
are the INEX collection [6] which contains 12,000 articles from IEEE transaction and

2http://trec.nist.gov/
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magazines in XML format, and documents in Project Gutenberg 3, which is a collection
of approximately 10,000 books.

A number of other collections are also publicly available, some of them can be
retrieved from the UCI Knowledge Discovery in Databases Archive # and the Glasgow
IR Resources pages °. We are not aware any temporal document collections suitable for
our purpose.

Several synthetics document generators have been developed in order to provide
data to be used by XML benchmarks, however, these do not create document versions,
only independent documents. Examples are ToXgene [1], which creates XML docu-
ments based on a template specification language, and the data generators used for the
Michigan benchmark [9] and XMark [10]. Another example of generator is the change
simulator used to study the performance of the XML Diff algorithm proposed in [3],
which takes an XML document as input, do random modification on the document, and
outputs a new version. Since the purpose of that generator was to test the XML Diff al-
gorithm it does no take into account word distribution and related aspects, thus making
it less suitable for our purpose.

In the context of web warehouses, studies of evolution of web pages like those pre-
sented in [2,4] can give us guidelines on useful parameters to use for creating collections
reflecting that area.

3 Document and time models

In our work we use the same data and time model as is used in the V2 document data-
base system [8].

A document version V is in our context seen as a list of words, i.e., V = [wg, w1, ..., wg).
A word w; is an element in the vocabulary set W, i.e., w; € W. There can be more
than one occurrence of a particular word in a document version, i.e., it is possible that
w; = w;. The total number of words n,, in the collection is n,, = Z;L:O [Vil.

In our data model we distinguish between documents and document versions. A
temporal document collection is a set of document versions Vj...V,,, where each doc-
ument version V; is one particular version of a document D;. Each document version
was created at a particular time 7', and we denote the time of creation of document
version V; as T;. Version identifiers are assigned linearly, and more than one version of
different documents can have been created at 7', thus T; > T;;_1. A particular document
version is identified by the combination of document name N; and T;. Simply using
document name without time denotes the most recent document version.

A document version exists (is valid) from the time it is created (either by creation
of a new document or update of the previous version of the document) and until it is
updated (a new version of the document is created) or the document is deleted (the
delete is logical, so that the document is still contained in the temporal document data-
base). The collection of all document versions is denoted C', and the collection of all
document versions valid at time 7" (a snapshot collection) is denoted Cr. A temporal

http://www.gutenberg.net
*http://kdd.ics.uci.edu/
3 http://www.dcs.gla.ac.uk/idom/ir resources/test_collections
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document collection is a document collection that also includes historical (non-current
versions, i.e., deleted documents and versions that were later updated) documents. The
time model is a linear (non-branching) time model.

4 Requirements for a temporal document generator

A good temporal document generator should produce documents with characteristics
similar to real documents. The generated documents have to satisfy a number of prop-
erties:

— Document contents: 1) number of unique words (size of vocabulary) should be the
same as for real documents, both inside a document and at the document collection
level, 2) size and distribution of word size should be the same as for real documents,
and 3) average document size as well as distribution of sizes should be similar to
real documents.

— Update pattern: 1) a certain number of document in the start, i.e., when the database
is first loaded, 2) a certain number of documents created and deleted at each time
instant, 3) a certain number of documents updated at each time instant, 4) differ-
ent documents have different probabilities of being updated, i.e., dynamic versus
relatively static documents, and 5) the amount of updates to a document, including
inserting and deleting words.

Many parameters of documents depend on application areas. The document generator
should be used to simulate different application areas, and has to be easily reconfig-
urable. We will now in detail describe some of the important parameters and character-
istics.

4.1 Contents of Individual Documents and a Document Collection

Documents containing text will in general satisfy some statistical properties based on
empirical laws, for example size of vocabulary will typically follow Heaps’ law [5],
distribution of words are according to Zipf’s law [11], and have a particular average
length of words.

Size of Vocabulary: According to Heaps’ law, the number of unique words n,, = |W/|
(number of elements in vocabulary) in a document collection is typically a function
of the total number of words n,, in the collection: |[W| = KnZ, where K and 3
are determined empirically. In English texts typical values are 10 < K < 100 and
04 < 8 < 0.6 (cf. http://en.wikipedia.org/wiki/Heaps’ _law). Note
that Heaps’ law is valid for a snapshot collection, and not necessarily valid for a com-
plete temporal collection. The reason is that a temporal collection in general will contain
many versions of the same documents, contributing to the total amount of words, but
not many new words to the vocabulary.

Distribution of Words: The distribution of the words in natural languages and typical
texts is Zipfian, i.e., the frequency of use of the n'”-most-frequently-used word is in-
versely proportional to n: P, = 5—;, where P, is the frequency of occurrence of the nt"
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ranked item, « is close to 1, and P; ~ 0.1.°

Word Length: Average word length can be different for different languages, and we
have also two different measures: 1) average length of words in vocabulary, and 2) av-
erage length of words occurring in documents. Because the most frequent words are
short words, the latter measure will have a lower value. The average word length for the
words in the documents we used from the Project Gutenberg collection was 4.3.

4.2 Temporal Characteristics

The characteristics of a snapshot collection as described above is well studied during
the years, and a typical document collection will obey these empirical laws. Temporal
characteristics, on the other hand, are likely to be more diverse, and very dependent of
application area. For example, in a document database containing newspaper articles the
articles themselves are seldom updated after publication. On the other hand, a database
storing web pages will be very dynamic.

It will also usually be the case that some documents are very dynamic and frequently
updated, while some documents are relatively static and seldom or never updated after
they have been created. Because these characteristics are very application area depen-
dent, a document generator should be able to create documents based on specified pa-
rameters, i.e., update ratio, amount of change in each document, etc., as listed earlier in
this section.

5 Creating a temporal document collection

In this section we describe how to create a temporal document collection. We describe
first the basis of creating non-temporal documents, before we describe how to use this
for creating a temporal document collection.

Each snapshot collection C, or “generation”, should satisfy properties as described
in the previous section. The basis for creating the first generation as well as new texts to
be inserted into updated documents is the same as if creating a non-temporal collection.

5.1 Creating Synthetic Non-Temporal Documents

Several methods exists for creating synthetic documents, we will here describe the
methods we considered in our research, which we call the naive, random-text, Zipf-
distributed/random words, and the Zipf-distributed/real words methods.

Naive: The easiest method is probably to simply create a document from a random
number of randomly created words. Although this could be sufficient for benchmark-
ing when only data amount is considered, it would for example not be appropriate for
benchmarking text indexing. Two problems are that occurrence distribution of words
and vocabulary size is not easily controllable with this method. Although the method
can be improved so that these problems are reduced, there is also the problem that
because words in real life are not created by random, and frequent words are not neces-
sarily uniformly distributed in the vocabulary, some of them can be close to each other.

% For our test collections we have measured Py = 0.05.
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One example is some frequently occurring words starting with common prefixes, or
different forms of the same word (for example “program” and “programs”), especially
the case when stemming (where only the root form of a words is stored in the index) is
not employed.’
Random-text: If a randomly generated sequence of symbols taken from an alphabet S
where one of the symbols are blank (white space), and the symbols between two blank
spaces are considered as a word, the frequency of words can be approximated by a Zipf
distribution [7]. The average word size will be determined by the number of symbols
in S. Such sequences can be used to create synthetic documents. However, the problem
is that if the average length of words should be comparable to natural languages like
English, the number of symbols in .S have to be low. Another problem is that the distri-
bution is only an approximation to Zipf: it is stepwise distribution, all words with same
length has same probability of occurrence. Both problems can be fixed by introducing
bias among different symbols. By giving a sufficient high probability for blanks the
average length of words even with a larger number of symbols (for example, 26 in the
case of the English language) can be reduced to average length of English words, and by
giving different probabilities for the other symbols a smoother distribution is achieved.
It is also possible to introduce cut-off for long words. The advantage with this methods
is that an unlimited vocabulary can be created, but the problem with lexicographically
closer words as described above remain.
Zipf-distributed/random-words: A method that will create a document collection that
follow Heaps’ law and has a Zipfian distribution, is to first create n = n,, random
words with an average word length L. The number of n can be determined based on
Heaps’ law with appropriate parameters. Then, each word is assigned an occurrence
probability bases on Zipfian distribution. This can be done as follows: As described
in Section 4.1, the Zipfian distribution can be approximated to P,, = %. The sum of
probabilities should be 1, so that:
b=l Y F =l AN =1 nl o 1 =1
= P, = n+”l

=17
In order to select a new word to include in a document, the result » from a random
generator producing values 0 < 7 < 1 are used to select the word ranked £ that satisfies
YL P Sr<Y P
Using this method will create a collection with nice statistical properties, but still have
the problem of not including the aspect of lexicographically close words as described
above.
Zipf-distributed/real words: This actually the approach we use in TDocGen, and is an
extension of the Zipf-distributed/random-words approach. Here a real-world vocabu-
lary is used instead of randomly created words. In order to make any improvement,
these words need to have the same properties as in real documents, including occur-
rence probability and ranking. This is achieved by first making a histogram of word
frequency (i.e., frequency/word tuples) based on real texts and rank words according
to this. The result will be documents that include the aspect of lexicographically close
words as well as following Heaps’ law and having a Zipfian distribution of words.

" This is typically the case for web search engines/web warehouses.
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5.2 Creating Temporal Documents

The first event in a system containing the document collection, for example a document
database, is to load the initial documents. The number of documents can be zero, but it
can also be a larger number if an existing collection is stored in the system. The initial
collection can be made from individual documents created as described above.

During later events, a random number of documents are deleted and a random num-
ber of new documents are inserted. The next step is to simulate operations to the docu-
ment collection: inserting, deleting, and updating documents.

Inserting documents. New documents to be inserted into the collection are created in
the same way as the initial documents.

Deleting documents. Documents to be deleted are selected from the documents existing
at a particular time instant.

Updating documents. The first task is to decide which documents to be updated. In gen-
eral, the probability of updates to files will also in general follow a Zipfian distribution.
A commonly used approximation is to classify files into dynamic and static files, where
the most updates will be to dynamic files, and the number of dynamic size is smaller
than the number of static files. A general rule of thumb in databases is that 20% of the
data is dynamic, but 80% of the updates are applied to this data. This can be assumed to
be the case in the context of document databases as well, and in TDocGen documents
are characterized as being static or dynamic, and which category a document belongs
to is decided when it is created. When updates are to be performed, it is first decided
whether the update should be to a dynamic or static file, and which document in the
category that is actually updated, is chosen at random (i.e., uniform distribution).

After it is decided what documents to update, the task is to perform the actual up-
date. Since we do not care about structure of text in the documents, we simply delete a
random number of lines, and insert a random number of new lines. The text in the new
lines are created in the same way as the text to be included in new documents.

One of the goals of TDocGen is that it should be able to create temporal document
collections that can have characteristics for chosen application areas. This is achieved
by having a number of parameters that can be changed in order to generate collections
with different properties. The table on the next page summarizes the most important
parameters. Some of them are given a fixed value, while other parameters are given
as average value and standard deviation. The table also contains the values for two
parameter sets in our experiments which are reported in Section 7.

6 Implementation and practical use of TDocGen

TDocGen has been implemented according to the previous description, and consists
of two programs: one to create histograms from an existing document collection, and
a second program to create the actual document collection. Creating histograms is a
relatively time-consuming task, but by separating this into a separate task this only
have to be performed once. Histograms are stored in separate histogram files that can
also be distributed, so that it is it is not actually necessary for every user to retrieve a
large collection. This is a big saving, because a histogram file are much smaller than the
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document collection it is made from, for example, the compressed size of the document
collection we use is 1.8 GB, while the compressed histogram file is only 10 MB.

Pattern I Pattern 11

Parameters Avg. or Avg. or

Fixed|Std. dev.|| Fixed|Std. dev.
Number of files that exist the first day 1000 - 10 -
Percentage of documents being dynamic 20 - 20
Percent of updates applied to dynamic documents 80 - 80 -
Number of new documents created/day 200 5 2 1
Number of deleted documents/day 100 2 1 1
Number of updated documents/day 500 20 5 2
Number of words in each line in document 10 - 10 -
Number of lines in new document 150 10 150 10
Number of new lines resulted from update 25 5 25 5
Number of deleted lines resulted from update 20 5 20 5

The result of running TDocGen is a number of compressed archive files. There is
one file for each day/generation, and the file contains all document versions that existed
during that particular time instant. The words in the documents will follow Heaps’ and
Zipf’s laws, but because the vocabulary/histogram has a fixed size, Heaps’ law will only
be obeyed as long as the size of a the documents in a particular generation is smaller
than the data set which the vocabulary was created from.

7 Evaluation of TDocGen

The purpose of the output of a document generator is to be used to evaluate other al-
gorithms or system, and it is therefore important that the created documents have the
quality in terms of statistical properties as expected. It is also important that the docu-
ment generator has sufficient performance, so that the process of creating test document
does not in itself become a bottleneck in the development process. In this section, we
will study the performance of TDocGen, and the quality of the created document col-
lection.

TDocGen creates documents based on a histogram created from a base collection. In
our measurements we have used several base collections. The performance and quality
of results when using these is mostly the same, so we will here limit our discussion to
the largest collection we used. This collection is based on a document collection that
is available from Project Gutenberg . The collection contains approximately 10,000
books, and our collection consists of most of the texts there, except some documents
that contain contents we do not expect to be typical for document databases., e.g., files
contains list of words (for crosswords), etc.

Cost: In order to be feasible in use, a dataset generator has to provide results within
“reasonable time”. The total run time for creating a collection using the actual parame-
ters in this paper is close to linear wih respect to number of days.

8 http://www.gutenberg.net
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Fig. 1. Comparison of ideal Zipf distribution and the words in the actual created docu-
ment collections.

The total collection created in this experiment is quite large, a total of 1.6 million
files are created, containing 13.3 GB of text. The size of the last generation is 159MB
of text in 18,000 files. The elapsed time is less than half an hour, which should be low
for most uses of such a generator.

Quality of Generated Document Collections: We will study the quality of the generated
document collections with respect to word distribution and number of unique words.

The first study is word distribution in the created collections, and we perform this
study on the first and last snapshot collections created during the tests using the two
patterns in the previous table. As Figure 1 show, words distribution is Zipfian in the
created collections. It should also be mentioned that an inspection of the highest ranked
words shows that the most frequently occurring words are “the”, “of”, “and”, and “to”.
This is as expected in a document collection that is based on documents that are mostly
in English.
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We also studied the value K for the created collections. We saw that K is between
60 and 70 which is well within reasonable bounds, and hence confirmed that the docu-
ment collections are according to Heaps’ law.

8 Conclusions and further work

In research in web archiving, different algorithms and approaches are emerging, and in
order to be able to compare these good test collections are important. In this paper we
have described how to make temporal document collections, how this is realized in the
TDocGen temporal document generator, and we have provided a study of the quality of
the document collections that are created by TDocGen.

TDocGen have been shown to meet the requirements for a good temporal docu-
ment collection generato. Also available are ready-made histograms, including the one
used for the experiments in this paper, based on 4 GB of text documents from Project
Gutenberg.

If users want to generate temporal document collections especially suited for their
own domain, it is possible to use own existing documents as basis for building the
histograms used to generate the temporal document versions. It should also be noted
that the generator can also be used to create non-temporal document collections when
collections with particular characteristics are needed.
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Summary. This paper presents a new methodology for predicting stock trends and
making trading decisions based on the combination of Data Mining and Web Content
Mining techniques. While research in both areas is quite extensive, inference from
time series stock data and time-stamped news stories collected from the World Wide
Web require further exploration. Our prediction models are based on the content of
time-stamped web documents in addition to traditional Numerical Time Series Data.
The stock trading system based on the proposed methodology (ADMIRAL) will be
simulated and evaluated on real-world series of news stories and stocks data using
several known classification algorithms. The main performance measures will be the
prediction accuracy of the induced models and, more importantly, the profitability of
the investments made by using system recommendations based on these predictions.

Key words: Financial Intelligence, Data Mining, Web Content Mining, Text Min-
ing, Classification, time-series analysis, decision trees, Efficient Market Hypothesis.

1 Introduction

The Efficient Market Hypothesis (EMH), as stated by Fama ([4, 5]), asserts
that ‘Stock Prices fully reflect all their relevant information at any given
point in time’. As the basis for growth and development of a modern economy
this means that no information or analysis can be expected to result in out
performance of the market and that stock prices follow ‘Random Walks’ ([1]),
where a change in stock price over time is purely random and statistically
independent of the stock price in the past. However, to this day no one can
explain the anomalies in the market, which can be used to assure some short
term predictive power ([1, 7, 9]).

In making their own forecasts most financial specialists try to exploit the
time gap of the market’s adjustment to new information. They reduce their
risk by combining both technical (base future price predictions on past prices)
and fundamental (base predictions on real economy factors , such as inflation,

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 181-190 (2006)
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trading volume, organizational changes in the company etc.) analysis strate-
gies, which were mentioned by Gidéfalvi ([6]) and are fully explained in the
literature by [1]. In order to obtain the data required for both strategies one
can refer to various publicly available resources like the stock market itself,
the companies, news papers or others.

A rather new source for information in the late 20" and the 21°¢ centuries
is, of course, the Internet. In order to exploit this relatively new media as an
additional helping tool in our forecasting task, we need to combine techniques
from both time series data mining and web content mining.

Most studies ([8, 11, 12]) agree that the process of Knowledge Discovery
in Databases (KDD) involves iterating over four general steps, each using
independent tools: 1) Data cleaning and preprocessing (create a common data
representation from different sources and different data types, e.g: relational,
transactional and spatial databases to large repositories of unstructured data
such as the World Wide Web), 2) Test and discover relationships in the data
using Artificial Intelligence and Statistical Analysis tools, 3) Postprocessing of
discovered patterns, 4) Use the model to perform actions on real world data.

When adding the aspect of time to the Data Mining process, it is under-
stood ([12]) that database records are time stamped and meaningful only as
part of a time segment or time series.

In [12], Last et al. use a signal processing technique to pre-process the raw
time series data. Then they construct an information theoretic connectionist
network (IFN) to induce time series prediction rules, which are later reduced
using fuzzification and aggregation. Finally, the rules are presented in natural
language and used to predict future behavior of the time series. Their purpose
is to predict the timing of Change Points. A Change Point is the point where
a specific trend of values in the data is changed, for example, the time point
from which a stock price starts to steadily increase after a steady decrease.
Last et al. mention two common methods for finding change points: one is by
recursive binary partitioning of the time segment, where likelihood criteria are
used as the underlying model for each segment. A second method to finding
the optimal number of linear segments in time series starts with large number
of equal size segments (with 3 time points each), and proceed by merging two
adjacent segments, which minimize the balance of error, which is calculated
as a standard deviation of errors in all the segments.

Applying Data Mining techniques on the World Wide Web is usually re-
ferred to as Web Mining. It introduces new challenges to the Data Mining
process on how to clean, categorize and utilize the information in order to
create useful models, which can help in the future decision making process.
Studies ([2, 10]) divide Web Mining into discovering intra-document structure
(Web Content Mining) and to discovering inter-document structure (Web Us-
age Mining and Web Structure Mining). Web Content Mining is more relevant
to our prediction task. It refers to finding relevant information on the Web,
mainly, by using Information Extraction (IE) and Information Retrieval (IR)
techniques for semi structured data. IE is viewed as trying to find the struc-
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ture or representation of a document, for example, putting it in the form of
a database. On the other hand, IR is the automatic retrieval of all relevant
documents, while discarding as many non relevant ones as possible. Mining
Multimedia data can be important in many areas such as Medical Informatics
or in the case of analyzing stock charts but we decided to leave it out of our
scope.

Most of the studies done in order to combine inference from time stamped
news stories and time series stock data are different in their concepts and
methods. Each group uses a different time series, text classifier, features, tar-
get attributes, time window length, weighting method etc. However, they do
go through the following common stages: 1) Define stock trends from the
raw Time Series stock data (using the above mentioned methods, which were
used by [12]). 2) Define a Window of Influence (WOI), which is a time frame
taken before and after the publication time, ¢, of a web article ([Window
Start Point], [Window End Point]): In [6] it is [-20, 20] minutes. In ([13]) it is
[-300, 0] minutes and in [15] a [-60, 0] minute window is used. 3) Align time
stamped news articles to stock trends according to the WOI and score them:
[6] Scores news articles relative to the price changes in the stock and the in-
dex it belongs to (Astock-price, Aindex-price) and labels them in reference
to a threshold. Both [15] and [17] compare an expert’s predefined list of key
words, to their occurrence in the text. They normalize the words weights (val-
ues between 0 to 1). Weights are calculated using one of three methods, which
were already mentioned in the literature ([2, 10]): Boolean (Occurrence/non-
occurrence of words), TF*IDF (Term Frequency and Inverse Document Fre-
quency), TF*CDF (Term Frequency and Category Discriminating Factor). 4)
Induce a model, which learns how to classify an article with a predefined trend
and use the model to detect future trend occurrences: [6] uses the Rainbow
Naive Bayesian text classifier package to get three probabilistic indicators for
each document, d: P(Up| d), P(Down| d) and P(Exp| d). [13] also uses the
Bayes theorem to find trend relevance probability, but they compare arriving
documents against a representative ’language model’ of five possible trends.
Both [15] and [17] follow a rule base approach to create probabilistic classifi-
cation data-log rules, which are applied to one or more backward time periods
(one hour to one day). 5) Evaluate their model prediction ability: [6] showed
low predictive power, which he explained to be due to duplicate stories in the
dataset. After running a 40 day simulation on the real market, [13] showed
better results than random actions. Predictions made by [15] outperformed
conventional time series analysis, two different neural nets and random guess-
ing. [17] tried to predict the indices of five global markets and the importance
of their results is in showing that the best accuracy (sometimes over 60%) was
achieved in the US market indices.

In this paper, we present a new method for detecting stock trends based on
the combination of Data Mining and Web Content Mining techniques, which
attempts to overcome some of the problems of previous studies. Thus, the
main contributions of our research are: 1) The creation of a "melting pot”
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of numeric and textual data before running an induction algorithm, 2) The
automatic extraction of key words/phrases instead of using a prior Expert list
of phrases, 3) The elimination of the need for word independence assumption
by using Decision Trees instead of Naive Bayes, 4) Extension of the WOI
of news articles in the prediction task (from minutes to days). A prototype
system called ADMIRAL is currently under development in order to achieve
the objectives of this study.

The rest of this paper is organized as follows: In Section 2 we describe the
stages needed for ADMIRAL to be operationally useful. Section 3 describes
the planned simulation and evaluation of the system. Section 4 offers some
conclusions for this article.

2 ADMIRAL - Performing the Prediction Steps

The ADMIRAL system aims to become a full cycle prediction system for stock
trends according to past numeric values of the stocks as well as its related
textual web articles. ADMIRAL goes through six steps, as shown in Fig. 1,
which are: 1) Data Collection, 2) Feature Extraction, 3) Term Weighting, 4)
Data-Set Structuring, 5) Decision Tree Induction, 6) Trading Simulation.

i
Texiual data

Fig. 1. Prediction Scheme of a Mixed Numerical and Textual Data

Most steps offer various tools to perform the task at hand. The preferred
configuration of tools for ADMIRAL’s task can either be set manually or
automatically. We aim to find the best configuration for the stock prediction
task. Eventually a set of recommendations is created, which will later be



Web Intelligence 185

compared against real time market results in order to evaluate the predictive
power of each set of prior definitions. Following is a semi detailed description
for each step in the prediction scheme.

2.1 Step 1: Data Collection

For the scope of our research, our system needs to collect data from Finan-
cial web sites, which are considered to have good real-time data (Numerical
and Textual). Good choices of financial sites, which are also being used by
financial professionals and can be used in our system are: www.forbes.com,
finance.yahoo.com, www.bloomberg.com, today.reuters.com and others. In or-
der to collect the relevant data from each one of the selected sites, we decided
to create a configuration XML file, which includes its structural character-
istics. Thus our code becomes generic and whenever we want to add a new
financial site to be monitored and modeled the only addition will be the defi-
nition of an appropriate XML file for it.

The granularity of the data collection for the textual training data is once
a day after the end of trade. For each textual article we keep its publication
time stamp, its header and substance. Numerical data is collected three times
each day: after the trade opens, in the middle of the day and after the trade
ends. We note that we are looking to create long term prediction models;
hence we skip the need to collect numerical data in 10-15 minutes intervals as
was done in previous studies.

2.2 Step 2: Feature Extraction

The feature Extraction is done for both Textual and Numerical data. Feature
Extraction for Textual Data includes two activities: first is the automatic ex-
traction of key words and key phrases from a predefined Window of Influence.
Second is the creation of a word dictionary, which includes the most influential
words in all our past web articles. Feature Extraction for the Numerical data
also includes two activities: first is the calculation of additional commonly
used financial values. Second is the long term stock price trend discovery.
The Automatic Word Extraction is done by the Extractor software
package ([3]). The Extractor is a text summarization engine, which uses a
patented genetic extraction algorithm, GenEx. GenEx analyzes the recurrence
of words and phrases, their proximity to one another, and the uniqueness
of the words to a particular document. It removes all stop words from the
document, applies a stemming procedure and selects a finite number of the
most influential words in the document. In ADMIRAL we construct each
document, d, to be analyzed by the Extractor, as a set of the web articles
related to a specific stock inside a backward WOI. Here, the WOI is a time
frame from the current time point of measurement, ¢, until a predefined time
in the past, t-i. So the interval [t-i, t] represents the first WOI behind point
t. Textual feature extraction table is created, where each row consists of: the
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measurement time stamp, the related stock, some general information about
the articles in the WOT (e.g: the number of articles in it or the number of
words in it) and of course the influential words in the WOI with their initial
given Extractor weights as well as other commonly used term weights (e.g:
TF or Boolean). The terms extracted in each Time Window are added to
the term dictionary, where they undergo a separate generic weight calculation
procedure.

The Term Dictionary has a predefined number of words, which we
define as N. It is rebuilt each time a new training set is evaluated for creating
a new classification model. Each word in the term dictionary receives a score,
which determines its degree of membership inside the dictionary and only the
K highest ranking words will eventually be used from the final dictionary (K
< N). As seen in Equation 1, the score, S, gives eqaul importane to TF against
the time frame each term appeared in.

S—;><<1;\I:>+;><<JLD><§> (1)

L: Time frame, in days, for the word dictionary.

B: Time window between the first and last appearance of a word.
P: Number of days to the last occurrence of a word.

TF: Number of days to the last occurrence of a word.

N: Number of words in the dictionary.

Where:

As an example, let’s define a final number of terms in the term dictionary
as N = 20,000 and the total number of days for creating the term dictionary
as L = 30. The Term Frequency of the phrase "High Volume” in all the
previously collected documents is TF = 8. The phrase last occurred 3 days
ago, P = 3. Its first occurrence was 10 days ago, B = 7. Thus Equation 1
generates the Grade of Membership S, for the key phrase "High Volume” as
0.0118.

Entries in the original numerical database representation need
additional commonly used financial ratios calculations like the 8 value, the
Sharp Index value or Capital Ratio value ([1]). The reason for adding the
Capital Ratio, for example, is because it is a known fact in the capital market
([1]) that one of the anomalies in the EMH states that if the Capital Ratio
for a given stock is low, than the return on investing in it will be higher.
If the EMH is correct we will not find any evidence of that fact in building
our models. However, if the Efficient Market Hypothesis is affected by its
anomalies, than our model will be influenced by it.

The Target Trends Definition is obtained by following the method
introduced by Last et al. in [12]. We are interested in the value (stock rate)
for each stock at each point of measurement, t. Every such point is part of
a trend of values (mostly increasing, mostly decreasing, mostly remain the
same) which has a starting point and an end point (the length of the trend
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is determined in day units), a slope degree and a fluctuation of the values,
which constitutes the trend.

2.3 Step 3: Term Weighting

In order to later use the extracted textual features inside each Window of
Influence, [t-i, t] we need to apply a normalized value between zero and one
to each key phrase. The normalization is done by dividing the weights, which
were either automatically given by the Extractor or manually counted accord-
ing to TF and Boolean methods (]2, 10]), by the overall grade of membership
in the term dictionary, which was also calculated in section 2.2 above.

2.4 Step 4: Data Set Structuring

After having prepared both numerical and textual data and assigned a trend
to each one of the stock’s prices, we need to combine the data, which we want
to include in our prediction task.

We would like to predict the forthcoming trend, which will last more than a
predefined time length. Hence, our target attribute is the trend, which can take
the following five values: Up, Slight-Up, Expected, Slight-Down and Down.
We assume that the target trend is influenced by the two time periods of
textual data prior to its occurrence: [t-2i, t-i] and [t-i, t] and the extracted
numerical trend information. We create a dataset by concatenating all that
extracted data. Table 1 shows an example of two entries in the final data set
representation.

2.5 Step 5: Decision Tree Induction

We use two Decision Tree Induction algorithms, which do not assume word
independence and compare their results against Naive Bayes Classification,
which assumes word independence and is widely used in the field.

The two algorithms are: IFN (Info Fuzzy Network) developed by Last et
al. ([12, 14]) and C4.5 developed by Quinlan in [16]. In [12], IFN showed better
performance than C4.5 in the stock prediction task based only on numerical
data. Each algorithm will yield a set of trends and lengths predicting rules on
which we can rely in order to perform our next step of recommendation. In
order to show the effect of the combination between Numerical and Textual
data, we will also try running the algorithms on each separated type of data.

2.6 Step 6: Trading Simulation

After running the induction algorithms on the training set, the system can
run on a test set in order to simulate real time activities. New data collected
from the web sites are put through the above mentioned steps 1-4. After pre-
dicting a trend and its length from the induced model, a good and objectively
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Table 1. The final Data-Set combines the extracted trend info and textual info for
two consecutive WOI ([t-i, t] and [t-2i, t-i]) as well as the required target trend type.

Type of Data Table Column TF Method]|...|Bool Method
Example Example

Date/Time Stamp 01/01/2006 |...|01/10/2006

General EHtI‘y Info. 09:45 17:45
Stock Symbol MSFT ..|GOOG
Trend Slope 0.03 ...[0.095

Current Trend Info. |Tyend Fluctuation  |0.008 ~[0.037
Articles in time window |11 .19

General Text Info. T
Average size of article |87 ...|56
Effiecient 0.64 ..|0.89

Text in [t-2i, t-i]. :
Volume 0.22 ...[0.15
Effiecient 0.46 ..[0.83

Text in [t-i, t]. ;
Volume 0.78 ...|0.376
Trend Length 1.75 ...|0.8

Target Trend Data |Trend Expected ..|Slight-Up

measurable trading strategy could be followed. We currently formulated three
different, non random, trading strategies to be compared: 1) Buy and Hold —
according to the recommendation of the model, at the beginning of a prede-
fined time period, we buy the recommended stocks and hold on to them until
the end of the predefined time period. 2) Automatic — We follow the exact
recommendations of the system’s rules. 3) Semi Automatic — We combine ac-
tivities based on the recommendations of the system with our own assessment,
which is based on our prior knowledge and guesses. However, this method can
not be objectively evaluated. Hence it will only be used informally.

As seen in table 2, when an automatic strategy is used the action to be
used is set according to the trend. If the trend is Up we will buy the stock
expecting to earn from the increase. If the trend is Down we sell short, hoping
to make money on the ability it gives us to sell at a higher price than the
expected future price. If the trend is Expected we do nothing.

Table 2. Real Time Market action on a stock based on the model trends

Trend in the Model|[Action
Up Buy
Down Sell Short
Expected No Action
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3 System Evaluation

In order to perform our evaluation for the proposed method we will introduce
our prediction model from stocks in the US NASDAQ index. Starting from
January 15¢ 2006, we collect data on 20 stocks and later choose the 12 stocks
for which we have the largest amount of textual data. We chose to collect our
raw data (both Numerical and Textual) from two leading Financial web sites:
today.reuters.com and www.forbes.com. In addition to the reason mentioned
in Section 2.1 two more reasons made us choose them: first is that at the time
of our experiments the articles on each web site are mutually exclusive, which
means that a comparison between the information gathered from them will
not overlap. Second, they allow data filtering according to requested stocks,
which will reduce our IR efforts.

In order to simulate the steps described in Sections 2.1 to 2.5 we define
each WOI as 24 hours. This means that if the raw data is checked on January
4th 2006 at 9:45 than its two consecutive Windows of Influence according to
the above mentioned definition: [t-2i, t-i] and [t-i, t] are [02/01/2006 9:45,
03/01/2006 9:45] and [03/01/2006 9:45, 04/01/2006 9:45] respectively.

We will measure several parameters, which will give us a good estimation
on the quality of our method against previously used methods: 1) The pre-
dictive accuracy of the model calculated as: the percent of days in which the
classification was correct. 2) The CPU time to build the model. 3) The num-
ber of attributes used by the classification model. 4) The expected profit over
time by applying the model predictions on real time stock data (according to
[1] 12% is the yearly return on investing in the American stock market).

The first three measurement parameters can be calculated from our previ-
ously collected information. However, in order to estimate the expected profit
we intend to apply our investment strategies, which were mentioned in Section
2.6. Avoiding overnight risk during hours when the market is closed can be
achieved if we trade according to a Single Day Trading Strategy (SDTS) as
was mentioned in the literature ([6, 13]). This means that at the end of each
day all our short term stocks holdings are sold. Our model predicts the forth-
coming trend, with its predicted duration; therefore, we will only use entries
in which the predicted duration for a specific trend is more than one or two
days. We will compare our results against a random activity scheme, where
an arbitrary action will be performed/not performed on each stock each day.

4 Conclusions

The ADMIRAL system is currently in the stages of collecting data from the
Financial web sites. The data is stored on an SQL server. The code, which
performs the other tasks, is currently under development.

This study hopes to show an improvement in the stock trend profitability
by finding the best configuration of prediction techniques and trading strate-
gies. The methods to improve the profitability include:
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Combination of both Numeric and Textual Data.

The use of an Automatic Text Extraction.

The use of Decision Tree Prediction Models.

The use of smart trading strategies (initial results from the ADMIRAL
system will be reported at the AWIC Conference).

References

1. Bodie Z, Kane A, Marcus AJ (2001) Investments, 4" Edition. McGraw Hill.

2. Cooley R, Mobasher B, Srivastava J (1997) Web Mining: Information and Pat-
tern Discovery on the World Wide Web. Proceedings of the IEEE International
Conference on Tools with Artificial Intelligence (ICTAI'97), Newport Beach,
CA.

3. Extractor DBI technologies (2003) [http://www.dbi-tech.com].

4. Fama EF (1970) Efficient Capital Markets: A Review of Theory and Empirical
Work, Journal of Finance 25: 383-417.

5. Fama EF (1991) Efficient Capital Markets: II, Journal of Finance 46: 1575-1617.

6. Gidéfalvi G (2001) Using News Articles to Predict Stock Price
Movement,  Online  at:  [http://citeseer.nj.nec.com/517027.html]  or
[http://www.cs.aau.dk/~gyg/docs/financial-prediction.pdf].

7. Huagen RA (1995) The New Finance: The Case Against Efficient Markets.
Prentice-Hall.

8. Jain AK, Murty MN, Flynn PJ (1999) Data Clustering: A Review, ACM Com-
puting Surveys, Vol 31 No. 3.

9. Kaboudan MA (2000) Genetic Programming Prediction of Stock Prices, Com-
putational Economics 16: 207-236.

10. Kosala R, Blockeel H, Web Mining Research: A Survey, SIGKDD Explorations,
Vol 2, Issue 1.

11. Landry R Jr., Debreceny R, Grey GL (2004) Grab Your Picks and Shovels!
There’s Gold in Your Data, Strategic Finance, January (85, 7).

12. Last M, Klein Y, Kandel A (2001) Knowledge Discovery in Time Series
Databases, IEEE Transactions on Systems, Man and Cybernetics — Part B:
Cybernetics, Vol 31 No. 1.

13. Lavrenko V, Schmill M, Lawrie D, Ogilvie P, Jensen D, Allan J (2000) Language
Models for Financial News Recommendation, CIKM 2000, McLean, VA USA,
ACM 2000.

14. Maimon O, Kandel A, Last M (2000) Knowledge Discovery and Data Mining,
The Info-Fuzzy Network (IFN) Methodology, Norwell, MA: Kluwer.

15. Peramunetilleke D, Wong RK (2002) Currency Exchange Rate Forecasting from
News Headlines, Thirteenth Australasian Database Conference (ADC2002),
Melbourne, Australia, Conferences in Information Technology, Vol 5.

16. Quinlan JR (1993) C4.5: Programs for Machine Learning, Morgan Kaufman
Publishers Inc., San Francisco, CA.

17. Wuthrich B, Cho V, Leung S, Permunetilleke D, Sankaran K, Zhang J, Lam
W (1998) Daily Stock Market Forecast from Textual Web Data, IEEE Interna-
tional Conference on Systems, Man. and Cybernetics, Vol 3: 2720 -2725.



CatS: A Classification-Powered Meta-Search Engine

Milo§ Radovanovi¢ and Mirjana Ivanovié

University of Novi Sad

Faculty of Science, Department of Mathematics and Informatics
Trg D. Obradovica 4, 21000 Novi Sad

Serbia and Montenegro

{radacha,mira}@im.ns.ac.yu

Summary. CatS is a meta-search engine that utilizes text classification techniques to improve
the presentation of search results. After posting a query, the user is offered an opportunity to
refine the results by browsing through a category tree derived from the dmoz Open Direc-
tory topic hierarchy. This paper describes some key aspects of the system (including HTML
parsing, classification and displaying of results), outlines the text categorization experiments
performed in order to choose the right parameters for classification, and puts the system into
the context of related work on (meta-)search engines. The approach of using a separate cate-
gory tree represents an extension of the standard relevance list, and provides a way to refine
the search on need, offering the user a non-imposing, but potentially powerful tool for locat-
ing needed information quickly and efficiently. The current implementation of CatS may be
considered a baseline, on top of which many enhancements are possible.

1 Introduction

Modern general-purpose Web search engines like Google and Yahoo, although in-
valuable, could benefit from improvements in many areas, including coverage (only
a portion of the Web is indexed by any one search engine), relevance ranking of
Web pages with regards to a query, and presentation of results. For this reason many
meta-search engines have been set up, which address coverage and ranking issues
by aggregating results returned by several search engines for a specific query (Dog-
pile, Mamma), and may also attempt (more rarely, however) to give an alternative
presentation of results using clustering techniques (Vivissimo, KartOO). This pa-
per will describe CatS (http://stribog.im.ns.ac.yu/cats/) — a meta-search engine
that focuses on presentation of search results by automatically sorting them into a
hierarchy of topics employing fext categorization [23], instead of the widely used
clustering methods.

To illustrate the benefits of rendering search results in a form different from the
now standard relevance list model, whatever technique is used, consider two scenar-
ios at the opposite extremes of user intention:

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 191-200 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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(1) auser looking for a very specific piece of information (“I need some information
about this particular model of guitar.”), and

(i1) auser attempting to learn about, or simply browse pages related to some broader
topic (“I want to read something about animals living in England.”).

In both cases a search engine may fail the user — for (i) a good example is given in [6],
where the query ‘martin d93 guitar, which refers to a legendary model of guitar
manufactured by C. F. Martin, returned dozens of unrelated pages ranked higher than
any truly relevant answer!. If the relevant search results were sorted, for example,
into topic Arts — Music, they would have been easier to trace.

For case (ii) the benefits of sorting are even more obvious — for instance, pages
about Animals, the band, would have been separated from pages about English
wildlife.

The common denominator of both described cases is query ambiguity. In the first
case the ambiguity was introduced by the content and structure of the Web, coupled
with the ranking algorithms of search engines. Relying on inverse document frequen-
cies made search engines rank any page which contained the rare term ‘d93’ unrealis-
tically high, disregarding the term’s connection to ‘martin’ or ‘guitar.” Furthermore,
“fancy hits,” such as pages containing query terms as part of e-mail addresses, in-
troduced additional mixup. In the second case the ambiguity simply resulted from
different possible meanings of the word ‘animals.” Resolution of ambiguity, like the
one described above, is given additional importance by the finding that the majority
of queries posted to search engines consist of only one word [2].

Practically all meta-search engines that provide an alternative presentation of
search results rely on clustering techniques, which may generate excellent topic hi-
erarchies for some queries, but prove not so satisfactory for others (see Sections 4
and 5 for a more comprehensive discussion). Although classification was often men-
tioned as a possible method for enhancing the presentation of search results [11, 23],
it has seldom been attempted in practice. Some general-purpose search engines do
indicate topics of their Web search results, but only for pages which are actually
included in the employed Web-page directories — no automatic classification is per-
formed. To our knowledge, CatS is the first freely available meta-search engine to
rely solely on classification in the result sorting task.

The rest of the paper is organized as follows. The next Section describes the
CatS meta-search system: its usage and implementation, including HTML parsing,
classification, and presentation of results. Section 3 outlines the text categorization
experiments performed in order to choose the right combination of document repre-
sentation, feature selection method and classification algorithm. Section 4 discusses
the system in the context of related work on (meta-)search engines, and the last Sec-
tion concludes with an analysis of the pros and cons of the chosen approach, and
points out relevant directions for future work.

! In the meantime, a couple of D93 guitars have appeared on online shopping sites, but
the vast majority of results still refer to models of electronic devices and obscure e-mail
addresses.
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2 The CatS Meta-search Engine

CatS operates by forwarding the user query to a major Web search engine, and dis-
playing the returned results together with a tree of topics which can be browsed to
sort and refine the results. Figure 1 shows the top 100 results for query ‘animals eng-
land,” returned from Yahoo, displayed according to their original order of relevance
in root category All, and Fig. 2 depicts the portion of the results classified into cat-
egory Arts — Music. Therefore, this model of presentation, from a user interface
point of view, can be considered an extension of the standard relevance list.

2.1 CatS Structure

The system is implemented as a Java servlet running on an Apache Tomcat server.
The basic structure and flow of information is illustrated in Fig. 3. The user posts
a query (1) and chooses the search engine to be used via a simple HTML form.
The CatS servlet reads the query, forwards it verbatim to the search engine, and
retrieves the results in HTML format (2). It then parses the HTML, extracting the
title, hyperlink and excerpt of each result. The results are then classified based on
their titles and excerpts, and the category tree (3), together with the results, is sent to
the user for viewing.

HTML Parsing. An open-source HTML parsing library simply called HTMLParser
(http://htmlparser.sourceforge.net/) was used to extract the titles, links and ex-
cerpts of search results, using its convenient filter mechanism. The filter for Yahoo
search results, which builds a NodeList data structure of A tags containing titles and
links, and DIV tags with the excerpts, is defined as follows

new OrFilter(
new AndFilter(
new TagNameFilter("A"),
new HasAttributeFilter("class", "yschttl")),
new HasAttributeFilter("class", "yschabstr"));

The list is built from A tags which have the attribute ‘class’ set to the value ‘yschttl,
and any tags (in this case DIVs) with ‘class’ set to ‘yschabstr.” Concrete text is then
trivially extracted from the formed list of alternating As and DIVs.

The filter approach is robust to changes in HTML content of search results pages
that are unrelated to the properties described above. Even if a change breaks the
parser, the administrator is notified and the filter can quickly be adjusted using the
visual tool for filter construction provided with HT MLParser. Currently, the system’s
parsers support Yahoo, Teoma and AllTheWeb search engines.

Classification. The categories for sorting search results are based on topics from
the dmoz Open Directory (as of July 2, 2005), and are organized in a hierarchical
manner. Two levels were considered enough for the sorting task — eleven top-level
categories were chosen, namely Arts, Business, Computers, Games, Health, Home,
Recreation, Science, Shopping, Society and Sports; and an additional category Other
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Fig. 1. All results displayed by CatS for query ‘animals england’

Fig. 2. Results for query ‘animals england’ classified into Arts — Music
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Fig. 3. CatS structure and information flow

was added for unclassified documents. The second level of dmoz contains simply
too many categories to be employed in unmodified form, therefore many categories
needed to be merged or discarded. The criteria that were followed when performing
these operations were the apparent relatedness of certain topics (like Artificial Intelli-
gence and Robotics), their specificity (Volleyball, Handball etc. were all merged into
Ball Sports), and small number of examples (such categories were either discarded
or merged with a related topic). Since English is a highly predominant language on
the Web, at this time the system focuses on English language documents only.

For each category, a binary classifier was trained using Web-page titles and de-
scriptions from dmoz data. The employed classification algorithm is the Comple-
mentNaiveBayes classifier from the WEKA machine learning environment [24]. The
document representation, feature selection method and classification algorithm were
not chosen ad hoc, but were based on a controlled set of experiments (see Section 3).

During classification, the first step is to decide which results belong in each top-
level category. Then, if a category is populated by more than 10 results, classification
is done at the second level. Since the classifiers are binary, each search result may
belong to multiple categories, or none, in which case it is sorted into Other.

The Category Tree. Upon classification, the servlet generates a JavaScript tree data
structure containing the names of all categories, and array indexes of results classified
into each. Figure 4 shows the category tree of 10 results returned by Yahoo for query
‘animals england,” and a sample entry for arrays of tiles, links and excerpts. The
tree data, together with the arrays, is embedded into the header of the HTML page
presented back to the user, and the category tree is displayed in the left frame of the
page using Treeview (http://www.treeview.net/) — a JavaScript tree menu library.

Using this approach, all browsing is done “offline” on the user’s computer, max-
imizing the responsiveness of the system, and freeing the Web server from session
management and additional query processing.
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tree = new Cat("All",[0,1,2,3,4,5,6,7,8,9],
[ new Cat("Arts",[1,21,[1),

new Cat("Computers",[2],[]),

new Cat("Health",[0,1,3,4,7,91,[1),

new Cat("Recreation",[1,3,5,9],[1),

new Cat("Science",[0,5,7]1,[1),

new Cat("Shopping",[2,91,[1),

new Cat("Other",[6,8],[1)
D;

title [0] = "New England Physical Therapy for Animals > About NEPTA";
link  [0] = "http://www.ptd4animals.com/";
excerpt[0] = "New England Physical Therapy for Animals provides...";

title [1] = "Animals in England";
link [1] = "http://www.woodlands-junior.kent.sch.uk/customs/...";
excerpt[1] = "... Animals of England and the rest of Britain. ...";

title [2] = "Animals CD’s and Videos";
link  [2] = "http://www.chordsandtab.com/animals_cd’s_and_videos.htm";
excerpt[2] = "Animals CD’s and Videos brought to you by Chords And...";

Fig. 4. JavaScript data structures generated for classified search results

3 Text Categorization Experiments

Prior to implementing the meta-search engine, two rounds of text categorization ex-
periments were performed, in order to determine the best combination of classifiers,
document representations and feature selection methods for the task of sorting search
results. The experiments involved five classifiers from WEKA: ComplementNaive-
Bayes — a variant of the classic Naive Bayes algorithm [21, 8], SMO — an imple-
mentation of Platt’s Sequential Minimal Optimization method for training Support
Vector Machines [15, 7], VotedPerceptron — introduced by Freund and Schapire [5],
IBk — a form of k-Nearest Neighbor [1], and J48 — an implementation of revision 8
of the C4.5 decision tree learner [17].

The first round of experiments dealt with document representations — variations
of the bag-of-words model — and included all possible combinations of stemming (us-
ing the Porter Stemmer [16]), normalization, term frequencies and their logarithms,
and inverse document frequency transformations. Stopword elimination (using the
standard stopword list from [22]) was done as a preprocessing step for all texts.

The second round concentrated on determining the best feature selection method
and reduction rate, and included chi-square, information gain, gain ratio, ReliefF and
symmetrical uncertainty criteria [23, 11, 9, 24]. All experiments were performed in
5 runs of 4-fold cross validation on datasets extracted from dmoz, and the values of
standard evaluation measures — accuracy, precision, recall, F; and Fy [23] — were
compared using the the corrected resampled t-test [12] supplied with WEKA.
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Table 1. Performance of classification (in %) using the best document representations on the
Home dataset without feature selection, together with improvements over the worst represen-
tations (statistically significant ones are in boldface)

CNB

SMO

VP

1Bk

J48

Accuracy
Precision
Recall

F

F»

82.56 (5.26)
81.24 (8.66)
83.91 (1.81)
82.48 (3.64)
83.31 (2.19)

83.19 (1.67)
85.67 (3.86)
78.93 (3.80)
82.07 (2.17)
80.14 (3.30)

78.38 (5.12)
80.45 (7.85)
74.06 (0.96)
77.02 (4.23)
75.20 (2.16)

74.93 (21.96)
71.32 (14.32)
81.66 (45.20)
76.07 (33.90)
79.31 (39.72)

71.77 (3.64)
90.24 (1.60)
47.59 (10.59)
62.12 (9.09)
52.48 (10.41)

The first round of experiments demonstrated that there are statistically significant
differences between document representations for every classifier with at least one
measure. Table 1 illustrates this finding for one extracted dataset in which positive
examples are taken from dmoz’s Home category, and negative examples uniformly
(in a stratified fashion) from all other first-level topics.

The overall result of the experiments, concerning the problem of sorting search
results, was that the combination of the normalized term frequency representation,
with stemming, but without any feature selection method, and the Complement-
NaiveBayes classifier was best suited for the task. For reasons similar to those in [11],
the Fo measure was valued most, which gives precedence to recall over precision,
i.e. it prefers false positives to false negatives. What this means for categorization
of search results is that it is more desirable to overpopulate categories to a certain
extent, than leave results unclassified in the Other category. Furthermore, Comple-
mentNaiveBayes exhibited an order of magnitude faster training times than all other
classifiers, and was among the quickest at classification as well.

Detailed accounts of the experiments are presented in [20, 18].

4 Related Work

As for general-purpose search engines, information available on meta-search engines
is rather sparse, but research has been gaining momentum in recent years. SnakeT
(http://snaket.di.unipi.it/) is the most recent implementation of a meta-search en-
gine which sorts results by clustering Web-page snippets”, and also provides Web
interfaces for books, news and blog domains [4]. Carrot2 (http://carrot2.source-
forge.net/) is an open-source “research framework for experimenting with auto-
mated querying of various data sources (such as search engines), processing search
results and their visualization,” which also relies on clustering [13]. CiiRarchies
(http://www.cs.loyola.edu/~lawrie/hierarchies/) is a hierarchical clustering engine
for Web search results described in [10], while Highlight (http://highlight.njit.edu/)
provides the option to sort results at the outermost level using classification, before
resorting to clustering for deeper levels of the topic hierarchy [25]. All these systems
provide Web interfaces and published results, unlike leading commercial clustering

2 A Web-page snippet consists of the page’s title, link and excerpt.
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engines like Vivissimo.com and KartOO.com, which keep the details about the al-
gorithms they employ in hiding. According to [4], no meta-search engine, research
or commercial, has outperformed Vivissimo with regards to the quality of generated
clusters, and the majority of engines with known internal workings are rather slow,
which limits their usefulness in practice.

A pure classification approach to sorting search results was described in [3],
where a closed-environment study involving Internet users of different profiles
showed that their category style of presentation was generally preferred over the list
model. The authors chose to break up the list of results between categories right at
the initial displaying of results, showing only several examples from each category,
based on which the user could choose to “expand” a particular topic. This makes
their approach a replacement, rather than an extension of the standard relevance list.
This differentiates it from the approach taken in CatS, which is more in line with the
majority of clustering meta-search engines mentioned above.

Another way to utilize classification in sorting search results is by means of fo-
cused, or vertical search: the user is first asked to navigate and fix a particular cate-
gory of interest, and then post a query [23]. The results would not only be restricted
to the chosen (and related) categories, but also ranked in accordance with that partic-
ular line of search, instead of using only global link graph analysis [14]. But today,
when “googling” is becoming a synonym for “searching the Web,” changing the
user’s habits may prove a difficult, if not an impossible task. Thus, asking the user to
first fix a topic (by choosing a topic explicitly, or choosing the search engine itself)
and then post a query, as required by the majority of vertical search engines (like
LookSmart.com), can be viewed with reluctance by many users.

5 Conclusion

Using classification for sorting search results has both its advantages and disadvan-
tages. Categories are chosen by humans, rather than constructed by some clustering
algorithm, so it is clear what their meanings are, and the user will most probably find
browsing comfortable and intuitive. But, this clarity makes classification errors obvi-
ous, possibly reducing the user’s faith in the system. This effect was emphasized for
CatS by our choice to prefer overpopulating categories over leaving results unclassi-
fied. Furthermore, a fixed set of topics may not suit every query: for example, CatS
sorts almost all results for ‘java servlets’ under Computers — Programming, which
is unlikely to be particularly useful if computer programming is precisely what the
user is interested in. Clustering approaches to sorting search results tackle this issue
by dynamically generating topics from the list of results for every individual query.
But, while for some queries the identified topics look natural and helpful, for others
they may seem rather ambiguous — unclear as to what makes them “topics.”

The categories currently used by the presented meta-search system were chosen
and engineered by the authors in a rather ad hoc fashion. Further work on the system
may include a more systematic evaluation of the practical utility of every individual
category, based on user feedback and usage statistics. Fine-tuning of classifiers and
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adding some simple heuristics to improve classification performance is also on the
agenda. Aggregating results from several search engines, instead of (or in addition to
the option of) using only one, presents another possible path for development. Intro-
ducing additional levels of categories could improve their suitability to queries, with
the danger of compromising classification accuracy at deeper levels of the hierarchy.

Perhaps the most interesting and novel direction of research would be to investi-
gate a mixture of classification and clustering techniques for sorting results, present-
ing a marriage of the clarity and familiarity of human-engineered topics, with the
dynamic nature and adaptability of automatically generated clusters. To our knowl-
edge, in the research community this has only been attempted with Highlight, but
its choice to use classification only at the first category level seems to be a rigid
way to accomplish this. Delving into the Semantic Web arena, the marriage might be
achieved by utilizing ontologies both for Web pages (like dmoz) and human users
(with well-identified simple, but universal needs, intentions, profiles etc.). The on-
tologies could then impose constraints on the execution of a clustering algorithm,
or subsequent mapping of independently generated clusters to ontologies could be
performed using classification.

In the long run, on the scale from a feasibility demonstration to a full-fledged
search engine, CatS leans more to the former. The ideal scenario would be the inte-
gration of classification technology into existing, or newly crawled Web-page collec-
tions like the ones maintained by dominant general-purpose search engines. Then,
classification performance would be enhanced not only by the availability of full
Web-page texts, but also by consulting the link data used to calculate page rankings.
Furthermore, in the spirit of vertical search, results could be re-ranked depending on
the category being viewed, but without requiring the user to pre-determine the topic
of the search.

As itis, CatS presents a unification of the style of search result displaying which
is employed by many clustering meta-search engines (like Vivissimo), with text cat-
egorization techniques. Using the category tree as an extension of the relevance list
provides a way to refine the search on need, by browsing topics which are clear and
familiar, that way offering the user a non-imposing, but potentially powerful tool for
locating needed information quickly and efficiently.
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Abstract. Semi-Automatic extraction of product attributes from URLs is an
important issue for comparison-shopping agents. In this paper we examine
a novel decision tree framework for extracting product attributes. The core
induction algorithmic framework consists of three main stages. In the first
stage, a large set of regular expression-based patterns are induced by employ-
ing a longest common subsequence algorithm. In the second stage we filter the
initial set and leave only the most useful patterns. In the last stage we rep-
resent the extraction problem (in which the domain values are not known in
advance) as a classification problem and employ an ensemble of decision trees.
An empirical study performed on a real-world extraction tasks illustrates the
capability of the proposed framework.

1 Introduction

Web content mining refers to mining, extraction and integration of useful
data, information and knowledge from web page contents. Reliable extraction
of product attributes from the web is a well-known issue which is crucial for
comparison-shopping agents [8].

Due to the variety of sources and the dynamic nature of the internet, shop-
ping comparison services can not rely on manual development of extraction
agents and an automatic framework for developing these agents is required.
This is especially true because most of the information on the web is stored in
a semi-structured manner and sometimes the information is even provided as
free-text. Different sites have different structures and might refer to different
attributes of the same product.

A general engine for extracting product attributes should be able to extract
information from structured pages (in which the entities’ attributes values are

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 201-210 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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composed in a certain structure) and from non-structured pages (for example
if the entities’ attributes values are included in some free-text sentences).
Roughly speaking there are two approaches for structured data extraction:
wrapper induction and automatic data extraction.

In wrapper induction a human user manually label the target items in a
few training Web pages. This set of labeled pages is given to an induction
algorithm that learns extraction rules or patterns. The rules are applied to
extract target items from other pages. There are several systems that use
wrapper induction methodology [1].

In automatic data extraction a set of positive examples is given. The idea
is to generate from these pages, the extraction patterns. Thus no manual
labeling is required, but instead a set of positive pages of the same template
is required [2].

KnowlItAll is a Web-based, unsupervised domain-independent informa-
tion extraction system [3]. Given a set of relations of interest, it instanti-
ates relation-specific generic extraction patterns into extraction rules which
find candidate facts. Then it outputs a probability associated with each fact
by using a Naive Bayes classifier. Integrating information from multiple web
sources is complicated because the same data objects can exist in inconsistent
text formats across sites or because a search for a particular object can return
multiple results.

When developing a general engine for product data extraction no assump-
tion should be made regarding the attributes because each product class has
different attributes. Moreover the same html page usually contains additional
information other than the interested product attributes (such as information
regarding the store itself or information regarding similar or complementary
products) and it is possible that some pages contain errors. Previous works
[5] that have extracted product attributes by solving classification problems,
have assumed that the attributes value domains are known in advance.

The goal of this research is to develop a simple learning framework for
extracting product attributes. Our assumption is that arranging a very large
number of simple extraction patterns in a hierarchical manner by using a
decision tree induction algorithm can provide a high accuracy.

2 Proposed System

We are given a training set which consists of instances that describe different
product instances taken from a single product class (for instance laptop com-
puters). Each product is characterized by the same set of attributes (i.e. the
class properties). In addition to that a non empty set of URLs is attached to
each product. Each product instance may have a different number of URLs
from different sites. The URL contains an html document that provides infor-
mation about the product. Note that it is not necessarily true that all product
attributes can be extracted from a single document.
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2.1 Preprocessing

The preprocessing step consists of the following three phases:

Normalization The main goal of normalization is to convert all writing styles
of the attribute values into a single style. For instance a number and a
capital letter located in the same tag and possibly separated by one or
more white space or special sign (such as comma), is converted into a
number and text having one space only (i.e. 512MB will be represented
as a 512 MB).

Zoning The learning algorithm presented below requires that the html docu-
ment will be broken into extraction zones. A good strategy for breaking
the HTML into its ingredients is to search for the smallest string that con-
tains the extracted value and much as possible of relevant support tokens
(such as the attribute name) and less as possible of non-relevant tokens.

Labelling Because the training set does not provide a specific labelling of the
product attributes in each URL but only a general list of attributes. For
this reason, we are required to associate the zones with the relevant label.
For this purpose we go over all products. For each product we go over all
its URL documents. Each zone in the document is labelled according to
the product attribute to which it refers. Note that some zones might have
no match for a certain attribute (we refer to this class as "undefined”)
while other may refer to more than a single property.

2.2 Learning of Regular Expression Patterns

We suggest the following regular expression learning procedure. This proce-
dure consists of three phases: Creating a set of extraction patterns over the
labeled text; Patterns selection; and Creating a classifier that employs the
patterns in a hierarchical manner.

Creation of Extraction Patterns

Each extraction pattern (p) consists of three items:

e A regular expression denoted as p.t. Each zone will be matched to this
regular expression. It may contain one or more groups of tagged expressions
to be used by the extraction expressions.

Associated product attribute (denoted as p.r).
An extraction expression to be used for extraction the value assuming that
pattern has been matched (denoted as p.c).

We identify several types of extraction patterns. The simplest set of pat-
terns will be based on the attribute name followed by a value. This kind of
patterns can be used to extract the value for other products of the same
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class and from the same URL prefix. This pattern is relevant only to tabular
structure.

Another simple set of patterns will be based on the actual values in each
attribute. This can be useful for attributes that have small set of values. For
instance the fact that the token Intel or AMD appears in the text indicates
that this is the manufacture. However in some cases the same value can be
used in different attributes (for example the value 333 MHz can be used for
the attribute "RAM Speed” or for the attribute ”"Bus Speed”). Moreover the
value may appears in the text but it refers to unhandled attribute, for instance
the value ”71024MB” in the zone ”User upgradeable up to 1024MB” refer to
the potential RAM size but not the actual RAM size.

Additional set of patterns will be based on the generalized attribute name.
The basis for discovering a regular expression is a method that compares two
strings with the same meaning (concept). By employing the LCS (longest
common subsequence) algorithm (Myers, 1986) for each part in the zone (i.e.
the substrings that precede the value and the substrings that follow the value),
we can obtain a regular expression that fits these two strings is created. For
instance if we obtain the following three zones of the same attribute (Installed

RAM):

<TR><TD>Installed RAM:</TD><TD>512 MB</TD></TR>
<TR><TD>Memory Size</TD><TD>1024 MB</TD></TR>
<TR><TD>Installed Memory</TD><TD>1024 MB</TD></TR>

Each pair of zones is combined using the LCS algorithm that was revised
to compare tokens as opposed to comparing characters in its classic imple-
mentation. Moreover whenever there was only insertion (or only deletion) we
added a wild card string of minimum length of 0 and maximum length of the
inserted string (including the leading and trailing spaces). On the other hand
whenever there was simultaneously insertion and deletion, we added a wild
card string with the minimum length of the shortest string and maximum
length of the largest string (without leading and trailing spaces because they
are part of the common substring). In this case the following patterns are
created:

<TR><TD>Installed .{4,6}</TD><TD>\([0-9 MGB]{6,7}\)</TD></TR>
<TR><TD>.{0, 10} Memory.{0,5}</TD><TD>\ ([0-9 MGB]{6}\)</TD></TR>
<TR><TD>.{11,14}</TD><TD>\ ([0-9 MGB]{6,7}\)</TD></TR>

For instance by applying this algorithm on zone 1 and zone 3 we obtain the
first pattern. The substring ”\([0-9 MGBJ{6,7}\)” indicates a group expres-
sion that refers to the extracted value (in this case ”512 MB” or 71024 MB”).
The set of possible characters ([0-9 MGB]) in this group is defined according
all values of this attribute in the training set. The extraction command will be
in this case \1. This indicates that the first matched group is the output. The
third pattern presented is too general and obviously will not contribute to the
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extraction’s performance. This kind of patterns will be filtered out as part of
the pattern selection procedure that is presented in the following section.

Note that the same approach can be used to extract information from
zones that contain unstructured data. For instance given the following two
zones:

This superb laptop computer has 128 MB of fast SDRAM memory.

Acer has packed on an incredible 512 MB of onboard DDR
memory along with a huge 100GB hard drive.

If the anchor attribute is still the memory size, then in this case we execute
the Longest Common Subsequence by comparing the substrings that precede
the value and the substrings that follow the value and get the following regular
expression:

.{32,33}\ ([0-9 MGBI{6}\) of .{10,13} memory.{1,36}

Another set of patterns will be based on the generalized attribute value.
For instance given the above example we obtain the following patterns:

\ ([0-9] [0-9] [0-9] [0-9]7\) MB
\ ([0-9] [0-9] [0-9]\) MB

The first pattern is generated using zone 1 and zone 2. Because in zone
1 the memory size has three digits and in zone 2 it has four digits then
the combined group have three mandatory digits and additional one optional
digit. The rest of the pattern is based on the common string which represents
the units in which the value is measured (in this case MB). Additional set of
pattern is created by combining the patterns of type 3 and 4, for instance:

<TR><TD>Installed .{4,6}</TD><TD>\([0-9] [0-9] [0-9] [0-9]7\)
MB</TD></TR>

Patterns Selection

Obviously there are many patterns that can be created (each pair of zones with
the same attribute). Moreover each pattern will have a different generalization
capability. Thus we need a criterion to select the pattern that best differentiate
one attribute from the other.

We are using the following two heuristic procedures sequentially in order
to obtain the best discriminating patterns:

(a) Generalizing from similar patterns— Many of the generated patterns
differ only in the distance of important keywords from the seed attribute.
Grouping such patterns taking only maximum distances eliminates many pat-
terns;

(b) Using existing feature selection methods. Feature selection is the pro-
cess of identifying relevant features in the dataset and discarding everything
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else as irrelevant and redundant. In this research we are using a non-ranker
filter feature selection algorithm. Filtering means that the selection is per-
formed independently of any learning algorithm. Non-ranker means that the
algorithm does not score each pattern but provides only which pattern is
relevant and which is not.

Two measures are used sequentially for evaluating the patterns as part
of the feature selection process. The first one is the information gain and its
main goal is to find the patterns that can identify the most relevant zones for
a certain attribute.

Additionally to the information gain, we evaluate the likelihood [; of a
certain pattern to extract the correct value. The aim of this measure is to find
the pattern that can extract the correct values for a certain attribute. Given
a certain pattern ¢ for attribute r and a corresponded extraction command c,
this likelihood can be simply estimated by dividing the number of products
in which the pattern p.t was matched and the corresponded command p.c has
extracted the correct value of attribute p.r divided by the number of products
in which pattern p.t was matched.

Creating the Classifier Extractor Tree

The filtered patterns for the last section are then fed into a decision tree
inducer which creates a classification decision tree. Note that we are creating
a different decision tree for each product attribute.

For this purpose we need to represent our data as regular training set, such
that existing decision trees learning methods can be used. Note however that
our problem is not a classification one nor a regression one, but an extraction
one. This is because we do not know in advance all possible nominal values
that can be extracted (for instance the name of the companies that produced
the product).

Each pattern represents a different column in the dataset. Note that for
each product attribute we are creating a different dataset because each at-
tribute has a different set of patterns (recall that each pattern is associated
with only one product attribute).

Each zone is represented by one or more rows according the following
procedure. Lets say that the we are looking for the attribute r» and we are
given a filtered set of patterns pi,...,p, to be checked . Given a zone s; we
check all available patterns. For each pattern p; that is matched we extract the
value according to its extraction expression. For each distinct extracted value
v, we create a different row in the training set. In this row each of the column
representing the patterns will have either 717 (if the pattern is matched and
it extracted the value vy), 70" (if the pattern is matched but it extracted a
value that is different from vy ) or ”-1” (if the pattern is not matched). The
value of the class column will have either ”1” (if the vy is equal to the real
attribute value) or 70" (otherwise).

The following example illustrates this procedure. We are given the zone:
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<TD>Installed RAM:</TD><TD>256 MB (512 MB optional)</TD>

We are interested to extract the ”installed RAM” attribute and we are
given the following three patterns:

\ ([0-9] [0-9]1 [0-9]1\) MB
<TD>Installed .{4,6}</TD><TD>\([0-9] [0-9] [0-9] [0-9]17\) MB
<TD>.{11,143}</TD><TD>\ ([0-9] [0-9] [0-9]\) MB</TD></TR>

The extraction expression is ”\1 MB” for all patterns. By using these
patterns on the given zone we extract the following two values v1="256 MB”
from p; and po and the value v9="512 MB” from ps. Note that p3 has not
been matched in this zone. In this case the zone will be represented in the
training set as two rows (see Table 1). The first row refers to the value 7256
MB” (which is the correct one, thus y = 1) and the second row refers to the
value 7512 MB”.

Table 1. Illustration the mapping procedure

P1 (P2 |P3 |Y
1 1 -1 1

0 1 -1 |0

Using a decision tree as a classifier in this case has several advantages: (1).
the zone is not classified based on a single pattern, but on set of patterns, i.e.
this classifier can be used to indicate that a zone is classified to a certain label
only if this value was extracted by two patterns and was not extracted by a
third pattern. This is more expressive than the classical approach in which the
classification is based on a single pattern; (2). As opposed to other classifiers
(such as neural networks) the meaning of the classifier can be explained.

2.3 Using Patterns for Extracting Information of New Products

Given a new product with a set of URLs, we first perform the abovementioned
pre-processing procedure. Then for each attribute needed to be extracted we
employ its corresponded decision tree in the following way. Each zone s; (from
all URLSs) is matched against the list of patterns. Then a set of rows is created
according to the procedure presented above, i.e. for each distinct value v that
was extracted, a different row is created. We then execute each row against the
decision tree and obtain the probability Pr; ;for obtaining the corresponded
value vy, by zone s;.

Following [3] we are using Naive Bayes approach to combine all proba-
bilities from all zones. Then we normalize the result to get the posteriori
probability. The a-priori probability is calculated based on the frequency of
the value v in the training set. However using the frequency as-is will typ-
ically over-estimate the probability. In order to avoid this phenomenon it is
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useful to perform the Laplace correction. According to Laplace’s law of suc-
cession, the probability of having v, which has been observed n times of m
instances is (n+1)/(m+d) where d denotes the distinct count of the extracted
values. Thus, value that has never been seen in the training set before still
has a small but positive a-priori probability.

3 Experimental Study

The potential of the proposed methods for use in real word applications was
studied. In this study we have examined the proposed system in two class of
products: Strollers and PC Laptops. Strollers are characterized by attributes
such as ”Overall Weight”, ” Number Of Harness Points” etc. PC Laptops are
characterized by attributes such as Processor Type, Processor Speed etc.

For each product class, there were 600 available instances. Each instance
may have one or more URLs from which the attributes can be extracted.
On average there were 7.7 URLs for each instance. The attributes in every
product instance have been extracted manually. Almost 20% of the values are
missing. It is also estimated based on previous statistics that data is noisy
and only 90% of the values are correct. We performed several experiments in
order to determine the classifier sensitivity to the following parameters: (a)
Different training set sizes; (b) the effect of using feature selection (c) the
effect of using ensemble of decision trees — it is well known that ensemble
can improve accuracy. We examined here in what extent it can improve the
results.

3.1 Measures Examined

The first measure used is the well-known accuracy rate, indicating the por-
tion of instances’ attributes that has been extracted with the correct value.
Another measure that was examined is the so-called ”Non-Extracted Ratio”
portion of instances’ attributes that has not been extracted at all. Note that
extracting an incorrect value is considered to be more severe problem then
not extracting a value at all.

For examining the above measures the product instances have been split
into two sets: (1) Training set (2/3); (2) Test set (1/3). All results presented
below refer to the test set. Additionally missing values in the test set has been
excluded from the evaluation. Only half of the instances in the training set
have been used for the creation of the extraction patterns. While for creating
the classifier extractor tree we have used all instances in the training set.
The motivation behind this procedure is two-folds. First, we need that our
framework will be capable to extract from domain values that have not been
defined in advance. Thus the creation of the classifier extractor should include
instances with domain values that have not been seen in the phase of pattern
creation. By that it simulates the real extraction task we are facing. The
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second reason relies on the fact that if many instances are used in the pattern
creation then more extraction patterns are created (as potentially each pair of
instances can create several patterns for each product’s attribute). This can
lead to the problem known as ”curse-of-dimensionality”. By using a smaller
training set we can reduce this effect.

3.2 Algorithm Used

We have used the well-known C4.5 algorithm as the main decision tree in-
ducer [9]. For creating the ensemble of decision trees we used the AdaBoost
algorithm [4].

In this paper we are using the Correlation-based Feature Subset Selec-
tion (CFS) as a subset evaluator [6]. CFS Evaluates the worth of a subset
of attributes by considering the individual predictive ability of each feature
along with the degree of redundancy between them. Subsets of features that
are highly correlated with the class while having low inter-correlation are pre-
ferred. The search method used is the Forward Selection Search with Gain
Ratio as the scoring criterion.

3.3 Results

Table 2 presents the mean Accuracy and Non-Extracted Ratio obtained by
the Regular expressions classifier in each one of the products. The results
indicate that the regular expressions classifier usually obtain high accuracy.
Moreover the portion of the incorrect extracted values is relatively small. In
the product Stroller about 6.8% of the values (100%-87.2%-6%) have been
extracted incorrectly. While in product Laptop about 5.4% of the values have
been extracted incorrectly.

Table 2. Overall Results

Method Non-Extracted Ratio Accuracy
Stroller 6% 87.2%
Laptop 4% 90.61%

We compared the mean accuracy obtained by the proposed method before
and after CSF features selection as described above. The filter eliminates
on average 92% of the features while achieving substantial accuracy gain.
Moreover the filtering improves the accuracy by 6% on average. This can
imply that the ”curse-of-dimensionality” problem does exist in this problem.

We also examined how the ensemble size affects the accuracy. We have
checked seven ensemble sizes. It seems that the accuracy of the proposed
method is improved from 84.2% (single model) to 88.9 % (ensemble size of 6).
Note that the optimal value is reached in the ensemble of size 76”7 from that
value there is a minor deterioration.
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4 Conclusion and Future Research

A new pattern based learning framework for extraction of product attributes
from the web is presented. It has been shown that the new approach has
relatively high performance. The pattern based approach manages to learn
and utilize structural features and distances in addition to keywords. Further
work is required to tune and refine the method. Moreover one might use
other algorithms in this framework (for instance using a different decision
tree algorithm or a different feature selection algorithm).

Moreover in the current implementation the extraction of each attribute
has been performed independently to the other features. However in some
cases we might benefit from this dependency and improve the extraction re-
sults. For instance there is a strong relationship between the attribute ”Pro-
cessor Type” and the attribute ”Processor Speed”.
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Abstract. Intelligent Platform of Virtual Travel Agency (IPVita) is a platform
which can intelligently and automatically compose all kinds of travel web
services into a satisfactory travel for tourists. This paper introduced concepts
of Meta Services and Meta Process, which can largely simplify the complexity
of web services composition. And corresponding to these concepts, a Dynamic
Generation Algorithm for Meta Process is presented instead of predefining a
rigorous workflow model. And differently with some Al planning method, this
approach deals with the various requirements of tourists more effectively and
flexibly. Additional this approach also can resolve these similar problems in
other domain.

Key words: Services Composition, Meta Service, Meta Process

1 Introduction

Web services have been are announced as the next wave of Internet-based
business applications that will dramatically change the use of Internet[1]. Now
tourists may get a satisfactory travel by invoking travel services one by one,
however when it come to the question how to compose these services into a
satisfactory travel, they become puzzled. Today a group including authors, is
developing IPVita, which is short for the Intelligent Platform of Virtual Travel
Agency [13], and the aim of IPVita project is to dynamically and intelligently
organize the travel services as a travel process, then offer a satisfactory travel
to tourists.

Nowadays, many trade or open organizes are dedicated to helping the
travel industry take full advantage of the near universal access to the Internet,
such as The Open Travel Alliance (OTA)[1], Travel Technology Initiative(TTT)[2],
the UN/CEFACTI3]. At the same time, some research projects such as
METEOR-S[4], iBOM[5] which have similar goal with IPVita are in develop-
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ing and gain wonderful successes. Differently with these efforts, IPVita tries
to provide some novel features.

(a) In TPVita a travel process is automatically generated instead of being
pre-defined by designer or user[4], which is more adept to the complex and
uncertain environment in Internet.

(b) Instead of traditional planning algorithm[10][11] to compose web ser-
vices straight forward, IPVita used a Dynamic Generation Algorithm for Meta
Process (MPGA) to generate a meta process, and then transform it to a travel
workflow model after matching for meta services with an appropriate travel
service.

To provide a satisfactory travel for tourists, first problem is how to deal
with so flexible users’ demands and so many travel services with different
forms. Paper|[7] classified services based on their operating properties and
presents the concept of service community, which simplified the complexity
of service composition. Nevertheless, paper[7] hasn’t a further discuss on how
to use service community to deal with the user demands and how to create
the integrated process automatically. Paper[8][9][10][11] introduced some au-
tomatically services composition methods using Al planning algorithm, which
are most on the basis of the operating properties of atomic service using intel-
ligent planning technology. But the fact that operating properties of service
cannot express its functions completely, and the immense number of web
services in Internet made these algorithms doubtable. In author’s another
paper[12], concepts of meta service and meta process were presented to sim-
plify the complexity of travel services composition in IPVita and had a good
effect. But in paper[12] a meta process model is represented by a simple n-
matrix and author used first logic rules as generation conditions, which had
some limits in the ability of describing a travel process and the performance
of generation algorithm. In this paper, author advanced the definition of meta
process and presented a new meta process generation algorithm having got
more effective results in stochastic and dynamic nature environment.

The remainder of this paper is organized as follows: In Sec.2 the new
definition of meta process is introduced and a short introduction about how
to use meta process in IPVita is generalized. In Sec.3, we introduced the Meta
Process Generation Problem at first, then an improved dynamic Generation
Algorithm for Meta Process (MPGA) is introduced. In Sec. 4, we compared
the result of two algorithm and analyze the time and space complexity of this
algorithm. And in last section, there are the conclusion and future work.

2 Meta Service and Meta Process in IPVita

In practice, travel services can be classified into some categories according to
their functions. Services in a same category have so similar function that it is
very sound to look them as a virtual service. In IPVita we present a concept
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of meta service[12], presents a set of similar services in operation properties.
Definition 1: Meta Service

A meta service [S1, Sa, Ss, .. Sy], is a set of services with similar operation
properties.

A meta service can be seen as a delegate of some similar services. For
example in travel industry, meta service of Ticket Booking delegates all kinds
of bus, railway and airline ticket booking services.

The ideal of meta service illumines from Services Community[7], which
classes all web services into some groups to simplify the services composition.
The author of this paper advances Services Community to meta service, which
is important to services registration, services discovery, tourists’ requirements
and process generation automatically. Using meta services, IPVita’s complex-
ity is largely decreased and reliability is largely increased.

Definition 2: Meta Process

A meta process is a tri-tuple jC, M, Arc;,where

C = [c1, ¢, ¢35, ...y Cpl, 1S a set of resources container;

M = [mq, ma, mg, ..., my], is a set of meta services;

Arc = (C x M) || (M x C), is a transition from C to M or from M to C,
but noticed that those transition from C to C or from M to M is prohibit;

And there are at least one Arc from ¢; to M, there are not arc from M to
Cn.-

A meta process is an abstract process model composed by meta services.
A meta process describes which kinds of services this travel need and which
control flow of this travel process is. In fact, a meta process is a simplified
Petri net whose places are empty and transitions have not been bounded with
specific services. After services matching, a meta process becomes a travel
process to be executed in workflow engine.

There are four kinds of basic routers in meta process: sequence, parallel,
choice and loop showed in Fig.1.

@ OR
A .
A

loop

choice

Fig. 1. 4 basic routers in meta process
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Fig.2 showed the running of IPVita more detailed in paper[12]. The re-
quirement, template which lists all requirement with null value is created by
requirement template generator automatically based on meta service. Then
Meta Process Generator creates the meta process according to the require-
ment of tourists.

@ pack

Fig. 2. Running of IPVita

In IPVita, tourists’ requirement for travel is transformed to a tree name
as Requirement Constraint Tree showed in Fig.3.

Requirement Constraint Tree is composed by Description Class which is
consists of two parts, Key Requirements and Extended Requirements.

Key Requirements is requirements for key properties of service, corre-
sponding to the properties in the meta service ontology.

Extended Requirements is accessional demands of tourists, which is very
interesting for tourists but is not necessary to be fulfilled.

Mentioned in above paragraphs also, the most novel feature in IPVita is
automatically and intelligently generating meta process according to tourists’
requirements, which is named as Meta Process Generation Problem.
Definition 3: Meta Process Generation Problem.

Input: a Requirement Constraint Tree as the tourists’ requirements, and
a initial meta process M Py which all meta services are parallel;

Output: a target meta process M P; using an dynamic generation algorithm
for meta process.
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Fig. 3. Example of Requirement Constraint Tree

Fig.4 showed the meta process Generation Problem, a meta process gen-
erator generates a target meta process whose inputs are a requirement con-
straint tree and a initial meta process. Next paragraph the author presents

a Dynamic Generation Algorithm for Meta Process (MPGA) to resolve meta
process Generation Problem.

Fig. 4. Meta Process Generation Problem
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3 Auto Generation Algorithm for Meta Process

Today most of methods used AI Planning methods to dynamically compose
web services using a composition plan whose inputs and outputs satisfied
users’ requirements according to the similarity of services operation. But there
are some limits in these methods:

(a) Operations of services always can’t represent the function of services.
When a programmer designed inputs and outputs of a web service, he usually
considered more about how to complete its functions better, but not how to
describe service’s function better.

(b) It is not flexible enough to make services binding and plan generation
as a same process. In these methods, target plan may waste time when services
bounded in plan is failed to invoke.

(¢) The number of services is so immense to make these algorithms
doubtable. Using plan algorithms, there are possibly too many satisfied plans
to choose for user when the number of services is enormous.

Aimed at these limitations of traditional plan algorithms, author presents
a Dynamic Generation Algorithm for Meta Process (MPGA). Before this al-
gorithm is advanced, we first introduce some correlative definitions.
Definition 4: Meta Process Transition Condition (MPC)

MPC is a tree whose every leaf of MPC is a tri-tuple jD, C, V;, where

D = [d1, da, d3dy], is a sequences of attributes of meta service, d; is a
simple attribute or a complex attribute such as another meta service;
C = [e1, c2, c3cp], is a sequences of compare operators, such as =", 7 >"

7<”  and so on, if ¢; is a complex attribute, ci is only ”"=";

V = [v1, va, v3u,], is a sequences of value compared whit D, and if d; is a
complex attribute, v; is a sub-MPC.

MPC is a condition of meta process transition is invoked, if M PC; is
satisfied meta process transmit from MP; to M P; + 1. In fact, MPC is a
condition tree whose every leaf is a simple condition. Nowadays, most papers
see conditions as first order logic expressions, but it is well-known that logic
rules have many limits in practical application. In this paper, author describes
the condition using a tree related with meta service’s attributes more simple
and specific than logic rules.

Definition5: Meta Process Generation Action (MPA)

A MPA is a action which transmits a meta process to another one. There
are 3 kinds of basic MPA showed in Fig.5: remove, add sequence, add loop. If
M PC; is satisfied, M PA; is invoked and meta process transmit from M P; to
MP; + 1.

4 Analyze of MPGA

In MPGA every MPC are validated, and a MPC validated Algorithm travel
a MPC then DFS or MFS a CT with hash code, so this is a O(n*n*n*logn)
= O(n®logn).
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Fig. 5. three basic MPA

MPGA

|input: a Hequirement Constraint Tree (C7). initlal Meta ProcessiMPy) and a set of Meia
Process Candigion (MPC), o set of Meta Process Action (MPA)
Output: Target Mota Process{MP,)
Sepl For every MPC do:

Invake MPC Validate Algoerithm, validate MPC:

I MPC Is sadsficd, loveke Meta Process Actioni MPA) corvesponding, transition Meta
Process from Mp, 1o Mp,.,
|Stepd return MP,

MPC Validate Algorithm

Input; & Requirement Constraint Tree (CT) and a Meta Process Condition{ MPC)
Ouiput: Sueceed or Falled

|Step! Far every attribuies of rest of MPC

W attribuce is a simple condition, validase whether it can be catisfied in CT.
I not satisficd, return Failed,

if attribute is o compley condition, validate whether it can be satisfied
using MPC Validate Algorithm(CT, attribute).

Step2 return Succeed,

Tab.1 show different results between MPGA and traditional planning al-
gorithm. There are 6 meta services and 67 real travel services, and the server’s
configuration is P4 2.8G, 512M memory and Windows 2003 Server. Because
the Service Discovery Module of IPVita hasn’t been completed, and meta pro-
cess can not be transformed to real travel process now, the following compare
is not very convinced. But we also can see the number of results is greatly
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decreased using MPGA and the cost of time is only 1/10 of traditional plan
algorithm.

Table 1. Contrast Between MPGA and traditional plan algorithm

Number of Result Plans Cost of Time (s) Number of Satisfied Plans

MPGA 6 15 2
traditional plan 107 163 53

Compared with the old MPGA in paper[12], the new MPGA cost more
little time get the same result showed in Fig.7 and the new definition of meta
process is more convenience to be transformed a travel process.

100

80
—=—(0ld MPGA

% -0 --New NPGA

40

Fig. 6. Compared of old MPGA and new MPGA

5 Conclusions and Future Work

This paper introduced concepts of meta services and meta process, which can
largely simplify the complexity of web services composition. Corresponding to
these concepts, a dynamic generation algorithm for meta process is presented
instead of predefining a rigorous workflow model. And differently with some
AT planning method, this approach deals with the various requirements of
tourists more effectively and flexibly in Internet.

In conclusion, this method has some advantages than other dynamic web
services composition methods. Classifying web services into meat services
largely simplify the complexity of services composition. In fact management
for user requirements and services registration is more simple using meta ser-
vices.

In future work, definition of meat process may be adjusted with the trans-
formation from abstract process to workflow model. And composition con-
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structs presented in BPEL4AWS will also be further investigated in future
work.
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Summary. Automatic summarization of databases has become indispensable in a
number of tasks involving information exchange or strategic decision making. It is
also important when huge bases of documents must be clustered. The present pa-
per deals with summarization of standardized databases containing both numerical
and textual records. The method and its variations are described and explained on
illustrative examples.

Key words: Summarization, linguistic summaries, textual documents, fuzzy
similarity, text comparison.

1 Introduction

According to the definition given in [12], summarization is the process of dis-
tilling the most important information from a source (or sources) to produce
an abridged version for a particular user (or users) and task (or tasks).

Information contained in databases includes a variety of forms, namely
numerical data, text, images, sound, and the like. The number and size of
documents may be, and in fact frequently are, too large to be handled and
interpreted effectively by a human. In many situations, compression is of great-
est value here than the accuracy of formulation (although wrong statements
are obviously unacceptable). Information is manageable for people only if it
is condensed and given in a natural language. The explosion of information
sources, their size and variability, make the use of computer for automatic
summarization necessary [5]—[9].

Computers prove to be highly efficient while dealing with numbers. How-
ever, when databases involve many textual records to be summarized, the situ-
ation becomes more complicated. It is due to the fact that, in such a case, clas-
sification and comparison of natural language expressions are needed. These
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in turn are not straightforward tasks for machines designed to process num-
bers. In recent years, the fuzzy sets theory by Zadeh [19, 20] has been pro-
posed as the instrument in effective dealing with this problem. Nevertheless,
summarization of full text documents has not been solved satisfactorily yet.
However, when the documents are domain-restricted and standardized with
respect to their structure and form of information entities (records), a recog-
nizable progress is observed.

In the first part of this paper, a brief description of a method for linguistic
summarization of databases containing standardized textual records is given,
while in the second part — some possible variations and refinements of the
method are presented.

2 Yager’s linguistic summaries

The Yager’s concept of the linguistic summary of a database [17] is as follows:
Definition 1. The linguistic summary of a database is of the form
Q P are (have) S [T)] (1)

or, in an extended version

Q of objects being P are S (have property S)
[and correctness of this is of degree T].

The symbols are interpreted as follows:

Q — amount determination,
P — subject of the summary,
S — property,

T — quality of the summary.

Yager assumes that the value of a summarized attribute is a crisp number.
Amount determination @ is a linguistic variable, for example: "very few”,
"many”, ”almost each”, and defines how many objects have a given property.
The subject of the summary P is determined as an object described with the
values from its record. The quality of the summary 7' is a real number from
the interval [0, 1] and can be interpreted as the level of truth (confidence) for

a given summary.

Ezample 1. Very few employees have high salary [0.97].
Here: very few — amount determination @,
employees — subject of the summary P,
high salary — property S,
[0.97] — quality of the summary T.
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In [18], Yager’s method is shown for situations when two properties R and
S need to be considered:

Q P are (have) R and S [T, (2)
and @ R P are (have) S [T]. (3)

Ezample 2. Very few employees are young and have high salary [0.97],
Very few young employees have high salary [0.97].

Performing summarization with respect to some query requires a proper defi-
nition of linguistic variables determining ), R and S, as well as computation
of T.

Ezample 3. Six companies employ the following number of people:
D = {d;} = {14,45,110,12,31,50}, (i = 1,2,...,6). Let the summarization
be performed as the answer to the query:

How many companies are small ?

Here we have: § — small, and P — company.

Now, the amount determination, ), the quality of the summary, T, and
the suitable fuzzy sets for this linguistic variable T', are looked for. First, the
membership function describing the size of a company (small company) is
defined. This measure is applied to each record of database. In the next stage,
all values of the membership function are counted and, then, divided by the
number of records — the average value R is obtained. Then, the linguistic
variable is defined. On the basis of this definition and the value of R, () and
T are determined.

If the membership function describing the size (small) of the company is
defined as follows

1 d; <20
Msmall(di) = 55},31 fOT 20 S dz S 95 (4)
0 d; > 55

then one obtains
,usmall(dl) =1.0 //fsmall(dZ) =0.29 ,usmall(d?)) =0.0
Hsmall (d4) =1.0 Msmall(dS) = 0.69 usmall(dﬁ) =0.14

The sum of these values is
Y=10+4+029+1.040.69+ 0.14 = 3.12

Using the average value

Y 12
R= — = 5 =0.52
numer of small companies 6

and the definition of the linguistic variable X = {few, many, almost all} with
membership functions as shown in Fig. 1, one obtains the following summa-
rization results

Many companies are small [0.8].

Almost all companies are small [0.37].
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almost all

0.52 1 R

Fig. 1. Linguistic variable X

3 Consideration of textual records
Let us consider a simple database where information about size and condition

of a number of companies isgiven (see Table 1 where: Id — identification
number, Ne — number of employees). From the database given in Table 1

Table 1. Sample set of information entities with textual records

Ne|Financial condition of the company

7 |Condition of company — quite good.

12 |Condition of company — sufficiently good.

73 |Condition of company — rather good.

4 |Condition of company — fairly good.

53 |General condition good.

35 |Company in good condition.

47 |General condition of company — OK.

27 |General condition of company — rather good.
1 |General condition of company — seriously bad.
.| 40| General condition good.

—
L XN G WN =T

some different information in an abridged form can be obtained, i.e. answers
to diverse queries can be obtained. Examples are:

Query 1: How many of the small companies are in good condition ?

Query 2: How many of the companies being in good condition are

small ?

Note that each information entity related to particular company consists of
records of both numerical and textual character. Data of numerical type are
generally easy to compare and the way of Yagers’ summarization is well-
known. Dealing with textual records one needs to use a method which enables
their comparison, more precisely - computation of their similarity degree. This
statement is in accordance with human intuition in which two sentences may
be similar to some extent. Qualitative comparison of sentences is based on
similarity of words, which can be performed in many ways to call the n-
gram matching [3] or its generalized version [13]—[16] as more sophisticated
examples.
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Let us consider the Query no 1 and use 'GENERAL CONDITION —
GOOD’ as reference. Let the records describing the condition of companies
be compared with this reference description. Obviously, similar content can be
expressed in many different ways even when standardized information entities
are used, as in the case of the considered set of textual records. Therefore,
application of thesaurus relating synonymous or very similar terms to each
other is useful. In the considered example, the list of synonyms to the word
‘good’” may include the following words and abbreviations excellent, fine, OK,
superior, well. Consequently, the record no 7 will obtain its equivalent form
given in Table 2, and the comparisons of records may be then performed with
the use of any formula based on string matching. The values obtained with
the use of the generalized n-gram method are shown in Table 2 (see formulae
(a,b) in the Appendix). Next, the procedures for generation of summaries that

Table 2. Similarity between the reference and sentences

Similarity level
Id |Reference pattern|Financial condition of the company for comparison of
the two sentences
1. Condition of company — quite good. 0.45
2. Condition of company — sufficiently good. 0.45
3. Condition of company — rather good. 0.48
4. Condition of company — fairly good. 0.46
5. General condition good. 1.00
6. |General condition|Company in good condition. 0.53
7. — good. General condition of company — OK. 0.64
8. General condition of company 0.57
— rather good.
9. General condition of company 0.30
seriously bad.
10. General condition good. 1.00

are to provide answer to the Query no 1 are described. In order to perform
the transformation needed to produce an answer to the query, one must define
membership function, which determines what size a given company should be
so that it belongs to the set of small companies.

In the case under consideration the membership function takes the form:

0.20 0<z<5
1 b<ax<25

fsma (T) = —0.04x +2.00 for 25 <z <50 ©)
0 x > 50

where x is the number of employees. The values taken by the membership
function are given in Table 3. Once membership of the companies with re-
spect to their condition and size has been computed the summarization of the
database with respect to the first query can be performed. Let

ps, (Sav) = (S, Sav) (6)
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Table 3. Values of membership function with respect to size of companies

Id |[Ne[Membership value wrt size
1.7 1.00
2. 12 1.00
3.173 0.00
4.1 4 0.80
5. |53 0.00
6. 35 0.60
7. 47 0.12
8. 127 0.92
9.1 0.00
10.140 0.04

be the membership function describing similarity between any sentence (Sgp)
from the database and the reference sentence (S,) — values are given in

Table 2. Then: o
Zi:l ,UST(Sdb,-) . ,Usize(xi)

R P—
Z;gl Msize(Ts)

(7)
According to (7) one obtains

~1-045+1-045+0.8-0.46+0.6-0.53 +0.12-0.64 4+ 0.92-0.57 +0.04 - 1
B 1.00 + 1.00 + 0.80 + 0.60 + 0.12 + 0.92 + 0.04

R

2.15
avrin 0.48

Let the linguistic variable X be:
X = {almost nothing, few, medium, many, almost all}.

By relating the values taken by the linguistic variable X to the quality of the
summary T (cf. Fig. 2) one obtains the complete summary with respect to
Query no 1 in the form:

Many small companies are in good condition [0.07].

Medium small companies are in good condition [0.9].

almast nothing Jew mediton many almaost all

Fig. 2. Linguistic variable X
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An analogous procedure can be performed for the second query in order to
find out how many of the companies being in good condition are small.

4 Variations and extensions

4.1 Crisp selection of records

Here only the companies determined as small or those whose size is acceptably
similar to ”smallness” (strictly defined) are considered. The level of acceptable
similarity is obviously an arbitrary choice of the user, e.g. the threshold 0.5
can be proposed. Consequently, the companies that do not meet the criterion
of ?smallness” are rejected and not involved in the summarization (Table 4).

Table 4. Values of membership function for the size of companies bigger than or
equal to 0.5

Id [Ne|Financial condition of the company Membership value wrt size
1. | 7 |Condition of company — quite good. 1.00
2. |12 |Condition of company — sufficiently good. 1.00
3.

4. | 4 |Condition of company — fairly good. 0.80
5.

6. |35 |Company in good condition. 0.60
7.

8. |27 |General condition of company — rather good. 0.92
9.

10.

Of course, such an arbitrary, hard selection is not motivated when the fuzzy
sets theory is used, but it may reduce the computational effort when a huge
number of records are dealt with.

4.2 Fuzzy rule-based records selection

The records selection is based on the idea described in [4]. Here, linguistic
variables for each of the considered features of object (e.g. size, condition,
etc.) are defined. Then, linguistic variables determining the level of similarity
(identical, different, etc.) between objects are also defined. For summarization,
only those records for which the fuzzy rule describing the users’ requirements
is relevant are used.

4.3 Consideration of non-similarity

Non-similarity of sentences can be an additional element considered by the
generation of summarization. Roughly speaking, this approach is based on the
fuzzy theory introduced by Atanassov [1, 2] where
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0<pa(@)+va(@) <1 Voex (8)
with
pa s X — [0,1] — membership function,
vy : X — [0,1] — non-membership function.

The problem lies in the separate (though correct) definition of non-
similarity of words and sentences. As a result of this approach one obtains
the summary in the following general form

Q P are (have) S [T] — [H]
or, in a verbal version
@ of the objects being subject (P) of the summary have property S,
and correctness of this statement is of degree T with hesitancy margin H.

For example:
Few small companies are in good condition [0.40] — hesitancy degree
[0.09].

It is questionable whether we really obtain additional knowledge about the
data base or only improve the quality of summarization. Moreover, the com-
putational cost increases significantly.

4.4 Fuzzy sets type-2

Fuzzy sets type-2 [10, 11, 21] can also contribute to the summarization ap-
proach. Here, the simplest way of their use is reported.

Thanks to fuzzy sets type-2, a greater number of experts (and their knowl-
edge) can be included in the summarization process. Each expert defines (ac-
cording to their intuition) their own membership function describing the con-
sidered features of summarization.

For example, when considering the query: "How many companies are
small 77 each expert chooses their own membership function that determines
a given feature, i.e. the measure of the size of a company. If a query refers to
a verbal feature (e.g. ” How many companies are in good financial condition ?”)
the membership function of a given feature shows the similarity between sen-
tences from the database and a reference sentence. Let us assume that there
are only two experts that define membership function with respect to the size
of the company. Let the first expert uses formula (5), and the second expert
the following one:

0.10x 0<z<10
1 10 < z < 40
Hamal(T) =90 052 £ 3.00 for 40 <z < 60 (9)
0.00 x> 60

In Table 5 values of membership function for each of the two experts are
shown.
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Table 5. Values of membership function with respect to size of companies for two
experts

Id [Ne|Membership value wrt size| Membership value wrt size
for the first expert for the second expert
1.7 1.00 0.70
2. 112 1.00 1.00
3.(73 0.00 0.00
4.14 0.80 0.40
5.153 0.00 0.15
6. 135 0.60 1.00
7. |47 0.12 0.65
8. |27 0.92 1.00
9.11 0.00 0.00
10.140 0.04 1.00

We define also the level of confidence for the experts, for example:

_ {0.4 for the first expert

0.6 for the second expert (10)

Next, the records are considered separately for each expert, and one obtains:

R, = 1.00+1.00+0.80+0£)0+0.12+0.92+0.04 = 0.45 fOT‘ the ﬁ’I“St expert.

Ry = 0.70+1.00+0.40+0.1514B1.00+0.65+1.00+1.00 — 0.59 for the second expert.
Consequently, one obtains the fuzzy set of the type-2 for which the primary
membership determines level of consistency of the considered record with the
reference record while the secondary membership reflects the level of confi-
dence for the expert.

i =1{0.45/0.6,0.59/0.4}

Next, the fuzzy set of the type-2 is transformed into the set type-1, i.e.
R=045-0.640.59-0.4=0.51

and finally synthesis of summarization is performed.

5 Final remarks

To be easily managed by people, information should be condensed and given in
a natural language. Today, however, the number and size of documents stored
in computers are in fact too large to be handled and interpreted effectively by
humans. Consequently, distillation of the most important information from a
source (or sources) to produce an abridged version for a particular user (or
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users) and task is becoming increasingly important from the practical point of
view. For this process, called summarization, the aid of computer is necessary
(paradoxically, it is because of the explosion of information sources, their size
and variability).

The paper presents a new approach to summarization of databases con-
taining both numerical and textual records. The method is based on Yager’s
proposition developed for databases being collections of numerical data. The
main novelty of the present contribution lies in the application of fuzzy sets to
the measuring of similarity between textual records and given sentences. The
use of fuzzy sets theory makes it possible to show consistency of the results
with human intuition. The significant advantage of the method is its flexibility
with respect to a given query.
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A Appendix. Fuzzy relation for text comparison —
a generalized n-gram matching

The fuzzy relation
RW = {(< wy, w2 >, prw (w1, w2)) : wi, ws € W},

on W — the set of all words within the universe of discourse, for example
a considered language or dictionary — is proposed in [13, 14, 15] as a useful
instrument for comparison of words.

The proposed form of the membership function prw : W x W — [0, 1] is

N(wi) N(wi)—i+1

prw (w1, wa) = N2+N Z Z h(i, ) (11)

where:

N(wy), N(wy) — the number of letters in words wy, ws, respectively;

N = maz{N(w;1), N(ws)} — the maximal length of the considered words;
h(i,7) — the value of the binary function, i.e. h(i,j) = 1 if a subsequence,
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containing ¢ letters of word w; and beginning from the j-th position in wy,
appears at least once in word ws; otherwise h(i,j) = 0;

h(i,7) =0 also if ¢ > N(wz) or i > N(wy).

Note that 0.5(N2+N) is the number of possible subsequences to be considered.

Example:

Compare two words: wy, = centre and we = center.
Here  N(wi) =6 and N(wy) = 6, thus N = maz {N(w1), N(w2)} = 6.

prw (Wi, wa) = prw (wa, wy) = SEE2H = (.57,

because in wy there are:

6 one-element subsequences of wy (¢, e, n, t, r, €);

3 two-element subsequences of w; (ce, en, nt);

2 three-element subsequences of wy (cen, ent);

1 four-element subsequence of wy (cent) — this is the longest subsequence
of w; that can be found in ws.

Note that the fuzzy relation RW is reflexive: prw (w,w) = 1 for any
word w; but in general it is not symmetrical. This inconvenience can be easily
avoided as follows:

prw (w1, w2) = min {prw (w1, w2), prw (w2, w1)}
Moreover, RW reflects the following human intuition:

e the bigger the difference in length of two words is, the more different they
are;

e the more common the letters contained in two words, the more similar the
words are.

However, the value of the membership function contains no information on
the sense or semantics of the arguments.

Basing on measure (11) it is possible to introduce the similarity measure
for sentences or even documents. Here, the sentence or document is considered
to be a set (not a sequence) of words. The respective formula is of the form
13, 14, 15]

N(dy1)
prp(di,dz) = % Z MATje(1,....N(ds)} MRW (Wi, w;) (12)
i=1

where:
dy, do — the documents to be compared;
N(dy), N(d3) — the number of words in document d; and dy (i.e. the length
of di and da, respectively);
N = max {N(w1), N(w2)};
prw — the similarity measure for words defined by (11).
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Abstract. Current microarray technology provides ways to obtain time
series expression data for studying a wide range of biological systems.
However, the expression data tends to contain considerable noise, which
as a result may deteriorate the clustering quality. We propose a web-
knowledge-based clustering method to incorporate the knowledge of gene-
gene relations into the clustering procedure. Our method first obtains the
biological roles of each gene through a web mining process, next groups
genes based on their biological roles and the Gene Ontology, and last
applies a semi-supervised clustering model where the supervision is pro-
vided by the detected gene groups. Under the guidance of the knowledge,
the clustering procedure is able to cope with data noise. We evaluate our
method on a publicly available data set of human fibroblast response to
serum. The experimental results demonstrate improved quality of clus-
tering compared to the clustering methods without any prior knowledge.

1 Introduction

Current DNA microarray technology provides ways to conduct large-scale exper-
iments in a wide range of biological systems. Many problems such as biological
interpretation, disease development and drug discovery can thus be further stud-
ied by analyzing the data generated from the experiments. The microarray data
consists of expression levels of many genes over a set of consecutive time points,
also referred as time series (or time course) gene expression data. The expres-
sion data allow scientists to examine the gene expression changes over time and
obtain more discoveries regarding to the time course.

Clustering genes into groups with similar behavior is one of the key processes
for time series gene expression data analysis, which provides a way to examine
the different patterns of gene modules and study unknown genes based on known
genes of the same group. A number of existing approaches are available to cluster
time series gene expression data such as HAC [5, 13, 9], k-means [12], SVD and
HMM [10]. However, these approaches construct models merely from the gene
expression data, in which considerable data noise might be present due to the
experiment design and may deteriorate the clustering quality.

Many believe that genes in the same cluster have similar biological roles [5,
13]. Here, a biological role is formally described as the biological process associ-
ated with a gene. Their results [5, 13] also illustrated that this knowledge about
genes can be inferred from the clustering results. For example, gene KITLG

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 233-242 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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is involved in the “cell proliferation” process. If another gene is in the same
cluster as KITLG, then that gene is also likely to be involved in “cell prolifera-
tion”. Inspired from this fact, we and other [3,6, 1] believe that if one can find
the biological processes associated with the genes and the relations among the
processes, then this type of prior knowledge can be used to guide the clustering
process in order to generate more meaningful clusters.

Gene Ontology (GO, http://www.geneontology.org/) provides standard ter-
minology for biological processes and constructs a hierarchical structure of these
biological processes. Figure 1 shows a fragment of the ontology structure defined
by GO. If the biological processes of some genes can be determined, the relation-
ship among these genes can be detected based on the relationship among their
biological processes defined by GO. For example, if both gene A and gene B
are involved in the “regulation of cell proliferation”, they are likely to be in one
group. And, this gene-gene relationships can be further incorporated into cluster-
ing models. Thus we design a web-knowledge-based clustering model to retrieve
the biological processes of genes from the web and further help clustering.

cell proliferation obsolete biological process

/W\

regulation of cell proliferation cytokinesis

I T

Fig. 1. A fragment of BPO in GO.

Our model (shown in Figure 2) starts with a web knowledge discovery process
mining genes’ biological processes from web gene databases and specialized web
search engines. The gene-gene relationships are then detected by examining re-
lationships among genes’ biological processes based on GO. Finally, it applies a
semi-supervised clustering model where the supervision is provided by the de-
tected gene-gene relationships. We evaluate our approach on a time series data
set of human fibroblast response to serum provided by [7]. The results show
that our knowledge-based clustering model generates clusters of better quality
compared to the original clustering model without any prior knowledge.

Some papers such as [8] aims at predicting biological processes for unknown
genes, and thus classifies time series gene expression data based on GO anno-
tations. Our work aims to analyze any type of gene expression data, and the
biological processes are only used as the supplementary knowledge to improve
clustering for further research. Some other knowledge-guided clustering methods
[3, 6, 1] are available. Our approach is different at the following two aspects 1) we
acquire knowledge from PubMed articles instead of solely relying on the knowl-
edge from the gene information databases. Compared to the latter, the former
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Fig. 2. Implementation architecture of web-knowledge-based clustering model for gene
expression data.

serves as a complementary source and may contain more up-to-date information
about genes; 2) In our framework, the supervision on clustering combines both
constraints and distance learning.

2  Web-knowledge-based Clustering Model

Our web-knowledge-based clustering model, involves two processes: a web knowl-
edge discovery process and a semi-supervised clustering process. The gene-gene
relations are obtained from the extracted knowledge through the first process,
and further serves as an input for the clustering process.

2.1 Web Knowledge Discovery of Gene-gene relations

Two types of web sources are available to extract the biological process of known
genes : web gene databases and web biological documents.

Extract Biological Processes from Web Gene Databases Many web gene
databases provide GO annotations for known genes, i.e., they list the biological
processes and other properties of known genes in GO terms. One can query on
gene names or gene symbols to obtain their biological processes. In addition, such
gene information is usually given in a fixed format, which eases the automatic bi-
ological process extraction. An example of such a web database is Entrez Gene!,

! http://www.ncbi.nlm.nih.gov /entrez/query.fcgi?db=gene
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which is used as the source for finding GO annotations. A web page wrapper is
built to extract biological process information from Entrez Gene. For simplicity,
hand-crafted rules are used for the wrapper of Entrez Gene via observation. Ap-
plying a well-developed information extraction system such as WHISK [11] with
a number of training examples to build the wrapper is another option, which
can make our approach more general for any web gene information databases.

Extract Biological Process from Web Biological Documents Besides
the web gene databases, we extract the biological processes of genes through
specialized search engines. PubMed?, an Entrez search engine on biomedical
documents, is used here. Gene symbols serve as keywords for searching, and the
abstracts of the search results are analyzed for biological process extraction.

We select the sentence co-occurrence method as our extraction method,
because it achieves balanced precision and recall compared to the other two
methods, namely, sentence classification and abstract co-occurrence [4]. Sentence
classification gives the highest precision but the lowest recall and abstract co-
occurrence gives the highest recall but the lowest precision. We also seek ways
to improve the precision of the sentence co-occurrence method. For example,
stemming and word distance are used to obtain higher extraction accuracy.

We analyze each sentence of the text documents. For each biological process
p in GO, we determine if the sentence s contains p for a gene g in GO as follows:
1) If s contains g, goto 2); otherwise, return FALSE; 2) A stop list of words such
as "of”, "to”, "the”, which does not indicate any meaning, are removed from s
as well as p; 3) When p contains more than one terms, stemming (a method to
convert a term into its root) is applied to both s and p. 4) If s contains all the
terms in p and any two consecutive terms in p appear in s with less than three
other terms in between, return TRUE; otherwise, return FALSE.

If an extraction of a biological process p for gene g is confirmed in a sentence
s, both g and the terms appearing in p are highlighted in s for further analysis.
An example of an extraction is shown as follows: “DDB2, while participating
i DNA repair, functions as a negative requlator of apoptosis, and may there-
fore have a pivotal role in requlating immune response and cancer-therapeutic
efficacy”, we extract several biological processes including “DNA repair”, “neg-
ative regulation of apoptosis” and “immune response” for gene DDB2. All these
terms are highlighted. The highlighted area makes users easy to determine if an
extraction is correct or not. The correct extractions are selected and combined
with the biological processes obtained from Entrez Gene.

Detect Functional Groups from Web Knowledge Based on the biological
processes extracted from the previous two steps (2.1.1 and 2.1.2), we detect
functional gene groups according to their biological processes. Gene g strongly
belongs to the group of biological process p if it is associated with p based on the
extracted knowledge. Gene g weakly belongs to the group of p if the biological

2 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed
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process p’ associated with ¢ is a parent, child or sibling of p. For example,
KITLG is a strong member of group “cell proliferation” because its biological
processes contain “cell proliferation”, while CCND1 is a weak member of this
group because its biological process “cytokinesis” is a child of “cell proliferation”
according to GO. The distinction between the strong members and the weak
members for a group provides a way to calculate weighted cluster centers.

2.2 Knowledge-based Clustering

Suppose ng functional groups are detected from the extracted knowledge, the
challenge of utilizing these n4 groups for the clustering model remains. We choose
the semi-supervised K-means method [2] to incorporate the knowledge with the
clustering procedure, because it is a well-designed algorithm combining both
constraint-based supervision and distance-based supervision provided by the
given knowledge. The semi-supervised method improves the standard K-means
clustering by incorporating this supervision into the initialization process and
the distance measure based on a probabilistic framework, which are explained
in detail below.

Initialization Instead of randomly initializing the clustering centroids, we esti-
mate the initial cluster centroids from the detected ny functional groups. Since
many specific biological processes are usually extracted from the web, the number
of all existing functional groups ns tends to be quite large. Thus, it is usually
the case that ny > K, where K is the number of desired clusters. We use a
weighted first-farthest traversal algorithm to select K functional groups that are
farthest distributed and with considerable group size. Then the cluster centroids
are initialized with the weighted means of these K groups:

1
w i+ w i)
w1 - |Fk,S| + way - \Fk,w|( ! Z 9 2 Z gJ)

1€ F_s JEF, —w

where Fj_s and Fj_w are the sets of strong members and weak members
respectively in the kth selected functional group Fj. The constants w; and ws
satisfy wq > wa. The symbols g; and g; refer to genes. The formula shows that
g is a strong member of Fj, while g; is a weak member. The condition wy > wa
makes the centroid of Fj, biased toward the strong members.

Constraint-sensitive distance measure The constraints induced by the ex-
tracted knowledge are enforced into the clustering procedure. The semi-supervised
K-means modifies the distance measure so that the assignments conflicting with
the provided knowledge are penalized. In this paper, if genes in the same func-
tional group are assigned to different clusters, the distance measure is modified
to penalize this violation (so called violation of must-link constraints). Suppose
Dy, is the distance of a gene g; from the cluster centroid of Cj. The standard
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K-means assigns gene g; to cluster Cy with the minimum D;; for any Cj. In-
stead, we assign each gene g; to Cj, to minimize the distortion N EW _D;j, which
is defined as:

NEW _Dj, = Dix, + Z penalty(gi, g;) - Dij.,
JEF

where the penalty function is:

D, ifiGFk&&gj€Ck

penalty(g;, Cy) = {0 otherwise

Here, Fj is the kth functional groups that we used for initialization and CY, is
the cluster corresponding to Fj. The iterated conditional modes (ICM) applied
in [2] is also used in this paper to find the optimal assignment based on the
distance measure.

In this paper we only penalize the violation for the must-link constrains but
do not consider cannot-link constraints, while both are penalized in the document
clustering application in [2]. This is because our gene functional groups might be
overlapped to some extent, in which case genes might still have similar biological
roles even if they are in different functional groups. Therefore, the cannot-link
constraints are not applied in this gene application.

Adaptive distance learning Instead of using static distance measure, a para-
meterized distance measure is used to incorporate the user-specified constraints
and data variance. The modification is exactly the same as [2], so we skip the
details here. In essence, the adaptive distance learning brings similar genes closer
and pushes dissimilar genes further apart.

As a whole, combined with these three improvements, the gene expression data
clustering via semi-supervised K-means is summarized in the chart (next page).

3 Experimental Results

We evaluated our model on a time series gene expression data set (fibroblast
response to serum provided by [7]). This data set contains the expression changes
of 517 genes corresponding to 497 unique genes during the first 24 h of the serum
response in serum-starved human fibroblasts. The expression changes are given
as the ratio of the expression level at the given time point to the expression level
in serum-starved fibroblasts.

First, we obtained the standard gene symbols for the corresponding gene
names in the data from Entrez Gene. For example, “SEPP1” is the gene symbol
for the gene name “H.sapiens mRNA for selenoprotein P”.

Second, we extracted the GO annotations of biological processes for the given
genes via the method in Section 2.1.1. Then we extracted biological processes
from biomedical articles via the process in Section 2.2.2. There were totally 1081
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Clustering Gene Expression Data via Semi-supervised K-means

Input: Set of gene expressions{g, }",, functional groups {F, };’,
containing both strong and weak members, desired number of clusters K.
Output: Disjoint K-partitioning of {g, }"

i=1

1. Select K farthest distributed groups from the n, functional groups via

the weighted farthest-first traversal algorithm.

2. For each k €{l,...K}, initialize the centroid of cluster Cy with

! (w, +w )
wl"Fk_s‘+w2~‘Fk_w‘ lig;g[ 21-;5/ .

3. For each ie{l,..N}, calculate the parameterized distance from gene i

to cluster Cy, i.e., New _ D,.ﬁ . If gene i is closest to its own cluster, do
nothing; otherwise, move it into the closest cluster.

. S 1
4. Re-estimate each cluster centroid with ¢, = TR > g
k' gieCy

Update parameter matrix A.

5. Repeat 3& 4 until no genes moving from one cluster to another.

extractions and 596 were correct, which gave a precision rate of 55.1%. Users
were responsible to select the correct extractions. This task of selection was not
difficult with the highlights of the gene symbols and biological processes. The
functional groups were then detected from these two sources of web knowledge
based on GO (Section 2.1.3). A total number of 188 groups were detected.

Third, we set the desired number of clusters K as 4, 5, 6 and 7 respectively.
The weighted farthest-first traversal algorithm selected K functional groups.
Then we started the semi-supervised clustering. During the initialization of the
clustering, the constants (wi, ws) were set to be (1, 0.5) in this study, which
satisfied wy > wy so that strong members dominated the functional group that
they belong to.

The parallel coordinate scheme was used to present the clustering results,
where different lines stand for different genes and different colors for different
clusters. Figure 3 shows the clustering results of the standard K-means and our
method with the case K = 6. It indicates that although the main patterns of
the up-regulated genes are discovered in both methods, the standard K-means
fails to distinguish two different patterns of the down-regulated genes that the
knowledge-based clustering succeeds to separate (the light-blue cluster and the
red cluster in Figure 3 (b)).

We also investigated the biological meaning of partial clustering results for
these two methods with the case K = 6. The first sixty genes were examined
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T

Expression Change
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T

Fig. 3. Clustering results when K = 6: (a) K-means; (b) semi-supervised K-means

and the clusters assigned to them by using standard K-means are compared
with those by using our method. Three clusters (say Cy, Cy and C3) were
identified with standard K-means and two clusters (C; and Cs) were identi-
fied with our method for these sixty genes. While fifty-three of the genes were
equally(identically) assigned to C7 and Cy by using these two methods, seven
genes were assigned into C's by using standard K-means and they were still in C
and Cy by using our method. Among these seven different classified genes, five of
them were unknown genes, which had no biological information. The other two
known genes are CPTI and LUM, members of C; and Cs respectively with our
method but members of C3 with standard K-means. We further examined the bi-
ological process of these two genes. LUM is involved in visual perception and the
members in Cy (e.g. CYP1B1 and FBN1) are also involved in visual perception.
This proves that LUM is likely to be a member of C5 as our method clustered
instead of a member of C5 as standard K-means clustered. Similarly, CPTI is
involved in amino acid metabolism, which belongs to cellular metabolism, while
other members of C (e.g. SEPP1 and PIN1) also have the biological processes
(response to oxidative stress for SEPP1 and protein folding) that also belong
to cellular metabolism. Thus, CPTI is likely to be a member of C; also as our
method clustered.

To mathematically evaluate the clustering results, two metrics, namely ho-
mogeneity (H) and separation () are introduced:

1 n
H=—)% dist(d;,cent
- Z ist(d;, centery,)

i=1
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S = |Ci| - |Cy| - dist(center;, center;)
Zz;&] |C | Z !

The metric H is calculated as the average distance between each data point
and the center of the cluster it belongs to. The metric S is calculated as the
weighted average distance between cluster centers. The metric H reflects the
compactness of the clusters while S reflects the overall distance between clusters.
Either a decrement in H or an increment in S brings the better quality of clusters.
Table 1 shows that when the knowledge based clustering results in a bigger S
(i.e. more separated clusters), there is only a small increment in H (K=4,5,7). In
this case, the impact of increasing in the separation (i.e., S) exceeds the impact
of a increment in H, which makes the overall clustering result better. When the
the knowledge based clustering results in a smaller S, the decrement in H is big
enough to contribute to better clustering.

Table 1. Homogeneity and Separation: K-means vs. semi-supervised K-means.

Method/experiments K=4 K=5 K=6 K=7
H S H S H S H S
K-means 2.5840 [5.0161 [2.419415.0207 |2.6830(5.7975 |2.2767 [4.8822

Semi-supervised K-means [2.6583 |5.8019 |2.5596|5.7697 [2.3901|5.0289 (2.2767 [5.0922
Increment(+)/Decrement(-)|+2.88%|+15.7%|+5.8%|+14.9%|-4.8% |-10.9%|+1.07%|+3.03%

Therefore, both the observations and the H/S metrics verify that our knowledge-
based clustering outperforms the standard K-means.

4 Conclusions and Discussions

This paper presented a general framework of web-knowledge-based clustering
for gene expression data. The web was used as the source for gathering useful
information to guide clustering. Biological processes were extracted from both
the web gene databases and search engines on biomedical documents. Functional
groups of genes were then detected from the extracted biological processes based
on GO. Finally, the semi-supervised K-means was applied to incorporate the
knowledge into the clustering model. The experimental results showed that our
knowledge-based clustering model outperformed the clustering model without
any knowledge.

A number of interesting problems are left for future research: 1) For time
series data, other clustering methods like [10], which considers the dependencies
among the time points, may be more suitable than K-means. This type of clus-
tering models are not examined in this paper but will be an interesting issue if
we can combine the web knowledge into this type of models. 2) Only abstracts
from PubMed are examined for biological process extraction. If full papers are
analyzed, we may obtain more useful knowledge. 3) As we mentioned in Section
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2.2.2, the functional groups are somewhat overlapped with each other. More
work need to be done to deal with overlapping issue to generate more reliable
constraints-sensitive distance measure. 4) So far, user need to specify the desired
number of clusters to perform clustering. The method to automatic determine
the number of clusters in [10] can be also used in this paper.

Acknowledgments: Work reported in this paper is supported in part by the
AFOSR grant FA9559- -4-1-0159.
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Estimations of Similarity in Formal Concept
Analysis of Data with Graded Attributes*
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Czech Republic, {radim.belohlavek, vilem.vychodil}@upol.cz

Summary. We study similarity in formal concept analysis of data tables with
graded attributes. We focus on similarity related to formal concepts and concept
lattices, i.e. the outputs of formal concept analysis. We present several formulas for
estimation of similarity of outputs in terms of similarity of inputs. The results an-
swer some problems which arose in previous investigation as well as some natural
questions concerning similarity in conceptual data analysis. The derived formulas
enable us to compute an estimation of similarity of concept lattices much faster than
one can compute their exact similarity. We omit proofs due to lack of space.

Key words: formal concept analysis, fuzzy logic, similarity, concept lattice, hedge

1 Introduction and problem setting

Formal concept analysis (FCA) is a method for analysis of tabular data de-
scribing objects and their attributes [8, 9]. There are two basic outputs of
FCA, namely, a concept lattice and attribute implications. A concept lattice
is a set of all clusters (called formal concepts) extracted from data, hierar-
chically ordered by subconcept-superconcept relation. Attribute implications
are particular expressions describing certain attribute dependencies. Efficient
algorithms are known to compute a concept lattice and a non-redundant set
of attribute implications which entail all attribute implications true in data.

In the basic setting, attributes are assumed to be bivalent, i.e. either a
given attribute y applies to a given object x (indicated by 1 in the data table)
or not (indicated by 0). Very often, attributes are graded (fuzzy) rather than
bivalent, i.e. an attribute y applies to an object z to a certain degree. FCA
of data tables with fuzzy attributes was studied by several authors, we refer
to [7] for the first approach, and to [12] and [1]-[5] for the approach we are
using in the present paper.
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The present paper brings up several results related to similarity in FCA
of data with fuzzy attributes. Basically, our study is motivated by the follow-
ing questions: Do similar input data lead to similar outputs of FCA (formal
concepts, concept lattices, attribute implications)? Can we obtain estimations
of the similarities in question? Can we utilize the similarities to reduce the
amount of (input or output) data by putting together similar pieces of data?
A study of these problems also tells us about a sensitivity of FCA to exact
degrees (in the input data, in the attribute implications, etc.) which is an
important issue in fuzzy modeling by itself.

Our paper is a continuation of results from [1] where we studied several
issues related to similarity in FCA including a method of parameterized fac-
torization of concept lattices by similarity for which an efficient algorithm was
found in [4]. We present results on similarity for concept lattices with hedges
[5]. Hedges are parameters controlling the size of concept lattices. Among oth-
ers, we present formulas for estimation of similarity of concept lattices with
hedges in terms of similarity of hedges. Computing the estimations is much
faster than computing the exact similarities. Because of the limited scope, we
omit proofs and leave them to an extended version of this paper.

2 Preliminaries

We use sets of truth degrees equipped with operations (logical connectives)
which form complete residuated lattices, i.e. algebras L = (L, A, V, ®, —,0,1)
such that (L, A, V,0, 1) is a complete lattice with 0 and 1 being the least and
greatest element of L, respectively; (L, ®,1) is a commutative monoid (i.e. ®
is commutative, associative, and a ® 1 = 1 ® a = a for each a € L); ® and
— satisfy so-called adjointness property, i.e. a ® b < ¢ iff a < b — ¢, for each
a,b,c € L. A truth-stressing hedge (shortly, a hedge) [10, 11] on L is a unary
operation * : L — L satisfying (i) 1* = 1, (ii) a* < a, (iii) (a — b)* < a* — b*,
(iv) a™ = a*, for all a,b € L. Elements a of L are called truth degrees. ®
and — are (truth functions of) “fuzzy conjunction” and “fuzzy implication”.
Hedge * is a (truth function of) logical connective “very true” and properties
(i)-(iv) have natural interpretations, see [10, 11].

A common choice of L is a structure with L = [0, 1] (unit interval), A and
V being minimum and maximum, ® being a left-continuous t-norm with the
corresponding —. Three most important pairs of adjoint operations on the
unit interval are: Lukasiewicz (¢ ® b = max(a +b—1,0), a — b = min(1 —
a+b,1)), Godel: (a ® b = min(a,b), a - b=1ifa < b, a — b = b else),
Goguen (product): (a®@b=a-b,a -=b=1ifa<b a—b= g else). In
applications, we usually need a finite linearly ordered L. For instance, one
can put L = {ap = 0,a1,...,a, = 1} C[0,1] (ap < -+ < a,) with ® given
by ar ® a; = Gmax(k+1-n,0) and the corresponding — given by ar — a; =
Amin(n—k+1,n)- Such an L is called a finite Lukasiewicz chain.
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Two boundary cases of (truth-stressing) hedges are (i) identity, i.e. a* = a
(a € L); (ii) globalization: 1* =1, a* = 0 (a < 1). Note that a special case of
a complete residuated lattice with a hedge is a two-element Boolean algebra
of classical (bivalent) logic.

Having L, we define usual notions [2, 10]: an L-set (fuzzy set) A in universe
U is a mapping A: U — L, A(u) being interpreted as “the degree to which u
belongs to A”. Let LY denote the collection of all L-sets in U. The operations
with L-sets are defined componentwise. For instance, the intersection of L-sets
A,B € LY is an L-set AN B in U such that (AN B)(u) = A(u) A B(u) for
each u € U, etc. Binary L-relations (binary fuzzy relations) between X and
Y can be thought of as L-sets in the universe X x Y.

Given A, B € LY, we define a subsethood degree

S(A, B) = Nyeu (Alu) = B(w)), (1)

which generalizes the classical subsethood relation C (note that unlike C, S
is a binary L-relation on LY). Described verbally, S(A, B) represents a degree
to which A is a subset of B. In particular, we write A C B iff S(A, B) = 1.
As a consequence, A C B iff A(u) < B(u) for each u € U. Given A, B € LY,
we define an equality degree

A% B = Nyey(Alu) = Bw). @)

It is easily seen that A ~ B = S(A, B) A S(B, A).

A fuzzy relation E in U is called reflexive if for each u € U we have
E(u,u) = 1; symmetric if for each u,v € U we have E(u,v) = E(v,u);
transitive if for each u, v,w € U we have E(u,v)® E(v,w) < E(u,w). A fuzzy
equivalence [13] in U is a fuzzy relation in U which is reflexive, symmetric, and
transitive; a fuzzy equivalence E in U for which F(u,v) = 1 implies u = v is
called a fuzzy equality. We often denote a fuzzy equivalence by =~ and use an
infix notation, i.e. we write (u & v) instead of ~(u,v). If a set U is equipped
with a fuzzy equality ~ in U, a fuzzy relation < in U is called a fuzzy order
in (U,~) [2, 13] if < is reflexive, transitive, and antisymmetric w.r.t. ~, i.e.
for each u,v € U we have (u < v) A (v < u) < (u = v), and if < is compatible
with &, i.e. (u1 2 v1) ® (u1 = uz) ® (v1 & v2) < (ug < ), see [2] for details.

3 Similarity in concept lattices with hedges

3.1 Concept lattices with hedges

Let X and Y be sets of objects and attributes, respectively, I € LX*Y be a
fuzzy relation between X and Y with I(x,y) being interpreted as a degree to
which object € X has attribute y € Y. The triplet (X, Y, I) is called a data
table with fuzzy attributes.



246 Radim Bélohlavek and Vilém Vychodil

Let *x and *y be hedges. For L-sets A € LX (L-set of objects),
B € LY (L-set of attributes) we define L-sets AT € LY (L-set of attributes),
Bt € L* (L-set of objects) by Al(y) = A,ex(A(z)*™* — I(z,y)), and
BH(z) = Nyey (Bly)™ — I(z,y)). We put B(X**,Y* 1) = {(A,B) €
LX x LY |A" = B, B! = A}. For (Ay, By),(As, By) € B(X**,Y*¥ 1), put
(A1, B1) < (Ag, By) iff Ay C Ay (or, iff By C By; both ways are equivalent).
Operators !, T form a Galois connection with hedges [5]. (B(X*X,Y*¥ ), <)
is called a (fuzzy) concept lattice with hedges ** and *¥ induced by (X,Y, I)
[5]. For *y = idy (identity), we write only B(X*X,Y,I). Elements (A, B) of
B(X*x Y*¥ I) are naturally interpreted as concepts (clusters) hidden in the
input data represented by I. Namely, AT = B and B! = A say that B is
the collection of all attributes shared by all objects from A, and A is the
collection of all objects sharing all attributes from B. A and B are called
the extent and the intent of the concept (A, B), respectively, and represent
the collection of all objects and all attributes covered by (A, B). < models a
subconcept-superconcept hierarchy.

For each (X,Y, I) we consider a set Ext(X**,Y*¥ I) C LX of all extents
and a set Int(X*x  Y*v ) C LY of all intents of concepts of B(X*X,Y*¥ T),
ie.

Ext(X*x Y*v I)={A € LX | (A, B) € B(X*x,Y*¥,I) for some B € LY},

It(X*x,YV*, 1) = {B e LY | (A4, B) € B(X**,Y* ) for some A € LX}.
For details, we refer to [2, 3, 5].

3.2 Similarity of concept lattices with hedges

The aim of this section is to study relationships between B(X*1,Y™*3 )
and B(X*2,Y*4 T), i.e. between sets of clusters extracted from a data ta-
ble (X, Y, I) which differ in hedges (** and *3 in case of B(X*1,Y*3,I), and *2
and ** in case of B(X*2,Y* T)). The reason for this study is the following.
Hedges *X and *¥ serve as parameters. Their primary role is to control the
size of B(X*X,Y*¥ I), i.e. to control the number |B(X**,Y*¥ I)| of clus-
ters extracted from data table (X,Y,T). Basic theoretical and experimental
results were presented in [5]. In particular, it was demonstrated in [5] that
tuning the hedges leads to a smooth change of the size of concept lattices,
and that stronger hedges lead to a smaller number of extracted formal con-
cepts, see [5] and Section 4. Preliminary theoretical results were also obtained
in [5]. For instance, it was shown that if both ** and *2 are identities and if
*s ig stronger than *4, i.e. a** < a™ for each a € L, then B(X*,Y** ])is a
subset of B(X*2,Y*+ T).

First, we need to propose a tractable definition of a degree to which
B(X*,Y*3 I) is similar to B(X*2,Y*4 I). The definitions follow. We start
by a degree M; < My to which a system M of fuzzy sets is contained in
a system My of fuzzy sets. A degree M, ~ My to which M; and My are
similar is then defined as a “conjunction” of M; < My and My < M;.
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Definition 1. For systems My, Mo C LU of fuzzy sets in U define

Ml j MZ = /\A1€M1 \/Aze./\/lz Al ~ AZ;
M= My = (Mp 2 Ma) A( Mz = My).

Remark 1. (1) A1 =~ Ay is a degree of equality defined by (2). Note that we
may take another suitable definition of A; ~ As. In this paper, however, we
do not consider other options.

(2) Tt can be seen that M; < My is a truth degree of “for each A; € M,
there is Ay € My such that A; and A, are similar.”

The following is another definition which formalizes the same idea.
Definition 2. For systems My, My C LY of fuzzy sets in U define

Mi 2 Mo =\{ceL| foreach Ay € My there is
A2 S M2 e < (Al %Ag)},
My me My = (Mg = Ma) A (Mg <. My).

Remark 2. Thus, M1 <. My can be seen as the largest degree ¢ such that for
each A; € M there is Ay € Mo with ¢ < (47 = Asg).

The following lemma summarizes basic properties of the above concepts.

Lemma 1. ~ and =, are fuzzy equalities in oL”, =< and <. are fuzzy orders in
U U

(2L ~) and 2V | ~.). We have (M <. M3) < (M1 < My) and (M ~,

Ms) < (M = Ms). If L is a finite chain then = coincides with <. and ~

coincides with ~..

Using the above definition, we are going to define degrees of containment
and similarity between concept lattices with hedges. Because of the limited
scope we present only definitions and results based on < and ~. For the sake
of brevity, we denote

Bis=DB(X", Y™ I) and B4 =B(X", Y™ I).
Definition 3. Put

Bi,3 <gxt B2,a = Ext(X™, Y™ ) < Ext(X™,Y™ 1),

Bi3 <t B4 = Int(X™, Y™ I) < Int(X™, Y™ 1),

Bi,3 ~pxt B2 = Ext(X™, Y I) = Ext(X ™2, Y™ 1),

Bi3 At Baa = Int(X ™, Y™ I) = Int(X™, Y™, 1).
Remark 3. (1) Thus, B1,3 <gxt B2,4 is a degree to which the system of extents
of Bi 3 is contained in the system of extents of Bs 4 in the sense of Definition

2; analogously for B; 3 <int B2.4, B1,3 ®Ext B2.4, and By 3 <y B2 4. Note that
in general, By 3 =gxt B2,4 may differ from Bj 3 <in B2,4 and the choice is up
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to the user (whether he/she is interested in clusters of objects or attributes).
One might of course take also Bi 3 < B2.a = (B1,3 =gxt B2,4)AN(B1,3 =int B2.4).

(2) Note that we have By 3 ~pxt B2.a = (B1.3 <gxt B2,4) A (B2.4 <gxt B1,3)
and By 3 ~ Baa = (B1,s <mt B2.4) A (B2,a =1t B1.3).

We are going to present formulas for estimation of lower bounds of the
degrees introduced in Definition 3. This is particularly interesting if we start
with B(X*1,Y*2 I), find out that B(X*',Y™*2 I) is too large, replace hedges
*1 and *3 by (stronger) hedges *2 and *4, and consider B(X*2,Y*+ T) instead
of B(X*1,Y*s,I). Then one wants to know a degree to which B(X*2,Y*+ I)
is contained in (similar to) B(X*t,Y*3 T). We need the following definition
describing relationships between hedges.

Definition 4. For hedges x1 and %5 on L put

(k1 % %2) = Ngep (0™ —a®2),

(k1 % %2) = Nep (@™ = a™).

Remark 4. (1) Since a < b (degree of equivalence of a and b) can be seen as
a degree to which degrees a and b are similar, *; = %o can be interpreted
as a degree to which hedges #; and %5 are similar (yield similar results).
Analogously, *1 = %o can be interpreted as a degree to which *; is stronger
than .

(2) Note that (1 & *3) = (%1 < x2) A (%2 < *q).

Lemma 2. ~ is a fuzzy equality relation on the set of all truth stressers on
L; = is a fuzzy order on the set of all truth stressers on L equipped with ~.

Degrees 1 = %9, %1 & %9 enable us to deduce some natural properties of
hedges *; and *5. As an example, for a hedge * on L denote

fix(x) ={a€ L |a" =a}
the set of all fixpoints of *. For K1, Ky C L, put
(K1 2 Kp) = /\aeK1 \/beK2 (a <),
(K1~ Kp) = (K1 2 K2) A (K2 X K7).

K; <X Ky (K1 = K>) is a degree to which K is contained in (similar to) Ka.
The following lemma shows that stronger hedges have smaller sets of fixpoints
and that similar hedges have similar sets of fixpoints.

Lemma 3. (%1 = %3) < (fix(x1) = fix(*2)), (*1 & *9) < (fix(1) =~ fix(x2)).

Before presenting main results of this section, we need some auxiliary
claims. For i = 1,2, 3, 4, denote by ' and ! the mappings induced by a hedge
de Ali(y) = Apex (A% () — I(2,y)) and BYi(z) = A oy (B*(y) —
I(z,y)). Then we have
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Lemma 4. For A € LY, (%1 < *3) < S(A"3, AT) and (%) = *3) < (A1* ~
A1) dually for B € LY and 2 and ‘4.

The main results providing estimations of degrees of containment and de-
grees of similarity of concept lattices with hedges follow.

Theorem 1. We have the following estimation formulas:

(%1 = %2) ® (%3 = *4) < By 3 Zgxt B2.4,
(%3 = %4) ® (%1 = *2) < Bi,g <mt B2,
(%1 & *2) @ (%3 = *4) < B3 Xpxt Bo,4,
(%1 & *2) @ (%3 R *4q) < B3 Xt Baa.

The next two theorems provide formulas for the case when the hedges by
attributes are equal and, moreover, are identities.

Theorem 2. We have the following estimation formulas:

(k1 ko) < B(X™, Y™ I) <pyx B(X™, Y™, 1),
(k1 R %) < B(X™, Y™ ) Sy B(X ™2, Y™, 1),
(k1 R o) < B(X™, Y™ | I) mpy B(X™, Y™, 1),
(k1 R *) < B(X™, Y™ 1) ~py B(X™2, Y™ I).

Theorem 3. For xy being identity on L we have
(*1 j *2) S B(X*17Y*Y7I) jlnt B(X*Z,Y*Y,I).

Remark 5. Note that for *¥ being identity we not only have the previous
better estimation but one can show that for (4, B) € B(X*,Y*¥,I) there
is (C, D) € B(X*2,Y*¥ T) such that both (x; < %3) < (A = C) and (%1 =<
x9) < (B = D). Note also that the case when ** is identity (dual situation to
*¥ being identity) is important in studying fuzzy attribute implications.

We postpone further ramifications of the previous results to an extended
version of this paper.

4 Example and remarks

This section presents an illustrative example of similarities of concept lattices
with hedges. Let L be a finite Lukasiewicz chain with L = {0,0.25,0.5,0.75, 1}.
There are five hedges on L; they are depicted in Fig. 1: the left-most hedge
(denoted by #1) is globalization on L, the right-most one (denoted by x5)
is identity on L; for %5 we have 0*2 = 0.25*2 = 0, 0.5*2 = 0.75*2 = 0.5,
1*2 = 1, etc. Table 1 (left) contains the fuzzy order < on hedges: a table
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*1 *2 *3 *q *5
1 © © h
0.75 ( Q
0.25 ( G Q
0 o ®) [®

Fig. 1. Truth stressers of five-element Lukasiewicz chain

Table 1. Fuzzy order and fuzzy equality on truth-stressers

S| k1 ko kg kg ¥p R k1 ko %3 ¥q4 ¥p
x1| 1 1 1 1 1 1 1 05 0.75 0.5 0.25
¥ 105 1 075 1 1 ¥ 0.5 1 0.75 0.75 0.75
¥310.75 0.75 1 1 1 ¥310.75 0.75 1 0.75 0.5
¥4 0.5 0.75 0.75 1 1 ¥4 0.5 0.75 0.75 1 0.75

*510.25 0.75 0.5 0.75 1 x510.25 0.75 0.5 0.75 1

entry corresponding to a row *; and a column *; contains degree *; = *;.
Table 1 (right) displays the fuzzy equality ~ on hedges.

Consider a data table (X,Y, I) given by table in Fig. 2 (left). The set X of
object consists of “Mercury”, “Venus”, ..., set Y contains four attributes: size
of the planet (small /large), distance from the sun (far / near). Since we have
five hedges on L, the input data table (X,Y,I) induces 25 (possibly differ-
ent) output concept lattices with hedges B(X*1,Y*1 I), ... B(X*5 Y*s ).
For brevity, each concept lattice B(X™**,Y*/, I) will be denoted by B; ;. All
the concept lattices are depicted in Fig.2 (right) (B; ; lies on the intersection
of row #; and column ;). Each concept lattice is depicted by its Hasse dia-
gram. The nodes of the diagram represent the clusters (concepts) in the data
(X,Y, I); the edges represent the partial ordering of the clusters (subconcept-
superconcept hierarchy), see Section 3.1. Note that B 1 (both hedges are glob-
alization) contains 8 clusters (concepts) while B5 5 (both hedges are identity)
consists of 216 clusters.

Looking at the concept lattices in Fig. 2, we might say that, e.g., Ba 5, Bs 4,
and Bs 5 are (very) similar while By ; is quite different (much simpler) from
each of Bys, Bs.4, and Bss. This intuitive observation agrees with degrees
of similarity of these fuzzy concept lattices. Indeed, Table 2 (left) contains
degrees of similarity of intents, i.e. a table entry on the intersection of row
B, and column Bj; contains degree B; i ~m¢ Bji. We have, e.g., By s ~mnt
Bs 5 = 0.75 while By 1 ~m Bss = 0.25. Table 2 (right) contains estimations
of degrees of similarity of intents: a table entry on the intersection of row B5; j
and column B;; contains truth degree (¥; ~ #*;) ® (%, &= #;). Observe that
in some cases, estimations given by Table 2 (right) are equal to the values of
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*1 *9 *3 *q *5

size distance
small large far near
Mercury | 1 0 0 1
Venus | 0.75 0 0 1
Earth | 0.75 0 0 0.75
Mars| 1 0 0.5 0.75

1

1

Jupiter | 0 0.75 0.5

Saturn| 0 0.75 0.5

Uranus|0.25 0.5 1 0.25
Neptune | 0.25 0.5 1 0
Pluto| 1 0 1 0

Fig. 2. Data table with fuzzy attributes (left); concept lattices generated from the
data table by all combinations of truth stressers *x and xy from Fig. 1 (right).

similarity over intents, in some cases, however, the estimation is strictly lower.
On the other hand, the cost of computing values (x; & ;) ® (x5 &~ *;) is much
smaller than the cost of computing B; ; ~m¢ Bj,; especially in case of large
input data. Table 3 depicts fuzzy order over extents, i.e. B;  <gxt Bj,1, and its
estimation, i.e. (%; =< ;) ® (%5 & *;). Note that the estimations of Theorems 2
and 3 provide closer approximations of the estimated degrees (details in the
extended version).

Table 2. Similarity over intents and its estimation

Rt |B1,1 B33 Bas Bs.a Bss est. [Bi,1 B33 Bas Bsa Bss
Bia] 1 05 05 0.5 0.25 Bial 1 05 0 0 0
B33/ 05 1 05 05 0.5 Bss3[0.5 1 025025 0
Bss[ 05 0.5 1 0.750.75 Bss| 0 025 1 0.5 0.75

Bs4/ 05 05 075 1 0.75 Bsa4| 0 025 05 1 0.75
Bs,5/0.25 0.5 0.750.75 1 Bss| 0 0 0.750.75 1

’

5 Future research

Future research as well as topics which did not fit the limited extent of this
paper include the following: factorization of concept lattices with hedges and
collections of attribute implications by putting together similar concepts and
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Table 3. Fuzzy order over extents and its estimation

=ext|B1,1 B33 Bajs Bsa Bs,s est. |B1,1 B33 Bas Bsa Bss
Bl 1 1 1 1 1 Bi,i| 1 0.750.25 0.5 0.25
Bs3/05 1 075 1 1 Bs3/05 1 0.5 0.75 0.5
B4s/ 05 075 1 075 1 Bss| 0 025 1 075 1
Bs,4] 0.5 0.750.75 1 1 Bsa| 0 025 0.5 1 0.75
Bs,510.25 0.75 0.75 0.75 1 Bss| 0 0 075075 1

similar implications; results concerning similarity and validity of attribute
implications; similarity of theories consisting of attribute implications [6] (do
similar data tables have similar non-redundant bases of attribute implications?
etc.); similarity results based on other measures of similarity of fuzzy sets.
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Abstract.The Relevance Vector Machine (RVM) is a generalized linear model that
can use kernel functions as basis functions. Experiments with the Matérn kernel in-
dicate that the kernel choice has a significant impact on the sparsity of the solution.
Furthermore, not every kernel is suitable for the RVM. Our experiments indicate
that the Matérn kernel of order 3 is a good initial choice for many types of data.
Keywords:Machine Learning, Relevance Vector Machine, Kernel Regression, Matérn
Kernel

1 Introduction

Suppose that N noisy observations of an unknown function f : R — R are
available:
Y = f(Xi) + e (1)

Suppose that f can be expressed in a form of some infinite expansion:
oo
@) =3 059(x) (2)
j=1

where {g;(x)}§° is an unknown family of basis functions. In the regression
problem estimating f reduces to estimation of a suitable truncation of the
vector of all parameters © = (6;...0%)T, using the observations {Xi,Yi}fil
and (2) is called a generalized linear model (GLM). To limit the number of
parameters such that the coefficients 67 decrease in a certain way as j —
oo some smoothness or regularity assumptions have to be stated about f.
Generally speaking, smoothness conditions require that the unknown function
f belongs to a particular restricted functional class. Otherwise, convergence
can be arbitrary slow[1].

One commonly used implementation of (2) is the Parzen-Rosenblatt den-
sity estimator defined as:

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 253-263 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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(o) = N}%ik (22 3)

where the positive number hy is called the bandwidth or scaling factor and
the function k is called a kernel. A kernel function is a positive definite func-
tion [2] which decreases very fast outside the window [z — hy,z + hy], thus,
the estimator (3) is a moving average of the observations belonging to that
window. The accuracy of the approximation (3) depends on how densely obser-
vation points fill the input space. Efficient uniform error bounds are available
for kernel estimators when the function f is further restricted to the class of
functions bounded by a polynomial of (unknown) orders [1]. Noisy observa-
tions introduce error in the estimation of the regression coefficients 67. The
total mean square error of the estimates will be the sum of the stochastic part
(because of the noise) and of the bias due to the approximation error. Thus,
the optimal choice for the regression problem will depend more on the charac-
teristics of the kernel function and less on the characteristics of the unknown
I

The use of kernels has received considerable attention in machine learning
[2]. The kernel matrix is symmetric and positive definite matrix, thus, it can
be defined as some kind of similarity between pairs of data points such as
k(x,x/) = <W(m),¢(m/> The transform ¥ : X — H from X, the input space
to H, is often used to embed the training data into a high dimensional feature
space. The assumption is that it could be easier to obtain the solution for a
specific problem in the feature space. Using this technique, there is no restric-
tion on the dimensionality of the data, since usually the number of examples
N is much larger than the number of dimensions d.

The freedom in the choice of the mapping ¥ enables us to design a
large variety of similarity measures adapted to the given problem [2], [10].
In practice, most applications of kernel methods just use the Gaussian kernel
k(z,x;) = expl#=2ill"/20* where the ||| operator indicates the distance be-
tween the any two points, and o is the width parameter of the Gaussian. The
Gaussian kernel is also called the universal kernel. It is an infinitely smooth
function, thus, may not be the best choice for noisy datasets.

The Matérn kernel [2], [3] is unique because it has an extra parameter v to
explicitly control the smoothness of the kernel. The Matérn function of order
v belongs to the class of functions bounded by a polynomial of order v. One
formulation of the Matérn kernel takes the following form:

V2| — i) v
Mo,z = 2 I g 0 o) ()
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where I'(v) is the gamma function and K, (z) is the modified Bessel function
of the second kind'of order v, and ¢ in this case is the width scaling parameter
of the Matérn function.

When v — oo the Matérn kernel degenerates to the Gaussian kernel and
when v=0.5 it degenerates to the exponential kernel . Thus, the Matérn kernel
is able to define a wide range of kernel functions. Figure 1 illustrates the
Matérn kernel with different degrees of smoothness and its ability to behave
as the Gaussian and the exponential kernels.

v=+es GALSSIAN
v=15
-+ w=0 & Exponential

o o
m o
T T

=2 2 2 o
L - |
T T T T

o o
= b
T T

-6 -4 -2 0 2 4 6
Il =1

Fig. 1. The Matérn Kernel; w denotes the standard deviation (the width) and v is
the smoothness parameter

Sparsity is generally considered a desirable feature of a machine learning
algorithm. Sparse algorithms prefer a simple solution. In the context of GLM,
as sparse solution will have a small number of non-zero coefficients. The Rel-
evance Vector Machine (RVM) is a method for training a GLM such as (2).
In the literature, it was presented as a method for sparse kernel regression.

y(x, w) = sz ck(x,x;) + € (5)

k(x,x;) is a bi-variate kernel function centered on each one of the N training
data points x;, w = [w;...wy]T is a vector of regression coefficients, and ¢ is
the noise. This means that it will select a subset, often a small subset, of the
kernel functions in the final model.

Though it is stated that the RVM can use any basis functions [4], the
examples in the literature apply only the Gaussian Kernel. The novelty in this

1y(24)?
1 KU(Z) _ I'(v+35)(22) o0 cos(t) dt

T
VT 0 (t2+22)v+5
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paper is the first investigation of the RVM for kernels other than the Gaussian,
and specifically the Matérn kernel. We study for the first time the effect of
the smoothness of the kernel function on the convergence and sparseness of
the RVM solution for datasets with various attributes such as non linearity
and noise.

The rest of this paper is as follows: section 2 introduces the RVM algo-
rithm; section 3 presents experiments with different kernels; and section 4
concludes with a discussion.

2 The RVM Algorithm

2.1 The Regression RVM

Consider a dataset of input-target pairs {X;, ti}ilil. Each target ¢; is assumed
Normally distributed with mean y(z;) and uniform variance o2 of the noise
€ so p(t|x) = N(tly(x),0?) . The targets are also assumed jointly Normal
distributed as N(u, X), where (u, X) are the unknowns to be determined by
the algorithm. The conditional probability of the targets given the parameters
and the data can now be expressed as (6).

plew.o?) = (2r0”) Feap { — 51 1 @wi) | ©)

where the data is hidden in the NzN kernel function matrix ® representing
all the pairs @; ; = k(x;,x;),4,j € [1...N].( @ could be extended to include a
possible bias term).

The goal of the RVM is to accurately predict the target function, while
retaining as few basis functions as possible in (5). Sparseness is achieved via
the framework of sparse Bayesian learning and the introduction of an addi-
tional vector of hyper parameters a; that controls the width of a Normal prior
distribution over the precision of each element of w;.

(673 1
p(wilog) = 4/ gexp(l - iajwf-) (7)

A large parameter «; indicates a prior distribution sharply peaked around
zero. For a sufficiently large «;, the basis function is deemed irrelevant and w;
is set to zero, maximizing the posterior probability of the parameters’ model
(7). As an analogy to the Support Vector Machine [5], the non-zero elements
of w are called Relevance Values, and their corresponding data-points are
called Relevance Vectors (RVs).

The solution is derived via the following iterative type II maximization of
the marginal likelihood p(t|a, 0?) with respect to a and o2.
new _ L — @idii (8)

«
i 2
K
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2\new ||t—@ﬂ”2
o = 9
The unknowns (u, ) are computed as:
=(TB® 4+ A)! (10)
n=X®TBt (11)

where B = 072y, . The basic RVM algorithm cycles between (8),(9),(10),(11)
reducing the dimensionality of the problem when any «; larger than a preset
threshold. The algorithm stops when the likelihood p(t|a,c?) ceases to in-
crease. Further information about the algorithm, as well as priors for (o, o?)
is presented in [4].

2.2 The Classification RVM

In the classification problem each target ¢; is Binary: ¢; € {0,1}. The model
(5) is assumed to be noise-free. That is 02 = 0. Note that equation (5) can
not produce a binary function by itself without an additional rounding to
the closest value {0,1}. The sigmoid function p(y) = 1/(1 + e~ ¥) is used to
generalize the linear model. The main idea of the sigmoid function is to make
an approximation of the regression case to the two-class classification problem.
With the sigmoid link function we can adopt the Bernoulli distribution P(¢|z)
and rewrite the likelihood as:

N

pitlw) = [ o (@]w)" (1 = p@]w))

Tt (12)

In the classification RVM framework, we need to find two solutions to two
different coupled problems, an optimization problem and a regression RVM
problem [4]. The multi-class problem is solved with an assembly of binary
classifiers. The classification RVM will not be considered in this paper

2.3 Attributes of the RVM

The RVM is an approximate Bayesian method, thus it can generate not only
a predicted values, but also the probability distribution of the values [6]. For
further details of the basic RVM look in [4]. For a discussion of convergence
and sparseness look in [7].

The matrix inversion operation in (10), which requires O(N?) operations
is the computationally intensive part of the algorithm. The matrices ® and ¥
are full rank, thus require initially O(NN?) space complexity. Furthermore, it
is common that the inversion of a large matrix becomes ill-conditioned after
several cycles even for positive definite matrices unless the parameters of the
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kernel function are optimized. These problems limit the practicality of the
basic RVM algorithm for moderately sized problems. Fortunately, practical
approaches were developed for reducing the runtime complexity to O(N?) [8].
An important step in GLM learning is to find a feature space - a pro-
jection of the data on highly dimensional space - where the data is linear
for regression problems and linearly separable for classification problems. The
choice of projection (the kernel function) is important for the accuracy and the
convergence of the RVM. Note that the RVM typically produces very sparse
solutions compared to the SVM, when its kernel is as the SVM kernel [4].

3 Comparative Experiments

3.1 The Matérn Kernel

The purpose of the following experiments is to check the sensitivity of the
RVM to the kernel choice, the smoothness of the kernel function and various
attributes of the dataset. In the Matérn kernel it is possible to control the
smoothness of the kernel function. Thus, the following types of the kernel
functions were considered: Gaussian kernel, Matérn of orders v = 1,2, 3,4 (re-
spectively Matérnl, Matérn2, Matérn3 and Matérn4). Higher orders Matérn
are not that different than the Gaussian. Moreover, we also test the finitely
supported kernel function.

Instead of taking a set of unrelated benchmark data sets, we used the
Pumadyn family of datasets?. These are eight synthetic datasets generated
from a realistic simulation of the dynamics of the Puma 560 robotic manipu-
lator. The regression problem is to predict the angular acceleration of one of
the robotic links. Each dataset has a unique combination of three attributes:
dimensionality (8 or 32 attributes), non-linearity (fairly linear or non-linear),
and output noise (moderate or high). Table 1 present the details about the
datasets and the split between the training set and the test set. We selected
this specific set of benchmark datasets in order to study for the first time
the dependency of the RVM solution on both the selected kernel and the
attributes of the dataset (such as non-linearity).

We used a MATLAB implementation of the working set RVM from [8]. The
Training set was used for the learning phase, and the error was measured on
the testing set. Each kernel was simulated for 10 different repetitions and the
same randomizations were used for testing each kernel. The width parameter
for each kernel was optimized manually via cross-validation experiments on the
training set. Table 2 presents the width parameters found for each combination
of kernel and dataset.

2 www.cs.toronto.edu/ delve/data/pumadyn/desc.htmwww.cs.toronto.edu/ delve
/data/pumadyn/desc.html
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Table 1. Details of the Pumadyn family of datasets

Name Size # of Attributes Level of noise Level of non linearity Training set/test set

8th 8192
8fm 8192
8nh 8192
8nm 8192
32fh 8192
32fm 8192
32nh 8192
32nm 8192

8
8
8
8
32
32
32
32

moderate

moderate

moderate

moderate

fairly linear
fairly linear
non-linear
non-linear
fairly linear
fairly linear
non-linear
non-linear

6144,/2048
6144,/2048
6144,/2048
6144,/2048
6144,/2048
6144,/2048
6144,/2048
6144,/2048

Table 2. The selected width parameters

Name Matérnl Matérn2 Matérn3 Matérnd Gauss

8fh
8fm
8nh
8nm
32th
32fm
32nh
32nm

3
5
7
12
50
20
180
135

4

4

8
14
50
25
190
140

8
8
16
18
50
125
135
150

18
25
25
32
90
175
135
160

2
2
2
10
25
25
135
60

We used two measures in these experiments, the number of RVs and the
accuracy (RMSE). Tables 3 and 4 presents the comparative RMSE and the
comparative number of RVs respectively. The standard deviation of each mea-
sure is also presented in the tables.

Table 3. Comparative RMSE

Name Matérnl Matérn2 Matérn3 Matérn4 Gauss
8fh 3.14+0.04  3.144+0.05 3.16+0.06  3.17+0.04  3.14+0.05
8fm  1.07+0.02  1.05+0.02  1.05+0.02  1.23+£0.03  1.05+0.02
8nh  3.2440.06  3.2240.04  3.25+0.03  4.25+0.06  3.2540.04
8nm  1.1840.02  1.14+0.02  1.20+£0.02  3.54+0.03  1.2240.02
32fh  .02143*107* .024+3*107% .02+3*10~* .02+£3*107° .02+3*107*
32fm .005+7*107° .005+£7*107° .005+£9*%107° .005+1*10~° .005+£6*10~°
32nh .034£7*%10% .0334£5%107% .033+£4*107% .033+£3*107° .033+£5%10~*

32nm

.028-£5%10~4

0274£5%107% .0274+3%107% .

027+5%1075 .027+£5%10~*
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Table 4. Comparative number of RVs

Name Matérnl Matérn2 Matérn3 Matérnd Gauss

8fh 46.7£5.3 36.5£2.5 34.2+1.7 12.3+1.4 38.5£2.9
8fm 136.1£10.3 79.8+£3.2 57.24+2.6 16.1+1 70.6+3.1
8nh  160.7+8.5 93£2.47 45.945.8 19.3+1.4 142.448
8nm 530.4£85.4 173.3£6 82.8£3.9 17.7£1.3 82.84+2.5
32th 240.8+37.1 41£11 38.6+3.4 11.3+2.5 79.1+£3.7
32fm 265.1+£14.3 64+7 34.5+4.3 174+4.6 140+13.4
32nh 268.3£19.5 28+£21.5 7.3£1.6 7.3£1.4 9.9£1.7
32nm  324£10 31.1£12.5 16.9£8.6 8.84+2.6 67.745.2

Analysis of the results in tables 2, 3, 4 indicates that:

e The Gaussian and Matérn of orders 1,2,3,4 achieved a similar accuracy.
Thus, from an accuracy point of view there is no difference among them.
The Matérnd demonstrates a significantly lower accuracy for three of the
datasets.

e The Matérn4 achieved the sparsest results (less than 0.3%) for all the data
sets. The Matérn3 is also typically sparser than the Gaussian, however, it
has a similar accuracy as the Gaussian. It seems that the Matérn4 presents
a danger of under-fitting the data.

e Regarding which kernel is more suitable for a given problem (non-linearity,
noise) it is hard to decide. While the Matérn4 obtained the sparsest results
for all the datasets, the Matérn3 also retained the accuracy, thus, it is
recommended.

The main contribution of these experiments is that we found a kernel which
is better than the Gaussian - we suggest using the Matérn of order 3.

We can also analyze for the first time the sensitivity of the RVM to different
attributes of the dataset, and as expected, a decrease in the noise level (e.g.
from puma8fh to puma8fm) results in an increase in the number of RVs, since
less features of the function are now masked by the noise.

3.2 The Finitely Supported Matérn Kernel

The typical kernel measures the distance/similarity between any two points
in the data. In a finitely supported kernel, we set the corresponding value
in the kernel ma-trix to zero whenever the similarity between two points x;
and z; is below a certain threshold. In a typical dataset, data is distributed
among separate clusters in the multidimensional space. Effectively, a data is
similar only to data in the same cluster, and will not be considered similar
to data from different clusters. Thus, a finitely supported kernel matrix is
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expected to containing a majority of zero values (a sparse matrix). The ad-
vantage in a sparse matrix is that there exist efficient sparse linear algebra
and sparse matrix computation techniques [9] that reorder the nonzero values
to be around the diagonal of the kernel matrix and invert a sparse matrix in
O(N?)- effectively accelerating the RVM.

Simply truncating the kernel below a certain threshold does not result in
a positive definite matrix in general. However, any kernel can easily become
a compactly supported kernel by multiplying it with the ”hyper-triangular”

kernel (13).
ar{ (1 L= o) a3

where o > 0 is a width parameter (same as the one used in the regular
Matérn kernel) and v > (d+1)/2 in order to insure positive definiteness (d is
the dimensionality of the data which generated the kernel matrix).

For the experiments with the finitely supported Matérn kernel, we used
only the first four Pumadyn datasets from table 1 which have d = 8, thus we
choose v =5 (for a higher smoothness than that, the Matérn is quite similar
to the Gaussian). We used the same experimental setting as before. Table 5
presents the results of the experiments with the order 5 finitely supported
hyper-triangular kernel. The finitely supported Matérn kernel was generated
by the multiplication of (13) with (4). Unfortunately, for three of the datasets
we failed to find an appropriate kernel width that leads to convergence of the
RVM. Maybe the high noise and relative linearity of the first dataset facilitates
finding a single appropriate width parameter.

Table 5. Experiments with finitely supported kernels

Name Matérn5bfs Triangularb

width Time RV Rmse width Time RV Rmse
8th 50 394+ 128.4+ 3.17+ 45 363+ 129+ 3.2+

140 13.8  0.04 160 204 0.05
8fm no convergence no convergence
8nh no convergence no convergence
8nm no convergence no convergence

Comparing the results in table 5 to the results in tables 2, 3, 4, we see
that:

e The hyper-triangular kernel of order 5 behaved fairly similar to the finitely
supported Matérn kernel of order 5. When the effective width of the
Matérn is larger than the effective width of the Triangular kernel, this
could be expected, since in this case the Matérn will have a fairly con-
stant value within the effective support of the Triangular kernel, and the
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multiplication of the kernels will not differ much from the values of the
Triangular kernel.

e The accuracy of the finitely supported kernels is fairly similar to that of
the regular kernels, while the number of RVs is much larger.

e A careful analysis of the two kernels that did converge, indicate 0% sparsity
for the width parameters selected.

While these experiments are not conclusive, it indicates that finite supported
kernels are not a good choice for the RVM - the algorithm does not converge
for sparse kernels.

4 Discussion

The problem of selecting the best kernel and tuning its parameters lies in
the core of all the kernel based methods. In this paper we investigated for
the first time the sensitivity of the RVM to the kernel choice. We found that
Matérn of order 3 provides a fair trade-off between sparsity and error. Con-
sidering that cubic splines (splines of order 3) are well known to provide good
approximations for many types of functions, this is not surprising.

It turns out - unlike conjectured by [4] - that not every kernel is suitable
for the RVM. Surprisingly, when we trained the RVM using the finitely sup-
ported Matérn kernels, the results were very poor convergence if any, and a
very long training time relatively to the ordinary Matérn kernels. One possi-
ble explanation to the poor results could be the existence of regions of zero
derivative of the finitely support kernels which causes the RVM to slow down,
or stop its convergence. This phenomena merits further investigation, since
sparse linear algebra can potentially accelerate the RVM.

We did not manage to answer the question if there is a kernel that is best
suited for a given problem such as non-linearity, noise or whether kernels for
classification should be different than kernels for regression. However, this is
the first time (to the best of our knowledge) that a kernel different than the
Gaussian, or specifically the Matérn family, was ever used for the RVM.
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Summary. This paper presents a novel instance-space decomposition framework
for decision trees. According to this framework, the original instance-space is de-
composed into several subspaces in a parallel-to-axis manner. A different classifier is
assigned to each subspace. Subsequently, an unlabelled instance is classified by em-
ploying the appropriate classifier based on the subspace where the instance belongs.
An experimental study which was conducted in order to compare various implemen-
tations of this framework indicates that previously presented implementations can
be improved both in terms of accuracy and computation time.

1 Introduction

The multiple-classifier approach may improve the performance of a certain
classification method. Both decomposition methodology as well as ensemble
methodology applies a multiple-classifier approach for solving a classification
task. Nevertheless the main idea of ensemble methodology is to combine a set
of classifiers, each of which solves the same original task, in order to obtain a
more accurate and reliable result than using a single classifier [4]. In a typical
ensemble setting, each classifier is trained on data taken or re-sampled from a
common dataset. On the other hand, the purpose of decomposition method-
ology is to break down a complex problem into several manageable problems,
and to let each classifier solve a different task, i.e., individual classifiers cannot
provide a solution to the original task.

Instance-space decomposition is a specific decomposition approach in
which the original instance-space is decomposed into several subspaces. For
each subspace, a different classifier is generated. Subsequently an unlabelled
instance can be classified by selecting the appropriate classifier according to
the subspace to which the instance belongs.

Several researchers proposed methods for combining, selecting and weight-
ing the classification results of a set of given classifiers [5]. These methods are
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based on evaluating the level to which a certain classifier is appropriate for a
certain region in the instance-space.

NBTree is an instance space decomposition method that induces a de-
cision tree and a naive-Bayes hybrid classifier [3]. Naive-Bayes, which is a
classification algorithm based on Bayes’ theorem and a naive independence
assumption, is very efficient in terms of its processing time. To induce an
NBTree, the instance space is recursively partitioned according to attributes
values. The result of the recursive partitioning is a decision tree whose ter-
minal nodes are naive-Bayes classifiers. Since subjecting a terminal node to
a naive-Bayes classifier means that the hybrid classifier may classify two in-
stances from a single hyper-rectangle region into distinct classes, the NBTree
is more flexible than a pure decision tree. In order to decide when to stop
the growth of the tree, NBTree compares two alternatives in terms of error
estimation - partitioning into a hyper-rectangle regions and inducing a single
naive-Bayes classifier. The error estimation is calculated by cross-validation,
which significantly increases the overall processing time. Although NBTree
applies a naive-Bayes classifier to decision tree terminal nodes, classification
algorithms other than naive-Bayes are also applicable. However, the cross-
validation estimations make the NBTree hybrid computationally expensive
for more time-consuming algorithms such as neural networks.

Although different researchers have addressed the issue of instance space
decomposition, there is no research that suggests an automatic procedure for
mutually exclusive instance space decompositions, which can be employed for
any given classification algorithm and in a computationally efficient way. This
paper introduces a decision-tree framework for instance-space decomposition
(DFID). This framework grows a decision tree and applies a certain induc-
tion algorithm to its terminal nodes. While growing the tree, DFID can use
several splitting criteria. Nevertheless a new splitting criterion that combines
gain ratio measure with a subset grouping procedure is suggested, and its
contribution to the problem is discussed. The DFID implementation with the
new splitting criterion is called CPOM (Contrasted POpulations Miner).

The proposed algorithm can be used for developing lookahead based algo-
rithms for induction of decision trees. Lookahead based algorithms attempts
to predict the profitability of a split at a node by estimating its effect on
deeper decedents of the node [6, 2]. For this purpose, one can use the DFID
while employing a decision tree induction algorithm as the inner inducer.

2 Decision-tree Framework for Instance-space
Decomposition (DFID)

Given a training set .S drawn from a distribution D over the labelled instance
space U, and an inducer I, the aim* of the instance-space decomposition prob-
lem is to find an optimal decomposition W such that a unique classifier is
derived for each of the regions and the sum of generalization errors over the
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induced classifiers M; = I(S N ;) will be minimized over the distribution
D. Beside the error measure, this paper considers also the time complexity
measure, and the number of leaf nodes in the composite classifier.

This paper focuses on hierarchical partitioning that can be represented
by a univariate decision tree. DFID is a heuristic framework for instance
space decomposition. An NBTree [3] can be seen as a specific implementation
of DFID. DFID can be also used to implement lookahead based algorithms
for induction of decision trees. CPOM, described below, is another DFID
implementation.

As Figure 1 shows, the proposed DFID procedure receives a training set
S and an inducer I. The framework flow begins by checking for stopping
criteria. If a stopping criterion is met, then a single classifier is induced from
the training set by applying I to .S, and the procedure terminates. As long as
no stopping criterion is met, the training set is recursively partitioned. The
split is then optionally subjected to validation. The aim of the validation is to
ensure that the split under consideration is indeed beneficial. (If a splitting rule
is found to be invalid, then another split is generated until there are no more
possible splits, or until a valid split was found (whichever comes first). If there
are no more possible splits, I is applied to S, and the procedure terminates.
As soon as a valid split is found, S is split accordingly. Subsequently, each
subset recursively goes through DFID flow in a similar fashion (Stopping and
splitting criteria as well as validation techniques are discussed below).

Distinct implementations of DFID may differ in all or some of the proce-
dures, which implement three components — stopping criteria, splitting criteria
and splitting validation. Possible implementations of these three components
are now discussed.

2.1 Stopping Criteria

Stopping criteria are represented by the ”Consider Partition” condition block
in Figure 1. It should be noted however, that this condition block is not the
only scenario in which DFID recurrence stops. Another, more natural though
passive scenario, for stopping recurrence, is the lack of any valid splitting rule.

NBTrees [3] uses a simple stopping criterion according to which a split is
not considered when the dataset consists of 30 instances or less. Splitting too
few instances will not affect the final accuracy much yet will lead, on the other
hand, to a complex composite classifier. Moreover, since each sub classifier is
required to generalize instances in its region, it must be trained on samples
of sufficient size. Kohavi’s stopping criterion can be revised to a rule that
never considers further splits in subsets consisting of 3||S|| instances or less,
where 0 < 3 < 1 is a proportion and |.S| is the number of instances in original
training set S.

Another heuristic stopping criteria is to never consider splitting if a single
sub classifier can accurately describe the current region. Practically, the rule
can be checked by comparing an accuracy estimation of the sub classifier to
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a pre-defined threshold; the procedure terminates if the estimate exceeds the
threshold. The motivation for this condition is that if a single sub classifier is
good enough, there is probably no point in partition considerations.

2.2 Split Validation

Since splitting criteria, are heuristic, it may be beneficial to regard the splitting
rule as a recommendation that should be validated. However in the DFID
framework, validation is optional.

Kohavi validates a split by estimating the reduction in error gained by the
split and comparing it to a predefined threshold of 5%. In an NBTree, it is
enough to examine only a single split in order to conclude that there is no
valid split if the one examined is invalid. This follows since in an NBTree, the
attribute selected for the split is the one that maximizes a utility measure
which is strictly increasing with the reduction in error. If a split in accordance
with a selected attribute cannot reduce the accuracy in more than 5%, then
a split according to another attribute will also fail to do so.

This work suggests a new split validation which is nested in a new split
criterion. More details are provided below but speaking in very general terms,
a splitting rule is regarded as invalid if it splits the space into a single region.

2.3 Splitting Criteria

A core DFID issue is how to generate splitting rules which result from splitting
criteria. It should be noted at the outset that any splitting criterion that is
used to grow a pure decision tree, is also applicable to the DFID framework
[8].
Kohavi [3] suggested a new splitting criterion which is to select the at-
tribute with the highest utility. Kohavi defined utility as the 5-fold cross-
validation accuracy estimate of using a naive-Bayes algorithm for classifying
regions generated by a split. The regions are partitions of the initial subspace
according to a particular attribute values.

This paper suggests a novel splitting criterion called grouped gain ratio.
Grouped gain ratio is based on gain ratio splitting criterion [7] followed by a
subset grouping heuristic.

The gain ratio splitting criterion, selects a single attribute. The space may
be partition according to values of the selected attribute [7]. An alternative
approach however is to group values of the selected attribute. A subset group-
ing heuristics to perform this grouping is now described.

The grouping heuristic is based on the sub sets corresponding to the sub
spaces. A partition of the instance space is beneficial to the classification task
if several classifiers, one for each subspace, are more accurate than a single
classifier for the entire space. For simplicity, consider the case of two distinct
subsets representing two distinct sub spaces and described by two distinct
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classifiers. If the two classifiers are similar to each other, the distinction be-
tween the two populations is not beneficial, since a single classifier can describe
both subsets. The term similar is abstract, but it is clear that if the two clas-
sifiers are identical then the distinction between the two subsets is pointless.
The opposite conjecture also makes sense, i.e. if the two classifiers are very
different from each other then there is probably a point in the distinction.

Input Data

Consider
Partitior??

Find a Splitting Rule

!

Is Split
Valid?

Add a new Classifier to|
the composite model

Add Splits to Class of
Subsets
|

No Yes

Select a Subset and
Delete it From Class|

L

Output a Composite
Model

Fig. 1. DFID Outline

The intuition regarding to classifier comparisons raises the question of
what is similar, and how to compare classifiers. This paper uses a compari-
son heuristic termed Cross Inspection. The heuristic is outlined in Figure 2.
This procedure, based on two samples and two inducers as input parameters,
starts by randomly partitioning each sample into a training set and a test set.
Then two classifiers are induced one from each training set. If the error of the
first classifier over the first test set is significantly different from the error of
the first classifier over the second test set, or vice versa, then the two classi-
fiers are regarded as different. The hypothesis in cross inspection is tested by
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statistically estimating the difference in proportions of two binomial random
variables [1].

The comparison of classifiers by cross inspection considers only two distinct
classifiers. However, there is a need to compare more than two classifiers at a
time if the selected attribute has more that two possible values. For example if
it is believed that graduate students from different schools behave differently,
one may seek the appropriate partition according to the school of the graduate.
The domain of ’school” attribute might have multiple values, all of which will
have to be compared simultaneously. The simultaneous comparison may be
the basis for partition recommendation. In the graduate student’s example,
a successful partition will group similar schools into a single group, where
different schools will be in different groups.

Since an exhaustive search over possible partitions is unacceptable in terms
of complexity, grouped gain ratio uses a greedy grouping procedure instead.
Grouped gain ratio is outlined in Figure 3. The heuristic does not explicitly
guarantee that any two classifiers in a group are equivalent, but equivalence
is assumed to be a transitive relation. The greedy grouping procedure is a
simple clustering method and other clustering methods like, graph coloring,
may also be suitable here.

| Input
= 5. 8 (Two mutually exclusive training subsets)
¢ [0 (Classification algorithms)
g (Confidence level)
Procedure
-Take a random sample 5y, (Sy) from 5 (8;) and leave the remaining instances 53 and 3y, for
evaluation.
My=h(Sn ) My=T(Sy).
- &, = accuracy estimation of M| over §, forij & {1,2}

JIf £, is different than £, with a confidence level o, or £,, is different than £,, with

confidence level o then output " not equivalent” otherwise output " equivalent”.

Fig. 2. Cross Inspection Procedure Outline

2.4 CPOM Algorithm

CPOM is a DFID implementation which splits instance spaces according to
grouped gain ratio. It should be noted that grouped gain ratio is inherently
equipped with a split validation mechanism (i.e. if a grouped gain ratio groups
all sub spaces into a single space, then the split recommended by gain ratio
criterion is invalid). CPOM does not use any explicit split validation method.

CPOM uses the two stopping rules. First CPOM compares the number
of instances in the subset under consideration with a predefined ratio of the
number of instances in the initial dataset. If the subset is too small, it stops.



A Decision-Tree Framework for Instance-space Decomposition 271

Input:
* 81, 8., 8; (subsets of training data)
o My, M, ., M, (classifiers corresponding to the subsets)
Procedure:
-For each pair of subsets mark 'equivalent' or 'not equivalent'. Using the cross-inspection
procedure
-Create L — a list of subsets of training data. For each member of L, compute the number of
instances that are described by classifiers equivalent to the member. Sort L descending by
these corresponding numbers.
-While I is not empty:
* Declare a new cluster consisting of all the subsets that are equivalent to the
first member of L.
* Remove from L all subsets that belong to the new cluster (including the first
member).

Fig. 3. Grouped Gain Ratio Heuristic

Secondly CPOM compares the accuracy estimation of a single classifier to a
pre defined threshold. It stops if the accuracy estimate exceeds the threshold.

3 Experiment Study

Following Kohavi [3], all DFID implementations evaluated in this paper use
nalve Bayes classification algorithm for classifying tree terminal nodes. The
evaluation took place using datasets chosen manually from the well-known
UCI Machine learning repository. The chosen datasets vary in relation to a
number of characteristics, such as the number of target classes, instances and
of explaining attributes.

The datasets passed a simple preprocessing stage. In this stage, missing
values were replaced by a distinctive value, and numeric attributes were made
discrete by dividing their original range into ten equal-size intervals (or one
per observed value, whichever was least). Accuracy results may have been im-
proved by using a more robust way to treat missing values [7]. Accuracy mea-
sures were derived using 10-fold cross-validation except in Letter and Nurse
datasets, where it was assumed that there are enough instances to use a leave
1/3 out validation.

Each dataset was tested using three DFID implementations — NBTree,
CPOM with grouped gain ratio as a splitting criterion, and CPOM with simple
gain ratio splitting criteria (referred to as CPOM with no grouping). NBTree
implementation was done according to the report in [3]. In CPOM implemen-
tation, maximal accuracy to consider a split was chosen to be 95%, and a
minimal data subset size was chosen to be one fifth of the initial data set size.

Table 1 describes accuracy estimations of the three implementations over
UCI repository datasets. For Letter and Nurse datasets, a point estimate is de-
rived, where in other datasets, a 95% confidence interval is construct based on
a two-tailed t-distribution. The results in Table 1 indicates that the grouping
procedure tends to improve the accuracy of the composite classifier compared
to a composite classifier that is solely based on gain ratio splitting rule. As
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a matter of fact, in none of the sets does gain ratio significantly outperform
grouped gain ratio. Thus, it is likely to assume that the grouping heuristic is
a beneficial one, i.e. subspaces that are described by similar classifiers should
be grouped together.

Table 2 presents the number of leaf nodes in the composite classifier ob-
tained and the number of inter-classifiers needed in order to obtain this clas-
sifier. The number of leaves is a way for assessing classifier comprehensibility,
and the number of inter-classifiers is a mean for assessing algorithm process-
ing time. The table shows that CPOM tends to build trees with fewer leaves.
Trees with fewer leaves are considered to be desirable since they are easier for
humans to understand.

Table 2 also shows that CPOM required significantly fewer inter-classifiers
than NBTrees in all of the examined datasets. This result is partly due to
the more compact trees built by CPOM, but it also due to the slow splitting
rule used by NBTree. In order to chose the attribute with the highest utility,
NBTree, estimates accuracies of all splitting possibilities, where each possi-
bility is evaluated using a 5-fold cross validation. The number of classifiers
needed for this splitting rule becomes a significant burden when the number
of attributes and splits increases. CPOM, on the other hand, does not use
cross validation and needs to build sub-classifier only for the attributes se-
lected by gain ratio splitting criterion. Table 2 implies that in terms of time
consumption, CPOM shows a complete superiority over NBTrees. Due to this
superiority, it is likely to expect the generalization of CPOM to classifiers,
other than naive-Bayes, to be more feasible in terms of processing time than
generalizations of NBTrees.

Finally CPOM shows overall accuracy results that are better than overall
NBTrees results. Checking accuracy estimations in Table 1, it can be verified
that CPOM significantly outperforms NBTrees in 7 of the datasets, while
NBTrees shows significant better results in only 3 datasets.

4 Summary and Future Research

This paper introduced an implementation of decision-tree based framework for
instance space decomposition called CPOM. This implementation employs a
new splitting rule, termed grouped gain ratio. In the grouped gain ratio, an
attribute is first selected according to gain ratio criterion. A greedy grouping
heuristic then groups together similar sub spaces.

The algorithm recursively splits an instance space according to the values
of explained attributes until stopping rules are met. Subsequently, for each re-
gion formed by the recursive splits (referred to as partition), a unique classifier
is induced using some classification algorithm.

With datasets manually selected from the well-known UCI Machine Learn-
ing repository, CPOM was superior both compared to NBTrees and the pro-
cedure this paper refers to CPOM with no grouping. Specifically, CPOM was
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Table 1. Accuracy estimations of the three implementations over UCI’s datasets

Table 2. No. of Leaves and No.

Dataset CPOM CPOM no Grouping NBTree
Andor 86.23+1.72 87.014+1.70 87.20£6.75
B.Can 97.42+1.16 93.84+1.86 96.56+1.46
Hyes 75.75£9.16 64.39+9.43 67.42+7.11
Led 60.90+5.12 61.81+7.22 60.90+4.38
Mush 99.3740.17 99.2840.23 99.95+0.07
Nurse 93.07 93.01 96.59
Sonar 76.44+7.62 70.19£9.09 62.98+7.68
Soyb. 93.41+£1.49 93.9941.03 92.53£1.86
TTT 76.514+1.87 78.70+1.43 75.67+5.82
Vote 92.64+£2.50 91.03+3.32 92.06+4.51
Wine 96.62+3.35 91.01+4.24 90.4445.69
Zoo 95.04£5.05 95.04+£5.05 91.08+6.25
Letter 77.70 77.70 80.06
Aust 86.5243.05 84.344+2.92 84.78+2.64
Car 93.92+0.74 89.6440.96 85.30+0.92
Monk1 97.58+3.97 70.1648.49 91.12+4.16

of Classifiers of CPOM vs. NBTree

Data NBTree CPOM
Leaves # Models |Leaves # Models

Andor 28 6730 8 14
B.Can 28 2250 2 162
Hyes 10 225 4 54
Led 7 1920 8 28
Mush 2634 235480 10 262
Nurse 759 45500 10 104
Sonar 19 9000 2 772
Soyb. 44 11500 18 122
TTT 1 135 7 18
Vote 35 4080 2 8
Wine 10 1950 1 368
Z.00 8 540 5 36
Letter 226 43520 27 1650
Aust 59 6930 5 5b4
Car 1 105 8 90
Monl 5 340 7 72
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overall more accurate results, with less execution time and in a more com-
prehensive representation. Moreover, the grouping heuristic significantly im-
proved the accuracy results compared to CPOM with no grouping.

Grouped gain ratio can be tailored as a splitting criterion for pure decision
trees. As to future research, it is suggested to compare and evaluate this
possibility in regard to other splitting criteria.
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1 Abstract

Massive determination of complete genomes sequences has led to develop-
ment of different tools for genome comparisons. Our approach is to compare
genomes according to typical genomic distributions of a mathematical function
that reflects a certain biological function. In this study we used comprehensive
genome analysis of DNA curvature distributions before starts and after ends
of prokaryotic genes to evaluate the assistance of mathematical and statisti-
cal procedures. Due to an extensive amount of data we were able to define
the factors influencing the curvature distribution in promoter and termina-
tor regions. Two clustering methods, K-means and PAM were applied and
produced very similar clusterings that reflect genomic attributes and environ-
mental conditions of species’ habitat.

2 Introduction

The term DNA curvature refers to a characteristic of DNA fragments, which
are bent without application of any external forces. This property also named
intrinsic curvature or sequence-dependent DNA curvature. The presence of
curved DNA was established by biological experiments since the early 80-ies
([15], [22], [3], [7])- Based on experimental results, some computational mod-
els, including our model ([2], [18]) were developed to predict the magnitude
of DNA curvature with high reliability. The genes in prokaryotes usually pre-
ceded by curved DNA sequence, which presumably enhances gene expression

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 275-284 (2006)
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([16], [21], [12]). Also evidences on curved DNA located at the end of prokary-
otes’ genes, in transcription termination sites, are recently found ([8], [12]).
Characterization of the factors influencing presence of curved DNA along the
sites of gene regulation can greatly improve our current understanding of the
regulation processes and improve promoter and terminator prediction algo-
rithms.

Cluster analysis and other statistical tests were performed on the genomic
data. For every genome, we predicted DNA curvature distributions, before
start of genes (promoter regions) and after end of genes (terminator regions),
by using our CURVATURE program [18]. Randomized sequences were con-
structed and curvature excess profiles in the standard deviation units were
calculated for each genome. While in our previous papers [11], [12] the cur-
vature excess profiles were used for intuitive classification of the prokaryotic
genomes, in the current manuscript we take advantage of the Euclidian dis-
tances calculating between the genomes for the further cluster analysis. The
aim of the study is to discover the underlying genomic and environmental
factors causing the obtained partitions. Correlation analysis between clusters
based on curvature profiles of promoter regions and of terminator regions was
also performed.

3 Clustering methods

Various clustering problems are found in many areas of the bionformatics. Let
{z1,...,xm} be a set of vectors in a subset X of the n-dimensional Euclidean
space R™. Given a natural number k > 1 we are looking for a set of points
C ={c¢;}, j=1,..., k solves the optimization problem

k

min R(eq, ..., cx) = Z Z min Hz—cj|\2 (1.1)

Cj -
j=1zeX

The sets 7; = {z € X| min(d(x,¢;), t =1,...,k) = j) are named clusters and
the points {¢y, ..., cx} are named clusters’ centroids. ||| is the standard Eu-
clidean distance. Two of the most widespread clusters methods are k-means
and k-medoids (PAM) iterative procedures. The k-means method (see [4]) pro-
duces an approximate solution to this optimization problem in an iterative
way:

Selection of an initial partition.

Minimization: calculate the mean (centroid) of each cluster’s points.
Classification: assign each element to the nearest current centroid.
Repeat until the partition is stable, that is, until the centroids no longer
change.

Ll e
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However, k-means often leads to a partition consisting of so-called “non-
optimal stable clusters”. The k-means approach can be considered as a sim-
plification of the well known Expectation Maximization (EM) algorithm (see,
for example [5]).

PAM (Partitioning Around Medoids)(see, for example [10]) was developed
to find the k most representative objects (medoids) that represent k clusters
such that non-selected objects are clustered with the medoid to which it is the
most similar. The total distance between non-medoid objects and their repre-
sentative medoid may be reduced by swapping one of the medoids with one of
the objects iteratively. Obviously, it is time consuming even for the moderate
number of objects and small number of medoids. The PAM approach looks
more robust and efficient than the k-means algorithm and is implemented in
clustering packages R and S-Plus.

Two following indexes of the cluster stabiliry are used often. Given a par-
tition IT = {m1,..., 7k}, 2 < k, we denote by By and W} the dispersion
matrices of between and within group sums of squares (see, for example defin-
ion in [14]).

1. The Krzanowski and Lai index [13] is defined by means of the following
relationships

dif fr = (k = D)™ tr(Wi_1) — k2" tr(Wy,)

KLy = |dif frl/|dif fesal

The estimated number of clusters is the maximal value of the index K L.

2. Sugar and James [19] proposed an information theoretic approach for an
estimation of the true number of clusters. A transformation power t is
predetermined (A typical value is ¢t = n/2.) The estimated number of
clusters maximazes the value of the index

Ji = (tT(Wk)it — t’l‘(Wk_1)7t) .

4 Biological Methods

4.1 Genomic sequences and their attributes

For further analysis we took 205 complete prokaryotic genomes from the Gen-
Bank, the public genome library of the National Center Biotechnology. The
following genomic characteristics were gathered from the genomic annotations
and from the literature: optimal growth temperature, genome size, A+T com-
position, and taxonomic description.

Optimal growth temperature. The organisms belong to four tempera-
ture groups, as defined in literature: (1) psychophiles - organisms that defined
by their ability to grow at 0°C and below; (2) mesophiles - organisms that
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grow best between 10° and 30°C; (3) thermophiles - organisms that grow best
in hot conditions, between 30° and 50°C; (4) hyperthermophiles - organisms
that thrive in extremely hot environments - that is, hotter than around 60°C
with the optimal temperatures that are between 80°C and 110°C.

Taxonomy. Prokaryotes fall into one of two groups, Archaebacteria (an-
cient forms thought to have evolved separately from other bacteria) and Eu-
bacteria. Archaebacteria, sometimes called the Archaea, emerged at least 3.5
billion years ago and live in environments that resemble conditions existing
when the earth was young. Many hyperthermophiles are archaeas. Our ge-
nomic database consist of 23 Archaea and 182 Bacteria. Among the Archaea
genomes 19 genomes are thermophiles or hyperthermophiles; and 4 genomes
are mesophiles.

Genome sizes. Prokaryotes have relatively small genomes: from very
short genomes with lengths less than 1Mb up to 5-9 Mb. A size of a genome
is a relevant factor because the smallest genome-sized prokaryotic species, the
obligate endocellular parasites, when compared to their free-living relatives,
have preferentially lost many regulatory elements, including factors, presum-
ably due to the rather stable environment inside host cells, which renders
extensive gene regulation useless ([1], [6], [17]). DNA curvature excess is re-
lated to gene regulation ([11]).

A+T composition. This feature is relevant to our analysis because mag-
nitude of DNA curvature is related to it. It was shown in many experiments
that strongly curved DNA fragments as a rule possess rather high A+T con-
tent.

4.2 Curvature calculation

Our CURVATURE program [18] is based on the stepwise calculation of geo-
metric transformations according to the set of the previously estimated pa-
rameters (([9], [2]). The program calculates a DNA map of a given sequence
with an input arc-size parameter. A curvature value at a sequence-position i
corresponds to a curvature of the arc approximating to the predicted DNA
path, when the arc approximates a path segment of the length equal to a
program parameter arc size with a center of the segment in the position i.
The DNA curvature was measured in DNA curvature units (cu) introduced
by Trifonov and Ulanovsky ([20]). For example, a segment of 125 bp of length
with a shape close to a half-circle has a curvature value of about 0.34 cu. Such
strongly curved pieces appear infrequently in genomic sequences.

4.3 Construction of curvature-excess profile

The whole genome sequence was used as an input for the program and a map
of curvature distribution using a given window size of 125 base pairs (bp)
along the whole sequences was produced. To construct gene-start or gene-end
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genomic profiles relevant pieces of produced DNA curvature genome maps
were averaged.

Averaging. Gene positions were taken from genome annotations that
accompany every genome sequence in GenBank. In our study of curvature
distribution around the starts or ends of genes, we only processed genes flanked
by intergenic regions longer than 125 nucleotides. The reason for this choice is
that shorter intergenic regions can hardly include regulatory signals. Hundreds
of genes of a genome i were processed to obtain a genomic profile (g;). The
standard errors (s;) were estimated by bootstrap method using 1,000 runs.

Preparation of randomized genomes. We constructed control genomes
for testing the significance of the results and comparing properties of natural
and artificial genomes. The construction procedure consisted of three steps:
a) a genome was cut in separate genic and intergenic pieces at every start
and end gene junction; b) each piece was separately reshuffled preserving din-
ucleotide composition, and c) all the pieces were reassembled in the original
order. A randomized DNA curvature map was obtained by averaging maps
of 10 shuffled genomes. To construct randomized profiles relevant pieces of
produced randomized genome maps were averaged (7;).

Curvature excess calculation. Curvature excess related to a genome i
is an apparent deviation between genomic profile (g;) and randomized profile
(r;). Excess curvature value at position k is measured in standard deviation
units (s;) and calculated as follows: ce;r = (gir — 7ik )/ (Sik)-

5 Results and Discussion

5.1 Clustering

We performed cluster analyses using the K-means and the PAM methods,
based on the Euclidian distances between curvature excess profiles before and
after the genes. The partitions are provided by means of the two leading prin-
cipal components. This approach can be motivated from the point of view of
the covered part of the total dispersion. In the considered cases these fractions
typically are about 80 percents for the first component and about 90 percents
for two leading components together. As the experiments show partitions ob-
tained by means of the two mentioned above cluster algorithms K-means and
PAM. The graphs of the two mentioned above indexes demonstrate that both
of the indexes precisely indicate the true number of clusters as 3. In all further
text the number of clusters is assumed to be 3.

5.2 Correlation between clusters and genomic characteristics

In order to define factors bringing together genomes to one cluster accord-
ing to the curvature distribution we examined characteristics of the genomes
containing every cluster. Cluster 1, the smallest cluster containing genomes
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Fig. 1.1. Graph of the Sugar and James index

Fig. 1.2. Graph of the Krzanowski and Lai index

with the highest curvature excess values in promoter regions is rather homo-
geneous. The cluster contains exclusively mesophilic prokaryotes that have
genome sizes larger than 1.4 Mb and high A+T composition. PAM method
gives rather similar results: 92% genomes in the smallest cluster are also big

A+T-rich mesophilic genomes.

[Temperature\ cluster|[psychophiles|lmesophiles|/thermophiles|[hyperthermophiles

I L Lo I 48 J 0o | 0
I 2 L4 | 67 ] 4 ] 4
I 3 Il o [ 57 [ 8 | 13

Table 1. Crosstabulation between temperature classification and clustering
based on curvature excess in upstream regions.
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Cluster 1 —
Cluster 3 ——
Cluster 2 —

Curvature Excess

200 -150 -100 -50 0 50 100 150 200
Position around start of gene

Fig. 1.3. Genomic profiles based on curvature excess distributions in the neighbor-
hood of the starts of genes. Three clusters were obtained using K-means algorithms
and the graphs present centroid profiles related to each of three clusters. The highest
profile is related to the cluster 1, and the lowest profile corresponds to the cluster 3.

This table presents the results of clustering obtained by this algorithm
applied to curvature excess in promoter regions crosstabulated with temper-
ature classification. FM correlation coefficient is equal to 0.48 for the correla-
tion between the temperature and curvature classifications. As we mentioned
in the section Biological Methods, subsection Taxonomy, the majority of the
processed Archaea are hyperthermophiles and vice versa. Naturally, the cor-
relation between the two classifications, taxonomy and K-means clustering
based on curvature promoter profiles is similar to the abovementioned cor-
relation with the growth temperature. However, we observe that clustering
of mesophilic Archaea is similar to clustering of mesophilic Bacteria, while
clustering of thermophilic Eubacteria is as of Archaebacteria.

Genome size and A+T composition were also found to have an influence
on curvature distribution [11]. Lengths of the currently available prokary-
otic genomes range in size from 490,885 to 9,105,828 bp. With respect to
the genomes size, we arbitrarily divided the genomes into two groups with
threshold of 1.4 Mbp. In order to verify our intuitively chosen threshold of
1, 400,000 bp, we tested the correlation between size and curvature excess in
promoter regions. Actually, we performed three correlation tests: 1) genome
size was taken as sequential variable; 2) genome size was divided according to
the median size, and 3) according to our arbitrary threshold of 1.4 Mbp. The
results showed a significant correlation between genome size as sequentially
variable and curvature excess in promoter regions. Performing T-tests, once
according to the median (2.4 Mbp) and secondly according to the arbitrary
value (1.4 Mbp), we found that the differences between the mean value of the
groups were higher when the threshold of 1.4 Mbp was used.

With respect to A+T composition, we divided the genomes into four
groups: 0 — 30%, 30 — 47%, 47 — 65% and 65% — 100%. The A+T composi-
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tion of the genome is a mean value. However, A+T composition of prokary-
otic intergenic regions is higher than of the appropriate genic sequences in
almost all prokaryotic genomes. Therefore, the threshold of 47% A+T, be-
tween the second and the third group, was chosen to include genomes with
A+T composition over 50% in intergenic regions. Correlation coefficient anal-
ysis between clusters and A+T composition was also performed. The results
showed that cluster 1 does not contain any genomes of ’low’ A+T composition
(below 47%), also called "GC-rich’ genomes. This cluster mainly consists of
the genomes with A+T content in a range of 47 — 65%. Surprisingly only 3
genomes (out of 35) from the forth group, genomes with the very high A+T
content represented in this cluster. Examination of the remaining 32 ’very
A+T-rich’ genomes revealed that most of them are 'small’ genomes.

5.3 Correlation between DN A curvature in the neighborhoods of
starts and ends of genes

Cluster analysis of the classifications was also performed on curvature excess
distribution immediately after the ends of genes (terminator sites). We found
that clustering based on curvature profiles makes sense whether profiles are
related to regions before genes or after them. In order to find a relationship be-
tween results of cluster analyses based on different profiles correlation analysis
was performed. The correlation coefficient FM is 0.5.

[eclusters\ sclusters]| 1 [ 2 [ 3 ||
I ! (35 7]0]
I 2 [ 13 [[50 ][ 31 ]
I 3 [ 0 [22]47]

Table 2. Crosstabulation between s_clusters (clusters obtained using promoter
curvature profiles) and e_clusters (clusters obtained using curvature distribu-
tions after ends of genes).

We can see that in this table the most striking features are the high values
on the main diagonal, zeroes and small values in the other cells related to the
clusters with high curvature excess.

6 Conclusions

In this study we used DNA curvature excess profiles to reduce a comprehen-
sively big text file (genome) to a numerical vector consisting of 200 real posi-
tive numbers smaller than 0.5. Such 205 vectors in a 200-dimensional Euclid-
ian space were used for further data clustering based on two very widespread
methods: K-means and PAM. Correlation coefficient tests between these two
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methods revealed high correlation, either with clusters based on promoter re-
gions or terminator regions. However, examining the genomes in the clusters
according to some characteristics, which known to have influence on curva-
ture, K-means algorithm seems slightly more efficient. We found that main
factors influencing curvature distribution in promoter regions of the prokary-
otes are in the order of importance: 1) optimal growth temperature, 2) genome
size, and 3) A4+T composition. The absence of excessive curvature in almost
all thermophiles and hyperthermophiles brings them altogether to a mutual
cluster using clustering based both on promoter or terminator profiles; while
majority of the mesophilic ’AT-rich’ genomes presented in other clusters. The
correlation between clusters based on curvature excess profile of promoters
and terminators indicates on relationship in regulation mechanisms between
initiation and termination of transcription. So, the clustering provides an indi-
cation that environmental factors (mesophilic vs. hyperthermophilic) influence
regulation mechanisms. The conservative patterns of DNA curvature distribu-
tion across big mesophilic AT-rich eubacterial and archaeal genomes provide
evidence that curved DNA is evolutionary preserved and determined by exter-
nal (environmental) and internal (genomic) factors. The absence of excessive
curvature in almost all of the ’small’ genomes reflects also some evolution-
ary selection. Small genomes are usually obligate endocellular parasites that
during the evolution adapted to utilize their genome host and consequentially
lost nonfunctional sequences, such as regulatory elements.
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Look-Ahead Mechanism Integration in Decision
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Abstract. Most of decision tree induction algorithms use a greedy split-
ting criterion. One of the possible solutions to avoid this greediness is
looking ahead to make better splits. Look-Ahead has not been used in
most decision tree methods primarily because of its high computational
complexity and its questionable contribution to predictive accuracy. In
this paper we describe a new Look-Ahead approach to induction of deci-
sion tree models. We present a computationally efficient algorithm which
evaluates quality of subtrees of variable-depth in order to determine the
best split attribute out of a set of candidate attributes with a splitting
criterion statistically indifferent from the best one.

1 Introduction

Decision trees are a way of representing a series of disjunctive rules that lead to
a class or value; they classify instances by sorting them down the tree from the
root to some leaf node, which provides the classification of the instance. Decision
trees are grown through an iterative splitting of data into disjoint sets, where
the goal is to maximize the “distance” between groups at each split.

One of the distinctions between decision tree methods is how they measure
this distance. Each split may be introduced as separating the data into new sets
which are as different from each other as possible. Trees left to grow without
bound take longer to build and become unintelligible, but more importantly
they overfit the data. Tree size can be controlled via stopping rules that limit
the growth. One common stopping rule is simply to limit the maximum depth
to which a tree may grow. Another stopping rule is to establish a lower limit on
the number of records in a node and not do splits below this limit.

A common criticism of decision-tree algorithms is that they choose a split
using a “greedy” approach, where the decision on which variable to split does not
take into account any effect the split might have on future splits. In addition, all
splits are made sequentially, so that each split is dependent on its predecessor.
As a result the final solution could be very different if a different first split is
made. One of the possible solutions to avoid this greediness is looking ahead to
make better splits.

Look-Ahead has not been used in decision tree systems primarily because it
is very computationally intensive.

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 285-294 (2006)
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Look-Ahead search addresses the horizon effect by evaluating the quality
of tests based on the quality of the subtrees they create to a certain depth.
The horizon effect is the risk of a greedy algorithm to stop tree construction
prematurely after being trapped in a local optimum [5].

Apparently, reducing the greediness of the splitting measure by looking ahead
for future splits in deeper levels should benefit the induction process, but it
turned out false in game tree evaluation [15]. Some studies show the same Look-
Ahead pathology in decision tree learning [3], [9]. Related works on this topic
show that the Look-Ahead can even hurt the predictive accuracy rather than
improving it [3], [4].

One of the main results of Murthy and Salzberg (1995) is that “decision tree
induction exhibits pathology, in the sense that Lookahead can produce trees
that are both larger and less accurate than trees produced without it” [3]. They
experimentally showed that Look-Ahead search fails to produce significant ben-
efits; actually it often hurts the tree quality. They suppose that the pathology is
a side-effect of how splitting measure is defined - the locally optimum split does
not necessarily improve the global tree.

Elomaa and Malinen (2005) also showed that in many cases more extensive
search in the hypotheses space produces hypotheses with larger error [5]. They
claim that Look-Ahead affects statistical variance and this is the reason for ma-
chine learning bias amplification [7]. The variance of a learning algorithm can
be ill-effected when the number of available choices grows, or the choices the
algorithm makes depend on a smaller fraction of the training sample (for rea-
soning, see Dietterich and Kong 1995). This appears to be exactly what happens
in Look-Ahead, i.e. more consideration is given to a greater number of choices
- different attributes to split by - and, as the Look-Ahead trees are grown, in
effect we split the sample recursively and consider smaller and smaller fractions
of it [4].

The recent studies have not shown significant improvement in accuracy while
looking ahead for better splits [4], [11]. Elomaa and Malinen (2005) introduced a
new feature selection voting algorithm. The motivation for the algorithm is not
to perform actual look-ahead but to reduce the greediness of information gain
split, and at the same time to avoid pathology of a more thorough search.

The empirical results of their research are as follows: the limited look-ahead
algorithm showed better prediction accuracy with some look-ahead depths in
14 of the 20 data sets examined in total (in some cases the advantage was
very slight). In general, the deeper search performed by their algorithm tends
to produce larger decision trees. These results somewhat coincide with those
of Murphy and Pazzani (1994), who found in their empirical tests that slightly
larger trees predict better than the smallest ones [5].

Esmeir and Markovitch (2004) presented a Look-Ahead based anytime algo-
rithm for constructing decision trees. The main argument for this algorithm is
that it can make use of additional time in order to generate better decision trees.
In Look-Ahead by Stochastic ID3 (LSID3) algorithm which they presented, each
candidate split is evaluated by summing the estimated size of each subtree. For
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each subtree there are several estimations, and since each estimation is an upper
bound, the minimal one is considered.

They showed that for several real world and synthetic datasets, LSID3 can
make use of higher budget of time. In most cases, when LSID3 was allocated few
minutes, it produced trees of smaller size and of higher accuracy. The usage a few
more time is shown to be worthwhile when the concepts are hard and involve
interdependencies between the attributes. In these cases, most of the existing
greedy methods fail.

The goal of this paper is nevertheless to seek for a way to reduce the compu-
tational intensity of Look-Ahead operations while gaining an accuracy benefit
over greedy decision tree induction algorithms.

In this research we use a split quality measure to find all locally optimal
binary splits and then grow alternative subtrees by activating a bounded Look-
Ahead. The alternative trees are then evaluated and compared to find the one
that provides the best prediction performance.

The remainder of this paper is organized as follows. Section 2 outlines the
greedy decision-tree induction process. In Section 3 we show splitting measures
used in the research, Section 4 presents the proposed Look-Ahead algorithm
based on J48 (Java version of C4.5), Section 5 describes the design of evaluation
experiments and Section 6 summarizes this paper and presents future research.

2 Decision Tree Learning (C4.5)

We use the usual framework for supervised learning from examples based on
the C4.5 algorithm [2]. Let X be the instance space. Each instance x € X is
described by the values of a set of attributes A = {a;,...,ar}. The domain
of each attributes value a; may be nominal or numerical. In this research we
concentrate on numerical attributes. Let Y = {~;,...,7} be the set of class
labels, where for labeled example (x,v) € X x Y, v is a correct class of instance
X. Suppose we are given a training set S of n labeled examples {s1,...,s}.

The basic algorithm for top-down tree induction is described as follows. First,
all the examples S are assigned to a single root node. Then, if S' contains exam-
ples with different class labels, then it is divided into two subsets according to
the values of the splitting attribute. The resulting subsets are assigned to two
new children of the root node. This process is then recursively used on these new
leaves.

At this stage of the research we consider attributes with numerical values,
so the simplest method for splitting, called binarization, where the real axis is
split in two intervals, will be used to split the attribute numeric values. The
proposed algorithm will evaluate three different splitting criteria: Information
Gain, Gain Ratio and Gini Index. These criteria are used to determine the
splitting attribute at any level of the induced tree. Their definitions are provided
in “Splitting Rules” section below.
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3 Splitting Rules

Most decision tree induction algorithms use some kind of greedy heuristics known
as splitting criteria / rule. In our research, we deal with three classical splitting
rules. Several other splitting rules have been proposed in the literature but we
give a background only for the relevant three ones used by C4.5, CART, and
other decision-tree algorithms..

3.1 Information Gain: Entropy (Numeric values only)

Suppose we want to split a set S. The IG for this binary split, using attribute a;
with the splitting threshold at b is defined as the difference in entropy between
the unpartitioned data and the data partitioned by the chosen split

H(S) = (H (Sa;<p) + H (Sa;>p)) (1)

where, H (S) =3 .1, m) Pr(v =) - log, (m)

and H (Sa,<) = S jet,.m P (a5 < .7 =) 108y (prazis=y)
Also, H (Sq,>p) is defined similarly [6].

3.2 Gain Ratio

The problem with Information Gain is that it prefers attributes with many
values over those with few values. That is why if there is an attribute with very
large number of values (e.g. Date), the algorithm that uses Information Gain
as splitting criteria will choose this attribute as a root node and, as a result,
very broad tree with depth one will be induced. This tree will perfectly classify
training set data, but if we take any sample with unseen data, the prediction
accuracy of the classifier will be poor. In order to avoid this problem, Split
Information measure is incorporated. It is sensitive to how broadly and uniformly
the attribute splits the data [6]:

SplitInformation (S, A) |S\

=1

Where S; through S, are the ¢ subsets that are the result of partitioning S by
the c-valued attribute. So, the new splitting criterion that uses Split Information
is defined as follows [6]:

Gain (S, A)

A
GainRatio (5, 4) = SplitInformation (S, A)

(2)
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3.3 Gini Index

Gini index tries to minimize the impurity contained in the training subsets gen-
erated after branching decision tree. Its function is defined as follows:

AUﬂ=§:pMUpWﬂ=1—§:ﬁUﬁ) 3)

J#i

Where t is a given node with estimated class probabilities p (j|t) [8].

4 Look-Ahead Mechanism Integration

The proposed algorithm is based on C4.5 [10] as it was indicated in the previous
section, but its implementation is based on the Java version of C4.5 - J48 [12].
We call the new algorithm LA-J48 (Look-Ahead J48).

4.1 LA-J48 Attribute Selection Algorithm

Here we present the method for reduction of the greediness of split selection
through Look-Ahead with a limited computational effort. The Look-Ahead is
applied to every attribute that was chosen as good enough to become a split
one. The definition is done by statistical comparison of all attributes to the
“best” one, chosen by the best split measure value. Figure 1 shows the logic flow
and emphasizes the main stages of the proposed algorithm.

Suppose we build some decision tree 7" which includes a leaf [ that doesn’t
satisfy stopping criterion. Now we want to decide by which attribute to split the
node [. We define S; as a set of attributes assigned to leaf [. The Split Measure
(SM) calculation function runs for every attribute in \S; according to the selected
splitting measure (see Section 3). The result of this stage of the algorithm is an
array of splitting measures SM; of the attributes for node .

At the next step of the algorithm we do the statistical evaluation of all cal-
culated splitting measures. The process is described later in Section 4.2. We
choose BestSM(S;) - the best split attribute for this leaf by greedy splitting
measure and find all other attributes with a calculated split measure value not
significantly different from BestSM(S;). The set of these attributes is defined
as Ej, where any one of them is a potential candidate for splitting the leaf I.
Then, Look-Ahead method is activated for every one of these attributes sequen-
tially (in the order of calculated splitting measure values). Look-Ahead method
runs the original J48 with previously chosen split measure, where we suppose
that the root node of each subtree is a, € E;, e = 1,..., k. Applying a stop-
ping criterion (threshold) for Look-Ahead to greedy generation of subtrees for
splitting attributes is necessary to avoid overfitting, so the algorithm runs until
the stopping criterion is satisfied or a subtree reaches maximum given depth d,
(d=1,...,10).

The result of this stage is a number of trees, rooted each one at potential split
attribute. These trees have their own structure and constitute all possible ways
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Fig. 1. LA-J48 algorithm logic flow

of global tree induction continuation. Here we choose the splitting attribute.
The importance of this stage is obvious and the evaluation of these trees that
is described in Section 4.3 defines the behavior of the proposed algorithm and
its ability to choose better splitting attribute. It is very important to gather all
possible measures of these trees in order to perform better evaluation and to
determine the way in which the induction will continue.

After the evaluation of every tree rooted at a. the “best” tree is chosen and
its root a. becomes the split attribute for leaf . From here the algorithm divides
the data set of node [ into subsets on possible values of chosen splitting attribute
and continues the induction in a recursive manner.

4.2 Splitting Measure Values Evaluation

At every level of the tree, the calculated splitting measure values have to be
evaluated and compared statistically. This is done using different confidence
levels (0.9, 0.95, 0.99, 0.995).

The statistical comparison of the splitting measures of different attributes
is done by checking the significance of the test statistic. For example, while
evaluating the IG splitting measure, the likelihood-ratio statistic is calculated
for every attribute. Then the ratios Ratio; between the likelihood-ratio of the
attribute chosen as the “best” one and likelihood-ratio of all other attributes are
calculated.

BestG? (Gf)

Ratio; = o
1
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Each calculted ratio is the F statistic and its significance is tested according to
the F distribution. If the test statistic is not found to be significant, we consider
the attribute which likelihood-ratio was a denominator to be the potential split
attribute for given node. First, the Mutual Information (MI) of each attribute
is calculated according to following formula:

= ],0

MI (Ay; Aifz) = il Mil ( Usz’g’;Z> e log P( - (Vﬁj//z)

Vi /2) e P(Viy/2)

Where
r (V/ o/ z) - an estimated conditional (a posteriori) probability of a value

j/ of the candidate input attribute i/, given the node z.

P (Vj;/z) - an estimated conditional (a posteriori) probability of a value j of
the target attribute i, given the node z.

P (V;J], ; z) - an estimated conditional (a posteriori) probability of a value j '

of the candidate input attribute i and a value j of the target attribute 7, given
the node z.

P V”,V;/]/,z) - an estimated join probability of a value j of the target

attribute 7, a value jl of the candidate input attribute i and the node z.
At the next step we calculate the likelihood-ratio statistic of each candidate
input attribute and the target attribute, given the node, by:

G? (A3 Aiy.) =20 (In2) e E* () @ MI (A3 A /2)

Where E* (z) is a number of tuples.
The number of degrees of freedom for the likelihood-ration statistic is calcu-
lated by:

F (A5 Aifz) = (NI (2) = 1) o (NT () — 1)

Where

N1, (%) - number of values of a candidate input attribute i’ at node z.

NT; (2) - number of values of a target attribute ¢ at node z.

The distribution probability of G2 is X? so the distribution of ratio between
two likelihood-ratios is F' [13].

The number of degrees of freedom for F-test statistic £, , . is:

v1 = (Nlg.s (2) — 1) @ (NTgest (2) — 1)

= (NI (2) — 1) & (NT; (2) — 1)

After the significance of all F-test statistics is checked, the insignificant ones are
considered as potential split attributes for the given node z and the algorithm
applies the Look-Ahead method on them.



292 Michael Roizman and Mark Last

4.3 Subtrees Evaluation

The goal of this evaluation is examining the similarity of the subtrees, comparison
of different measures gathered during Look-Ahead like tree size, number of nodes,
building time and etc. In order to decide what attribute to split after the Look-
Ahead activation, the accuracy of the induced subtrees will be compared using
a validation set. The one with the best accuracy will be chosen and the main
induction process will continue while splitting on the root of the “best” subtree.
At this stage of the algorithm we compare all possible ways of decision tree
future evolution. Depending on different measures of the subtrees we decide how
the algorithm will proceed. Also, the collected measures of the subtrees will help
us to understand the pathology of Look-Ahead in decision tree induction [4] and
to estimate the contribution of LA-J48 in avoiding this pathology.

4.4 LA-J48 Algoritm Pseudo Code

Algorithm 1 Look-Ahead Mechanism Integration
: S; « A set of attributes assigned to leaf [ in some tree T’
: For Each attribute € S; Do
SM (attribute;) <+ CalculateSplittingMeasure(attribute;)
: BestSM (S;) < CalculateBestSplittingMeasure(SM)
: Create array of attributes FE;
: For Each attribute € S; Do
If IsNotSignificantlyDiff( BestSM, SM ;)
Ge — attributee | ae € E;
: For Each a. € E; Do
t; < BuildTreeJ48(a.)
Calculate measures for ¢;: tree size, number of nodes, build time, etc.
Accuracy (t;) < EvaluateTree( Validation Set)
: BestTree « CompareSubTrees(t)
: Split [ by the root of the BestTree

—_ =
ERES®

5 Design of Evaluation Experiments

The performance evaluation of the obtained decision tree will be done by 10-fold
cross validation. 10-fold cross validation will divide the whole dataset into 10
subsets. 10 runs will be done when each run will use another subset as a Test Set.
In every run, the remaining 9 parts will be divided into 2 parts (75% and 25%)
for Training Set and Validation Set respectively. The classification performance
of the classifier will be compared to that of Elomaa and Malinen (2005) and to
the J48 (C4.5) algorithm without Look-Ahead. Decision tree induction will be
evaluated by different measures like running time of the algorithm as a whole
and its parts (Look-Ahead procedure for example), resulting tree size, subtrees
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similarity, etc. According to these measures different conclusions can be drawn
about the usability of the new model, its predictive performance, reliability, types
of datasets where the look-ahead induction works better and so on. Based on the
empirical results, conclusions will be drawn about the pathology of Look-Ahead
methods in decision tree induction as described in Elomaa and Malinen (2005)
and its possible effect on the new proposed algorithm.

6 Summary and Future Research

This paper presents a novel approach for Looking Ahead in decision tree in-
duction. The main goal of this method is an improvement of classifier accuracy
and reducing the computational intensity of existing Look-Ahead methods. Af-
ter implementing the algorithm we are going to perform empirical evaluations,
to study the pathology described in related studies [3], [4], [9], and to examine
its effect on the proposed algorithm. Initial results of our experiments will be
presented at the workshop.
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Summary. Feature selection is the process of identifying relevant features in the
dataset and discarding everything else as irrelevant and redundant. Since feature
selection reduces the dimensionality of the data, it enables the learning algorithms
to operate more effectively and rapidly. In some cases, classification performance
can be improved; in other instances, the obtained classifier is more compact and
can be easily interpreted. There is much work done on feature selection methods
for creating ensemble of classifiers. Thus, these works examine how feature selection
can help ensemble of classifiers to gain diversity. This paper examines a different
direction, i.e. whether ensemble methodology can be used for improving feature
selection performance. In this paper we present a general framework for creating
several feature subsets and then combine them into a single subset. Theoretical and
empirical results presented in this paper validate the hypothesis that this approach
can help finding a better feature subset.

1 Introduction

Feature selection is a common issue in statistics, pattern recognition and ma-
chine learning [8]. The aim of feature selection is to distil the most useful
subset of features from a given subset.

There are two main strategies for performing feature selection. The first
known as filter [6] operates independent of any learning algorithm — undesir-
able features are filtered out of the data before learning begins. These algo-
rithms use heuristics based on general characteristics of the data to evaluate
the merit of feature subsets. The second strategy argues that the bias of a
particular induction algorithm should be taken into account when selecting
features.

The second strategy, known as wrapper [6], uses a learning algorithm along
with a statistical re-sampling technique such as cross-validation to select the
best feature subset for this specific learning algorithm.

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 295-304 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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A sub-category of filter methods that will be refer to as rankers, are meth-
ods that employ some criterion to score each feature and provide a ranking.
From this ordering, several feature subsets can be chosen, either manually of
setting a threshold.

The main idea of ensemble methodology is to combine a set of models, each
of which solves the same original task, in order to obtain a better composite
global model, with more accurate and reliable estimates or decisions than can
be obtained from using a single model. The idea of building a predictive model
by integrating multiple models has been under investigation for a long time.

In the past few years, experimental studies conducted by the machine-
learning community show that combining the outputs of multiple classifiers
reduces the generalization error [12]. Ensemble methods are very effective,
mainly due to the phenomenon that various types of classifiers have different
"inductive biases”. Indeed, ensemble methods can effectively make use of such
diversity to reduce the variance-error [15], without increasing the bias-error.
In certain situations, an ensemble can also reduce bias-error, as shown by the
theory of large margin classifiers [1].

A common strategy for manipulating the training set is to manipulate
the input attribute set. The idea is to simply give each classifier a different
projection of the training set. Ensemble feature selection methods [10] extend
traditional feature selection methods by looking for a set of feature subsets
that will promote disagreement among the base classifiers. Ho [4] has shown
that simple random selection of feature subsets may be an effective technique
for ensemble feature selection because the lack of accuracy in the ensemble
members is compensated for by their diversity. Tsymbal and Puuronen [14]
presented a technique for building ensembles of simple Bayes classifiers in
random feature subsets.

The hill-climbing ensemble feature selection strategy [2], randomly con-
struct the initial ensemble. Then, an iterative refinement is performed based
on hill-climbing search in order to improve the accuracy and diversity of the
base classifiers. For all the feature subsets, an attempt is made to switch (in-
clude or delete) each feature. If the resulting feature subset produces better
performance on the validation set, that change is kept. This process is con-
tinued until no further improvements are obtained.

The Genetic Ensemble Feature Selection strategy uses genetic search for
ensemble feature selection [10]. It begins with creating an initial population of
classifiers where each classifier is generated by randomly selecting a different
subset of features. Then, new candidate classifiers are continually produced by
using the genetic operators of crossover and mutation on the feature subsets.
The final ensemble is composed of the most fitted classifiers.

An approach for constructing an ensemble of classifiers using rough set
theory was presented in [5]. The method searches for a set of reducts, which
include all the indispensable attributes. A reduct represents the minimal set
of attributes which has the same classification power as the entire attribute
set.
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Oliveira et al. [9] suggest creating a set of feature selection solutions us-
ing a genetic algorithm. Then they create a Pareto-optimal front in relation
to two different objectives: accuracy on a validation set and number of fea-
tures. Following that they select the best feature selection solution. Masulli
and Rovetta [7] have employed ensemble methodology for feature selection.
Nevertheless their method was specifically developed for micro-array data,
and no general framework was proposed.

Recently Torkkola and Tuv [13] and Tuv and Torkkola [16] examined the
idea of using ensemble classifiers such as decision trees in order to create
a better features ranker. They have showed that this ensemble can be very
effective in variable ranking for problems with up to a hundred thousand input
attributes. Note that this approach uses inducers for obtaining the ensemble.
Thus, it concentrates on wrapper feature selectors.

There is much work done on feature selection methods for creating ensem-
ble of classifiers. These works examine how feature selection can help ensemble
of classifiers to gain diversity. Nevertheless there is hardly works that exam-
ine the other way around, i.e. how can ensemble of feature selectors improve
current feature selection results. The aim of this paper is theoretically and
experimentally examine whether ensemble feature subsets can be used for
improving non-ranker feature selection filters methods.

2 Problem Definition and Theoretical Observations

The problem of feature selection ensemble is that of finding the best feature
subset by combining a given set of feature selectors, such that if a specific
inducer is run on it, the generated classifier will have the highest possible
accuracy. Following Kohavi and John [6] we adopt the definition of optimal
feature subset with respect to a particular inducer.

Definition 1. Given an inducer I, a training set S with input feature set
A ={ay,aq9,...,a,} and target feature y from a fived and unknown distribution
D over the labeled instance space, the subset B C A is said to be optimal if
the expected generalization error of the induced classifier I(mpyy,S) will be
mainimized over the distribution D.

where 7w, S represents the corresponding projection of S and I(wpyuyS) rep-
resent a classifier which was induced by activating the induction method I
onto dataset mpuyS.

Definition 2. Given an inducer I, a training set S with input feature set
A ={ay,as,...,a,} and target feature y from a fized and unknown distribution
D over the labeled instance space, and an optimal subset B, a Feature Selector
FS is said to be consistent if it selects an attribute a; € B with probability
P> 1/2and it selects an attribute a; ¢ Bwith probability q < 1/2.
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Definition 3. Given a set of feature subsets By, ..., B, the majority com-
bination of features subsets is a single feature subset that contains any at-

tribute a;such that fe(a;) > & where f.(a;, Bi,...,By) = > g(as, Bj) and
=1

la; € Bj
0 otherwise

g(ai, Bj) = {

3 Independent Algorithmic Framework

Roughly speaking, the feature selectors in the ensemble can be created depen-
dently or independently. In the dependent framework the outcome of a certain
feature selector affect the creation of the next feature selector. Alternatively
each feature selector is built independently and their results are combined in
some fashion. In this paper we concentrate on independent framework. Figure
1 presents the proposed algorithmic framework. This simple framework gets
as an input the following arguments:

1. A Training set (S) — A labeled dataset used for feature selectors.

2. A set of feature selection algorithms {F'S, ..., F'S¢} — A feature selection
algorithm is an algorithm that obtains a training set and outputs a subset
of relevant features. Recall that in this paper we employ non-wrapper and
non-ranker feature selectors.

. Ensemble Size (w)

4. Ensemble generator (G) — This component is responsible for generating
a set of w pairs of feature selection algorithms and their corresponding
training sets. We refer to G as a class that implements a method called
” genrateEnsemble”.

5. Combiner (C') — The combiner is responsible to create the subsets and
combine them into a single subset. We refer to C' as a class that implements
the method ”combine”.

w

The proposed algorithm simply uses the ensemble generator to create a
set of pairs of feature selection algorithms and their corresponding training
sets. Then it call the combine method in C' to execute the feature selection
algorithm on its corresponding dataset and then combine the various feature
subsets into a single subset.

Require: S, {FSi,...,FS¢}, G, C

Ensure: A combined feature subset.
1: {(S1,FS1),...,(Sw, FS.)} < G.genrateEnsemble (S, (F'S1,..., FSe),w)
2: Return C.combine ({(S1, FS1),...,(Sw, FSu)})

Fig. 1. Pseudo-code of Independent Algorithmic Framework for Feature Selection
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3.1 Combining Procedure

We begin by describing two implementations for the combiner component. In
the literature there are two types of methods to combine the results of the
ensemble members: weighting methods and meta-learning methods. In this
paper we concentrate on weighting methods. The weighting methods are best
suited for problems where the individual members have comparable success
or when we would like to avoid problems associated with added learning (such
as over-fitting or long training time).

Simple Weighted Voting

Figure 2 presents an algorithm for selecting a feature subset based on the
weighted voting of feature subsets. As this is an implementation of the abstract
combiner used in Figure 1, the input of the algorithm is a set of pairs; every
pair is built from one features selector and a training set. It executes the
feature selector on its associated training set to obtain a feature subset. Then
the algorithm employs some weighting method and attaches a weight to every
subset. Finally it uses a weighted voting to decide which attribute should be
included in the final subset. We considered the following methods for weighting
the subsets:

1. Majority Voting — In this weighting method the same weight is attached
to every subset such that the total weights is 1, i.e. if there are wsubsets
then the weight is simply1/w. Note that the inclusion of a certain attribute
in the final result requires that this attribute will appear in at least w/2
subsets. This method should have a low false positive rate, because se-
lecting an irrelevant attribute will take place only if at least w/2 feature
selections methods will decide to select this attribute.

2. ?Take-It-All” — In this weighting method all subsets obtain a weight
that is greater than 0.5. This lead to the situation in which any attribute
that has been in at least one of the subsets will be included in the final
result. This method should have a low false negative rate, because loosing
a relevant attribute will take place only if all feature selections methods
will decide to filter out this attribute.

3. ”Smaller is Heavier” — The weight for each selector is defined by its
bias to smallest subset. Selectors that tend to provide a small subset will
gain more weight than selectors that tend to provide a large subset. This
approach is inspired by the fact that the precision rate of selectors tend
to decrease as the size of the subset increases. This approach can be used
to avoid noise caused by feature selectors that tend to select most of the
possible attributes. More specifically the weights are defined as (note that
in this case the weights are normalized and sum up to 1):



300 Lior Rokach, Barak Chizi, and Oded Maimon

|| /w
w; = » Z - (1>

Require: {(S1,FS1),...,(Su, FSu,)}
Ensure: A Combined feature subset
for all (S;, F'S;) € F do

B; = FS;.getSelectedFeatures(S;)
end for
{wi,...,wy} = getWeight ({Bi, ..., Bu})
B«—0
for all a; € A do

totalWeight=0

for i =1 to w do

if a; € B; then

10: total Weight «— totalWeight4+W;
11: end if
12:  end for
13:  if totalWeight> 0.5 then
14: B« BUa;
15:  end if
16: end for
17: Return B

©

Fig. 2. Pseudo-code of combining procedure

3.2 Feature Ensemble Generator

In order to make the ensemble more effective, there should be some sort of
diversity between the feature subsets. Diversity may be obtained through dif-
ferent presentations of the input data or variations in feature selector design.

Multiple Feature Selectors

In this approach we simply use a set of different feature selection algorithms.
The basic assumption is that using different algorithms have different induc-
tive biases’ and thus they will create different feature subsets.

Bagging

The most well-known independent method is bagging (bootstrap aggregating).
In this case each feature selector is executed on a sample of instances taken
with replacement from the training set. Usually each sample size is equal to
the size of the original training set. Note that since sampling with replacement
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is used, some of the instances may appear more than once in the same sample
and some may not be included at all. So the training samples are different
from each other, but are certainly not independent from statistics point of
view

4 Experimental Study

In order to illustrate the theoretical results shown above, a comparative exper-
iment has been conducted on benchmark data sets. The following subsections
describe the experimental set-up and the obtained results.

4.1 Dataset Used

The selected algorithms were examined on 10 data sets of which have been
selected manually from the UCI Machine Learning Repository. The datasets
chosen vary across a number of dimensions such as: the number of target
classes, the number of instances, the number of input features and their type
(nominal, numeric).

4.2 Algorithms Used

Table 1 presents 10 feature ensemble alternatives examined in this experiment.
All multiple generators used 5 different feature selection algorithms. All the
algorithms use Correlation-based Feature Subset Selection (CFS) as a subset
evaluator [3]. CFS Evaluates the worth of a subset of attributes by consid-
ering the individual predictive ability of each feature along with the degree
of redundancy between them. Subsets of features that are highly correlated
with the class while having low intercorrelation are preferred. The algorithms
differ by their search method: Best First Search (BFS), Forward Selection
Search by using Gain Ratio, Chi-Square, OneR classifier, and Information
Gain. The bagging approach was used by employing the CFS with BFS as a
search method.

4.3 Evaluation Method

Based on the problem formulation described above, the main goal of the fea-
ture selection is to mininize the generalization error of a particular inducer.

J48 algorithm is used as the induction algorithm. J48 is a java version of
the well-known C4.5 algorithm [11].

In order to estimate the generalization error 10-fold cross-validation pro-
cedure was used. Each dataset was randomly divided into 10 equal parts in
order to provide 10 different iterations of feature selection and classification.
For each iteration 1/10 of the dataset was used as the test set and 9/10 of the
dataset was used as train.
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Table 1. Accuracy Results of Various Ensemble Alternatives

Alternative Generator Combiner
BMV10 Bagging of size 10 Majority Voting
BMV5  Bagging of size 5 Majority Voting
BSH10 Bagging of size 10 ”Smaller is Heavier’
BSH5 Bagging of size 5 ”Smaller is Heavier’
BTA10 Bagging of size 10 " Take-It-All”

)

)

BTA5 Bagging of size 5 ” Take-Tt-All”
MMV Multiple Majority Voting
MSH Multiple ”Smaller is Heavier”
MTA Multiple ” Take-TIt-All”

4.4 Results

Table 2 summarizes the experimental results of the various feature ensemble
implementations. It can be seen that the MTA (Multiple Take-It-All) imple-
mentation achieved on average the best results. All other methods achieved
on average comparable results.

Table 2. Accuracy Results of Various Ensemble Alternatives

Dataset BMV10 BMV5 BSH10 BSH5 BTA10 BTA5 MMV MSH MTA
Arrhythmia 68.13 67.93 69.51 67.87 64.44 65.25 66.89 67.34 68.71
Audiology 72.02 71.49 72.02 71.49 73.35 73.48 71.81 71.89 77.54

Balance 78.18 78.18 78.18 78.18 78.18 T78.18 77.61 77.61 78.18

Bridges 57.88 58.43 57.88 57.60 58.18 58.73 58.45 58.17 58.43

Car 77.50 77.50 77.50 77.50 78.05 77.50 77.50 77.50 86.39

Kr-vs-kp  90.34 90.34 90.34 90.34 90.34 90.34 90.34 90.34 90.69

Letter 85.90 85.90 85.90 85.90 85.90 85.90 85.90 85.90 85.97
Pendigits  95.18 95.14 95.03 95.14 95.21 95.21 95.20 95.20 95.63

Soybean  88.95 89.08 88.78 89.08 88.61 88.65 88.52 88.52 88.44
Spambase  92.03 91.94 91.94 91.94 92.44 92.03 92.34 92.27 92.38

Splice 93.30 93.30 93.30 93.30 93.59 93.26 93.30 93.30 93.30

Average  81.76 81.75 81.85 81.67 81.66 81.68 81.62 81.64 83.24

For benchmarking the ensemble approach, all the feature selection algo-
rithms mentioned above were separately experimented on the same datasets.
Moreover we examined the result obtained with no feature selection. Table 3
summarizes the comparison of MTA with these algorithms. The superscript
"+7 indicates that the accuracy rate of MTA was significantly higher than
the corresponding algorithm at confidence level of 5%. The 7" superscript
indicates the accuracy was significantly lower.

When observing the results, two important observations appear: First, as
seen on Table 3, MTA did much better than other methods for feature se-
lection. Applying t-test (paired two sample for means) validates the above
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Table 3. Classification Results

Datasets J48 MTA CFS- CFS-  CFS- CFS- CFS-
With- BF'S Rank Rank Rank Rank
out Search- Search- Search- Search-
FS Gain Chi Square OneR Infor-

Ratio mation
Gain

Arrhythmia  61.84T 6871  68.19 6858  66.89 66.04 64.937

Audiology 75.00  77.53 72017 73277 71.40% 71.73% 71.89

Balance 7440t 7817  77r.61t 7817 7761t 77.61F 77.61F

Bridges 55.557 5843  57.59T 58.19  58.16 58.43 58.16

Car 89.45  86.38  77.50T 77507  77.50T 86.38 77.50"

Kr-vs-kp 99.63~ 90.68  90.33  71.157 90.33 90.33 90.33

Letter 85.92 8597  85.89  85.37" 85.89 85.97 85.89

Pendigits 95.93 9562  95.04 95.25  95.19 95.62 95.19

Soybean 88.12 88.44 8857  88.44  88.44 88.44 88.45

Spambase 9220 9237 92.00 90.517 92.37 90.88 92.06

Splice 01.88%7 9329  93.29  89.72T 93.29 93.29 93.29

observation, by providing p < 0.05 for all methods vs. MTA. Statistically
the empirical results validate the theoretical results shown on section 2. En-
semble method may yield better feature subset when the goal is to improve
classification accuracy.

Another important observation from Table 3 indicates that employing
MTA before using induction algorithm provides better results than not us-
ing MTA. Using t-test (paired two sample for means) validates the above by
providing p < 0.05 for J48 without any feature selection procedure vs. MTA.
When handling noisy data sets which involved irrelevant and redundant infor-
mation, feature selection can provide better classification accuracy. Neverthe-
less, this improvement is not guaranteed. Some feature selection techniques
might reduce the accuracy in certain datasets (see for instance the Audiology
dataset). However in this experimental study, it becomes evident that MTA
has almost never reduced the accuracy of the inducer (the only dataset in
which MTA has significantly reduced accuracy was Kr-vs-kp). Thus, the MTA
can be referred as a more reliable preprocessing step for induction algorithm.

5 Conclusions

This paper examines theoretically and experimentally whether ensemble of
feature subsets can be used for improving feature selection performance in
terms of the final classification accuracy.

This paper examines several methods for ensemble feature selection. Ex-
periments on benchmark data sets showed that MTA did much better than
other methods for feature selection. In addition, the MTA method did not re-
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duce the initial classification accuracy and managed to remove the irrelevant
and the redundant attributes.
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Summary. Clustering enables more effective information retrieval. In practice, sim-
ilar approaches are used for ranking and clustering. This paper presents a practical
evaluation of a method for clustering of documents which is based on certain textual
fuzzy similarity measure. The similarity measure was originally introduced in [12]
— cf. also [13], and later used in internet-related applications [14, 15, 18]. Two tex-
tual databases [21, 22] of predefined clusters and of diverse level of freedom in the
contents of documents were used for experiments that employed some variants of
the basic clustering method [19].

Key words: document classification, clustering of textual documents, infor-
mation retrieval, fuzzy set, fuzzy similarity measure, text comparison

1 Introduction

The internet is becoming an important source of information. Diverse algo-
rithms (models) for ranking Web documents according to the likelihood of
relevance assigned by a system to a given user query have been developed.
Following the taxonomy proposed in [1] the models may be divided into two
groups, namely classic and alternative. The former include vector-space, prob-
abilistic and Boolean models. The latter are remarkably numerous and varied;
they cover: fuzzy set models, extended Boolean models, generalized vector
space models, neural network models, etc. Since ranking and clustering are
closely related, the same or slightly modified approaches are in use.

In textual database searching, the methods used so far for text comparison
have been based mainly on the classical identity relation, according to which
two given texts are either identical or not (if we neglect some simple prepro-
cessing operations). To define the distance between textual objects is a more

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 305-317 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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complicated task than to determine the distance from a data vector to the
prototype; examples like Jaccard, Cosine and Dice Coeflicients can frequently
be found in literature, e.g. [10, 11]. The similarity between two documents is
usually determined on the basis of the number of topical terms that appear
in both of the documents under consideration.

Novel methods aim at approximate matching the requirement formulated
as a query [9]. Here, the fuzziness in the sense of Zadeh [20] is the attempt to
establish more sophisticated method for text similarity analysis [12, 13, 18],
and consequently for clustering of retrieved documents [19].

Clustering enables more effective information retrieval when part of a large
collection of diverse documents is already dealt with, but the real importance
of the problem becomes evident when the largest library, namely the Web, is
to be used [1, 17].

2 Information retrieval and clustering

In information retrieval, the standard way is to represent a given set B of
documents and a set T of querying/indexing terms by vectors. In the vector
space model, each document is represented by a vector whose elements are
numbers characterising the weight (significance) of term ¢; in document d;.
These so-called indexing weights can be computed from frequencies of occur-
rence of the terms in a given document [6, 7]. The degrees of match between
the query and the documents are computed by means of comparison of the
vectors that represent the query and the document, respectively.

For document clustering, the same test of matching can be used; the
only and simple modification lies in the use of a similarity measure for the
document-document comparison.

Defining a document cluster, one may generally adopt the view rooted
in [3, 8] and say that
a cluster is a group of documents that are more similar to one another than
to the members of any other cluster.

In clustering the problems involved cover: representation of documents,
choice of a similarity measure, and a grouping method. For any kind of clus-
tering it is crucial to define the term ’similarity’ so that it can be measured
in a well-defined way.

Clusters can be well-separated or overlapping, and their number as well as
the reference documents (prototypes) may be known or may not exist before
the clustering procedure is started.

The objective of the document partition is to create ¢ clusters in the col-
lection (body) B of documents. Let us assume that the number ¢ is known or
desired. The hard partition defined by Bezdek [3] can be applied here.

Let p(B) denote the power of set B. The hard partition of B is a family of
sub-collections {B; |1 < i < ¢} C p(B) which

e collectively form collection B,
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e are disjoint,
e are non empty and any single B; is a full collection.

If the documents of the sub-collection fulfil some similarity requirement, we
will speak about the cluster. In the literature, the situation when each doc-
ument of the collection belongs exactly to one cluster is frequently called
a hierarchical clustering. It is easy to notice that the decision about the mem-
bership of documents in a cluster is not always simple. It can be said that
to a certain extent each of the considered documents belongs to two or more
groups — their membership is fuzzy.

Fuzzy clustering applied to different tasks of information retrieval took a re-
markable place in last years’ publications. The topics that were frequently
addressed include matching of queries with documents, representation of user
profiles, and document-document matching.

As mentioned above, to perform clustering a suitable representation of
documents, a similarity measure, and a grouping method should be selected
and implemented. Numerical representation of documents enables applica-
tion of any hard or fuzzy clustering method. When speaking about fuzzy
clustering, the popular fuzzy c-means algorithms should be mentioned [4, 5].
This is a large family of methods that work iteratively and form clusters by
minimising an objective function. The clusters are called fuzzy because the
membership of the considered documents in given clusters is graded.

The clustering method presented in [19] and evaluated in this paper ap-
plies hard partitioning as defined above but it uses a novel method for fuzzy
evaluation of similarity between textual documents, cf. also [12, 18].

3 Method under evaluation

The problem at hand is as follows. Given a collection B of N textual doc-
uments, find a family of ¢ < N sub-collections {B; |1 <i <c¢} that group
documents being more similar to one another than to members of other clus-
ters or at least more similar to their own cluster centre than to others.

There are many ways to perform clustering. Effectiveness and precision
(coincidence with human intuition or knowledge) are the requirements that
may be contradictory, in particular when dealing with textual information.
To increase the speed, one can try to reduce the number of document com-
parisons. This may be achieved by performing two stages of computations:
initialisation of clusters and classification. The particular, conceptually sim-
ple method under evaluation is as follows [19]:

Initialization

1. Take a possibly representative sub-collection of documents B;, — ’initial
group’.

2. Determine the similarity between all the documents of the sub-collection
— formula (2).
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3. Choose c different documents — prototypes of cluster centres v; . Their
mutual similarity should lie under some threshold th.

Of course, a large number of variations for initialisation may be created.
For example, the use of keywords may be simpler and faster (but not neces-
sarily better) choice.

Grouping

1. Take a new document dye,, from B / B;,.

. Compute the similarity of de,, to all actual centres v;.

3. Add document d,,, to the cluster of the highest similarity of its centre
— (2), and change this centre if necessary — (1).

4. Are all the documents examined 7
If yes, then go to step 5.
If not, then go to step 1.

5. Prepare all the c clusters to access, and stop.

[N}

Remark: Owing to computations done in step 3 the similarity of all clus-
ters as well as the similarity of all documents to all cluster centres are known.
This information may be useful if one decides to give access to less relevant
documents

e independently of their cluster membership;
e only through those clusters whose centres are somewhat similar to the
most relevant one.

3.1 Text similarity

In a natural way, the method applied for the full text comparison uses com-
parison of single words. Here, a fuzzy relation

RW = {(< w1, ws >, prw (w1, w2)) : wi,we € W},

on W — the set of all words within the universe of discourse, for example
a considered language or dictionary — is proposed as a useful instrument.

A possible form of the membership function ppw : W x W — [0, 1] may
be as proposed in [12, 13]

N(wy) N(wp)—i+l

prw (w1, w2) = NI N Z > h(ig) (1)

where:

N(w1), N(wg) — the number of letters in words wy, we, respectively;

N = max{N(w;1), N(ws2)} — the maximal length of the considered words;
h(i,j) — the value of the binary function, i.e. h(i,j) = 1 if a subsequence,
containing ¢ letters of word w; and beginning from the j-th position in wq,
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appears at least once in word wsy; otherwise h(i, j) = 0; h(i,j) = 0 also if
i > N(wsg) or i > N(w).
Note that 0,5(N? + N) is the number of possible subsequences to be consid-
ered.

The fuzzy relation RW is reflexive: prw (w,w) = 1 for any word w; but
in general it is not symmetrical. This inconvenience can be easily avoided in
the following way:

prw (w1, w2) = min {prw (w1, wa), prw (w2, w1)} (2)
Moreover, RW reflects the following human intuition:

e the bigger the difference in length of two words is, the more different they
are;

e the more common the letters contained in two words, the more similar the
words are.

However, the value of the membership function contains no information on
the sense or semantics of the arguments.

Ezxzample

Let us take the sample pair of words wy = centre and wo = center.
Here  N(wp) =6 and N(wz) =6, N = maz {N(w1), N(wa)} =6,

prw (Wi, we) = ppw (e, wy) = SE3E2EL = (.57,

It is easy to note that the method in its basic form (1) is time-consuming.
The cost can be estimated by the formula

ces =Y {[N(wy) —i+1]-[N(wg) —i+1]-i} (3)

i=1

The key operation is comparison of two letters. To check whether a substring
of word w; appears in word wsy, the whole word ws needs to be checked,
and this procedure must be repeated for each searched substring. The need
for reduction of needless operations and optimization of the comparison of
words is evident. Experience shows that the use of strings of constant length,
say k, is a proper solution. Then, the summation in (3) and the outer sum
in (1) are reduced to only one component. Consequently, equation (1) takes
the form [16]

1 N(wy)—k+1

,URW(wla'LUZ) = m Z h(kvj) (4)

which is analogous to the n-gram method described in [2]. The improvement is
remarkable. For instance, the similarity computation between an exemplary
eleven- and four-letter strings via (4) under assumption that k& = 3 is nine
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times less costly than the same comparison obtained via (1); the resulting
loss of precision is less than 5%.

Basing on (1) or (4) it is possible to introduce the similarity measure for
documents. Here, the document is considered to be a set (not a sequence) of
words. The respective formula is of the form of fuzzy relation on the set of all
documents B, with the membership function pgp [12, 13, 18]

1 N(d1)

prB(dy,dz) = N Z MaTjcii2,.. N(ds)} MHRW (Wi w;) (5)
i—1

where:

dy, do — the documents to be compared;

N(dy), N(d2) — the number of words in document d; and dy (the length of
dy and ds, respectively);

N = mazx {N(wy), N(wa)};

frw — the similarity measure for words defined by (1).

This relation models the similarity between two given documents, and is
defined on the set of all words — W. The value 1.0 of that function means
that the documents considered are identical; on the other hand the value close
to zero suggests that the documents are different.

3.2 Representation of documents, centres, and membership
assignment

In the simplest case, a sequence of keywords/indexing terms can be used.
The documents may also be represented by the most representative part (for
example by abstract, summary, or both when considering scientific papers).
The original full text version is also acceptable. Of course, preprocessing that
involves elimination of stopwords and lexical analysis is a very advantageous
procedure. For the similarity measure proposed in section 3.1, stemming of
the remaining words (i.e. removing affixes) is not necessary.
Cluster centre is a document that is most similar to all the other documents
in the sub-collection it represents. It is assumed that the centre is a (usually
modified by preprocessing) document of collection B or its representation.
Assuming that the sub-collection of documents By, {d1,da,ds, ..., di}, k <
N, form a cluster due to the similarity of documents, the cluster center v;
(reference document) is defined [19] as the document d;, ¢ < k, whose index ¢
maximizes the sum

k
Z p(di,d;) foralli=1,2,... k (6)

with prp computed according to (2).
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It is worth remarking, however, that groups likely to become clusters need
to be predetermined.

For each document in collection B, the degree of membership in a cluster
is determined on the basis of the maximum of similarity of d; to each cluster
center

pij = mazi<n j<e prB(di, ;) (7)

where:

1,7 — is the grade of membership of the i-th document in the cluster v;;
prB(d;, vj) — is the fuzzy similarity of document d; to the centre of cluster v;;
v; — denotes the centre of the j-th cluster.

Formula (7) means that the given document d; belongs fuzzily to the clus-
ter whose center v; is most similar to d; over all cluster centres vy,va, ..., V..
Note that by this statement we preserve the fuzzy membership but on the
other hand we actually perform a hard partitioning.

4 Practical evaluation

As mentioned, the evaluation was performed on two different textual databases.
The first collection is the documentation of the Linux [21], the second one col-
lects documents of a newsgroup [22]. The quality of grouping was evaluated
using two indices, called precision p, and completeness (recall) r

Nexp — Nexp (8)

Nel Netg

where:

Negp — the number of documents in the examined cluster which belong to
the considered category defined by expert;

ne — the number of all documents in the cluster;

Netg — the number of all documents in the considered category defined by
expert.

Several experiments by different categorizations

e reference (original) categorization,
e modified (more detailed) categorization,

and text bases for clustering, i.e.

e full text (after elimination of stopwords),
e keywords

have been performed. Different similarity thresholds th have also been applied.
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Collection I — original

In the collection, five categories exist in the documentation [21]. It should
be noted that these original categories are rather general and sometimes the
topical relation is questionable. Nevertheless, we respect them as reference
categories (Table 1).

Table 1. Number of categorized documents

LinuxOS Hardware Networking Applications Programming

81 81 146 s 36

The initial group chosen for experiments of p(B;4) = 30 is shown in Fig. 1.
In Table 2 the list of eliminated words is shown. The results for full text
document grouping that uses (1) and (8) with th = 0.5 are as shown in
Tables 3 and 4.

Linux OS

" Kemeld i
Install-Strategies

! Lin+DOS+Win95+082

Programming J
Les . Pre-Installation-Checklist |
" Pl el TN Small-Memaory
[Ogrannung-language "
h bl s e Partition -
Ce+-dlopen -
[ C-editing-with-VIM-HOWTO
) e | Hardware
Software-Release-Practice-HOWTO |
Bash-Prog-Intio-HOWTO i G -
TTK-HOWTO - 3—Bunon—‘i\lo_n.=e
1 e 3 CD-Writing-HOWTO
. /' Hard-Disk-Upgrade \
Applications - f -\ MVidia-OpenGL-Configuration
s > ) Print2Win
e s Smuldalmer—;\.ﬂ..vg .
HackspaceDelete | Networking - .
.: KDE-GUI-Login-Configmration-HOWTO | bsre—
\ | R T sy 3 Bridge ~
StarOffice Mozdla-opmmzmon. DNS-HOWTO
XFree86-HOWTO [ Apache+3SL+PHP+fp
I Sendmail-UUCP
VPN

Wireless-HOWTO

Fig. 1. Initial sub-collection

Because of possible modifications of cluster centers during the second stage
of the algorithm the membership of some documents to particular clusters
with respect to their distance to final centers may be not correct. The results
of membership corrections are shown in square brackets — Table 4.
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Table 2. List of eliminated stopwords

a an the to from by for at of in over but with as on off about and or that which wherever
whatever whichever while if until unless how what where why do don’t does doesn’t did didn’t
have haven’t has hasn’t had hadn’t can can’t could couldn’t may might shall should will would

get gets got gotten take taken took takes be is isn’t am amn’t are aren’t was wasn’t were

weren’t been no not never some any very much many lot other another this that these those
now moreover furthermore I you he she it me my his her your its their

Table 3. Full text grouping quality — initialization

cluster
number 1 2 3 4 5 6
category of Hardware Programming Applications Linux OS Linux OS Applications
the center
r 17% 33% 17% 33% 17% 33%
p 100% 17% 50% 20% 100% 50%
number of
documents 1 12 2 10 1 4

Table 4. Full text grouping — result and its correction

claster number LinuxOS Hardware Networking Applications Programming

1 0[0] 171] 0[0] 0[0] 0[0]
2 T4[13]  12[15] 35[31] 24[18] T707]
3 0[0] 0[0] 1[0] 1] 0[0]
1 15[20]  13[11] T0[20] T1[17] T2[9]
5 203 1] 302] 1[1] 2[0]
6 2[0] 201] a74] 203 32]

Grouping have also been performed on the basis of keywords given in
Table 5. Seven clusters have been identified for th = 0.5; the results are
presented in Tables 6 and 7.

Table 5. List of chosen keywords

linux installation install hardware requirement boot root floppy partition dos windows drive
administratration admin lilo bootloader zip win multiboot grub bsd freebsd solaris hard disk
format partition file filesystem ext fat kernel io module hardware cpu network patch mod gui
encrypt encryption raid driver cable dma udma scsi via ide bios modem connect connection
ethernet card ip tcp router net network subnet internet address dhcp http ftp mail sendmail
smtp pop imap ppp localhost link online offline gnu class download develop software bash
programming program login shell serial paralell irq dial dialer pnp plug play pci isa odbc
configure compile algorithm route routing tunnel masquerading masquerade proxy server arp
broadcast lan apple packet vpn ssh firewall client virtual private xfree xwindows char font
keyboard kde gnome manager database oracle Sybase mmbase base transaction apache www
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Table 6. Keywords grouping quality — initialization

cluster
number 1 2 3 4 5 6 7

category of Hardware Linux OS Programming Linux OS Programming Applications Linux OS
the center

s 17% 33% 50% 17% 33% 50% 50%
P 100% 33% 50% 50% 29% 50% 75%
number of
documents 1 6 5 2 7 5 4

Table 7. Keywords grouping — result and its correction

claster number LinuxOS Hardware Networking Applications Programming

1 0[0] 1[1] 0[0] 0[0] 0[0]
2 6[5] 9[9] T4[9] 3[7] 51
3 53] 5] 22[15] T4[13] 12[7]
7] 302 0] ] 207 0[0]
5 a[14] S[11] 18[35] T1[19] T0[10]
6 0[0] 0[0] 2M] 32] ]
7 15[12] 5] ] 1[0] 2[0]

Collection I — modified

The collection has been obtained by more detailed determination of expert
categories in the same documentation [21] — Table 8.

Table 8. Number of documents in ten categories determined by expert

Linux Kernel Harddisks Modems Routing VPN GUI Database Mail http
install (DB)

18 10 10 9 6 8 21 11 14 9

Sample results for keyword-based text document grouping using (1) and (8)
with th = 0.55 are as shown in Table 9.

Table 9. Keyword-based grouping quality — initialization

cluster
number 1 2 3 4 5 6 7 8 9
category of DB Kernel VPN DB Mail GUI GUI Linux GUI
the center install
r 25% 33% 20% 50% 10% 16% 33% 83% 66%
p 20% 50% 20% 50% 33% 100% 40% 50% 33%

number of
documents 5 2 5 4 3 1 5 10 3
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Collection IT

Here, the following five newsgroups from [22] have been considered: sci.med,
rec.motocycles, comp.graphics, alt.atheism, talk.politics.mideast. For the first
stage of the heuristic algorithm 50 papers have been used, whereas for the
second one — 500. Sample results are presented in Tables 10 and 11.

Table 10. Result of full text grouping; th = 0.3

cluster number rec.motorcycles comp.graphics alt.atheism sci.med talk.politics.mideast

1 10 0 2 0 0
2 0 0 1 2 5
3 0 5 2 2 1
4 0 1 1 1 0
5 0 4 5 5 4

Table 11. Full text grouping quality — initialization

cluster number 1 2 3 4 5
T 100% 50% 50% 10% 50%
D 86% 63% 50% 30% 28%

5 Summary

In textual database searching or clustering, the methods used so far for text
comparison have been based mainly on the classical identity relation, accord-
ing to which two given texts are either identical or not (if we neglect some
simple preprocessing operations). This work is a contribution to a group of
methods that show that the fuzziness in the sense of Zadeh [20] can be applied
to text similarity analysis. The solution described makes the consideration of
language inflection easier; the method is also not sensitive to grammatical
mistakes or other misshapen language constructions.

The clustering method identifies groups of documents which are similar
to a given number of reference documents — cluster centres. The reference
documents may be known a priori, or determined during the initialisation
stage from the so-called ’initial group’ of examined documents. The method
is able to deal with full text documents, with the most informative document
fragments, sentences, or more traditionally — with keywords/index terms.

The practical evaluation performed on two different types of documents
allows one to expect that the method performs better if the topics of clusters
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are well reflected in the vocabulary and construction of sentences. In the first
collection [21], the same specialized words are used for description of different
technological issues, and the other way round, different words and names (like
Oracle, Sysbase, etc.) are used in relation to the same topic (e.g. databases).
Consequently, additional deep human knowledge of the topic is needed to clas-
sify the documents correctly. In the second collection [22], the similarity of
contents is well reflected in the vocabulary which makes the task of automatic
grouping easier.

Obviously, the method is not a panacea for every task of clustering or rank-
ing but it may be useful for rough sorting and grouping of certain types of
documents.

Acknowledgement. The author is grateful to Mr P. Rozycki for performing compu-
tations.
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Summary. In this paper we present the application of Principal Component Anal-
ysis (PCA) on subsets of the dataset to better approximate clusters. We focus
on a specific density-based clustering algorithm, k-Windows, that holds particu-
lar promise for problems of moderate dimensionality. We show that the resulting
algorithm, we call Oriented k-Windows (OkW), is able to steer the clustering pro-
cedure by effectively capturing several coexisting clusters of different orientation.
OkW combines techniques from computational geometry and numerical linear al-
gebra and appears to be particularly effective when applied on difficult datasets of
moderate dimensionality.

1 Introduction

Density based methods are an important category of clustering algorithms
[4, 13, 23], especially for data of low attribute dimensionality [6, 17, 26]. In
these methods, clusters are formed as regions of high density, in dataset ob-
jects, surrounded by regions of low density; proximity and density metrics need
to be suitably defined to fully describe algorithms based on these techniques
though there are difficulties for problems of high attribute dimensionality; cf.
[1, 16]. One recent technique in this category is “Unsupervised k-Windows”
(UkW for short) [28], that utilizes hyperrectangles to discover clusters. The
algorithm makes use of techniques from computational geometry and encapsu-
lates clusters using linear containers in the shape of d-dimensional hyperrect-
angles that are aligned with the standard Cartesian axes and are iteratively
adjusted with movements and enlargements until a certain termination crite-
rion is satisfied; cf. [24, 28]. An advantage of the algorithm is that it allows
a reduction in the number of objects examined at each step, something es-
pecially useful when dealing with large collections. Furthermore, with proper
tuning, the algorithm can detect clusters of arbitrary shapes. We show here a
general approach that appears to improve the effectiveness of UkW. This ap-
proach relies on techniques from linear algebra to orient the hyperrectangles

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 319-328 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006
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into directions that are not necessarily axes-parallel. The technique used in
this process is PCA [18], implemented via singular value decomposition (SVD)
[14]. The paper is organized as follows. The details of unsupervised k-Windows
are described in Section 2. Section 3 describes OkW, while Section 4 presents
experimental evidence of its efficiency. Finally, Section 5 contains concluding
remarks. We would be assuming that datasets are collections of d-dimensional
objects, and can be represented by means of an n x d object-attribute matrix;
unless specified otherwise, “dimension” refers to attribute cardinality, d.

2 Unsupervised k-Windows clustering

UkW aims at capturing all objects that belong to one cluster within a d—
dimensional window. Windows are defined to be hyperrectangles (orthogonal
ranges) in d dimensions; cf. [28] for details. UkW employs two fundamental
procedures: movement and enlargement. The movement procedure aims at
positioning each window as close as possible to the center of a cluster. The
enlargement process attempts to enlarge the window so that it includes as
many objects from the current cluster as possible. The two steps are illustrated
in Figure 1. UKW provides an estimate for the number of clusters that describe

(a) (b)

Fig. 1. (a) Sequential movements M2, M3, M4 of initial window M1. (b) Sequential
enlargements E1, E2 of window M4.

a dataset. The key idea is to initialize a large number of windows. When the
movement and enlargement of all windows terminate, all overlapping windows
are considered for merging by considering their intersection. An example of
this operation is exhibited in Figure 2.

The computationally intensive part of k-Windows is the determination of
the points that lie in a hyperrectangle. This is the well known “orthogonal
range search” problem [22]. The high level description of the algorithm is as
follows:

algorithm UkW (a, Oc, O, Ocy 0, 05, k ) {
execute W=Determinelnitial Windows(k,a)
for each hyperrectangle w; in W do
repeat
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Fig. 2. (a) W7 and W> satisfy the similarity condition and W is deleted. (b) W3
and W, satisfy the merge operation and are considered to belong to the same cluster.
(c) W5 and Ws have a small overlap and capture two different clusters.

execute movement(6,,w,)
execute enlargement(6,,0.,0,,w;)
until the center and size of w; remain unchanged
execute merging(6,,,0s,W)
Output {clusters ¢;,, ¢, ... so that: ¢;, = {i : i € w;,label(w;) =1;} }

function Determinelnitial Windows(k,a) {
initialize k d-dimensional hyperrectangles w,,,, ..., w,, with edge length a
select k points from the dataset and
center the hyperrectangles at these points
return a set W of the k hyperrectangles
gunction movement (6, hyperrectangle w) {
repeat
find the objects that lie in the hyperrectangle w
calculate the mean m of these objects
set the center of w equal to m
until the Euclidean distance between m and
the previous center of w is less than 6,
)

function enlargement(6,,0.,0,, hyperrectangle w) {
repeat
foreach dimension i do
repeat
enlarge w along current dimension by 6.%
execute movement(6,,w)
until increase in number of objects
along current dimension is less than 6.%
until increase in number of objects
is less than 6.% along each dimension

function merging(6,, .05, set of hyperrectangles W) {
for each hyperrectangle w; in W not marked do
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mark w; with label w;
if 3 w; # w; in W, that overlaps with w;
compute the number of points n that
lie in the overlap area
if () = 05 and |w;| < |w,]
disregard w;
if0.5*(‘ijl+ﬁ) >0
mark all w; labeled hyperrectangles in W with label w;

3 k-Windows with PCA based steering

Results with UkW in [28] showed that a procedure based on moving and
enlarging hyperrectangles together with merging is effective in discovering
clusters. All movements, however, were constrained to be parallel to any one
of the standard cartesian axes. We next consider the possibility of allow-
ing the hyperrectangles adapt both their orientation and size, as means to
more effective cluster discovery. Assume, for example, that k d-dimensional
hyperrectangles of the UKW algorithm have been initialized, as in function
DetermineInitialWindows above. After executing the movement function,
the center and contents of each hyperrectangle might change. It would then
be appropriate to re-orient the hyperrectangle from its original position (axes-
parallel in the first step, maybe different in later ones) so as to take into
account the local variabilities present in the data. This is accomplished by
means of PCA on a translation of the subset of points (objects) included in
the specific hyperrectangle.

Let, for example, A® e R™*? be the object-attribute matrix corre-
sponding to objects in a subset P of the original dataset. Matrix B :=
Al — %eeTA(i), where e € R™ is a vector of all 1’s, contains the points B®,
that is the points of P written in terms of the cartesian axes centered at the
centroid g = el A1) of P. Let the SVD of B® be B® = U®) £ (v®))T
and {u;,0;,v;},j = 1,...,d the nontrivial singular triplets of B in decreas-
ing order, i.e. 01 > 09 > -+ > 04 > 0. For simplicity we omit the index
7. One way to build a hyperrectangle bounding the elements of P is to use
the fact that the columns of V; are the principal directions of the elements
of P. The hyperellipsoid with semiaxes o; encloses all of P. It can, however,
cover a much larger volume than the volume enclosed by the span of P and
even the hyperellipsoid of minimal volume containing P. On the other hand,
computing either of these minimal bodies and keeping track of geometrical
operations with them is difficult; e.g. see [20]. Instead, since OkW was based
on hyperrectangles, we prefer to preserve that choice here as well. We search,
then for hyperrectangles that bound the points of P, but no longer requiring
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that they are axes-parallel. A simple, yet effective choice, is to exploit the
equality BOV® = U® 2 which shows that the projections of the n; rows
of B® on any of the principal axes, say vj, is given by the elements of column
j of U™ multiplied by o;. Therefore, we can construct a bounding hyperrect-
angle for P by taking g as center and the values 20 ||u; ||~ as edge lengths. An
alternative (sometimes better) approximation would be to project all points
on j*" principal direction, and use as corresponding edge length parallel to
axis j, the largest distance between the projected points. Note that adapting
the edge lengths in this manner makes the algorithm less sensitive to the size
of the original hyperrectangle edge length.

Fig. 3. The initial data and window (a) are shifted and the principal directions
are computed (b). We compute the minimum bounding principal directions oriented
hyperrectangle (c¢) and the corresponding hypercube (cf. next subsection 3.1) (d).
Finally, we shift the data back (e).

An example of the above process is illustrated in Figure 3. Initially the data
points are centered and the principal components of the corresponding matrix
are computed. Then, we compute the minimum principal directions oriented
hyperrectangle with edge lengths 20, ||u;|/,j = 1, ...,d. Finally, we compute
a suitable hypercube (we analyze this issue in the next subsection, 3.1) and
shift the data back. Then, the enlargement process takes place along each
dimension of the rotated window. We call the proposed algorithm Oriented
k-Windows (OkW) and summarize it below.

algorithm OkW (u, 0, 0,,, 0., 0,k ) {
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execute W=DeterminelnitialWindows(k,u)
for each d dimensional hyperrectangle w; in W do
execute movement(6,,w;)
execute SVD-enlargement(,,0.,0,,w;)
execute merge(6,,,05, W)
Output {clusters a1, €2, - . so that: ¢, = {i : i € wy,label(w,) = ll}}

function SVD-enlargement(,,0.,0,, hyperrectangle w) {
repeat
compute the principal components V' of the points in w
compute a hyperrectangle with edge length 2071 ||1||0cs - - - 5 2||ta] o
foreach dimension do
repeat
enlarge w along current dimension by 6.%
execute movement(6,,w)
until increase in number of objects
along current dimension is less than 0.%
until increase in number of objects
is less than 6.% along every dimension

3.1 Computational issues

A challenge in the proposed approach is the efficient handling of non axes-
parallel hyperrectangles. Unlike the axes-parallel case, where membership of
any d-dimensional point can be tested via the satisfaction of 2d inequalities
(one per interval range, one per dimension), it appears that oriented hyperrect-
angles necessitate storing and operating on 2¢ vertices. To resolve this issue,
we follow a trick from computational geometry designed to handle queries for
non-axes parallel line segments, which amounts to embedding each segment
in an axes-parallel rectangle [11]. Similarly, in OkW, we embed each hyper-
rectangle in an axes-parallel “bounding hypercube” that has the same center,
say ¢, as the hyperrectangle, and edge length, s, equal to the maximal diago-
nal of the hyperrectangle. This edge length guarantees enclosure of the entire
oriented hyperrectangle into the axes-parallel hypercube. Thus, the bounding
hypercube can be encoded using a single pair (¢, s). To perform range search
and answer if any given point, x, in the bounding hypercube also lies in the
oriented hyperrectangle, it is then enough to check the orthogonal projection
of the point onto the d principal directions. If [;,57 = 1,...,d denote the edge
lengths of the hyperrectangle, then x lies in the hyperrectangle if it satisfies
all inequalities |xTv]—| < %’ for j = 1,...,d. Therefore, we only need to store
O(d) elements, namely (¢, 8,11, ...,1q).

OkW necessitates the application of SVD on every centered data subset
in the course of each enlargement step. It is thus critical to select a fast
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SVD routine, such as LAPACK [3], for boxes of moderate size without any
particular structure, or from [7], for sparse data. In any case, it is important
to exploit the structure of the dataset to reduce the cost of these steps. The
call to an SVD routine for problems without specific structure carries a cost
of O(n;d?), which can be non-negligible. In the applications of greater interest
for OkW, however, the attribute dimensionality d is typically much smaller
than n and even n;, so that we can consider the asymptotic cost of the SVD
to be linear in the number of objects. Furthermore, when d is much smaller
than n;, it is preferable to first compute the QR decomposition of B® and
then the SVD of the resulting upper triangular factor [14].

4 Experimental Results

UkW and OkW were implemented in C++ under Linux using the gcc 3.4.2
compiler. The SVD was computed using a C++ wrapper® around SVD-
PACK®. All experiments were performed on an AMD Athlon(tm) 64 Pro-
cessor 3200+, with 1GB of RAM. We outline here some results and defer to
[27] for more detailed experiments.

Two artificial and two real datasets were used. The former are considered
to be difficult, even for density-based algorithms. The first, Dsetq, consists of
four clusters (three convex and one non-convex) for a total of 2,761 objects,
while the second one, Dseto, consists of 299 objects, organized in two clusters
forming concentric circles. The values of the parameters {6, 0,,,0.,6,} were
set t0 {0.8,0.1,0.2,0.02} for both UkW and OkW. We used 64 initial windows
for Dsety and 32 for Dsets. Results are depicted in Figure 4. For both datasets,
OkW was able to discover the correct clustering. For Dset;, UkW was able to
identify correctly only the three convex clusters, while it split the non-convex
one into three clusters. Finally, for Dsety, UKW split the outer circle in four
clusters. UKW was able to identify correctly the outer cluster only when the
number of initial windows was increased to over 200.

The real datasets were Dsetyor and Dsetparpa. The former is the Iris
dataset from the UCI machine learning repository [8], that consisted of 150
objects of 4 attributes each, organized in three classes, namely Setosa, Versi-
colour, Virginica. The final real dataset was from the KDD 1999 intrusion de-
tection contest [19]. It contained 100,000 objects of 37 (numerical) attributes,
77,888 objects corresponded to “normal connections” and 22,112 correspond-
ing to “Denial of Service” (DoS) attacks. The confusion matrices for Dsetycy
were obtained from each one of UkW and OkW for 32 initial windows with the
same parameter setting, are depicted in Table 1. Both algorithms successfully
identified the number of clusters. However, the number of points that have
different class and cluster labels, were 8 for UkW and 7 for OkW. Finally,

3 http://www.cs.utexas.edu/users/suvrit /work /progs/ssvd.html.
4 http://www.netlib.org/svdpack/
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Fig. 4. Dsetsy 2 with the result of UKW (left) and OkW (right).

the application of UKW on Dsetparpa with 32 initial windows, estimated
the presence of 6 clusters. One of them contained 22,087 DoS objects; the re-
maining clusters contained objects corresponding to normal connections, with
the exception of one cluster that also contained 37 DoS objects. Therefore,
UkW’s performance was moderately adequate. The application of OkW on
the above dataset estimated the presence of five clusters. All, except one clus-
ter contained exclusively either normal or DoS objects. Only 2 DoS objects
were assigned in a cluster of 747 normal objects. Therefore, OkW resulted in
considerably fewer misclassifications, and thus greater accuracy, than UkW.

Table 1. Confusion data for Dsetuycr: The elements in each pair corresponds to the
confusion matrices for UkW and OkW.

Iris class
Cluster id Setosa Versicolour Virginica
1 50, 50, 0, 0 0, 0
2 0, 0 46, 48 4, 5
3 0, 0 4, 2 46, 45

5 Related work and discussion

The use of PCA in OkW offers a paradigm of synergy between computational
linear algebra and geometry that appears to significantly enhance the ability
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of k-Windows to capture clusters having difficult shapes. OkW follows the
recent trend in clustering algorithms to capitalize on any local structure of
the data to produce better clustering of datasets of moderate dimensionality;
see e.g. [9, 10, 12]. Preliminary results appear to indicate that OkW competes
well with algorithms such as these and density based workhorses such as DB-
SCAN [13]. We plan to report on these issues in the near future [27] as well
as on the challenges posed by OkW, e.g. when it is applied on problems of
high dimensionality and the associated costs for large numbers of objects. We
close by noting that oriented hyperrectangles have been under study in other
contexts, including fast interference detection amongst geometric models and
in computing approximations to the set of reachable states in a continuous
state space in hybrid systems research [5, 15, 21, 25].
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1 Abstract

A method for assessing cluster stability is presented in this paper. We hy-
pothesize that if one uses a ”consistent” clustering algorithm to partition
several independent samples then the clustered samples should be identically
distributed. We use the two sample energy test approach for analyzing this
hypothesis. Such a test is not very efficient in the clustering problems because
outliers in the samples and limitations of the clustering algorithms heavily
contribute to the noise level. Thus, we repeat calculating the value of the test
statistic many times and an empirical distribution of this statistic is obtained.
We choose the value of the ”true” number of clusters as the one which yields
the most concentrated distribution. Results of the numerical experiments are
reported.

2 Introduction

Clustering methods are widely used in many different areas as a practical tool
to understand structure in complex data. A crucial issue in clustering is to
determine how many clusters are presented in the data. This problem has
been recognized as one of the most difficult problems in cluster analysis.

Most of the iterative clustering methods consist of two procedures: the first
procedure determines, for a given number of clusters, an optimal partition.
The second procedure tests the validity of the partition This testing proce-
dure typically employs an intuitive rule for the goodness of the partition. In
majority of the cases it is based on one of the following tools :

Mark Last et al. (Eds.): Advances in Web Intelligence and Data Mining (SCI) 23, 329-338 (2006)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2006



330 7. Volkovich, Z. Barzily and L. Morozensky

e Indexes, based on multivariate statistics, which compare dispersions within
and between the clusters (see, [3], [14], [18], [24]).

e A stability (similarity, merit) function that measures the consistency of
labels assignments to samples elements (see, [21], [2], [19]).

e A measure assessing the likelihood of a solution (see, [23], [13]).

We discuss in this paper a statistical approach to the cluster stability
problem based on multivariate two-sample test concept. We consider as a
model a Euclidian space X with a partition C = {¢;}, j = 1,...,k and a set

of associations
o(@,c;) = lifxecy
"7 7] 0 otherwise

L.e. the underlying distribution p, of & is

k
Hx = chjucja (11)
j=1

where p;, j = 1,..,k are the cluster probabilities and uo , 7 = 1,..,k are the
inner clusters distributions. This mixture model leads to the following joint
distribution of x € X and its cluster label

P(SU,CJ') = U(xvcj)pc]'“cj : (12)

Our approach assumes the existence of such a distribution P(z,c¢;) in
the case where the number of clusters k is chosen correctly and the absence
of such a distribution on X x Cj otherwise. Let us suppose we sequentially
draw N samples Sy, 8o, ...,Sy from X for each value of £ = 2,3,.... k*.
The parameter k* is some predefined number offering a maximal considered
number of clusters. Let a clustering algorithm C1 be available. In the ideal case
the algorithm delivers the true partition if the value of k is correct. l.e. the
clustered samples (S1,C1), (S2,C2), ..., (Sn,Cn), generated by the algorithm,
are selected from a population distributed according to P.

The substance we are dealing with, actually belongs to the subject of the
hypothesis testing. Here, no prior knowledge of the distribution is available
thus; this test has to be a distribution-free two sample test. Outliers in the
sample and limitations of clustering algorithms contribute heavily to the noise
level of the test. To overcome this difficulty we have to get our conclusion based
on a sufficiently large amount of the sampled information. This is acquired by
bootstrapping and clustering of the samples. Under the null hypothesis: the
existance of the measure P, these sets are drawn from the same distribution.
Furthermore, we would expect to obtain the least "random” distribution under
the "true” number of clusters. Due to the noise level it is unlikely to get a
rejection of the null hypothesis in a direct test. However, it is natural to
assume that the most concentrated distribution is achieved under the true
number of the clusters. From this point of view, our procedure can be roughly
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described as the generation of the empirical distribution with a consequent
concentration test. Note that the outliers detection is most essential in this
purpose.

3 Mixture clustering model

In this section we state several facts about the mixture clustering model from
the information theory the point of view ( see, [20], [22]). The main principle
of the model is that each item in the space X belongs with certain probability
to each cluster. Here a clustering solution is given by the set of probabil-
ity distributions for associating points to clusters. This association is termed
”fuzzy membership in clusters”. A partial case, where each point belongs to
one cluster, corresponds to the hard clustering situation. Determining an op-
timal association distribution is the goal of probabilistic clustering approach.
From the information theory point of view, clustering is the basic strategy
for the data lost compression. According to this approach the data is divided
to groups which are described, in the most efficient way, in the terms of the
bit rate employing a representative to each group. A clustering procedure is
intended to compress the initial data throwing away the insignificant infor-
mation. A distinction between the relevant and unsuitable information in the
data is provided with the help of a distortion function, which usually measures
a similarity among the data items. Let us suppose that a distortion function
in each cluster is d;(z,y), j = 1,...,k. A lossy compression can be made by
assigning the data to clusters so that the mutual information

Plejlz)
ZP ¢jlz)P(x)log, Pley)

is minimized. The minimization is constrained by fixing the expected distor-
tion

Z P(cjlz)P(x)d;(x, ;)
where z.; is the representative of the cluster ¢;. The formal solution of this

task is provided by a Boltzmann distribution

Plcjlz) = % exp (—dJ(ITx)) :

- e (- 52

is the normalization constant and T is the Lagrange multiplier. If we suppose
that in the case of the hard clustering each cluster is specified by the parameter
vectors Y = {y,}, j = 1, ..., k then the marginal distribution of ¥ becomes

where
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e

:Ze—
Y

Sl

P(Y)

Sl

where
d;(z,y;)
F=-T)1 — L2
St | e (-4
T J
is the so called ”"the free energy” of the partition. It is evident from this
equation that the most probable values of Y minimize F. Therefore, optimal
estimations of the cluster parameters can be indeed achieved by means of

minimizing the free energy. An important example of this construction is a
partition corresponding to the distortions

dj(z,y;) = ((x — y) 2 (2 —y5)),

where y; is the centroid of the cluster ¢; and X is the covariance matrix of
the cluster. In this case the expression for F' can be rewritten as

F==TY (Y exp (—(x_yj)z% (x_yj)>

If we fix the matrices X; then we obtain from the equations

—=0,j=1,..,k,
0y

S aP(esl)
i > Plef)

We would like to point out the similarity between this approach and the
maximume-likelihood estimation of normal mixtures parameters. This model
arises in clustering problems in which the underlying distribution is of the
form

the result

=1, ..k

k
f(x) = §1Pj0($|yj72j)7

where G(z|y, X)) is the Gaussian density with the mean y and the covariance
matrix Y. Estimates of the model parameters are provided by means of the
well known EM algorithm. In the special spherical case of X; = ¢%I, j =
1, ...,k , where I is the identity matrix and o? is the unknown dispersion of each
cluster, the standard k-means algorithm can be shown to be a version of the
EM algorithm (see, for example [10], [4]). The essential distinction between
the mentioned approaches is that in the free energy optimization approach no
prior information on the data distribution is assumed. The distributions are
directly derived from the corresponding Bolzman and Gibbs distributions and
the suitable optimization task.
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4 A two sample test

Let X : X1, Xo,...,X,, and V: Y7,Y5,....Y,, be two samples of independent
random vectors having the probability laws F' and G, respectively. The clas-
sical two-sample problem consists of testing the hypothesis

against the general alternative

Hy: F(x) # G(x),

when the distributions F' and G are unknown. Such a problem occurs in many
areas of research. The Kolmogorov-Smirnov test, the Cram‘er-von Mises test,
the Friedman’s nonparametric ANOVA test and the Wald-Wolfowitz test must
be reminded as the classical univariate procedures for this purpose. Many
multivariate tests can be found in the literature (see, for example, [9], [5],
[12)).

We use, in the current paper, the two-sample energy test approach which
is described in [26]. This test can be relatively easily implemented. Note, that
this approach is very similar to the one proposed in [27] and [15] resting
upon the conditional positive definite kernels. Applications of this approach
are discussed in [16] and [1]. The statistic @, of the test contains three
parts correspond to the energies of the samples X, ) and the their interaction
energy.

n

1 1 &
P = —5 > Rllei = i)+ —5 > Ry — ) - (1.3)
i<jJ 1<J

—— S Rl - )

=1 j=1

where R(r) is a continuous, monotonic decreasing function of the Euclidean
distance r. The function R(r) = —In(r), proposed by the authors in [26],
provides a scale invariant test having a good rejection power against many
alternatives. In order to avoid situations in which a single projection dom-
inates the value of the distance the sample values must be standardized by
zit = (2zik — ) /0K , where u,, op are the mean value and the standard
deviation of the projections.

We are applying this methodology to distinguish between distributions
presented in (1.2). Let us introduce the function

R(I17"’E2’Cl7c2) = R(|1§1 —Jle)X(Cl = 62)

where x(¢; = ¢2) is an indicator function of the event ¢; = ¢ :

(01 = e5) = 1if ¢, =c, is true
XL =277 0 otherwise '
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For two measures p and v satisfying (1.2) we define:

L) =Y / / (o1 — 3l) xler = e2)ps, (), (d21)pg (V)W (d2) =

=Yy [ Bl =l (o )

and
Dis(p,u) - L(/Lhu) _'_L(Va V) - 2L(:ua V)'
Proposition 1. Let p and v be two measures satisfying (1.2) such that
P,(clx) = P,(c|z), then
e Dis(u,v) > 0;
e Dis(u,v) =0 if and only if u = v.

Proof. Let us define o and 3 to be two distributions and define

- //R(‘fﬂl — @2]) a(d1) B(d2).

It was proved in the appendix of [26], for every o and 3, that

W= (a, 8) = (R(e, @) + R(3, 8) — 2R(e, 8)) = 0,
and W* («a, 5) = 0 if and only if o = (5. It is easy to see that

Dis(p,v Zp] WW* (e, Ve, )

thus, the proposition is proved.

The distance Dis(u,v) can be considered as a direct extension of the
distance W* between measures on X to multi-measures p and v defined on
X x C. Indeed, we are going to compare the marginal distributions e, and

Ve,

5 Methodology description and experiments

5.1 Methodology description

In this chapter we present our approach to the cluster stability problem. Re-
call, we consider a subset X of a metric space and suppose that a hard
clustering algorithm Cfis available. The algorithm has the input parameters:
a clustered sample S and a predefined number of clusters k. The output is a
clustered sample (S,Cy), where Ci is the vector of the cluster labels of the
sample §. We introduce following parameters:
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e Ng - number of the samples;
e M - size of sample;
e k™ maximal number of clusters to be tested;

For two given samples S; and Sy we consider a clustered sample (S; U Sa, Cy,) .We
denote by ¢(z) the mapping, induced by the clustering, from this sample to
Cy.. Let us introduce

k
81782 ZF Z Z Rxh?x]w (mjl)_]7 (‘rjz)_]) (‘(szl#x]z)
j=1 Ty €S IJZGSQ

where

‘C | = Z Z x]l - F)X(C(sz) :j)X(le # sz)'

Tjy €Sy Tjy (S

The algorithm consists of the following steps

1. for k =1 to k*

2. forn =1 to Ng

3. 8W = sample(X, M)

4. 8P = sample(X \ Sfll),M)
5. Calculate

Qn = L(SD,80) + L(SP, 8P) —2L(S{V, §P)

6. Standardize of the values of {@Q,}, n=1,..., Ng

@n = (Qn — mean(Qy))/std(Qn).

7. Calculate index [ of the sample {@n}, n=1,..,Ng.
8. Optimal value of k is chosen according to the appropriate extremum point
of the index.

The procedure sample(X', M) means a selection of a sample without re-
placement of size M from the set, where each observation is equally likely to
be chosen. mean(N,,) and std(N,,) are the routines intended to calculate the
arithmetic mean and standard deviation of N,,. The quality of an obtained
partitions is evaluated (step 7 of the algorithm) by three concentration statis-
tics: the Friedman’s Index (see [11]), the famous Kullback-Leibler distance
(see, for example [6]) from the normal distribution and the Kurtosis. The
parameter selection for the clustering sample procedures is remained as an
open problem. Usually, it is recommended to choose the parameters as large
as possible, for instance, to split the data (see, for example [21]). We try for
our purpose several parameters’ sets.
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5.2 Numerical experiments

In order to evaluate the performance of the described methodology we
performed several numerical experiments on a public dataset. The sam-
ples obtained (steps 3 and 4 of the algorithm) are clustered by applying
the k-means algorithm such that initial centroids are chosen randomly for
each of the clustered samples and the initial centroids of the united sam-
ple are calculated as the weighted mean value of the final sample cen-
troids. We ignore samples having empty clusters. The obtained clustering
results are compared to the ”true” partition. This dataset is available in
http://www.dcs.gla.ac.uk/idom /ir_resources/test_collections/) and it consists
of

DCO0-Medlars Collection (1033 medical abstracts).
DC1-CISI Collection (1460 information science abstracts).
DC2-Cranfield Collection (1400 aerodynamics abstracts).

This data set was analyzed in [8] by means of the spherical k—means algo-
rithm and has been also considered in several ensuing works (see, for example,
[17] and [25]). Following to the well known approach ” bag of words” 300 and
600 “best” terms (see [7] for term selection details) were selected. This dataset
is known to be well separated by means of the two leading components. In
our experiments we choose, in (1.3), R(r) = —In(r) and k* = 7. Obviously,
a better partition is predictable in the case of the 600 essential terms. This
fact is demonstrated in table 1, where the situation of three clusters is clearly
designated by all indexes. In the worse separated representation by means of
300 terms, under a similar set of the procedure parameters, only the kurtosis
index detects the true number of clusters (see, table 2). However, an appropri-
ate parameters selection yields the correct value (see, table 3). Meanwhile, the
parameters’ choice problem remains unsolved here and is an issue for a future
research. Moreover, we would like to note that the Friedman index appears
to be in our situation the most responsive.

H [ 2 [ 3 [ 4 ] 5 [ 6 ] 7]
[Friedman index[0.0294[0.0081[]0.0221[]0.0351[]0.0414[]0.0467 ]|
[ KL-distance [0.0813]0.0409]0.0575[0.0707]]0.0962[]0.0904]|
H [3.0139]2.5497[[3.0097]3.4822[[3. 7487]4.0102]

Kurtosis 3.0139]|2.5497(|3.0097||3.4822||3.7487(|4.0102

Table 1. Ng =1000, M =1000, the number of terms is 600.

Kurtosis 3.1374(|2.9766||3.6760]|3.6368||3.5848]|4.0647

H [ 2 [ 3 [ 4] 5 [ 6 [ 7]
[Friedman index[0.0130[]0.0234[0.0190[]0.0104[]0.0097]0.0078]|
[ KL-distance [0.0380[0.0626[0.0513]0.0453]]0.0404[]0.0582]|
H [3.1374][2.9766]3.6760]]3 63683.5848[[4.0647]

Table 2. Ng =1500, M=1000, the number of terms is 300.
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| | 2 [ 3 ] 4[5 ] 6 [ 7]
[Friedman index[[0.0116][0.0076][0.0199][0.0214][0.0189]]0.0198]|
[ KL-distance [/0.0343]]0.0282[[0.0515[0.0524]]0.1579][0.0534]]
H [2.6355][2.5544]]2.8118][3.3735]]3.4828][3.9053]

Kurtosis 2.6355(|2.5544||2.8118|13.3735]|3.4828||3.9053

Table 3. Ng =1500, M=1500, the number of terms is 300.

6 Summary

In this paper we have determined a method for assessing cluster stability and
demonstrated its performance. From the results of the numerical experiments
one can deduce that the algorithm performs fairly well. In future work we
intend to examine the performance of the method under other criteria and
kernels so that a better performing method should be obtained.

References

1. Ya. Belopolskaya, L. Klebanov, and V. Volkovich. Characterization of elliptic
distributions. Journal of Mathematical Sciences, 127(1):1682-1686, 2005.

2. A. Ben-Hur, A. Elisseeff, and I. Guyon. A stability based method for discovering
structure in clustered data. In Pacific Symposium on Biocomputing, pages 6-17,
2002.

3. R. Calinski and J. Harabasz. A dendrite method for cluster analysis. Commun
Statistics, 3:1-27, 1974.

4. G. Celeux and G. Govaert. A classification EM algorithm for clustering and two
stochastic versions. Computational Statistics and Data Analysis, 14:815, 1992.

5. W. J. Conover, M. E. Johnson, and M. M. Johnson. Comparative study of tests
of homogeneity of variances, with applications to the outer continental shelf
bidding data. Technometrics, 23:351-361, 1981.

6. T. M. Cover and J.A. Thomas. Flements of Information Theory. New York:
Wiley, 1991.

7. 1. Dhillon, J. Kogan, and Ch. Nicholas. Feature selection and document cluster-
ing. In M. Berry, editor, A Comprehensive Survey of Text Mining, pages 73—100.
Springer, Berlin Heildelberg New York, 2003.

8. 1. S. Dhillon and D. S. Modha. Concept decompositions for large sparse text
data using clustering. Machine Learning, 42(1):143-175, January 2001. Also
appears as IBM Research Report RJ 10147, July 1999.

9. B. S. Duran. A survey of nonparametric tests for scale. Communications in
statistics - Theory and Methods, 5:1287-1312, 1976.



338

10.

11.

12.

13.

14.
15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

7. Volkovich, Z. Barzily and L. Morozensky

C. Fraley and A.E. Raftery. How many clusters? Which clustering method?
Answers via model-based cluster analysis. The Computer Journal, 41(8):578~
588, 1998.

J. H. Friedman. Exploratory projection pursuit. J. of the American Statistical
Association, 82(397):249-266, 1987.

J. H. Friedman and L. C. Rafsky. Multivariate generalizations of the Wolfowitz
and Smirnov two-sample tests. Annals of Statistics, 7:697-717, 1979.

A. K. Jain and J. V. Moreau. Bootstrap technique in cluster analysis. Pattern
Recognition, 20(5):547— 568, 1987.

J.Hartigan. Statistical theory in clustering. J Classification, 2:6376, 1985.

L. Klebanov. One class of distribution free multivariate tests. SPb. Math.
Society, Preprint, 2003(03), 2003.

L. Klebanov, T. Kozubowskii, S.Rachev, and V.Volkovich. Characterization of
distributions symmetric with respect to a group of transformations and testing of
corresponding statistical hypothesis. Statistics and Probability Letters, 53:241—
247, 2001.

J. Kogan, C. Nicholas, and V. Volkovich. Text mining with information—
theoretical clustering. Computing in Science and Engineering, pages 52-59,
November /December 2003.

W. Krzanowski and Y. Lai. A criterion for determining the number of groups
in a dataset using sum of squares clustering. Biometrics, 44:2334, 1985.

E. Levine and E. Domany. Resampling method for unsupervised estimation of
cluster validity. Neural Computation, 13:2573-2593, 2001.

K. Rose, E. Gurewitz, and G. Fox. Statistical mechanics and phase transitions
in clustering. Physical Review Letters, 65(8):945-848, 1990.

V. Roth, V. Lange, M. Braun, and Buhmann J. Stability-based validation of
clustering solutions. Neural Computation, 16(6):1299 — 1323, 2004.

S. Still and W. Bialek. How many clusters? An information-theoretic perspec-
tive. Neural computation, 16(12):2483 — 2506, December 2004.

C. Sugar and G. James. Finding the number of clusters in a data set : An infor-
mation theoretic approach. J of the American Statistical Association, 98:750—
763, 2003.

R. Tibshirani, G. Walther, and T. Hastie. Estimating the number of clusters
via the gap statistic. J. Royal Statist. Soc. B, 63(2):411423, 2001.

V. Volkovich, J. Kogan, and C. Nicholas. k-means initialization by sampling
large datasets. In I. Dhillon and J. Kogan, editors, Proceedings of the Workshop
on Clustering High Dimensional Data and its Applications (held in conjunction
with SDM 2004), pages 17-22, 2004.

G. Zech and B. Aslan. New test for the multivariate two-sample problem based
on the concept of minimum energy. The Journal of Statistical Computation and
Simulation, 75(2):109 — 119, february 2005.

A.A Zinger, A.V. Kakosyan, and L.B Klebanov. Characterization of distribu-
tions by means of the mean values of statistics in connection with some prob-
ability metrics. In Stability Problems for Stochastic Models, VNIISI, pages 47—
55, 1989.



