## Lecture Notes in Mechanical Engineering

Alexander N. Evgrafov Editor
Advances in Mechanical Engineering

Selected Contributions from the
Conference"Modern Engineering:
Science and Education", Saint Petersburg, Russia, June 2016

## Lecture Notes in Mechanical Engineering

## About this Series

Lecture Notes in Mechanical Engineering (LNME) publishes the latest developments in Mechanical Engineering-quickly, informally and with high quality. Original research reported in proceedings and post-proceedings represents the core of LNME. Also considered for publication are monographs, contributed volumes and lecture notes of exceptionally high quality and interest. V olumes published in LNME embrace all aspects, subfields and new challenges of mechanical engineering. Topics in the series include:

- Engineering Design
- M achinery and M achine Elements
- M echanical Structures and Stress A nalysis
- Automotive Engineering
- Engine Technology
- A erospace Technology and A stronautics
- Nanotechnology and M icroengineering
- Control, Robotics, M echatronics
- MEMS
- Theoretical and A pplied M echanics
- Dynamical Systems, Control
- Fluid M echanics
- Engineering Thermodynamics, Heat and M ass Transfer
- M anufacturing
- Precision Engineering, Instrumentation, M easurement
- M aterials Engineering
- Tribology and Surface Technology

M ore information about this series at http://www.springer.com/series/11236

A lexander N. Evgrafov
Editor

# Advances in M echanical <br> Engineering 

Selected Contributions from the Conference "M odern Engineering: Science and Education", Saint Petersburg, Russia, June 2016

Editor<br>Alexander N. Evgrafov<br>Saint-Petersburg Polytechnic University<br>Saint-Petersburg<br>Russia

ISSN 2195-4356
ISSN 2195-4364 (electronic)
Lecture Notes in M echanical Engineering
ISBN 978-3-319-53362-9 ISBN 978-3-319-53363-6 (eB ook)
DOI 10.1007/978-3-319-53363-6
Library of Congress Control Number: 2017931350
© Springer International Publishing A G 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not imply, even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors give a warranty, express or implied, with respect to the material contained herein or for any errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper
This Springer imprint is published by Springer $N$ ature
The registered company is Springer International Publishing A G
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

## Preface

The "M odern Engineering: Science and Education" (M ESE) conference was initially organized by the M echanical Engineering Department of Peter the Great St. Petersburg Polytechnic University in June 2011 in St. Petersburg (Russia). It was envisioned as a forum to bring together scientists, university professors, graduate students, and mechanical engineers, presenting new science, technology, and engineering ideas and achievements.

The idea of holding such a forum proved to be highly relevant. M oreover, both location and timing of the conference were quite appealing. Late June is a wonderful and romantic season in St. Petersburg-one of the most beautiful cities, located on the Neva riverbanks, and surrounded by charming greenbelts. The conference attracted many participants, working in various fields of engineering: design, mechanics, materials, etc. The success of the conference inspired the organizers to turn the conference into an annual event.

M ore than 130 papers were presented at the fifth conference M ESE-2016. They covered topics ranging from mechanics of machines, materials engineering, structural strength, and tribological behavior to transport technologies, machinery quality, and innovations, in addition to dynamics of machines, walking mechanisms, and computational methods. All presenters contributed greatly to the success of the conference. However, for the purposes of this book only 19 papers, authored by research groups representing various universities and institutes, were selected for inclusion. I am particularly grateful to the authors for their contributions and all the participating experts for their valuable advice. Furthermore, I thank the staff and management of the university for their cooperation and support, and especially, all members of the program committee and the organizing committee for their work in preparing and organizing the conference.

L ast but not least, I thank Springer for its professional assistance and particularly Mr. Pierpaolo Riva who supported this publication.
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# The Combined Cold Axial Rotary Forging of Thick Hollow Flanges 

L.B. Aksenov and S.N. K unkin


#### Abstract

The paper presents the research on two technologies of cold axial rotary forging, which combine the traditional rotary forging with multi-upsetting and radial extrusion. Technologies are developed for the manufacture of thick flanges, i.e., flanges thicker than the wall thickness of the original tube blank, when the process is limited by the buckling of the workpiece. The proposed technologies provide for stability of the workpieces during processing and enable manufacturing of flanges with dimensions DN 150-450 of the European Standards 42.05.04, 42.05.07. Rotary forging can also be carried out with conical or cylindrical rolls. The results of modeling technologies are detailed employing in the simulation software Deform 3D. The combined rotary-forging technologies are particularly effective for the production of flanges from tube blanks, including stainless steel, the connection to which they are intended to effect.


K eywords Axial rotary forging - Multi-upsetting • Radial extrusion • Stability of the workpiece • Hollow flanges • Conical roll • Cylindrical rolls • Computer simulation

## Introduction

Large quantities of parts such as flanges are used in a variety of industries. The nomenclature of these parts is very diverse and subject to various standards. Manufacture of the flange parts is carried out according to several technologies, but most of them do not result in a high utilization rate of the metal [1]. Many of the technologies for production of flanges are based on using hot forming with subsequent additional machining [2]. In this case, higher-ductility deformation occurs

[^0](a)

(b)


Fig. 1 Metal blanks for axial rotary forming (a) and rotary formed details (b)

Fig. 2 Schemes of axial rotary forging technologies by conical (a) and cylindrical rolls (b)

at low technological power. However, the processes of hot deformation incur considerable costs for heating metal, and the forging parts are covered with scale and require subsequent machining. Therefore, the application of these processes is not very effective for the industry.

The technology of axial-rotary forging was designed for the production of axisymmetric parts from bar or tubular workpieces (Fig. 1). Rotary forging is representative of the processes involving the local deformation of the treated metal [3-6] and has more than a century of history [7, 8]. While only part of the workpiece is in contact with the forming tool (Fig. 2), this reduces the contact area, the magnitude of the contact stresses, and, consequently, the required technological force.

The advantages of cold rotary forging are that it requires no heating and is characterized by the high accuracy and good quality of formed surface. At the same time, the technological force necessary for cold rotary forming will be higher than for the hot one, but the plasticity of the formed metal is lower. That is why this technology involves higher requirements for their analysis [9]. Currently processes of rotary forming are distributed worldwide, and machines for implementing them are manufactured in all industrialized countries [10, 11].


Fig. 3 Loss of stability of the workpiece at the initial moment of rotary forging: a the workpiece at the initial moment of rolling; $b$ the tube blank with losing of stability; $c$ deformation of the rod under axial force

This paper investigates the production of flanges with the thickness of the flange part greater than the wall thickness of a tube blank. Flanges with thickness about the thickness of the tube wall can be successfully produced by a rotary outward flanging [12]. Thickened flanges with the small width of the flange (less than two of the wall thickness of the original tube blank) can be manufactured by rotary forging with one operation of rotary upsetting of the upper part of the workpiece [13, 14]. The problem is the production of thickened flanges with the wide flange part [15].

The recommended value of the forming part of the $\mathrm{H}_{0}$ is determined by the stability of the workpiece and does not exceed the value 2 S , where S is the wall thickness of the tube blank (Fig. 3a). At such a value of the forming portion, its volume is not enough to form the desired flange geometry. The height of the forming part of the workpiece cannot be increased because of the buckling that leads to the formation of folds and cracks on the inside of the flange (Fig. 3b). The loss of stability of the tube blank is very similar to the loss of stability of the rod under the action of longitudinal force (Fig. 3c). It should be noted that the formation of the flanges, with thickness $\mathrm{H}_{0}=1.5 \mathrm{~S}$ and width $\mathrm{B}=4 \mathrm{C}$, requires the equivalent volume of the outer metal blanks $\mathrm{H}_{0}=4 \mathrm{~S}$. It is not realizable with the usual technology of rotary forging.

The paper presents the results of a study of two cold axial rotary forging technologies, which combined the basic principle of the face rotary forging with multi-upsetting or radial extrusion of the workpiece.

## The Tool for Axial Rotary Forging

Schemes of the rotary forging of thickened flanges can be implemented with conical rolls (Fig. 4a) or cylindrical rolls (Fig. 4b). The conical rolls have a more complex geometry, and their size is related to the size formed from the details. The diameter of the cylindrical rolls does not depend on the size of the formed details, but only on


Fig. 4 Schemes of the axial rotary forging of flanges by conical (a) and cylindrical rolls (b)
the design features of rotary forging machine. The rotational motion of the workpiece is performed by the drive of the machine, while forging rolls may be driven from the workpiece due to friction or have their own drive.

For the implementation of the technological process of rotary forging, the workpiece is placed in the die with a radial clearance not more than 0.3 mm , which is needed to fix the workpiece during the period of forming. At the initial stage of rotary forging, the workpiece is fixed by friction between the workpiece and the forming roll. Next, the workpiece is pressed in the die that ensures the transfer of the torque necessary for rotation of the forming roll. For rotary forging, the profile of the flange is formed in the space between the die, mandrel and forming roll. The die and forming roll are made of tool steel and hardened to hardness $\mathrm{HRC}=56-63$. The roughness of the tool determines the surface quality of formed parts and should be no worse than $\mathrm{Ra}=0.63$.

## The Technology of R otary Forging, Combined with M ulti-Upsetting

For this technology, the tube blank is placed above the die at some value $H_{0}$, then the rotary forging is carried out and workpiece is deformed up to the flange thickness H (Fig. 5). Because it is impossible to achieve the formation of the required width of the flange at a single step, the workpiece is lifted and deformed again. This is repeated several times until the desired width of flange is achieved.


Fig. 5 Scheme of the rotary forging of thickened flanges with multi-upsetting: $\Delta \mathrm{L}$-feed of the workpiece at each step of upsetting; $\Delta \mathrm{L}_{\mathrm{t}}$-the total feed of the workpiece
(a)

(b)


Fig. 6 Simulation of the rotary forging of a flange with multi-upsetting of the tube blank (a) and comparison of a formed profile with required profile of the flange (b)

Thus, the technology is discrete. After each upsetting, stopping the rotary forging and lifting the workpiece to a new height are required. Furthermore, the physical contact of the workpiece with the forming roll may be avoided, but the deformation is not performed. The number of steps of upsetting is determined by the geometry of the manufactured flanges, and it may be $5-15$. The time for one stage of rotary forging is 5-10 s. Initially, the workpiece is lifted to a small height (1.5-2.0)S, which prevents the loss of stability of the workpiece. At subsequent steps, when part of flange has been formed, this height may be increased to (2.02.5) S which provides rotary forging of the flanges with the dimensions $\mathrm{H}=(1,2-1$, $3) S$ and $B=(5-7) S$.

Simulation of the rotary-forging process with the software "Deform 3D" enables analyzing the stress-strain state of the workpiece during the forming process. Figure 6 shows the various stages of the forming process of the flange of a tube blank with a diameter of 250 mm and a wall thickness of 7 mm .

The rotary forging was done with a conical roll with angle of inclination $\gamma=10^{\circ}$. The magnitude of a single feed of workpiece was $\Delta \mathrm{L}=0.3 \mathrm{~mm} / \mathrm{rev}$. The rotation
speed of the die installed in its tube blank was $\mathrm{n}=100 \mathrm{rev} / \mathrm{min}$. Simulation showed stability of the process of deformation of a flange of the desired size and a sufficient reserve of plasticity of a metal to be deformed without breaking. Finite element modeling of the rotary-forging process has been effectively used by many researchers [16-18], but it has some features that increase the computation time [19]. For the computer simulation, 20-24 work hours were requires with a four-core computer.

## Face Rotary Forming Technology Combined with Radial Extrusion

This technology, unlike the previous one, is continuous. The first stage is identical to axial rotary-forging technology, combined with multi-upsetting, in which the workpiece is lifted some height, providing a single upsetting without buckling. Next, the constant gap is maintained between the forging roll and the die, and the workpiece is continuously fed towards up to the forging roll(s), ensuring the forming of the flange part (Fig. 7). The technology requires that the axial feed of the device feeding the workpiece is of a sufficiently large force, because it should provide axial displacement of the workpiece to overcome the friction force in a tool set. But it must also be sufficient for radial extrusion of the workpiece into the space formed by the forging roll and the die.

Figure 8 illustrates details on the simulation of the flange rotary forging by two cylindrical rolls from a tube blank (welded pipe AISI 360L) with an outer diameter of 219.1 mm and a wall thickness of 7.8 mm . The amount of feed per revolution $\Delta \mathrm{L}=1.0 \mathrm{~mm} / \mathrm{rev}$, the speed of rotation of the die with tube blank installed in it$\mathrm{n}=60 \mathrm{rpm}$. This simulation showed stability of the process of deformation of a flange of the desired size and a sufficient reserve of plasticity of a metal to be deformed without breaking. Cylindrical forging rolls do not require the extra drive and rotate due to the friction forces at the contact of rolls with a rotating workpiece.

Fig. 7 Scheme of the axial rotary forging of thickened flanges with extrusion: $\Delta \mathrm{L}-$ feed of the workpiece per one revolution of the workpiece; $\Delta \mathrm{L}_{\mathrm{t}}$-the total feed; H flange thickness; stages of rotary forging: (0) primary, $(1,2)$ intermediate, (3) final



Fig. 8 Computer simulation of rotary forging of flange with extrusion by two cylindrical rolls: a design scheme; b distribution of the damage criterion in the workpiece

Fig. 9 The flange, rotary forged from a tube blank with a diameter of 219.1 mm


## Discussion

The technologies enabled manufacturing various flanges with size DN 150-450 of European standards 42.05 .04 and 42.05 .07 . An example of a rotary forged flange from a tube blank with a diameter of 219.1 mm and a wall thickness of 7.8 mm is shown in Fig. 9: flange thickness- 9.5 mm , flange width- 31 mm , the radius of the transition from the tubular part to the flange $\mathrm{R}=12.7 \mathrm{~mm}$, material AISI 316L. The kinematics of the machine ensures implementation of combined technologies for rotary forging is shown in Fig. 10.

The research found that, when rotary forging from certain types of flanges, mainly thick, but not wide, there are two problems related to accurate formation of the flange geometry. The first is the forming of the outer cutoff of the flange. This problem is successfully solved when using forging rolls with rims that stop the

Fig. 10 Kinematic scheme of the machine for axial combined rotary forging

metal flow from the flange center to its periphery and promotes forming of a smooth side surface of the flange.

The second problem relates to the forming of the internal right angle of the flange (transition of end surface of the flange to the internal diameter of the tube blank). This angle is sometimes not formed completely, because the main flow of metal during rotary forging is directed to the outside of the flange. This inner angle may be formed at the last stage of the process, when the deformed metal is in a confined space framed by tools-forging roll, a die and a mandrel. However, the formation of the internal angle in the state of nonuniform compression requires a significant increase in the required force of deformation. In the computer simulation, the process employed such a solution, and it showed a good formation of the flange.

Another possible way of forming the inner corner of the flange is to change the direction of metal flow at the latter stages of the rotary forging by moving the rolls relative to the axis of the workpiece [20,21]. This initially achieves a complete forming of the outer part of the flange, and then the metal flow is redirected into the inner area of the flange. The required forming force in this case is less, but it is necessary to implement the movement of the forming roll (or rolls) in the forming process. Then the rotary-forged flanges are subjected to slight machining of the end and side surfaces of a flange part. The utilization rate of the metal case of rotary forging with the extrusion, multi-upsetting, or combination thereof is about $95 \%$. Combined technologies of rotary forging can be successfully implemented at the rotary-forging machines of the current generation with numerical control and, in particular, with multi-axis tool motion [22].

## Resume

- The combined cold axial rotary forging can significantly expand the technological capabilities of the metal forming and realize the manufacturing of thicker flanges from the tube blanks.
- The technology of axial rotary forming with multi-upsetting is effective for producing thickened flanges in a range of sizes DN 150-450, the relevant European Standard 42.05.07. The technology is designed for modern rotary-forging machines with programmed control.
- The axial rotary-forging technology with radial extrusion provides manufacturing thickened flanges ranging sizes DN150-300, the relevant European standard 42.05.04. This technology requires increased force for ejection of workpieces for its implementation.
- The geometry of the formed flanges can be significantly improved by the use of forming rolls with rims and an active control of metal flow in the process of rotary forming.
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# Bench Tests of Vibroacoustic Effects 

Pavel A. Andrienko, Vladimir I. Karazin and Igor O. Khlebosolov


#### Abstract

The paper touches upon issues of vibroacoustic tests of manufactured and assembled units because the final assembly of units or equipment usually enables limiting the range of effects and modeling the actual behavior of the equipment under test. A characteristic property of the required test equipment is the possibility to initiate combined vibroacoustic loads on various mechanical systems. This imposes a number of requirements upon the designed equipment. The paper gives a number of examples for calculating the design parameters of vibroacoustic test benches.


Keywords Test equipment • Vibroacoustic test benches • Acoustic test benches • Vibrorotary test benches • Electro-pneumatic generator

The process of simulating various systems' behavior in liquid or gaseous media for many years has been of interest among scientists and developers in various fields of science and technology. The traditional method to simulate occurring loads, when testing units, uses shock and vibrating tables [1, 2] which use various layouts of impact simulation (mechanical, hydraulic, pneumatic, electric, etc.). A distinctive feature of such tests is that each unit or piece of equipment is impacted separately. This, in turn, leads to the "overtesting" effect because there has to be overlapping impact ranges (duration, frequency, forcing, etc.), significantly exceeding actual values of operational conditions of the equipment itself.

However, it is obvious that, in the case of moving some body in liquid or gaseous media, the equipment's frame or casing consumes power load (overload),

[^1]and interior units and apparatus are subject to composite action. As a matter of fact, this action is a combination of vibratory load and acoustic action.

In this case, not only are the aerodynamic properties of the equipment (or its outer frame) of great interest, but also a number of other parameters. An important group of such parameters of systems and equipment is the inertial properties. They significantly influence the system's behavior when it is moving, its stability and controllability [3-6]. It is obvious that coordinates of the center of mass and inertia components should be determined after the final assembly of the equipment unit in the frame.

Besides, it should be noted that mathematical description (modeling) of such processes, despite the development of modern computational technologies and software, usually requires experimental verification, especially at the stage of final adjustment and improving the technology of producing, installing, integrating, and placing fixing and anchoring elements, etc.

There occurs the necessity of creating hybrid testing machines to test the produced and assembled units of the equipment before their launching into manufacture (in the case of stock-produced equipment) or their final acceptance (in the case of one-off equipment), because the final assembling of units or the equipment generally allows limiting the range of generated effects and modeling the actual behavior of the equipment under test. The characteristic feature of such testing equipment should become the opportunity to create combined vibroacoustic loads upon the various mechanical systems.

The combined vibratory and acoustic actions are implemented in a test bench [7], which has a reverberation chamber of about $3 \mathrm{~m}^{3}$ in volume and electro-pneumatic sound generators. The table for placing the test object is combined with the vibrator's instrument table, which is installed in the lower part of the test bench. The combination of mechanical and acoustic vibrations creates a specific medium according to the chosen simulation action.

An alternative to such a way of load simulation is using electro-pneumatic vibrators, which enable combining acoustic pressure upon the object with the point-recurrent force action within the set range of frequencies [8].

The purpose of this paper is to analyze a number of parameters of made effects and how they can affect the design of the testing equipment.

Let us note that vibroacoustic loads are created by one or several electro-pneumatic vibrators. The operation principle of pneumatic vibrators is based on creating air flows aimed at the test object.

The most important parameters are the parameters of the air medium that create the impact: the correlation of pressures inside the pneumatic vibrator and of the environment; air density; the ratio of specific heats; and acoustic speed. Besides, the design parameters of the pneumatic vibrator and the test object should also be taken into account: the diameter of the nozzle and nozzle throat; the distance between the nozzle and the object; and the jet angle towards the object.

One of the important factors of the created action is the speed of the air stream, coming out of the electro-pneumatic vibrator. The initial data for calculation is the working air pressure within the pneumatic generator $P_{\mathrm{p}}$, the air density $\rho=1.29$
$\mathrm{kg} / \mathrm{m}^{3}$, the ratio of specific heats $k=1.4$, and the acoustic speed of the air $v_{\mathrm{s}}=322 \mathrm{~m} / \mathrm{s}$.

If the section of the outlet, from which the flow emerges, has a constant diameter, then the flow speed is determined by the equation:

$$
\begin{equation*}
v=\sqrt{\frac{2 \cdot k \cdot P_{p}\left[1-\left(\frac{P_{\text {out }}}{P_{p}}\right)^{\frac{k-1}{k}}\right] \cdot\left(\frac{P_{\text {out }}}{P_{p}}\right)^{\frac{1}{k}}}{(k-1) \cdot \rho}} \tag{1}
\end{equation*}
$$

where $P_{\text {out }}$ is the pressure at the nozzle outlet.
Allowing for the stated parameters enables determining the dependence of the flow speed on the pressure difference inside and outside the electro-pneumatic vibrator (it should be noted that, depending on the pressure difference, the flow mode can be precritical and critical, at which the flow speed equals the speed of sound):

According to the shape of the section through which the air flow emerges, the flow speed can vary over a wide range of values. Figure 1 shows the dependencies of the speed of the flow coming out of the nozzle with a round section and of the flow coming through the de Laval nozzle. The nozzles, according to theory [9, 10], ensure the maximum flow speed of the gas

The impact force of the air flow out of the nozzle is determined by the formula [11]:

$$
\begin{equation*}
F=\left(1.06-4 \cdot 10^{-4} \cdot \frac{l}{d_{0}}\right) \cdot \rho \cdot v^{2} \cdot S \tag{2}
\end{equation*}
$$



Fig. 1 The view of the dependency of the gas-flow speed on working pressure: graph $a$-out of the nozzle with the uniform round section; graph b-out of the de Laval nozzle

## F



Fig. 2 The view of the dependency of the flow impact force on working pressure: graph $a$-out of the nozzle; graph $b$-out of the de Laval nozzle
where $l$ is the distance between the nozzle and the test object, $d_{0}$ is the diameter of the nozzle, and $S$ is the area of the nozzle's cross-section.

The approximate view of dependency (2) for the flow out of the nozzle and the de Laval nozzle is shown in Fig. 2.

It is obvious that the dependency of the flow-impact force on the distance between the nozzle and the object under action will be linear.

To increase the impact force, several gas flows can be used, aimed at one point. In this case, the flow will be directed at angle $\alpha$ towards the surface and dependency (2) takes the form of:

$$
\begin{equation*}
F=\rho \cdot v^{2} \cdot S \cdot \sin \alpha \tag{3}
\end{equation*}
$$

An example of such a configuration is given in Fig. 3.
To create a transient load, the idea of creating intermittent air flows, directed at the test object, seems interesting. Such flows are obtained when the compressed air comes through spinning and immovable discs which have through-holes (the scheme is similar to a large number of schemes of gas passing through turbines).

The level and frequency of the vibratory action are regulated by pressure in the power-supply tube of pneumatic vibrators and the rotary speed of their electric motors. The number of holes and their relative positions in the discs can be used to regulate the pulse ratio (Fig. 4).

A wide range of generated frequencies imposes specific requirements upon the test object's suspension and restraint system, which should be untuned from natural frequencies and the frequencies of the testing action. The design model of the suspension is given in Fig. 5.


Fig. 3 The load configuration with the use of several gas flows

Fig. 4 An example of the dependency of the transient load $F$ on the rotation angle $q$ of the electro-pneumatic vibrator's moving disc


The design dependencies of the dimensioned low-frequency suspension are given below and enable determining the natural frequencies of the suspension. The initial parameters are the test object's mass, the length of wire ropes, and their diameter and quantity.

The natural (cross, vertical) frequency of the object $f_{\text {cross }}$ is determined by the formula of a physical pendulum:

$$
\begin{equation*}
f_{\text {cross }}=\frac{1}{2 \pi} \sqrt{\frac{g}{L_{1}}}, \tag{4}
\end{equation*}
$$



Fig. 5 The design model of the suspension: 1 test object; 2 electro-pneumatic generators; 3 vertical suspension; 4 tension cables
where $g$ is gravitational acceleration and $L_{1}$ is the length of the vertical suspension.
The natural long (along axes $X, Y$ ) frequency $f_{\mathrm{al}}$ is determined by the expression:

$$
\begin{equation*}
f_{\mathrm{al}}=\sqrt{\frac{E \cdot S_{\mathrm{wr}} \cdot \cos \beta \cdot n}{L_{2} \cdot M_{\mathrm{wr}}}} \tag{5}
\end{equation*}
$$

where $E$ is the Young's modulus of wire ropes' materials, $S_{\mathrm{wr}}$ is the area of the wire ropes' cross-section, $\beta$ is the angle between a tension cable and a corresponding axis, $L_{2}$ is the length of the tension cable, and $n$ is the number of tension cables.

The given dependencies (4) and (5) make possible determining the borders of toughness and the natural frequencies of the suspension, depending on the material and in various directions.

Based on the design dependencies given in the paper, it is possible to obtain the values of the design parameters complex of vibroacoustic test benches, which will enable creating load conditions within the required range and running valid tests of units and the assembled equipment.
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# Stability of Walking Algorithms 

Anastasia Borina and Valerii Tereshin


#### Abstract

This paper presents the synthesis of a control system for a biped, walking dynamic robot. Such control system should provide the stable walking [3]. In this paper, stability is defined as limited deviations of speed and coordinates of the center of gravity of the robot from its required values at the end of each step. The control system has a feedback containing "the ideal mechanism" [16]. The equations of the ideal mechanism enable to define the time and place of putting down the feet at the end of each step, on the basis of the general requirements of walking. An ideal mechanism should be similar to the object of control [2, 7]. In this case, such ideal mechanism is the turned spatial mathematical pendulum. To check the described control system, as a physical model of the object of control employs a solid body on two weightless feet [4, 10]. For stable walking, it is convenient to develop algorithms that define the coordinates and speed of the center of gravity at the end of a step. In this paper the limitation of a general member of the sequence of coordinates and speed is investigated on the simple examples of walking [14], and the operation of the control system of the mentioned physical model is illustrated.


Keywords Biped walking • Walking robots • Dynamic walking • Control system

## Introduction

The walking robot is an operational mechanism that can be used as the mechanical device to replace humans or their legs [12] during operations that are the hazardous to the health and lives of people. Most of the developments in this field of the making and controlling walking robots involve stable and static systems, but their

[^2]main shortcomings are heavy weight and low speed. For increasing their speed [15] and maneuverability, it is necessary to raise their dynamic stability [6, 13]. It is supposed that a biped device with small point feet can attain the greatest speed and maneuverability.

## Description of Control Algorithms

For defining control algorithms based on the ideal mechanism, let us use the movement equations of the spatial turned pendulum [1] for the moment at the end of a step:

$$
\left\{\begin{array}{l}
x_{t p}-x_{l}=\frac{1}{2}\left(x_{0}-x_{l}+\frac{\dot{x}_{0}}{k}\right) \psi+\frac{1}{2}\left(x_{0}-x_{l}-\frac{\dot{x}_{0}}{k}\right) \psi^{-1}  \tag{1}\\
z_{t p}-z_{l}=\frac{1}{2}\left(z_{0}-z_{l}+\frac{\dot{z}_{0}}{k}\right) \psi+\frac{1}{2}\left(z_{0}-z_{l}-\frac{\dot{z}_{0}}{k}\right) \psi^{-1} \\
\dot{x}_{t p}=\frac{k}{2}\left(x_{0}-x_{l}+\frac{\dot{x}_{0}}{k}\right) \psi-\frac{k}{2}\left(x_{0}-x_{l}-\frac{\dot{x}_{0}}{k}\right) \psi^{-1} \\
\dot{z}_{t p}=\frac{k}{2}\left(z_{0}-z_{l}+\frac{\dot{z}_{0}}{k}\right) \psi-\frac{k}{2}\left(z_{0}-z_{l}-\frac{\dot{z}_{0}}{k}\right) \psi^{-1}
\end{array}\right.
$$

Index «•» means a derivative over time. The system of four equations (1) contains twelve parameters, eight of them are set: $x_{0}, z_{0}, \dot{x}_{0}, \dot{z}_{0}$-coordinates and speeds of the center of gravity; $\psi=e^{k t p}, t_{p}$-time of the step's ending (the rate of walking is usually the characteristic of a walking robot, which is calculated from the robot's physical properties); $k=\sqrt{g / L}, L$-height of the center of gravity, g-acceleration of a free fall. Also it is necessary to set two parameters from the list of final conditions: $x_{t p}, z_{t p}, \dot{x}_{t p}, \dot{z}_{t p}$. Some ways of setting are possible. The system (1) allows to define two final conditions at the end of a step and the coordinates of a foot $x_{l}$ and $z_{l}$.

Let's illustrate simple algorithms of walking by numerical sequences [5] and study their properties. When the walking is synchronized along axes x and z , Eq. (1) breaks down into two identical subsystems. Let the robot walk along axis z.

$$
\left\{\begin{array}{l}
z_{t p}-z_{l}=\frac{1}{2}\left(z_{0}-z_{l}+\frac{\dot{z}_{0}}{k}\right) \psi+\frac{1}{2}\left(z_{0}-z_{l}-\frac{\dot{z}_{0}}{k}\right) \psi^{-1}  \tag{2}\\
\dot{z}_{t p}=\frac{k}{2}\left(z_{0}-z_{l}+\frac{\dot{z}_{0}}{k}\right) \psi-\frac{k}{2}\left(z_{0}-z_{l}-\frac{\dot{z}_{0}}{k}\right) \psi^{-1}
\end{array}\right.
$$

Add and subtract each parameter from both parts of Eq. (2):

$$
\left\{\begin{array}{c}
-\psi z_{t p}+z_{0}=z_{l}(1-\psi)-\psi \frac{\dot{\bar{z}}_{t p}}{k}+\frac{\dot{z}_{0}}{k}  \tag{3}\\
z_{t p}-\psi z_{0}=z_{l}(1-\psi)-\frac{\dot{z}_{t p}}{k}+\psi \frac{\dot{z}_{0}}{k}
\end{array}\right.
$$

Subtract the first equation of system (3) from the second one to get rid parameter $z_{l}$ :

$$
\begin{equation*}
\left(z_{t p}-z_{0}\right) \cdot(1+\psi)=(\psi-1) \cdot\left(\frac{\dot{z}_{t p}}{k}+\frac{\dot{z}_{0}}{k}\right) \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{z}_{n}+\dot{z}_{n-1}=\lambda\left(z_{n}-z_{n-1}\right), \tag{5}
\end{equation*}
$$

where

$$
\lambda=k \frac{\psi+1}{\psi-1} \geq 1, \quad z_{n}=z_{t p}, \quad z_{n-1}=z_{0} .
$$

Let's designate

$$
\begin{equation*}
\dot{z}_{n}+\dot{z}_{n-1}=a_{n}, \quad z_{n}-z_{n-1}=b_{n} \tag{6}
\end{equation*}
$$

where

$$
a_{n}=\lambda\left(z_{n}-z_{n-1}\right), \quad b_{n}=\frac{\left(\dot{z}_{n}+\dot{z}_{n-1}\right)}{\lambda}
$$

These equations are convenient for the creation of iterative procedures [9].

- Let coordinates of the center of gravity of the device $z_{n}$ at the end of the steps be set. From Eq. (6), the expression for sequence of speeds $\dot{z}_{n}$ during the same moments of time as functions from $\dot{z}_{0}$ and sequence of $z_{n}$ can be calculated:

$$
\begin{align*}
& \dot{z}_{1}=a_{1}-\dot{z}_{0} \\
& \dot{z}_{2}=a_{2}-\dot{z}_{1}=a_{2}-a_{1}+\dot{z}_{0} \\
& \dot{z}_{3}=a_{3}-\dot{z}_{2}=a_{3}-a_{2}+a_{1}-\dot{z}_{0}  \tag{7}\\
& \dot{z}_{n}=(-1)^{n}\left(\dot{z}_{0}+\sum_{k=1}^{n}(-1)^{k} a_{k}\right)
\end{align*}
$$

1. Let the length of a step be constant

$$
\begin{equation*}
z_{n}-z_{n-1}=\text { const } \tag{8}
\end{equation*}
$$

then:

$$
\begin{equation*}
a_{n}=\lambda\left(z_{n}-z_{n-1}\right)=a . \tag{9}
\end{equation*}
$$

The expressions for the sum in Eq. (7):

$$
\begin{equation*}
\sum_{k=1}^{n}(-1)^{k} a_{k}=a \cdot \sum_{k=1}^{n}(-1)^{k}=a \frac{(-1)^{n}-1}{2} \tag{10}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\dot{z}_{n} & =(-1)^{n} \dot{z}_{0}+(-1)^{n} a \frac{(-1)^{n}-1}{2} \\
& =(-1)^{n} \dot{z}_{0}+a \frac{(-1)^{2 n}}{2}-\frac{(-1)^{n} a}{2}=(-1)^{n}\left(\dot{z}_{0}-\frac{a}{2}\right)+\frac{a}{2} \tag{11}
\end{align*}
$$

or

$$
\begin{equation*}
\dot{z}_{n}=(-1)^{n}\left[\dot{z}_{0}-\frac{\lambda}{2}\left(z_{n}-z_{n-1}\right)\right]+\frac{\lambda}{2}\left(z_{n}-z_{n-1}\right) \tag{12}
\end{equation*}
$$

So from Eq. (12), if subtractions $\left(z_{n}-z_{n-1}\right)$ are constant, speeds $\dot{z}_{n}$ at the end of steps are periodic with an amplitude $2\left[\dot{z}_{0}-\frac{\lambda}{2}\left(z_{n}-z_{n-1}\right)\right]$ and their average values are $\frac{\lambda}{2}\left(z_{n}-z_{n-1}\right)$.
2. Let:

$$
\begin{equation*}
\left|z_{n}-z_{n-1}\right|=\text { const }, \tag{13}
\end{equation*}
$$

Then from Eq. (6):

$$
\begin{equation*}
a_{n}=(-1)^{n} a \tag{14}
\end{equation*}
$$

The expressions for the sum in Eq. (7) are:

$$
\begin{equation*}
\sum_{k=1}^{n}(-1)^{k} a_{k}=a \cdot \sum_{k=1}^{n}(-1)^{k}(-1)^{k}=a \cdot n \tag{15}
\end{equation*}
$$

Therefore:

$$
\begin{equation*}
\dot{z}_{n}=(-1)^{n}\left(\dot{z}_{0}+a n\right) \tag{16}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{z}_{n}=(-1)^{n}\left[\dot{z}_{0}+\lambda\left(z_{n}-z_{n-1}\right) n\right] . \tag{17}
\end{equation*}
$$

If the length of the step is $z_{n}-z_{n-1}$, then speed $\dot{z}_{n}$ increases the amplitude of fluctuations with a growth of the number of a step at any small module of step length $\left|z_{n}-z_{n-1}\right|$, and, when $z_{n}=z_{n-1}$, speed $\dot{z}_{n}=(-1)^{n} \dot{z}_{0}$.

- Let the changing-of-the-center-of-gravity speed $\dot{z}_{n}$ be known at the end of each step. The expression for the sequence of coordinates $z_{n}$ during the same moments of time is:

$$
\begin{align*}
& z_{1}=b_{1}+z_{0} \\
& z_{2}=b_{2}+z_{1}=b_{2}+b_{1}+z_{0} \\
& \quad \ldots  \tag{18}\\
& \quad \ldots \\
& z_{n}=z_{0}+\sum_{k=1}^{n} b_{k}
\end{align*}
$$

3. Let:

$$
\begin{equation*}
\dot{z}_{n}=\dot{z}=\text { const }, \tag{19}
\end{equation*}
$$

then:

$$
\begin{equation*}
b_{n}=b=\text { const }, \quad z_{n}=z_{0}+n \cdot b, \quad z_{n}-z_{n-1}=b \tag{20}
\end{equation*}
$$

where

$$
b=\frac{\dot{z}_{n}+\dot{z}_{n-1}}{\lambda}=2 \frac{\dot{z}}{\lambda}
$$

4. Let:

$$
\begin{equation*}
\dot{z}_{0}=\dot{z}, \dot{z}_{1}=0, \dot{z}_{2}=-\dot{z}, \dot{z}_{3}=0, \dot{z}_{4}=\dot{z}, \dot{z}_{5}=0, \dot{z}_{6}=-\dot{z} \text { etc. } \tag{21}
\end{equation*}
$$

then:

$$
\begin{equation*}
z_{n}=z_{0}+\frac{\dot{z}}{\lambda} \cos \left(\frac{\pi n}{2}\right) . \tag{22}
\end{equation*}
$$

In this case, the walking device makes oscillating motions about $z_{0}$ with amplitude $\frac{\dot{\lambda}}{\lambda}$.

The described algorithms are realized for the walking, in the direct and in the lateral direction, in various combinations. Depending on the type of programmed walking, it is possible to set the following four options of parameters $\left(\dot{x}_{t p}, \dot{z}_{t p}\right),\left(\dot{x}_{t p}, z_{t p}\right),\left(x_{t p}, \dot{z}_{t p}\right)$ and $\left(x_{t p}, z_{t p}\right)$.

- $\cdot$ •

Fig. 1 Trajectories of the biped robot during various types of programmed walking
Trajectories of the center of gravity of the biped robot, calculated on the basis of described physical model at the simplest control algorithms, are presented on Fig. 1.

The locations of the feet are noted as points. It is necessary to limit all parameters $[8,17]$ defined by the design of the robot and by the level of walking comfort.

## Conclusion

This paper determines that the limitation of step length leads to a loss of stability [11]. Algorithms with fixed speed or more difficult sequences with general parameters are stable.
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#### Abstract

This paper considers the orthogonal packing problem that is a problem of placing all given orthogonal objects into a minimal set of orthogonal containers in the form of parallelepipeds of arbitrary dimension. It proposes an algorithm for deleting objects with the aim of effectively managing free spaces in containers. This algorithm provides a possibility of realization of heuristic methods, which are based on excluding some placed objects from a container and consequently filling the freed spaces within it more rationally.
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## Introduction

The solution of a large number of resource-optimization problems can be reduced to the solution of the orthogonal packing problem that is a classic problem of combinatorial optimization [19]. The orthogonal packing problem deals with the optimal placement of given orthogonal objects into a minimal number of orthogonal containers. The most commonly occurring orthogonal packing problems are bin packing problems [10, 17]. These are actually involved in the solution of many practical problems, including: container loading problems in transportation and logistics systems; traffic planning problems in computing and network systems; problems of rectangular cutting of materials; capital budgeting problem; calendar planning problem; and many other important problems that deal with the allocation and reallocation of resources in the form of orthogonal objects [1, 10, 13, 17-19].

[^3]The number of dimensions of the most common problems of cutting and packing is not more than three [1]. Problems with a dimension higher than three, aside from only spatial dimensions, additionally often have non-spatial dimensions like time, cost, and some others [11, 20].

All orthogonal packing problems are NP-complete in the strong sense [15]. Application of exact methods based on exhaustive search for NP-complete problems is ineffective (for the vast majority of practical problems, it is impossible with limited resources of computer time). As a result, heuristic and metaheuristic optimization algorithms are widespread for the orthogonal packing problems [2, 4, 11, $12,14,16]$. The effectiveness of an optimization algorithm first of all is determined by the depth of the search, which essentially depends on the amount of time reserved for obtaining the optimal solution. To estimate the quality of a solution coded in the form of a sequence of the objects to be placed, it is necessary to pack all the objects into containers and calculate the density of the resulting placement schemes. Since packing of objects is performed for each of interim solution (the number of which be as much as tens of thousands or more), hence it is necessary to use the efficient packing models and optimization methods, which provide the fast placement of objects and a description of all areas filled by objects containers.

To describe positions of all objects in orthogonal containers of arbitrary dimension, we use a previously developed model of potential containers [3, 7]. This model describes free spaces of a filled container by a set of so-called potential containers, which are orthogonal objects with the maximal dimensions that can be placed into the container with no overlap with the objects already packed into it. Quick access to potential containers is achieved though using of an effective multi-level linked-data structure [5, 9]. This paper describes a deleting-objects algorithm that is developed in relation to the model of potential containers. This algorithm provides flexibility in managing objects through the possibility of replacing them after their having been placed into a container. Usage of this algorithm allows using methods of local replacements of objects with the aim to increase the density of the resulting placement schemes.

## Deleting Orthogonal Objects Algorithm

One of the effective methods applied for increasing the quality of a resulting packing is its local improvement, which can be realized by deleting one or more packed objects from a container with a consequently more rational filling of the freed space by other objects. When an object is deleted from a container, it is necessary to reorganize all potential containers around this object.

The superscript in the following formulas will be used to indicate the dimension.
Algorithm for deleting a $D$-dimensional orthogonal object $i$ with the dimensions $\left\{w_{i}^{1}, w_{i}^{2}, \ldots, w_{i}^{D}\right\}$ from a container $j$ with the dimensions $\left\{W_{j}^{1}, W_{j}^{2}, \ldots, W_{j}^{D}\right\}$ contains the following steps.

Step 1. Create a new empty $D$-dimensional orthogonal container $j^{\prime}$ with the dimensions equal to the dimensions of the original containers $j$, i.e. $W_{j^{\prime}}^{d}=$ $W_{j}^{d} \forall d \in\{1, \ldots, D\}$.
Step 2. Place into the container $j^{\prime}$ an object $i^{\prime}$ with the dimensions $w_{i^{\prime}}^{d}=w_{i}^{d} \forall d \in$ $\{1, \ldots, D\}$ at a point with the coordinates equal to coordinates of the object $i$ placed into the container $j: x_{i^{\prime}}^{d}=x_{i}^{d} \forall d \in\{1, \ldots, D\}$.
Step 3. Create a list $\left\{L^{\prime}\right\}$ containing potential containers the position and dimensions of which can be modified in container $j$ after deleting the object $i$. This list includes all potential containers $k^{\prime}$ under the condition $x_{k^{\prime}}^{d} \leq x_{i}^{d}+w_{i}^{d} \forall d \in\{1, \ldots, D\}$.
Step 4. Put into the container $j^{\prime}$ at points $x_{k^{\prime}}^{d}$ a set of objects with the dimensions $w_{k^{\prime}}^{d}=p_{k^{\prime}}^{d} \forall d \in\{1, \ldots, D\}, k^{\prime} \in\left\{L^{\prime}\right\}$, where $p_{k^{\prime}}^{d}$ is a dimension of a potential container $k^{\prime}$ measured in the direction of the coordinate axis $d$. When placing objects into the container $j^{\prime}$, allow them to overlap each other. Free orthogonal spaces remaining in the container $j^{\prime}$ are described by a set of potential containers placed in a list $\left\{L^{\prime \prime}\right\}$.
Step 5. Create a new empty $D$-dimensional orthogonal container $j^{\prime \prime}$ with the dimensions equal to the dimensions of the original container $j$, i.e. $W_{j^{\prime \prime}}^{d}=W_{j}^{d} \forall d \in\{1, \ldots, D\}$.
Step 6. Put into the container $j^{\prime \prime}$ at points $x_{k^{\prime \prime}}^{d}$ a set of objects with the dimensions $w_{k^{\prime \prime}}^{d}=p_{k^{\prime \prime}}^{d}, \forall d \in\{1, \ldots, D\}, k^{\prime \prime} \in\left\{L^{\prime \prime}\right\}$. When placing objects into the container $j^{\prime \prime}$, allow them to overlap each other. Free orthogonal spaces remaining in the container $j^{\prime \prime}$ are described by a set of potential containers placed in a list $\left\{L^{\prime \prime \prime}\right\}$. This list of potential containers also describes a freed space of the original container $j$ formed in the area of the object $i$ which is to be deleted.
Step 7. Delete the object $i$ from the container $j$.
Step 8. Change in the container $j$ the list of its potential containers $\left\{L^{\prime}\right\}$ to the obtained list of potential containers $\left\{L^{\prime \prime \prime}\right\}$.

As an example, we consider a rectangular two-dimensional container with the dimensions $W^{1}=W^{2}=100$ as shown in Fig. 1. The parameters of the packed objects and potential containers are given in Tables 1 and 2, respectively.

When deleting an object with the number $i=2$, it is necessary to reorganize all potential containers from the list $\left\{L^{\prime}\right\}$ under the condition $x_{k^{\prime}}^{d} \leq x_{i}^{d}+w_{i}^{d}$, $k^{\prime} \in\left\{L^{\prime}\right\} \forall d \in\{1 ; 2\}$, i.e., potential containers with the numbers 2,3 and 4 (see Table 2).

The object 2, as well as objects with the dimensions $w_{k^{\prime}}^{d}=p_{k^{\prime}}^{d}, k^{\prime} \in\left\{L^{\prime}\right\} \forall d \in$ $\{1 ; 2\}$ given in Table 3, are placed into a new container $1^{\prime}$. In this container is formed a list of potential containers $\left\{L^{\prime \prime}\right\}$ given in Table 4 and shown in Fig. 2.

All objects with the dimensions $w_{k^{\prime \prime}}^{d}=p_{k^{\prime \prime}}^{d}, k^{\prime \prime} \in\left\{L^{\prime \prime}\right\}$ (see Table 5) are placed in a new container with number $1^{\prime \prime}$ (see Fig. 3); as a result, there is formed a set of potential containers $\left\{L^{\prime \prime \prime}\right\}$ given in Table 6.


Fig. 1 Container 1 before deleting an object with number 2

Table 1 Packed objects (container 1)

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $w^{1}$ | Dimension $w^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 30 | 30 |
| 2 | 0 | 30 | 70 | 50 |
| 3 | 0 | 80 | 40 | 10 |
| 4 | 30 | 0 | 60 | 20 |
| 5 | 70 | 30 | 10 | 50 |

Table 2 Potential containers (container 1)

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $p^{1}$ | Dimension $p^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 90 | 100 | 10 |
| 2 | 30 | 20 | 40 | 10 |
| 3 | 40 | 80 | 60 | 20 |
| 4 | 70 | 70 | 30 | 30 |
| 5 | 80 | 20 | 20 | 80 |
| 6 | 90 | 0 | 10 | 100 |

After deleting the object 2 from the container 1 , it is necessary to replace all its potential containers taken from the list $\left\{L^{\prime}\right\}$ to the potential containers from the list $\left\{L^{\prime \prime \prime}\right\}$ (given in Table 6). All the potential containers describing the free spaces remaining in the container 1 after deleting the object are given in Table 7 and shown in Fig. 4.

Table 3 Packed objects (container 1')

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $w^{1}$ | Dimension $w^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 30 | 70 | 50 |
| 2 | 30 | 20 | 40 | 10 |
| 3 | 40 | 80 | 60 | 20 |
| 4 | 70 | 70 | 30 | 30 |

Table 4 Potential containers (container 1')

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $p^{1}$ | Dimension $p^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 30 | 30 |
| 2 | 0 | 0 | 100 | 20 |
| 3 | 70 | 0 | 30 | 70 |
| 4 | 0 | 80 | 40 | 20 |

Fig. 2 Container 1'


Table 5 Packed objects (container 1")

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $w^{1}$ | Dimension $w^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 30 | 30 |
| 2 | 0 | 0 | 100 | 20 |
| 3 | 70 | 0 | 30 | 70 |
| 4 | 0 | 80 | 40 | 20 |



Fig. 3 Container 1"

Table 6 Potential containers (container 1")

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $p^{1}$ | Dimension $p^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 30 | 70 | 50 |
| 2 | 0 | 70 | 100 | 10 |
| 3 | 30 | 20 | 40 | 60 |
| 4 | 40 | 20 | 30 | 80 |
| 5 | 40 | 70 | 60 | 30 |

Table 7 Potential containers after deleting the object (container 1)

| No. | Coordinate $x^{1}$ | Coordinate $x^{2}$ | Dimension $p^{1}$ | Dimension $p^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 30 | 70 | 50 |
| 2 | 0 | 70 | 100 | 10 |
| 3 | 0 | 90 | 100 | 10 |
| 4 | 30 | 20 | 40 | 60 |
| 5 | 40 | 20 | 30 | 80 |
| 6 | 40 | 70 | 60 | 30 |
| 7 | 80 | 20 | 20 | 80 |
| 8 | 90 | 0 | 10 | 100 |

Fig. 4 Container 1 after deleting the object


## Conclusion

In this paper was considered the developed algorithm of deleting objects with the subsequent creation of a set of potential containers describing all existing free spaces around deleted objects. It is intended to use the algorithm for increasing the
quality of resulting placement schemes for orthogonal packing problems of arbitrary dimension. The algorithm is included in the basic set of algorithms realized in the developed application software, which is designed to optimize solutions of the orthogonal packing problems $[6,8]$. One of the promising areas of our future research is related to the development and analysis of algorithms and methods of local replacements of objects for increasing the density of resulting placement schemes obtained with various heuristic and metaheuristic optimization algorithms.
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# Computational Technique of Plotting Campbell Diagrams for Turbine Blades 

Vladimir V. Eliseev and Artem A. Moskalets


#### Abstract

The technique of plotting the Campbell diagrams for turbine blades is developed by means of mathematical modeling. Equations of blade oscillations in the field of centrifugal forces are derived. The turbine blade is supposed to be a naturally twisted rod. The numerical solution of the eigenvalue problem gives the required dependencies of oscillation frequency on angular velocity. Calculations are performed using the shooting method in Mathcad. The computational results for a particular turbine blade are presented.
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## Problem

Blades on rotating turbines are influenced by steam or fluid jets generating periodic excitation with rotational speed $\Omega$. A blade as an oscillating system has a set of natural frequencies $\omega_{\mathrm{k}}$ (in theory, its number is infinite). In order to prevent resonances, the inequality $\Omega \neq \omega_{\mathrm{k}}$ must be satisfied. However, this statement should be clarified.

Firstly, the harmonics of frequencies $2 \Omega, 3 \Omega, \ldots$ arise from the load Fourier expansion. Secondly, the natural frequencies depend on angular velocity, because the increase of centrifugal forces causes an increase in bending stiffness. Therefore, this condition holds:

$$
\begin{equation*}
\mathrm{n} \Omega \neq \omega_{\mathrm{k}}(\Omega) \tag{1}
\end{equation*}
$$

[^4]for all $n, k$ having natural values. The Campbell diagram illustrates this inequality graphically [1-3]. There are two families of functions of $\Omega$ : the left side of Eq. (1) represents rays from the origin, the right side of (1) represents curves for $\omega_{k}(0)$. These values can be determined by means of modal analysis of a fixed blade [4-10].

It is so important to meet the condition of Eq. (1) that expensive Campbell-machines are created [1] to find the right side of Eq. (1) experimentally. The purpose of this effort is to find $\omega_{k}(\Omega)$ by mathematical modeling.

One-, two- or three-dimensional models can be used for blade modeling. The number of dimensions depends on the proportions of the blade. It is naturally twisted and has variable section. It is naturally twisted and has variable section [11, 12]. The problem can't be solved by means of elementary considerations, so the nonlinear rod theory is required [13]. Modern approaches to the estimation of a blade's modal parameters are represented in articles [5-7]. These approaches are based on computer mathematics [14].

## Equations of Rod Theory

These equations were derived by Kirchhoff and then generalized by Cosserat. In modern formulation [13], these equations can be written as:

$$
\begin{align*}
& \mathbf{Q}^{\prime}+\mathbf{q}=\rho \ddot{\mathbf{r}}, \mathbf{M}^{\prime}=\mathbf{Q} \times \tau,  \tag{2}\\
& \mathbf{\kappa}=\mathbf{A} \cdot \mathbf{M}, \tau=\mathbf{P} \cdot \tau_{0}
\end{align*}
$$

Here $\mathbf{Q}, \mathbf{M}$ are the vectors of force and moment, respectively; (...) ${ }^{\prime}$ and (...) denote the derivatives with respect to material coordinate $S$ and time $t$, respectively; $\mathbf{r}(\mathrm{s}, \mathrm{t})$ is the radius vector of rod's particle; $\tau_{0}=\mathbf{r}_{0}^{\prime}, \tau=\mathbf{r}^{\prime}$ are the unit tangent vectors of rod axis before and after deformation, respectively; $\boldsymbol{\kappa}$ is the strain vector of bending and torsion; $\mathbf{A}$ is the compliance tensor, $\mathbf{P}$ is the rotation tensor, $\rho$ is the mass per unit length, and $\mathbf{q}$ is the load distributed per unit length.

The nonlinear equations [see Eq. (2)] are required for large deformation problems. Also, they are the basis for solving the problem of the superposition of small deformations upon finite ones. In this case, each quantity has a small increment denoted by a wave: $\tilde{\mathbf{r}}=\mathbf{u}, \tilde{\mathbf{P}}=\boldsymbol{\theta} \times \mathbf{P}, \tilde{\mathbf{q}}, \ldots$

Here, $\mathbf{u}, \boldsymbol{\theta}$ are the translation vector and the vector of small angular displacement, respectively. The varying the system (2) yields the following system:

$$
\begin{align*}
& \tilde{\mathbf{Q}}^{\prime}+\tilde{\mathbf{q}}=\rho \ddot{\mathbf{u}}, \tilde{\mathbf{M}}^{\prime}=\tilde{\mathbf{Q}} \times \tau+\mathbf{Q} \times(\boldsymbol{\theta} \times \tau)  \tag{3}\\
& \boldsymbol{\theta}^{\prime}=\mathbf{A} \cdot(\tilde{\mathbf{M}}-\boldsymbol{\theta} \times \mathbf{M}), \mathbf{u}^{\prime}=\boldsymbol{\theta} \times \tau
\end{align*}
$$

It is a linear system, but its coefficients are determined by the state condition before the variation and must be precomputed as functions of $S$ and $t$

## Blade in the Field of Centrifugal Forces

The blade is supposed to be a straight-line, naturally-twisted rod [12] stretched by centrifugal forces. The rotating frame of reference is used to account for inertial forces as in the effort [15]. The system of ordinary differential equations (ODE) in components becomes, from Eq. (3) in the case of harmonic oscillations at frequency $\omega$ :

$$
\begin{align*}
& Q_{x}^{\prime}+q_{x}=-\omega^{2} \rho u_{x}, Q_{y}^{\prime}+q y=-\omega^{2} \rho u_{y} \\
& M_{x}^{\prime}=-Q_{y}+Q \theta_{x}, M_{y}^{\prime}=Q_{x}+Q \theta_{y}  \tag{4}\\
& \theta_{x}^{\prime}=A_{x x} M_{x}+A_{x y} M_{y}, \theta_{y}^{\prime}=A_{x y} M_{x}+A_{y y} M_{y} \\
& u_{x}^{\prime}=-\theta_{y}, u_{y}^{\prime}=\theta_{x}
\end{align*}
$$

Here, the wave (symbol of variation) is omitted. The Cartesian coordinates $x, y, z$ are used: axis $\mathbf{Z}$ is directed along the rod axis, while axes $\mathrm{x}, \mathrm{y}$ are in the sectional plane (Fig. 1).

The bending compliances $A_{x x}, A_{y y}, A_{x y}$ are evaluated using simple engineering formulas. The tension force Q is determined by the formula:

$$
\begin{equation*}
Q(z)=\Omega^{2} \int_{z}^{L} \rho\left(R_{1}+\xi\right) d \xi \tag{5}
\end{equation*}
$$

where $L$ is the length of blade, and $R_{1}$ is the radius of rotor. The formula Eq. (5) is derived from the balance equation for longitudinal forces. For the blade made at a Russian factory, the relationship Eq. (5) is shown in Fig. 2 ( $\Omega=3000 \mathrm{rev} / \mathrm{min}$ ):

Fig. 1 System of coordinates for the blade


Fig. 2 Tension force


The stiffness and inertial characteristics can be variable along the blade. To account for this, the characteristics of both end sections and a few intermediate sections are computed, and then the functional relationships are determined by interpolation.

Eight boundary conditions must be specified for the system of Eq. (4). Translational and angular displacements are zero at rigid support $\mathbf{Z}=0$; transverse forces and bending moments are zero at free end $\mathbf{Z}=\mathrm{L}$.

The problems can be solved only numerically. Note that the system of Eq. (4) is eighth-order in the case of forced vibrations ( $q_{x}, q_{y}$ are nonzero).

The equation $\omega^{\prime}=0$ must be added to that system for the free vibration case (the order of the system Eq. (4) increases by one). The additional boundary condition is a constant value of any quantity at one of the ends. The normalizing constant should be included at the last stage of analysis, as is accepted in the theory of vibrations $[11,12]$. When plotting the Campbell diagrams, the case of free vibrations must be considered.

## Computation in Mathcad

The system of Eq. (4) in matrix form is:

$$
\mathbf{Y}^{\prime}=F(\mathrm{~s}, \mathrm{Y}), \mathrm{Y}=\left(\begin{array}{lllllllll}
\mathrm{Q}_{\mathrm{x}} & \mathrm{Q}_{\mathrm{y}} & \mathbf{M}_{\mathrm{x}} & \mathbf{M}_{\mathrm{y}} & \theta_{\mathrm{x}} & \theta_{\mathrm{y}} & \mathrm{u}_{\mathrm{x}} & \mathrm{u}_{\mathrm{y}} & \omega^{2} \tag{6}
\end{array}\right)^{\top}
$$

where the form of the column $F$ is clear from Eq. (4).
The boundary value problem for system Eq. (6) is solved by means of Mathcad using the built-in functions sbval-rkfixed [14]. Calculated values of the first five natural frequencies are:

$$
\begin{aligned}
& \omega_{1}=741, \omega_{2}=1,59 \cdot 10^{3}, \omega_{3}=3,95 \cdot 10^{3}, \\
& \omega_{4}=7,47 \cdot 10^{3}, \omega_{5}=1,28 \cdot 10^{4}
\end{aligned}
$$

The corresponding eigenmodes are shown in Fig. 3.


Fig. 3 Normalized eigenmodes

As shown in Fig. 4, these graphs are quite similar to those for the case without centrifugal force.

Fig. 4 Second eigenmode. The solid line is the model with centrifugal forces, and the line with points is the model without centrifugal forces


However, the centrifugal forces influence the lower frequencies considerably:

$$
\frac{\Omega_{\mathrm{cf}}-\Omega}{\Omega_{\mathrm{cf}}} \cdot 100 \%=\left(\begin{array}{lllll}
35.6 & 9.4 & 5.5 & 3.3 & 1.2
\end{array}\right) \%
$$

where $\Omega_{\mathrm{cf}}, \Omega$ are natural frequencies for the case that accounts for centrifugal forces and for the case without it, respectively.

The algorithm described above is not the only way to solve the problem. Also, the variational method based on the Lagrange equations [7] enables evaluation of all natural frequencies and plotting the diagrams for the right-hand side of Eq. (1). However the expression for potential energy is needed, and centrifugal force must be taken into account in it, which goes beyond the scopes of the present paper.

## Campbell Diagram

An important stage of turbine design is plotting the Campbell diagram that represents the dependence of vibration frequencies on rotor speed. This diagram enables finding the potential resonance regions. Initially, these diagrams were plotted using experimental data: turbine blades were tested in the so-called Campbell-machines. The main part of this facility is the vacuum chamber which contains the observable bladed disc. The blades are excited by steam or water jets; electromagnets may be used also.

Nowadays, there is a possibility of plotting the Campbell diagrams using a computational approach. In this effort, the foregoing theory and Mathcad [14] are used. The diagram for the blade under consideration is shown in Fig. 5.

Fig. 5 Campbell diagram for first three natural frequencies


However, the curve of natural frequencies is represented as a band, because the frequencies have a spread of values. The permissible difference between the maximum and minimum values of natural frequency is regulated by specifications. The resonance region is the area defined by points of intersection between the frequency band and the lines of harmonics. The resonances can be avoided by detuning. In the case of transient motion, the dangerous resonant regime must be passed through as quickly as possible [7], although the turbine can sometimes operate in the resonance mode due to damping.

It should be noted that the Campbell diagram is intended for estimating the resonance regimes graphically. However, the foregoing technique makes it possible to find all these regimes simultaneously. Assuming in Eq. (4) $\omega=\mathrm{n} \Omega$, the resonance speed values $\Omega$ can be found. It appears that these diagrams become useless. However, since the set of resonance speeds is quite dense, therefore the process of speed estimation by the shooting method is laborious. Nevertheless, the Campbell diagrams are effective.

## Conclusion

The elementary computational technique of plotting the Campbell diagrams was developed. The equations of small deformations upon the finite stress-strain state were used as the theoretical basis. The shooting method was employed to solve the boundary eigenvalue problem for ninth-order ODE systems with Mathcad.
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# Computer Simulation of Mechanisms 

Alexander N. Evgrafov and Gennady N. Petrov


#### Abstract

This article presents 2D and 3D models of the mechanisms created with the tools "Model Vision" and "AnyLogic". For the purpose of this research, mechanisms with the following computing features were selected: redundant links, redundant inputs, and singular positions, as well as multidirectional mechanisms.
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## Introduction

The development of computer technology increases the importance of simulation experiments for various mechanical problems, including the calculations for mechanisms and machines. At the initial stage of a simulation experiment, the object under study is replaced by the mathematical model presented in the form of, for instance, differential equations. Subsequently, a program is created that solves those equations with appropriate numerical methods. Modern means of visualization enable us to see results not only as numerical tables and charts, but also as objects with varied degrees of detail. Creation of interactive animated models is of particular interest to researchers [1, 2].

These days, there appears to be many works on computer simulation methods of mechanical systems animation that use visual animation effects instead of special software applications [3]. Mathematical toolboxes such as MATLAB [4, 5] and Mathcad [6-9] are considered to be particularly suitable for addressing the problems of visualization of the calculation results. Similarly, the referenced work [10] provides an interesting example of the use of GeoGebra software in the study of

[^5]kinematic geometry of planar mechanisms, while other works [11, 12] describe animation of the various mechanisms' kinematic schemes.

This article presents the use of the tools "Model Vision" and "AnyLogic", which can significantly simplify the solution and the visualization of a mathematical model. More details on these software applications are available at: www.xjtek.com.

Toolboxes enable:
To carry out a simulation experiments, based on the principles of object-oriented programming. The model can be divided into various individual devices, which, in turn, could be taken from an existing library or created by the user. Relationships between the devices are established using a user-friendly graphical interface.

To solve the algebraic and differential equations. Language resembling the one utilized by Mathcad tools is used to present differential-algebraic equations.

To create a behavior model for each device that describes the change of behavior of dynamical systems.

Simulation environments are intuitive and easy to use. This article provides descriptions of several mechanical systems models created using these toolboxes.

Each model utilized:
Built-in 2D animation tools, which enabled the creation of the "remote control" which included a variety of indicators, buttons, sliders. This "remote control" was used to discretely or continuously change certain parameters of the model during the simulation.

3D-animation tools that which made possible the observation of the object's movement in space during the simulation experiment ("Model Vision").

Timeline and phase diagrams:
This article reviews several models, created with the above-mentioned tools.

## Computer Simulation in "Model Vision"

## 1. Turbulence mixer

Figure 1 demonstrates the operation of the closed six-link spatial mechanism. The mechanism connects two parallel axes 1 and 5 , whereas five mobile units are interconnected by six rotational kinematic pairs.

Fig. 1 The operation of the closed six-link spatial mechanism



Fig. 2 The mechanism designed for positioning of the platform in space

The mechanism has a redundant (excess) link, due to the fact that the axis of the kinematic pairs that are connecting the links are mutually perpendicular. Link 3 is shaped as a hollow sealed cylinder. Liquids or granular materials that are placed inside this cylinder become mixed during the complex spatial movement.
2. Stewart platform with redundant inputs

The mechanism, presented in Fig. 2, is designed for positioning of the platform in space. Platform jacks ("legs") are shaped as hydraulic cylinders, which are linked to the platform and the platform base by spherical joints. It is sufficient to have six inputs for the normal operation of the mechanism, so each time two hydraulic cylinders are disconnected. Active (running) cylinders are marked with a light gray colour, and inactive-with a dark gray. Referenced work [13] describes the force calculation for closed-linkage mechanisms, while another work [14] focuses on the selection of six active drives, which ensure optimal operation of the mechanism. Calculation of the geometry and kinematics of closed mechanisms, as described above, is presented in detail in works [15, 16].

## 3. Coupling ("Model Vision")

The coupling transmits rotation between the two shafts with parallel axes. Figure 3a shows a $2 D$-animation window, where we establish the following values: angle of the axes crossing $F=0$, the distance between the guides $h=1.5$; misalignment by axes $d x=1, d y=1$. Figure 3 b presents the coupling design concept, while Fig. 3c illustrates the kinematic scheme (the transition from one
(a)

(b)


Fig. 3 Examples of 2-D animation window (a), coupling design scheme (b) and kinematics scheme (c) in Model Vision
scheme to another is performed by pressing the corresponding button in the $2 D$ animation window).

Axes 1 and 3 are connected to the liner 2 by two mutually-perpendicular rectilinear kinematic pairs and have the same angular velocity.

## 4. Hooke's joint

Hooke's joint is designed to transmit the rotation between shafts with crossed axes. In the $2 D$-animation window (Fig. 3a), we establish the angle of the axes crossing as $F=1$, while $d x=d y=h=0$. Figure 4 shows design concept ( $a$ ) and kinematic scheme (b) of the joint. In this case, the links 1 and 3 are connected to the liner 2 by rotational kinematic pairs with axis intersecting at an angle of $90^{\circ}$.
5. Spatial mechanism

Figure 5a shows the $2 D$-animation panel that enables setting the desired length of the links ( $O A, A B, B C, C D$ ) and coordinates the joint- $D$ connection to the pillar


Fig. 4 Design concept (a) and kinematic scheme (b) of the Hooke's joint
(a)

(b)


Fig. 5 2-D animation panel (a) and the spatial five-link mechanism with a single degree of mobility (b)
$(X D, Y D, Z D)$ of the spatial five-link mechanism with a single degree of mobility (Fig. 5b). Four mobile links compose a closed kinematic chain.

Joints $O, A, C, D$ are cylindrical, while joint $B$ is spherical. The $2 D$-animation panel indicates the orientation with respect to the local coordinate systems ( $F X, F Y$ ) for cylindrical kinematic pairs. This example demonstrates that even a slight change in the size of the mechanism causes it to adopt so-called "special positions" when it could not pivot.
6. Rear axle of the car ("Model Vision")

Figure 6a shows the $2 D$ animation panel. Figure 6 b is the design concept of the rear axle of the rear-drive car. By pressing the buttons "Body" and "Differential" on
(a)

(b)

(c)


Fig. 6 The $2 D$-animation panel (a), design concept of the rear axle of the rear-drive car (b), and example of zooming into an image (c)


Fig. 7 Engagement of the gear wheel 1 with the wheel 2 and the tool rack 3 (a) and many points of background information are changeable on the panel (b)
the $2 D$-animation panel, it is possible to "remove" (make invisible) the axle body and differential cover. By moving the corresponding sliders, it is possible to shift the image in $X, Y, Z$ coordinates, as well as to zoom in and out (Fig. 6c). Coefficient $K V$ ("Rotation") shows the ratio of the left wheel's speed to the average axle speed ( $2<\mathrm{KV}<2$ ). By changing this ratio, the differential operation can be observed when the left and the right wheels are rotating at different speeds. Slider "velocity" makes it possible to increase or decrease the average speed of the motor.

## 7. Toothed gearing

Figure 7a shows the engagement of the gear wheel 1 with the wheel 2 and the tool rack 3. The gearing module $m^{1}$ is established to be 1 mm . The following parameters and settings can be changed on the 2D animation panel (Fig. 7b):
$x 1 n, x 2 n-n o m i n a l ~ o f f s e t ~ c o e f f i c i e n t s ~ f o r ~ c u t t i n g ~ w h e e l s ~(f o r ~ b a c k l a s h-f r e e ~ g e a r i n g) ; ~ ;$ $d x 1, d x 2$-additional offset coefficients for cutting wheels (those that do not affect the center distance, and thus there is backlash in gearing);
$X, Y$, "Scale"-shifting the image in $X, Y$ coordinates as well as zooming in and out; "beta"-helix angle (for helical gearing);
$S$-tooth thickness;
dra1, dra2-additions to the corner radius.
By pressing the corresponding buttons, it is possible to make various radii of the wheels, gearing lines, gearing-entry points, etc. visible. Figure 7a shows only the gearing line and gearing-entry points. The $2 D$ animation panel (Fig. 7b) shows the following background information: the number of gear teeth, displacement factors, radii of the circles (including pitch circles, base circles, top circles and root circles),

[^6]minimum radii with in volute profiles, center distance, coefficient of overlap butting, specific sliding coefficients, and the presence of interference and undercutting. Correspondingly, it is possible to specify the desired number of teeth of the wheels in the "Model Vision" environment (before creating the executive file).

## Computer Simulation in "AnyLogic"

The AnyLogic toolbox by AnyLogic Company (former XJ Technologies) makes it possible to create dynamic models that are compact and thus can be uploaded to the Internet and used in an online mode. AnyLogic is a professional computer program designed to model and visualize the behavior of various systems, including mechanical ones. To significantly simplify creation of new models of plane lever mechanisms for users, authors have created an object library. An object is a model that describes any part of the mechanism: e.g., link or an Assur group. Objects "link" or "Assur group" are similar, but not identical, to links and Assur groups typical for the theory of mechanisms and machines. For instance, the library includes six types of object "link": pillar with the revolute pair or the rectilinear sliding pair; and crank with the revolute pair or the rectilinear sliding pair, as well as the connection link with the revolute pair or the rectilinear sliding pair. Two later objects are designed for calculation of the coordinates of the aiming point or the attachment point. The library utilizes double-link Assur groups. They differ not only in the combination of revolute and rectilinear sliding pairs, but also in the link number in the group (which is of a variable length). For instance, in the link group R_PR (Pair RPR1), the first link has variable length, while in the link group RP_R (Pair RPR2), the second link does. Thus, the library contains ten objects "Assur group". Another object - the motor-is designed to change the input position. With these objects, the user can easily create a model of any Assur mechanism of the 2nd class.

With the created model, the user can:
observe the mechanism in motion;
change all the parameters of the mechanism;
create graphs of functions $x E(t)$ and $y E(t)$ of the randomly selected aiming point $E$;
investigate the effect of the mechanism parameters on its performance; and
observe special (singular) positions.
It is also possible to zoom in and out and to change the rotation speed of the crank, as well as to change the mechanism position in the animation window.

Figure 8 presents the program's interface. It includes an animation window, control panel, and graph-output windows. The animation window is intended to


Fig. 8 Program interface of the AnyLogic toolbox
display an animation of the mechanism, geometric variable parameters, and position of the aiming point $E$, as well as to signal if the mechanism falls into a "special" position. Using the sliders on the bottom of the window, it is possible to change the position of the fixed coordinate-system origin in the animation window.

The control panel contains operating and control elements to start and stop the animation mechanism, to set and modify the parameters of the mechanism and to position the aiming point, as well as to manage information output in the animation window.

Graph-output windows display the graphs of functions $x E(t)$ and $y E(t)$, where $E$ is the defined aiming point. Pressing the switch "Scheme" results in the display of the mechanism's kinematic scheme with the symbols of changeable parameters, instead of graphs. The following are the dynamical models, created with the AnyLogic toolbox.
(a)

(b)


Fig. 9 Model of the mechanism in a special position (a) and a model of the mechanism for which a solution of the equations does not exist (b)

## 8. Six-bar linkage

Two Assur groups are attached to the crank: $R R R$ and $R R P$ (Fig. 8). The second Assur group is attached to the first link of the first group (connecting rod). The aiming point $E$ is located at the first link of the second group.

The resulting visualized model of the mechanism can be used for both research and educational purposes (for example, to solve the trajectory problem).

It is worth mentioning that, in case the mechanism is unable to pivot, the program does not "freeze" and crash, but automatically adjusts the size of one of the links to achieve the condition of the crank existence; the adjusted part of the link then is highlighted in red, and the line thickness is increased.

Figure 9a shows a model of the mechanism in a special position (connecting rod is perpendicular to the crosshead's line of motion). Figure 9b shows a model of the mechanism, for which the solution of a system of equations for a group $R R R$ does not exist. To allow the mechanism to pivot, the link length is increased (adjustment highlighted by a thickened line).

Several examples of ready-made mechanisms (ten four-link and 15 six-link) are already contained in the AnyLogic library.
9. V-shaped internal combustion engine

The model demonstrates the four-stroke internal combustion engine (Fig. 10): the movement of links, change in pressure in the cylinders, and opening and closing of the valves. The model allows adjusting the size of links, angle V , and the parameters of camshaft lobes.


Fig. 10 Model demonstrating the four-stroke internal combustion engine

## Conclusion

The packages described not only provide the solution of algebraic and differential equations in real time, but also visualize the behavior of the mathematical model. User-friendly interface enables quick creation of 2D and 3D images and necessary graphics. Using a variety of libraries makes the creation of the same-type models even easier.

The examples presented in this article can be found via the "Theory of mechanisms and machines" portal at: http://tmm.spbstu.ru/download.html.
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# Energy-Flux Analysis of the Bending Waves in an Infinite Cylindrical Shell Filled with Acoustical Fluid 

George V. Filippenko


#### Abstract

This paper considers the problem of joint oscillations of an infinitely-thin cylindrical shell entirely filled with an ideal acoustical fluid, including the free vibrations of the system. The propagating waves and energy flux are analyzed in the system shell-liquid. It also compares various mechanisms of energy transmission in the shell and the input of the energy flux in the water.


Keywords Propagation of the waves • Cylindrical shell • Vibrations of the shells • Local and integral energy fluxes

## Statement of the Problem

Nowadays, cylindrical shells are widely used in the construction of various pipelines, the supports of hydraulic engineering constructions, oil platforms, wind-based electric powers, standing on a shelf, etc. Calculation of these complicated systems demands major computing resources. Therefore, the consideration of simpler model problems that have exact analytical solutions [1-21] is realized. With these models, it is possible to analytically explore the main effects and also to use them as test problems for computing packages.

Let us start by considering an infinite cylindrical shell filled with an ideal compressible liquid, where the acoustic pressure $\mathrm{P}(\mathrm{x}, \mathrm{y}, \mathrm{z})$ is described by the Helmholtz equation Eq. (1) in the cylindrical system of coordinates-where axis $z$

[^7]

Fig. 1 Physical model (a); dispersion curves (b)
coincides with axis of the cylinder (see Fig. 1a). All processes are supposed to be harmonic with frequency $\omega$ [7-12].

$$
\begin{align*}
& \left(\Delta+\mathrm{k}^{2}\right) \mathrm{P}(\mathrm{r}, \mathrm{z}, \varphi)=0 ; \quad \mathrm{k}=\omega / \mathrm{c}_{w}  \tag{1}\\
& 0 \leq \mathrm{r} \leq \mathrm{R}, \quad 0 \leq \varphi \leq 2 \pi, \quad-\infty<\mathrm{z}<+\infty
\end{align*}
$$

The factor $\mathrm{e}^{-\mathrm{i} \omega \mathrm{t}}$ describes the time-dependence and is omitted. The liquid is supposed to be ideal and compressible. The density is $\rho_{\mathrm{w}}$, and the velocity of sound is equal to $\mathrm{c}_{\mathrm{w}}$.

Two relations take place at the shell-fluid boundary: kinematic (the adhesion condition)

$$
\begin{equation*}
\mathrm{u}_{\mathrm{n}}(\mathrm{z}, \varphi)=\left.\frac{1}{\rho_{w} \omega^{2}} \frac{\partial \mathrm{P}(\mathrm{r}, \mathrm{z}, \varphi)}{\partial \mathrm{r}}\right|_{\mathrm{r}=\mathrm{R}} \tag{2}
\end{equation*}
$$

and dynamic (balance of forces acting on the shell)

$$
\begin{equation*}
\frac{\mathrm{\rho c}_{\mathrm{s}}^{2}}{\mathrm{R}^{2}} \mathbf{L}_{\mathrm{w}} \mathbf{u}=(0,0, \mathrm{P})^{\mathrm{t}} \tag{3}
\end{equation*}
$$

The following notations are also used: $\mathbf{I}$ is the unit matrix operator, and $\mathbf{L}_{w}$ and $\mathbf{L}$ are matrix differential operators [13]. All these operators are represented by the matrices $3 \times 3$. For example, $\mathbf{L} \equiv\left[L_{i j}\right]$, and $\mathrm{i}, \mathrm{j}=1,2,3$ consists of elements (see [13])

$$
\begin{aligned}
& \mathrm{L}_{11}=\alpha_{1}\left[v_{-}{\widetilde{\partial_{\mathrm{z}}}}^{2}+\partial_{\varphi}^{2}\right], \quad \mathrm{L}_{12}=v_{+} \partial_{\varphi} \widetilde{\partial_{\mathrm{z}}}, \\
& \mathrm{~L}_{13}=\partial_{\varphi}\left(1+2 \alpha^{2}\left[1-\partial_{\varphi}^{2}-\widetilde{\partial}_{\mathrm{z}}^{2}\right]\right), \\
& \mathrm{L}_{22}=v-\partial_{\varphi}^{2}+{\widetilde{\partial_{\mathrm{z}}}}^{2}, \quad \mathrm{~L}_{23}=v \widetilde{\partial}_{\mathrm{z}}, \\
& \mathrm{~L}_{33}=\alpha^{2}\left(2 \widetilde{\partial}_{\varphi}^{2}-2+2 v \widetilde{\partial}_{\mathrm{z}}^{2}-\left[\partial_{\varphi}^{2}+\widetilde{\partial}_{\mathrm{z}}^{2}\right]^{2}\right)-1, \\
& \mathrm{~L}_{21}=\mathrm{L}_{12}, \quad \mathrm{~L}_{31}=-\mathrm{L}_{13}, \quad \mathrm{~L}_{32}=-\mathrm{L}_{23},
\end{aligned}
$$

where $\widetilde{\partial_{\mathrm{z}}}=\mathrm{R} \partial_{\mathrm{z}}, \alpha_{1}=1+4 \alpha^{2}, v \pm=(1 \pm v) / 2$. Here the following geometrical parameters of the shell are used: R is radius, h is thickness. The properties of the cylinder material are characterized by E, $v$ and $\rho s$-Joung's module, Poisson coefficient, and volumetric density accordingly. The surface density of $\widetilde{\rho}\left(\widetilde{\rho}=\rho_{S} h\right)$ of the cylindrical shell $c_{s}$ are introduced $\left.c_{s}=\sqrt{E /\left(\left(1-v^{2}\right) \rho_{s}\right.}\right)$.

The following dimensionless parameters are put in: $\alpha=\left(\frac{h}{\mathrm{R}}\right) / \sqrt{12}$ (the relative thickness of the cylindrical shell) and $w=\omega R / c_{s}$ (the dimensionless frequency). The important roles in shell-fluid interaction are played by the dimensionless velocity $\mathrm{c}=\mathrm{c}_{\mathrm{s}} / \mathrm{c}_{\mathrm{w}}$ and dimensionless density $\rho=\rho_{\mathrm{s}} / \rho_{\mathrm{w}}$. It can be noted that operator $\mathbf{L}_{w}$ in Eq. (3) governing the motion of a thin-walled shell came from [14]. The dispersion analysis of a cylindrical shell of this kind was fulfilled in [15, 16].

The source of an acoustic field in a waveguide is the vibration of the cylinder shell, caused by the incident wave propagating from the infinite part $(z=-\infty)$ of the shell. The frequency of this incident harmonic wave is equal to $\omega$. All processes in the system shell-liquid are supposed to be harmonic at this frequency.

## Determination of the General Representation for Acoustic and Vibrational Fields

Further, it is more convenient to involve the new vector $\left(\mathrm{u}_{\mathrm{t}}, \mathrm{u}_{\mathrm{z}}, \mathrm{P}\right)^{\mathrm{t}}$ (4) using Eq. (2):

$$
\left(\begin{array}{c}
\mathrm{u}_{\mathrm{t}}  \tag{4}\\
\mathrm{u}_{\mathrm{z}} \\
\mathrm{u}_{\mathrm{n}}
\end{array}\right)=\mathrm{M}\left(\begin{array}{c}
\mathrm{u}_{\mathrm{t}} \\
\mathrm{u}_{\mathrm{z}} \\
\mathrm{P}
\end{array}\right) ; \quad M=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \left.\frac{1}{\rho_{w} \omega^{2}} \frac{\partial}{\partial \mathrm{r}}\right|_{\mathrm{r}=\mathrm{R}}
\end{array}\right)
$$

Then, Eq. (3) can be rewritten in the form:

$$
\mathrm{S}\left(\begin{array}{l}
\mathrm{u}_{\mathrm{t}}  \tag{5}\\
\mathrm{u}_{\mathrm{z}} \\
\mathrm{P}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \equiv 0 ; \quad \mathrm{S}=\mathrm{LM}+\mathrm{N}, \quad \mathrm{~N}=\frac{w^{2}}{\tilde{\rho} \omega^{2}}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The solution of Eq. (5) is searching in the form:

$$
\left(\begin{array}{c}
\mathrm{u}_{\mathrm{t}}  \tag{6}\\
\mathrm{u}_{\mathrm{z}} \\
\mathrm{P}
\end{array}\right)=\mathrm{Ae}^{\mathrm{i} \lambda z}\left(\begin{array}{c}
\varsigma \sin \mathrm{m} \varphi \\
\xi \cos \mathrm{~m} \varphi \\
\gamma \mathrm{~J}_{\mathrm{m}}\left(\mathrm{r} \sqrt{\mathrm{k}^{2}-\lambda^{2}}\right) \cos \mathrm{m} \varphi
\end{array}\right)
$$

where $|\zeta|^{2}+|\xi|^{2}+|\gamma|^{2}=1$. Here, the following notations are used: A, $\zeta, \xi, \gamma$ are arbitrary constants; $\mathrm{J}_{\mathrm{m}}$ is the Bessel function with index m , and $\lambda$ is the wavenumber which we are looking for. It can be noted that if $\mathrm{k}<\lambda$, then the Bessel
function $\mathrm{J}_{\mathrm{m}}$ is converted to $\mathrm{I}_{\mathrm{m}}$ function. After substituting Eq. (6) into Eq. (5), the following algebraic system is obtained:

$$
\begin{equation*}
\hat{S} x=0 ; \quad x=(\varsigma, \xi, \gamma)^{t} \tag{7}
\end{equation*}
$$

Operator $\hat{\mathbf{S}}$ is the Fourier image of operator $\mathbf{S}$. The dispersion Eq. (8) is obtained from the condition of existence of nontrivial solution of this system

$$
\begin{equation*}
\operatorname{det} \hat{S}=0 \tag{8}
\end{equation*}
$$

We are looking for the real positive solutions of this equation. If the corresponding set of wavenumbers is founded one can solve Eq. (7) and define the previously unknown constants $\zeta, \xi, \gamma$. After defining the constants, the complete solution of the problem, in terms of displacements of the shell $\mathbf{u}(\varphi, z)$ and pressure $\mathrm{P}(\mathrm{r}, \varphi, \mathrm{z})$ in the liquid, is determined.

As was mentioned above, all processes in the liquid and shell are supposed to be harmonic with frequency $\omega$. It is convenient to average the energy streams on a period of oscillations $T=2 \pi / \omega$. The integral energy stream $\Upsilon$ in the liquid along axes z through the cross-section of the cylinder can be written in the form:

$$
\begin{equation*}
\Gamma=\frac{\omega}{2} \frac{1}{2 \rho_{w} \omega} \int_{0}^{2 \pi} \mathrm{~d} \varphi \int_{0}^{\mathrm{R}} \operatorname{Im}\left(\overline{\mathrm{P}} \frac{\partial \mathrm{P}}{\partial \mathrm{z}}\right) \mathrm{rdr} . \tag{9}
\end{equation*}
$$

The integral stream of the energy along axes z through the cross-section of the cylinder shell looks like this:

$$
\begin{equation*}
\Pi=\frac{\omega}{2} \int_{0}^{2 \pi} \operatorname{Im}\left(\mathrm{u}^{4}, \mathbf{F} \mathbf{u}^{4}\right)_{\mathrm{C} 4} \mathrm{Rd} \varphi=\Pi_{\mathrm{t}}+\Pi_{\mathrm{z}}+\Pi_{\mathrm{n}}+\Pi_{\mathrm{p}} \tag{10}
\end{equation*}
$$

where $\mathbf{u}^{4}=\left(u_{t}, u_{z}, u_{n}, u_{p}\right)^{t}, u_{p}=-\partial_{z} u_{n}$ is the vector of generalized displacements, $\mathbf{f}^{4} \equiv \mathbf{F u}^{4}=\left(u_{t}, u_{z}, u_{n}, u_{p}\right)^{t}$ is the vector of generalized forces, $\mathbf{F}$ is the matrix differential operator $4 \times 4$ [13],

$$
\begin{align*}
& \Pi_{\mathrm{t}}=\pi \rho \mathrm{c}_{\mathrm{s}}^{2} \frac{\omega}{2} \operatorname{Im}\left\{\left(2 \alpha^{2}(1-v) \partial_{\varphi} \tilde{\partial}_{z} \mathrm{u}_{\mathrm{n}}-v-\left(\alpha_{1} \tilde{\partial}_{z} \mathrm{u}_{\mathrm{t}}+\tilde{\partial}_{\varphi} \mathrm{u}_{\mathrm{z}}\right)\right) \overline{\mathrm{u}}_{\mathrm{t}}\right\}, \\
& \Pi_{\mathrm{z}}=\pi \rho \mathrm{c}_{\mathrm{s}}^{2} \frac{\omega}{2} \operatorname{Im}\left\{\left(-v \partial_{\varphi} \mathrm{u}_{\mathrm{t}}-\tilde{\partial}_{z} \mathrm{u}_{\mathrm{z}}-v \mathrm{u}_{\mathrm{n}}\right) \overline{\mathrm{u}}_{\mathrm{z}}\right\},  \tag{11}\\
& \Pi_{\mathrm{t}}=\pi \rho \mathrm{c}_{\mathrm{s}}^{2} \frac{\omega}{2} \operatorname{Im}\left\{\alpha^{2} \bar{u}_{\mathrm{n}}\left(\left((2-v) \partial_{\varphi}^{2}-v+\partial_{\varphi}^{2}\right) \tilde{\partial}_{z} \mathbf{u}_{\mathrm{n}}-2 \partial_{\varphi} \tilde{\partial}_{\mathrm{z}} \mathbf{u}_{\mathrm{t}}\right)\right\}, \\
& \Pi_{\mathrm{p}}=\pi \rho \mathrm{c}_{\mathrm{s}}^{2} \frac{\omega}{2} \operatorname{Im}\left\{\alpha^{2}\left(v\left(\partial_{\varphi}^{2}-1\right) \mathbf{u}_{\mathrm{z}}-2 v \partial_{\varphi} \mathbf{u}_{\mathrm{t}}+\tilde{\partial}_{\varphi}^{2} \mathbf{u}_{\mathrm{n}}\right)\left(-\tilde{\partial}_{\mathrm{z}} \overline{\mathrm{u}}_{\mathrm{n}}\right)\right\} .
\end{align*}
$$

Here letters $\mathrm{t}, \mathrm{z}, \mathrm{n}$, and $\rho$ marked tangential (rotating), longitudinal, normal and momentum components of energy flux $\Pi$ and components of vector of generalized displacements $\mathbf{u}^{4}$.

In the particular case of axisymmetric rotating movements of the cylindrical shell, the integral energy flux in it looks like this:

$$
\begin{equation*}
\Pi^{0}=2 \pi \rho \mathrm{c}_{\mathrm{s}}^{2} \frac{\omega}{2}|\mathrm{~A}|^{2} \beta \equiv \Pi_{\mathrm{t}}^{0} ; \quad \beta=w \sqrt{\left(1+4 \alpha^{2}\right)(1-v) / 2} . \tag{12}
\end{equation*}
$$

## Numerical Calculations

Equations (9)-(10) can be used to obtaining the normalized energy stream $S$ in the shell and its components $S=\Pi /(\Pi+\Gamma), \mathrm{S}_{\mathrm{t}, \mathrm{z}, \mathrm{n}, \mathrm{p}}=\Pi_{\mathrm{t}, \mathrm{z}, \mathrm{n}, \mathrm{p}} /(\Pi+\Gamma)$. The vectors of generalized displacements $\mathbf{u}^{4}$ and forces $\mathbf{f}^{4}$ are also normalized: $\mathbf{u}^{4}:=\mathbf{u}^{4} /\left\|\mathbf{u}^{4}\right\|, \mathbf{f}^{4}:=\mathbf{f}^{4} /\left\|\mathbf{f}^{4}\right\|$. In the figures, the curves corresponding to rotational ( t ), longitudinal ( z ), bending ( n ), and moment ( p ) components of the energyfluxes and generalized vectors are marked by digits $1-4$. The following values of parameters of the system are assumed for calculations $v=0.3, \mathrm{c}_{\mathrm{s}} / \mathrm{c}=$ $3.6, \rho_{\mathrm{s}} / \rho_{\mathrm{w}}=7.8, \mathrm{~h} / \mathrm{R}=0.05$ that correspond to the interaction of water with a shell made of steel.

In Fig. 1b, the dependence of dimensionless wavenumber $\Lambda \equiv \lambda-\omega \mathrm{R} / \mathrm{c}_{\mathrm{w}}$ on nondimensional frequency $w$ is shown for the first five dispersion curves (these curves are marked by digits $1-5$ ). The multiple veering (quasi-intersection) of these curves is well noted. It is caused by interaction of the two waveguides (liquid and cylindrical shell). The dispersion curves corresponding to the "dry" shell (dash-dotted lines) are marked by letters A, B, and C.

The elastic wall of the shell is the intermediate case between absolutely rigid and absolutely soft bounds of the liquid waveguide. According to the variation of the system parameters, it becomes more rigid or softer. In Fig. 1b, the dispersion curves corresponding to absolutely rigid and absolutely soft boundary conditions are marked by dashed and dotted lines, respectively. These lines are reciprocated due to the features of the Bessel function's zeroes in the dispersion Eq. (8). The dispersion curves of the elastic system follow (with frequency increasing) to dashed or dotted lines after passing the points of veering. Partly these curves follow the lines of the "dry" shell. The character of the waves on different part of the dispersion curves can be obtained by the analyzing the energy-flux components. According to Eq. (11), the integral fluxes (curves 5) and its components $S_{t}, S_{z}, S_{n}$, and $S_{p}$ (curves 1-4) are represented on Fig. 2b, 3 and 4 as functions of dimensionless frequency $w$.

Various energy-flux components are dominated in different parts of dispersion curves. For example, the behavior of the wave from the first dispersion branch Fig. 2a differs from the others significantly. It is very apparent that the wave-energy flux from the first dispersion branch is significant in a wider span of frequencies, and the banding component of the energy flux is dominant in it. The rotation


Fig. 2 Energy flux components in the shell for the wave from the first dispersion branch (a); from second dispersion branch (b)


Fig. 3 Energy-flux components in the shell for the wave from the third dispersion branch (a); from the fifth dispersion branch (b)
and longitudinal components of the energy flux are dominant in other waves (Figs. 2b and 3b).

The veering of the dispersion curves corresponds well with the changing of the specific weight of various components of the energy fluxes (Figs. 2 and 3). Figure 3 for the wave from the fifth dispersion curve well illustrates this effect. The rotational, longitudinal, and bending character of the wave is consequently changed after passing the points of veering (Fig. 1b). Some components of the energy flux can be negative in a small span of frequencies (for example, " $z$ " component for the first branch and " $t$ " component for the second and third branches).


Fig. 4 Integral energy fluxes $(1,2,3,5)$ for the waves from 1, 2, 3, and 5 branches (a); integral flux (S) and absolute values of generalized vectors components for the wave from the first branch (b)

The dependence of integral energy fluxes on $w$ for various branches (1-5) is shown in Fig. 4a. The maximums of integral energy fluxes are moving to the higher frequencies, and the role of the bending component is increased when the number of branches increase.

The normalized integral-energy flux and the absolute values of generalized vectors components for the wave from the first branch are represented on Fig. 4 as functions of dimensionless frequency $w$. Displacements and forces do not "feel" the points of veering well and show erratic behavior.

## Conclusions

The considered exploration of wave processes shows that energy-flux analysis provides additional opportunities for detailed analysis of shell-liquid interaction. The components of displacement vectors (the usual method) and forces can show the erratic behavior. The energy flux is more informative, because it takes into account not only the displacement and force vectors, but also the shift of phase between them.
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# Principle of Compatibility of Heterogeneous Additives in Triboactive Metalworking Fluids for Edge Cutting of Metals 

Vladimir A. Godlevskiy, Vladimir V. Markov<br>and Nadezhda V. Usoltseva


#### Abstract

The problem of the combined usage of surface and chemically-active additives within metalworking fluids (MWF) for edge-cutting processing has been studied. The test results of MWFs containing surface-active additives with oxygen-containing reactive components have been demonstrated. The hypothesis of the special structure of boundary lubrication layers formed by two triboactive components of different chemical nature has been defined.
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## Introduction

Highly-active MWFs are usually used in the case of cutting metals and compounds of low processability. This activity is stimulated by introducing reactive additives containing sulfur, phosphorus, and halogens. Due to ecological reasons, these materials are not advisable to use. And here we need to solve a problem of devising a safer method of processing.

It was suggested using a surfactant's solution supplemented by a reactive oxygenated compound-highly-dispersed inorganic peroxide-as a way to solve this problem [1]. The possibility of using hydrogen peroxide as a MWF has already been mentioned before, but the fact that this compound quickly decomposed in

[^8]water solutions made this method unreliable [2]. In this respect, changing hydrogen peroxide to more thermodynamically-stable metal peroxides gives a new chance for creating a stable technological composition, separating the active component directly in the contact zone. However, an additional problem occurs here: how to provide colloid stability of the solid peroxide powder in liquid media. This task could be solved by selecting a certain surfactant serving not only as a lubricant agent but also as a stabilizer of suspension.

Testing of WMF-model compositions containing additives selected according to the above principle enabled reanalysis of the interaction process of the two types of components (surface-active and reactive) during the boundary-layer formation in the contact zone of cutting.

## Short Preview

There has been a long scientific discussion over the mechanism of outer-media influence during metal processing with cutting. The special features of penetration kinetics of the lubrication material into the contact zone have been in the center of these discussions. Also, a lot of attention has been given to the role of physical and chemical processes in boundary-layer formation. Outer-media penetration into the cutting zone has received a very transparent explanation within the framework of micro-capillary model [3-5], which is based on considering consequential phases correlating with certain processes of interaction between the media and solid surfaces. It is quite logical to surmise that, due to the high temperature in the contact zone of the tool with the processed material, the lubrication layer is formed mainly as a result of chemo-sorption of the additives' active components and the products of destruction of the lubrication material's organic components [6].

Up to now, a number of the experimental facts within these views has not been clearly understood. For example, why do the colloid surfactant's solutions possess the lubrication effect when cutting and nonpolar organic components (e.g., benzol) turn out to be ineffective [5]? Why do surfactants having different extensional molecular structures, but almost the same composition of elements, so strongly vary with regards to tribological activity? Even within the surfactant's homological array, one can see significant differences in the lubrication activity and, at the same time, it is clear that, when the radical chain is lengthened, the additive efficiency grows [7] (the so called Traube effect).

The fact that surfactant start having an antifriction effect when cutting even in small concentrations (less than hundredth of percent) confirms that the lubrication efficiency of these additives is first of all connected to the surface processes. We have justly pointed out the fact that the concentration curve of the surface-active additive efficiency is very similar to the isotherm curve of the surface-tensions of the same additive [8].

The joint activity of surfactants and reactive components is still left unclear. One of the suggestions was that reactive particles introduced into the MWF and
contained in the additives of high-pressure (HP additives), such as oxygen, sulfur, and chloride, due to the smallness and higher mobility of particles, must comparatively more quickly reach the surface and form the hemosorption layer earlier than the physically-adsorpted film made of amphiphiles is formed.

However, in the case of WMF composed of active molecules of both types, the action of surface-active additive would be insignificant, while the experiments show that, within the composition, these additives act synergistically in the cutting. In the meantime, it has been discovered that, in common friction processes, the presence of oxygen significantly lowers the effects of adsorptional plastification and dispersal [9].

## Hypothesis of a Lubrication Layer's Combined Structure

Now we have data that the organic mesogenes, forming developed and ordered (epitropic) supramolecular structures (for example, entities of heterocyclic type) on the surface, are quite efficient as additives for metalworking [10-12] though it is unlikely that the structural order of large molecules on the surface could play a significant role under such high temperatures.

It is a well-known fact that compositions of two surfactants with different molecular structures (for example, ionic with non-ionic surfactants) have a much better tribological efficiency than each of these components used separately [13, 14]. In our view, nothing can explain this fact except the specifics of the surface supramolecular structure of the boundary layer.

The multitude of the above-listed facts confirms that, during the process of lubrication-layer formation in cutting, macromolecular components, such as colloid surfactants, preserve to some extent their molecular specifics, and do not disintegrate in spite of high-contact temperatures ( $400-1100^{\circ} \mathrm{C}$ ), which, in the majority of real technological activities of mechanical processing, exceeds the thermodeconstruction temperature of the given compounds. Hence, it would be logical to try to find the factors which allow organic agents to preserve their lubrication ability under the high-temperature cutting conditions. In order to make the described situation clear, we have come up with the following working hypothesis:

- Abnormal thermostability of colloid surfactants and other mesogenic amphiphiles macromolecules appear as a result of their joint activity with reactive media components (e.g., air oxygen and HP-additives).
- As a result of the process similar to the hypothetic process of "tribopolymerization" [15] "the third body", "secondary structure" is formed on the surface of the microcapillary cavity between the tool and chips which represents a lubrication film of the complex composition the basis of which is formed by amphiphile molecules.
- The role of the reactive component in forming such a film is as follows: (a) it chemically connects the part of active surface centers; (b) it forms chemical "bridges" connecting radical chains of amphiphile and forming solid and thermostable supramolecular structure.

In Fig. 1, the hypothetical structure of the boundary lubrication composed of different types of particles is shown. One can see that, in the case of the joint usage of adsorption and reactive components within a MWF, a more extensionally developed and evidently more solid structure of the layer is formed on the surface (Fig. 1c). A process of vulcanization of elastomers can serve as a very close analogy to our hypothetical process.

A reasonable objection to the described process could be the assertion that it is difficult for this type of complex structure to be formed in high temperatures when the entropy of the molecular structure is increased and tends to become disordered. However, we must take into account the fact that the temperature role in such a process is ambivalent.

Fig. 1 Schematic image of the structure of the boundary-lubrication layer formed on the surfaces of chips and tools at cutting in MWF containing: a surface-active additive; b reactive additive; c additives of the both types; O- diphilic molecule of surfactant; © -particle of reactive component; physisorptional bond; ..........-hemosorptional bond

(c)


Along with the disorder tendency, the temperature growth accelerates the thermodynamically possible processes and diffusion gets quicker-and these factors provide for more rapid lubrication-layer formation and its faster structural ordering long before it is rigidly fixed by chemical bonds. Besides, we can't but underline the fact that the process of such a "composite"-layer formation is irreversible, because bonding between its elements is a chemical process and to disorder such a layer means to fully destroy it.

As we have already noted, the idea of a composite, "polymerized" lubrication layer is well matched by the multiple experiments which we would like to confirm with our empirical data.

## Experimental

We have performed experiments involving semi-rough turning of stainless steel 12X18H10T with cutters possessing a cutting part made of carbides of VK8 and T5K10 brands. The turning was made with the following modes of cutting: cutting speed $v=3.2 \mathrm{~m} / \mathrm{c}$, feed $s=0.13 \mathrm{~mm} / \mathrm{rot}$, cutting depth $t=0.5 \mathrm{~mm}$. WMF were fed into the cutting zone as a free-falling stream at an expense of $500 \mathrm{ml} / \mathrm{min}$. The geometry of the cutters had the following parameters: $\gamma=9^{\circ} ; \alpha=9^{\circ} ; \varphi=90^{\circ}$; $\varphi_{1}=9^{\circ} ; \lambda=0^{\circ}$.

The experiments were conducted at a turning machine supplied with devices for simultaneous registration of several parameters of processing. Three orthogonal components of the cutting force [EMF of the natural thermocouple and dimensional wear and tear of the tool in radial direction (coordinate y)] were measured. The influence of the additive of a non-ionic, surface-active additive to water under the name of Syntamid-5 (S-5) over the above parameters is shown in Fig. 2.

The diagram show that, over the significant cutting path during processing of solid and viscous material, a small amount of surface-active additive significantly lowers the dimensional wear of the tool.

From the diagram (Fig. 2), one can conclude that increasing the surfactant's concentration above some minimum value (apparently necessary for formation of continuous adsorptional layer) meaning does not provide for efficiency growth. It confirms the surface-adsorption nature of this additive activity. A small amount of peroxide added to the surfactant's solution leads to the immediate lowering of the tool-wear intensity (irrespectively of surfactant concentration). Very similar results have been achieved with using the solid fine peroxides $\mathrm{MgO}_{2}, \mathrm{CaO}_{2}$ and ZnO .

From Fig. 2, it follows that the addition of a small amount of an additive of surfactant, as well as peroxide additives, results in a substantial reduction of tool wear. And, with the joint application of surfactant and solid-peroxide suspension, the synergic effect is observed, i.e., joint application of additives reduces deterioration more strongly, rather than application of each additive separately. Such an effect is called synergism. The reason, in our opinion, resides in features of a


Fig. 2 The results of experiments on turning of stainless steel 12H18N10T by a carbide tool of VK-8 in water solution of nonionic surfactant Syntamide 5 (S-5) with the addition of pulverized non-organic solid peroxides
"hybrid" structure of a boundary layer as shown on Fig. 1. To confirm our suggestions, it is necessary to conduct specialized experiments for the instrumental investigation of the layer structure formed after cutting.

## Conclusion

Thus, the above-listed experimental data on using simultaneously surface- and chemical-active additives within a WMF are in compliance with the proposed working hypothesis based on the proposal of a special "hybrid" structure of the boundary-lubrication layer, similar to the structure of tribo-polymeric films.
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# Some Ways of Stable Counterbalancing in Respect to Moving Masses on Centrifuges 

Vladimir I. Karazin, Denis P. Kozlikin, Alexander A. Sukhanov, Valery A. Tereshin and Igor O. Khlebosolov


#### Abstract

The paper looks into methods of balancing centrifugal forces of inertia in vibro-rotational stands. It tackles the problem related to defining the generalized condition for stable operation of the balancing unit, which is built on the principle of a compound lever.
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Quite a number of papers are dedicated to the issues of simulation of the combined influences in a field of linear acceleration [1-11]. The authors emphasize the specific importance of this research area, since, no doubt, it is economically feasible to use laboratory equipment for testing items at various stages of its development.

Broadband vibration on the basis of constant and variable linear accelerations $[12,13]$ is simulated on vibro-rotational balancing stands, which are hard to create since non-standard solutions are to be used and the scopes of research are large.

Such balancing stands are specific to operate because of reciprocal transportation of the table with a test item. Moreover, the centrifugal force is variable, since it

[^9]depends on the radius of mass position and is continuously preventing the system from returning towards radius shortening.

Further on, there is a brief review of well-known design solutions aimed at counterbalancing of inertia forces exerted on relatively mobile elements of the stand, which carry out controllable radial back-and-forth motions during tests [14-17].

In Fig. 1 the rotor of centrifuge 1 is rigidly connected to the body of vibration stand 2 . Test item 3 is positioned on the table of vibration stand 4 . The centrifugal force $F$, which occurs as the centrifuge rotates at the angle velocity $\Omega$, tends to prevent the back-and-forth motion $\Delta x$ of the relatively mobile system 3 and 4 . The inertia force is compensated by balancing mass 5 connected by link 6 to table 4 . Such a counterbalancing scheme can be used with small values of $\Delta x$, realized within the elastic strength of link 6 . In other cases, the lost stability of the system is obvious, which occurs due to the lack of restoring forces [14, 16].

Figure 2 shows a scheme where linear compression springs 7 are used to compensate the inertia force $F$. The former ones are established between shaker table 4 and stop 8 , which is an element of platform 2 . The restoring force, proportional to displacement $\Delta x$ according to the stiffness of the spring, ensures the required balance during back-and-forth motion. However, the efficiency of such a scheme is limited by the range of linear accelerations of the centrifuge [16].

If the upper limit of the test range of linear accelerations simulated on the centrifuges increases, there is a bigger displacement of stop of $\Delta x$, which, in turn, imposes design features in the context of the implemented compression springs and the stop on the plant. For example, to compensate for the centrifugal force of inertia of $60,000 \mathrm{H}$, ten coil springs are needed, and the stop must be displaced by 1.5 m .

Both schemes presented in Figs. 1 and 2 are united in the following solution in Fig. 3. Springs 7 are transferred into the left part of platform 1 and form a restoring force on balancing mass 5 . In such a combination, springs 7 are loaded to a lesser extent and their practical implementation becomes possible.

Fig. 1 The rotor of centrifuge 1 is rigidly connected to the body of vibration stand 2


Fig. 2 Scheme where linear compression springs 7 are used to compensate the inertia force $F$

Fig. 3 Schemes presented in Figs. 1 and 2 are united in solution


When springs are used for a restoring force, it ensures the stability of the system's operation, but this solution has a specific feature. The fact is when the rotation velocity of the centrifuge $\Omega$ changes, the initial interacting force of springs 7 and balancing mass 5 must be changed too. Such adjustment may be provided with a radial displacement of stop 8 , which is rigidly linked to platform 1 .

One more scheme that makes stable balancing of the mobile systems of the vibro-rotational stand possible is presented in Fig. 4. Instead of coil mechanical springs, elastic properties of compressed air may be used [15]. The necessary inertia force $F$ is created by delivering air under design pressure in enclosed volume 7. Balancing mass 5 performs the role of a piston component, whereas the enclosed volume carries out the functions of a cylinder.

Fig. 4 One more scheme that makes stable balancing of the mobile systems of the vibro-rotational stand possible. Instead of coil mechanical springs, elastic properties of compressed air may be used


Fig. 5 The first of two design schemes that show unloading of inertia forces on the rotor of the centrifuge with the use of pneumatic cushions 7


In Figs. 5 and 6 two design schemes are presented. They show unloading of inertia forces on the rotor of the centrifuge with the use of pneumatic cushions 7 [15]. They have been widely used in the production industry and are good for tackling our problem due to a number of characteristics. First, they have a low proper frequency, which is why vibrations can be simulated without distortion. Second, the carrying capacity is high and deformation can be considerable in the working direction, but virtually absent in other directions. Third, positions and carrying capacity can be fairly easily adjusted. Forth, there are no connections which have to be sealed, like those, for example, as in the scheme in Fig. 4.

The schemes in Figs. 5 and 6 vary in terms of the position of pneumatic cushions. In the first case, it is located on the periphery of the rotor and serves as a

Fig. 6 The second of two design schemes that show unloading of inertia forces on the rotor of the centrifuge with the use of pneumatic cushions 7


Fig. 7 Design scheme of centrifugal forces counterbalancing where a lever mechanism is used
buffer for the inertia forces to be counterbalanced. In the second scheme, link 6 is used, which connects the table of vibrator 4 and the bottom of cushion 8 .

The drawback of these schemes is the need to supply air under controlled pressure.

In Fig. 7 there is a design scheme of centrifugal forces counterbalancing where a lever mechanism is used $[16,17]$. Unloading mass 5 is stiffly connected with the apex C of the rigid triangle OAC , in the corners of which there are swivel joints of a
slider-crank mechanism OAB. Masses 3 and 4 are its slide plate. Their sliding mobility is ensured by suspension-the guide of table 4 and vibration stand 2. In this case, the rotor of the centrifuge is an immovable element of this mechanism.

Further, it is investigated how stably this scheme functions in the field of linear acceleration so as to prove that it can be used in a real structural design. A computational model is presented in Fig. 8.

In order to explain the motion, let us use the second kind of the Lagrange equation, where the right part equals zero, since the generalized driving force $Q=0$ and the resisting force $Q_{C}=0$.

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}}\right)-\frac{\partial T}{\partial q}=0 \tag{1}
\end{equation*}
$$

where $T$ is the kinetic energy of the mechanism, $q$ is a generalized coordinate, and $\dot{q}$ is generalized velocity.

The kinetic energy of the mechanism $T$ is combined kinetic energies of each element $T_{i}$, where $i=1 \ldots N . N$ is the number of mobile elements. According to König's theorem:

$$
\begin{equation*}
T_{i}=\frac{m_{i}}{2} v_{C i}^{2}+\frac{J_{C i}}{2} \Omega_{i}^{2} \tag{2}
\end{equation*}
$$

where $m_{i}$ is the mass of the element $i, v_{C i}$ is the absolute linear velocity of the center of gravity of the $i$ th element, $J_{C i}$ is the product of inertia of the element $i$ in relation to its center of gravity, and $\Omega_{i}$ is the absolute angular velocity of the $i$ th element.

According to the theorem on composition of velocities, the absolute linear velocity can be represented as:

$$
\begin{equation*}
\vec{v}_{C i}=\vec{v}_{C i}^{r}+\vec{\Omega} \times \vec{r}_{C i}, \tag{3}
\end{equation*}
$$

Fig. 8 Computation model to learn how stably the scheme functions in the field of linear acceleration

while the absolute angular velocity can be shown according to the rule of composition of rotations:

$$
\vec{\omega}_{i}=\dot{\vec{\varphi}}_{i}+\vec{\Omega},
$$

where $\vec{\Omega}$ is the angular velocity of rotation of the centrifuge platform, $\vec{v}_{C i}^{r}$ is the linear velocity of the center of gravity of the $i$-th element in relation to the platform, $\vec{\Omega} \times \vec{r}_{C i}$ is the transport velocity of the center of gravity of the $i$-th element, $\vec{r}_{C i}$ is the distance from the rotation axis of the platform to the center of gravity of the $i$-th element, and $\dot{\vec{\varphi}}_{i}$ is the angular velocity of the $i$ th element in relation to the platform.

If the vector (Eq. 3) is presented in a form of projections on the axis of the rotating system of coordinates $O X Y Z$, connected to the platform and inserted into Eq. (2), we obtain:

$$
T_{i}=\frac{m_{i}}{2}\left[\left(\dot{\mathrm{X}}_{C i}-\Omega \cdot \mathrm{Y}_{C i}\right)^{2}+\left(\dot{\mathrm{Y}}_{C i}+\Omega \cdot X_{C i}\right)^{2}\right]+\frac{J_{C i}}{2}\left(\dot{\varphi}_{i}+\Omega\right)^{2}
$$

the axis $O Z$ is the axis of rotation of the centrifuge frame while the motion plane of the elements of the mechanism is parallel to the plane $O X Y . X_{C i}$ and $Y_{C i}$ are coordinates of the center of mass of the $i$ th element, and $\dot{X}_{C i}$ and $\dot{Y}_{C i}$ are projections of the relative velocities of the center of mass of the $i$ th element on the same axes.

Then we convert this expression:

$$
\begin{aligned}
T_{i} & =\frac{m_{i}}{2}\left[\dot{\mathrm{X}}_{C i}^{2}-2 \cdot \Omega \cdot \mathrm{Y}_{C i} \cdot \dot{\mathrm{X}}_{C i}+\Omega^{2} \cdot Y_{C i}^{2}+\dot{\mathrm{Y}}_{C i}^{2}+2 \cdot \Omega \cdot X_{C i} \cdot \dot{\mathrm{Y}}_{C i}+\Omega^{2} \cdot X_{C i}^{2}\right] \\
& +\frac{J_{C i}}{2}\left(\dot{\varphi}_{i}^{2}+2 \cdot \Omega \cdot \dot{\varphi}_{i}+\Omega^{2}\right)
\end{aligned}
$$

We move to the analogues of velocities:

$$
\begin{aligned}
T_{i} & =\frac{m_{i}}{2} \cdot\left[\mathrm{X}_{C i}^{\prime 2} \cdot \dot{q}^{2}-2 \cdot \Omega \cdot \mathrm{Y}_{C i} \cdot \mathrm{X}_{C i}^{\prime} \cdot \dot{q}+\Omega^{2} \cdot Y_{C i}^{2}+\mathrm{Y}_{C i}^{\prime 2} \cdot \dot{q}^{2}\right. \\
& \left.+2 \cdot \Omega \cdot X_{C i} \cdot \mathrm{Y}_{C i}^{\prime} \dot{q}+\Omega^{2} \cdot X_{C i}^{2}\right]+\frac{J_{C i}}{2}\left(\varphi_{i}^{\prime 2} \cdot \dot{q}^{2}+2 \cdot \Omega \cdot \varphi_{i}^{\prime} \cdot \dot{q}+\Omega^{2}\right)
\end{aligned}
$$

Then we combine the summands with the same powers $\dot{q}$ :

$$
\begin{align*}
T_{i} & =\left[m_{i} \cdot\left(X_{C i}^{\prime 2}+Y_{C i}^{\prime 2}\right)+\cdot \varphi_{i}^{\prime 2}\right] \cdot \frac{1}{2} \dot{q}^{2} \\
& +\left[m_{i}\left(X_{C i} \cdot Y_{C i}^{\prime}-Y_{C i} \cdot X_{C i}^{\prime}\right)+J_{C i} \cdot \varphi_{i}^{\prime}\right] \cdot \Omega \cdot \dot{q}+\left[m_{i} \cdot\left(X_{C i}^{2}+Y_{C i}^{2}\right)+J_{C i}\right] \cdot \frac{1}{2} \cdot \Omega^{2} \tag{4}
\end{align*}
$$

And put down the kinetic energy of the whole mechanism:

$$
\begin{equation*}
T=\frac{1}{2} \cdot J_{\Pi P}(q) \cdot \dot{q}^{2}+A(q) \cdot \Omega \cdot \dot{q}+\frac{1}{2} \cdot J_{Z}(q) \cdot \Omega^{2} \tag{5}
\end{equation*}
$$

where:

$$
\begin{aligned}
& J_{\Pi P}(q)=\sum_{i=1}^{N}\left[m_{i} \cdot\left(X_{C i}^{\prime 2}+Y_{C i}^{\prime 2}\right)+J_{C i} \cdot \varphi_{i}^{\prime 2}\right], \\
& A(q)=\sum_{i=1}^{N}\left[m_{i}\left(X_{C i} \cdot Y_{C i}^{\prime}-Y_{C i} \cdot X_{C i}^{\prime}\right)+J_{C i} \cdot \varphi_{i}^{\prime}\right], \quad J_{Z}(q)=\sum_{i=1}^{N}\left[m_{i} \cdot\left(X_{C i}^{2}+Y_{C i}^{2}\right)+J_{C i}\right] .
\end{aligned}
$$

We insert Eq. (5) in Eq. (1):

$$
\begin{aligned}
\frac{\partial T}{\partial \dot{q}} & =J_{\Pi P}(q) \cdot \dot{q}+A(q) \cdot \Omega \\
\frac{d}{d t} \frac{\partial T}{\partial \dot{q}} & =J_{\Pi P}(q) \cdot \ddot{q}+J_{\Pi P}^{\prime}(q) \cdot \dot{q}^{2}+A^{\prime}(q) \cdot \dot{q} \cdot \Omega \\
\frac{\partial T}{\partial q} & =\frac{1}{2} \cdot J_{\Pi P}^{\prime}(q) \cdot \dot{q}^{2}+A^{\prime}(q) \cdot \Omega \cdot \dot{q}+\frac{1}{2} \cdot J_{Z}^{\prime}(q) \cdot \Omega^{2}
\end{aligned}
$$

Finally, the equation of the mechanism motion in a centrifugal field (Eq. 1) can be written as:

$$
\begin{equation*}
J_{\Pi P}(q) \cdot \ddot{q}+\frac{1}{2} \cdot J_{\Pi P}^{\prime}(q) \cdot \dot{q}^{2}-\frac{1}{2} \cdot J_{Z}^{\prime}(q) \cdot \Omega^{2}=0 \tag{6}
\end{equation*}
$$

In comparison to the classical equation of a mechanism moving on immovable foundation with a zero right part, in this case, a third summand has appeared. It has a negative sign and defines the value of counter-balance moment.

Let us look into the problem of stability of small oscillations in the neighborhood of the coordinate $q_{0}$. Let us assume that;

$$
\begin{equation*}
q=q_{0}+\psi \tag{7}
\end{equation*}
$$

where $\psi$-the amount of deviation from the equilibrium position $q_{0}$,

$$
\begin{align*}
& \dot{q}=\dot{\psi}, \\
& \ddot{q}=\ddot{\psi} . \tag{8}
\end{align*}
$$

Let us insert Eqs. (7) and (8) into Eq. (6):

$$
\begin{equation*}
J_{\Pi P}\left(q_{0}+\psi\right) \cdot \ddot{\psi}+\frac{1}{2} \cdot J_{\Pi P}^{\prime}\left(q_{0}+\psi\right) \cdot \dot{\psi}^{2}-\frac{1}{2} \cdot J_{Z}^{\prime}\left(q_{0}+\psi\right) \cdot \Omega^{2}=0 \tag{9}
\end{equation*}
$$

Let us expand the amounts as a power series:

$$
\begin{aligned}
J_{\Pi P}\left(q_{0}+\psi\right) & =J_{\Pi P}\left(q_{0}\right)+J_{\Pi P}^{\prime}\left(q_{0}\right) \cdot \psi, \\
J_{\Pi P}^{\prime}\left(q_{0}+\psi\right) & =J_{\Pi P}^{\prime}\left(q_{0}\right)+J_{\Pi P}^{\prime \prime}\left(q_{0}\right) \cdot \psi, \\
J_{Z}^{\prime}\left(q_{0}+\psi\right) & =J_{Z}^{\prime}\left(q_{0}\right)+J_{Z}^{\prime \prime}\left(q_{0}\right) \cdot \psi .
\end{aligned}
$$

And insert them into Eq. (9):

$$
\begin{aligned}
& J_{\Pi P}\left(q_{0}\right) \cdot \ddot{\psi}+J_{\Pi P}^{\prime}\left(q_{0}\right) \cdot \psi \cdot \ddot{\psi}+\frac{1}{2} \cdot J_{\Pi P}^{\prime}\left(q_{0}\right) \cdot \dot{\psi}^{2}+\frac{1}{2} \cdot J_{\Pi P}^{\prime \prime}\left(q_{0}\right) \cdot \psi \cdot \dot{\psi}^{2} \\
& \quad-\frac{1}{2} \cdot J_{Z}^{\prime}\left(q_{0}\right) \cdot \Omega^{2}-\frac{1}{2} \cdot J_{Z}^{\prime \prime}\left(q_{0}\right) \cdot \psi \cdot \Omega^{2}=0
\end{aligned}
$$

Let us ignore in this expression the non-linear summands in relation to $\psi$ and its derivatives. So we get linear equations of motion:

$$
\begin{equation*}
J_{\Pi P}\left(q_{0}\right) \cdot \ddot{\psi}-\frac{1}{2} \cdot\left[J_{Z}^{\prime}\left(q_{0}\right)+J_{Z}^{\prime \prime}\left(q_{0}\right) \cdot \psi\right] \Omega^{2}=0 \tag{10}
\end{equation*}
$$

This equation will be solved by a method of successive approximations. In a zero approximation:

$$
\psi=0, \ddot{\psi}=0
$$

then:

$$
\begin{equation*}
J_{Z}^{\prime}\left(q_{0}\right)=0 \tag{11}
\end{equation*}
$$

From this equation, it is possible to find the coordinate $q_{0}$, which defines the equilibrium position of the mechanism in a centrifugal field. The equilibrium position will be at the points of the extremum of function $J_{Z}\left(q_{0}\right)$. Given Eq. (11), the equation of small oscillations in relation to the equilibrium position will take the form:

$$
\begin{equation*}
\ddot{\psi}-\frac{J_{Z}^{\prime \prime}\left(q_{0}\right)}{2 \cdot J_{\Pi P}\left(q_{0}\right)} \cdot \Omega^{2} \cdot \psi=0 \tag{12}
\end{equation*}
$$

The multiplier at $\psi$ in Eq. (12) represents the frequency of free oscillations of the system [18]:

$$
\begin{equation*}
k=\Omega \cdot \sqrt{-\frac{J_{Z}^{\prime \prime}\left(q_{0}\right)}{2 \cdot J_{\Pi P}\left(q_{0}\right)}} . \tag{13}
\end{equation*}
$$

The frequency will be real-valued and non-zero, in case

$$
\begin{equation*}
J_{Z}^{\prime \prime}\left(q_{0}\right)<0 \tag{14}
\end{equation*}
$$

since, according to Eq. (5), $J_{\Pi P}\left(q_{0}\right)$ is always a positive value. Equation (14) is the condition for stability of the equilibrium position $q_{0}$ of the lever mechanism in a centrifugal field. This condition shows that motion of the mechanism is possible in case the function $J_{Z}(q)$ in the position $q_{0}$ will have a maximum.

The value $J_{Z}(q)$ represents, according to Eq. (5), the product of inertia of the mechanism in relation to the axis of motion of the centrifuge (Steiner's theorem). It is remarkable that the obtained condition of stability is applicable for any scheme of a lever mechanism as it is written in a general form. It is possible to choose the parameters of the mechanism that affect stable operation of the system.

For the scheme in Fig. 8, the expression $J_{Z}(q)$ according to Eq. (5) will look as:

$$
\begin{align*}
J_{Z}(q)= & m_{1} \cdot\left(X_{S 1}^{2}(q)+Y_{S 1}^{2}(q)\right)+J_{1}+m_{2} \cdot\left(X_{S 2}^{2}(q)+Y_{S 2}^{2}(q)\right)+J_{2}  \tag{15}\\
& +m_{3} \cdot\left(X_{S 3}^{2}(q)+Y_{S 3}^{2}\right) .
\end{align*}
$$

where $m_{1}, m_{2}, m_{3}$ are the masses of the crank, piston rod and sliding plate correspondingly (the total mass of the test item and mobile table of the vibration stand is considered in $m_{3}$ ), $J_{1}, J_{2}$ are products of inertia of the first and second elements, since they perform rotation motions, $X_{S 1}(q), Y_{S 1}(q), X_{S 2}(q), Y_{S 2}(q), X_{S 3}(q), Y_{S 3}$ are coordinates of the centers of masses of the first, second and third elements correspondingly in relation to the system of coordinates $O x y z$.

In order to define the coordinates of the centers of masses, equations of geometrical analysis must be worked out for the mechanism under consideration. These equations will be written as:

$$
\left\{\begin{array}{c}
X_{O}+O A \cdot \cos (q)=X_{B}(q)+A B \cdot \cos \left(\varphi_{2}(q)\right) \\
Y_{O}+O A \cdot \sin (q)=Y_{B}+A B \cdot \sin \left(\varphi_{2}(q)\right)
\end{array}\right.
$$

The system is written in relation of two group coordinates $X_{B}(q), \varphi_{2}(q)$. A solution to this system should be searched in relation to these unknown quantities:

$$
\begin{aligned}
& \sin \left(\varphi_{2}(q)\right)=\frac{Y_{O}+O A \cdot \sin (q)-Y_{B}}{A B} \\
& \cos \left(\varphi_{2}(q)\right)=-\sqrt{1-\sin \left(\varphi_{2}(q)\right)^{2}} \\
& X_{B}(q)=X_{O}+O A \cdot \cos (q)-A B \cdot \cos \left(\varphi_{2}(q)\right)
\end{aligned}
$$

Since the group coordinates are known, the expressions for the coordinates of the centers of masses can be easily written. For this, let us assume that the mass of the second element is much smaller than that of the first and the third elements ( $m_{2}=0$ ). Hence:

$$
\begin{array}{r}
X_{S 1}(q)=L \cdot \cos (q+\alpha)+X_{O}, \\
Y_{S 1}(q)=L \cdot \sin (q+\alpha)+Y_{O}, \\
X_{S 3}(q)=X_{B}(q), \\
Y_{S 3}(q)=Y_{B} .
\end{array}
$$

The values $J_{1}$ and $J_{2}$ do not affect the definition of the extremums of the function $J_{Z}(q)$, as they are constant. Let us assume that

$$
m_{1}=50 \kappa 2, \quad m_{3}=50 \kappa 2 .
$$

Let us work out the geometrical parameters of the mechanism:

$$
\begin{aligned}
& O A=200 M M, \quad A B=4800 M M, \quad Y_{B}=200 M M, \quad Y_{O}=-200 M M \\
& X_{O}=-2300 M M, \quad \alpha=45^{\circ} .
\end{aligned}
$$

Let us decide that $L=\sqrt{2 \cdot O A^{2}}$, since we consider that $\triangle O A C$ is right-angled and isosceles.

According to this initial data, dependence $J_{Z}(q)$ can be built according to Eq. (15), and its extremums can be defined in the variation interval of the coordinate $q$ from $0^{\circ}$ to $360^{\circ}$.

As it can be seen from Fig. 9, the maximum of the function $J_{Z}(q)$ is achieved at $q \approx 90^{\circ}$. This position will be an equilibrium position, and it will be stable by virtue of the reasoning above.

Fig. 9 The maximum of the function $J_{Z}(q)$ is achieved at $q \approx 90^{\circ}$


It can be easily shown that, in case the initial geometrical or mass values change, the value of coordinate $q$ will change too. For example, let us assume that the vibration moving mass has increased by 10 kg with all the other parameters remaining the same:

$$
m_{1}=50 \kappa 2, \quad m_{3}=60 \kappa г .
$$

The new position of balance is achieved at $q_{0} \approx 74^{\circ}$. In this case, the sliding plate will vibrate in relation to the new position. In order to return to the position of vibration assumed as the initial one (for example, at $q_{0} \approx 90^{\circ}$ ), as shown in [16], either the mass $m_{1}$ must be corrected, or the position of the bearing part $O$ must be changed.

The obtained result of the research study makes possible choosing the relieving apparatus built according to the scheme of lever mechanisms. Since the condition of stability is expressed in the form of analytical dependence, it can be easily analyzed to identify the parameters which affect the operation of the apparatus itself. According to Eq. (13), it is sufficient to evaluate just the frequency of free oscillations occurring in the system and judge about the resonance zones.
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# Self-oscillations of Machines and Mechanisms 

Mikhail J. Platovskikh and Mikhail M. Vetyukov


#### Abstract

Initiation of self-oscillations causes movement in a number of machines and mechanisms. The anchor mechanism in a mechanical clock, a combustion engine, or any bow-string musical instrument are examples of mechanisms and machines whose cornerstone is the phenomenon of self-oscillation. On the other hand, the self-oscillations in brake mechanisms, friction couplings, and sleeve-type bearings often lead to negative consequences. The character of self-oscillations is diverse, but in any case they are excited without participation of an external periodic energy source. In the offered paper, the path of development of the theory of self-oscillatory processes is traced by researching the development of such "self-oscillatory" mechanisms. The special part is assigned to original research on frictional self-oscillations in one-mass and two-mass systems caused by nonlinear frictional force. The authors' research results on friction auto-oscillations are reported in the article, both in classic a unidimensional model and in a two-mass model with relative slipping of bodies.


Keywords Anchor mechanism • Froud's pendulum • Frictional self-oscillations (FSO) • Friction behavior • Relaxation oscillations • Phenomenon shimmy • Crystal franklin's harmonica

## Introduction

As in most of the mechanical systems with inelastic resistance, stable oscillating processes are possible only in the presence of external periodic excitation. However, in some systems, stationary fluctuations are possible without periodic

[^10]influences from the outside. Such systems are called self-oscillatory. As in any actual oscillating process in which there is a dissipation of energy, any self-oscillatory system has to possess an energy source. This source compensates for power losses, without possessing oscillating properties. It is possible to tell that the self-oscillatory system represents one which, excited by a non-periodic power source, creates a batch process. Self-excitation of oscillations often occurs as a result of the unstable position of equilibrium of the system. Any perturbation of this state does not disappear with time, and, on the contrary, builds-up oscillations in the system. Contrary to forced oscillations, the auto-oscillations frequency and amplitude are defined not by the nature of external disturbance, but by properties of the system. The term "self-oscillations" (SO) was for the first time used by A. Andronov at the IV congress of Russian physicists in 1928. Then in 1929, in short communications of the French Academy of Sciences was published a study "The limit cycles of the Poincare and the theory of self-oscillations". In it, concrete examples of self-oscillations are given: self-oscillations of a violin string, fluctuation of stars known as Cepheids, Froud's pendulum, a valve oscillator, and periodic reactions in chemistry [1-4].

Existence on the phase plane $(x, \dot{x})$ of one or several limit cycles is characteristic of self-oscillatory systems with one degree of freedom (Fig. 1). The closed isolated phase trajectory is known as the limit cycle. The term "isolated" means that, in its sufficiently small (ring-shaped) neighborhood, there are no other closed phase trajectories. This distinguishes the limit cycles from the closed phase trajectories corresponding to periodic oscillations of a conservative nonlinear oscillator. The limit cycle is steady if all trajectories approach it at $\mathrm{t} \rightarrow \infty$. It will be unstable if the next trajectories move away from it at $\mathrm{t} \rightarrow \infty$. Eventually, the phase trajectory aspires to some attracting set called an attractor. Movement of representative point on attractor corresponds to steady-state self-oscillations in system. Such oscillations depend only on parameters of system, not on initial conditions. There may be some attractors, each of which has area in a phase plane. Emanating from this area, phase trajectories aspire to this attractor.

An important attribute of self-oscillations is the independence of their amplitude over a wide range beginning with the initial conditions. Amplitude of

Fig. 1 The limit cycle of self-oscillations (soft excitation)


Fig. 2 Dependency graphs of the coordinate (full curves) and velocity (dotted curves) for quasi-harmonic (a) and relaxational (b) SO

self-oscillations is defined by properties of the system, but not an initial deviation or impulse, such as at the free oscillations. There are various areas of initial conditions. To the initial conditions belonging to each of these areas, there will correspond the same amplitude. In some self-oscillatory systems, existence of several stable processes with various amplitudes are possible, to each of which there corresponds the particular area of initial conditions. If, for example, one inflects the pendulum of a clock too strongly, the friction losses will be more than the energy inflow from the stem of the watch. Amplitude will thus decrease. On the contrary, if one reduces the initial amplitude, the excess of the energy received by a pendulum from a running wheel will lead to an increase of amplitude. Automatically, such oscillations of amplitude, at which the expenditure and receipt of energy are balanced, will be established.

Self-oscillations can be in a form proximal to harmonic (quasi-harmonic SO (Fig. 2a)) and can significantly differ from them (relaxational SO (stick-slip) (Fig. 2b)). There are also chaotic self-oscillations, which are random, though they are made under the influence of nonrandom energy sources. The vibration spectrum of chaotic self-oscillations is the continuum. A mathematical image of quasi-harmonic self-oscillations in a phase space is the n -dimensional torus, and stochastic-the strange attractor, i.e., the attracting set having extremely complex internal structure in which everything (or nearly all) trajectories are unstable.

## Self-oscillations of Clock Drives

Possibly the most striking example of a mechanical self-oscillatory system is the clock mechanism. The first mention of a mechanical clock is contained in the Byzantine anthology of the 6th century [1-7]. In the modern age, the mechanical clock began in Europe only at the end of the 13th century. In 1288, the tower clock was installed in Westminster abbey in London. In 1354, a clock with a calendar,
chimes, and moving figures was placed in the Strasburg cathedral. In Russia, the first tower clock was crafted in the Moscow Kremlin by the monk Lazar Serbin. It was a weight-driven clock having a planetary mechanism and was also equipped with an alarm. The design of clocks underwent qualitative changes after the proposal by Galileo Galilei to apply a pendulum to it. Galilei's clocks used the isochronia of oscillations of a pendulum which had been discovered to be intrinsic in them. According to this discovery, the oscillation period of a pendulum does not depend on the pendulum mass.

$$
T=2 \pi \sqrt{\frac{\ell}{g}}
$$

However the patent for clocks was obtained by another scientist Christian Huygens. He claimed that he knew nothing about the project of Galilei. The clocks of Galilei, as an external source, used the potential energy of the falling poise, which was transformed to the kinetic energy of the rotating cog-wheels. 'Dissipating the vibratory energy arising the Galilei clocks was accomplished through a twist-type trigger in the original design-for a prototype of the modern anchor mechanism of Graham see Fig. 3. The cog-wheel 1 receives angular momentum from the poised or spring drive. Anchor 2, rigidly bound to a pendulum, swings on an axis and incorporates pallets 3 and 4 . Because of the shape of the pallets, energy is transferred to pendulum two times for one each swing when it passes the equilibrium of a static position. Being shaken together with a pendulum, pallets alternately engage with a running wheel, subordinating its rotation to the period of oscillations of a pendulum. The tooth of a wheel under the action of a twisting moment pushes an anchor and also a pendulum. At this time, the second pallet falls and the next gear tooth of the wheel stops. At each oscillation, the wheel manages to turn by one tooth. Because of such a trigger mechanism, the pendulum receives periodic pushes that do not allow it to stop. In the modern wrist watch, the energy feed regulator in system uses the balance weight instead of a pendulum. It represents the large ring connected with a balance spring.

The foundation of the self-oscillatory approach in the theory of clocks was laid down in Andronov's monograph (Witt, Khaykin) [2]. Thus, the clock mechanism

Fig. 3 Anchor mechanism Graham

was considered as system with one degree of freedom. Consideration of a clock mechanism as a system with two degree of freedoms was initiated in Butenin's works [5-7].

## Metal-Cutting's Tool Self-oscillations

Under certain conditions, the process of cutting metal loses stability. Loss of stability is characterized by initiation of extraneous vibrations. Oscillations of the tool related to the stock material (or, on the contrary, stock material related to the tool) cause an alternation of thickness of the cut-down layer and of the forces of cutting and the size and characteristic of the loads of the machine (loading can increase by a factor of 10 and more). With vibrations, the quality of the processed surface worsens. Depending on the working conditions, excited oscillations of a detail and the tool may be low-frequency ( $50-300 \mathrm{~Hz}$ ) or high-frequency $(800-3000 \mathrm{~Hz}$ ), existing at the same time or independently from each other. As a rule, the detail has low-frequency oscillations, and-the tool has high-frequency. Low-frequency oscillations create a rough undulation of the processed surface, and high-frequency oscillations create ripplets (Fig. 4).

The absolute importance of frictional self-oscillations is seen in machine tool building wherein two major criteria of functional quality of operation of tools are apparent: the movements' steadiness and the accuracy of the adjusting movements. The roughness of supplied blanks is noted in machines of almost all types: miller, grinder, and lathe [8]. In most cases, it is inadmissible, especially in the modern, numerically-controlled machine tool. The idea of the self-oscillatory nature of vibration when cutting was introduced for the first time by N. Drozdov who disproved the interpretation of this oscillation as forced. He showed that observed vibrations cannot be explained by resonance owing to coincidence of frequency of shear of the shaving elements to natural frequencies of the system-the tool and the base metal. One of the first origins of self-excited cutting vibration is based on the assumption of the incident dependence of force of cutting on speed.

Fig. 4 The self-oscillations arising when processing stock metal preparation are caused by occurrence of a corrugated surface


Mathematically, this theory is similar to the description of frictional self-oscillations of the sprung body which is moving on the rough tape with constant speed. At some level of the negative dissipation (existence of a dropping section on a cutting curve), equilibrium becomes unstable, and there is a self-excitation of oscillation. It was established (Kudinov [9]) that the dynamics system has a saddle, i.e., the in-process part in the research on self-oscillations has to have at least two degrees of freedom. From the analysis of the bound self-oscillations, the conclusion was based on the action of the correct orientation of axes of a rigidity of system for receiving steady oscillating motion when cutting. The mechanical energy in shaving cutting will be transformed to heat energy which leads to heating in the cutting zone (to $1000{ }^{\circ} \mathrm{C}$ ). During research on self-oscillations involved in the cutting of metal, a substantial connection between mechanical and thermal processes was revealed. The decreasing nature of dependence of the cutting force on temperature transforms the system of cutter-preparation into a system with negative dissipation (a self-oscillatory system).

## Self-excited Frictional Oscillations

Among vibration sources in cars and mechanisms, the frictional self-oscillations (FSO) assumes a special role. They are one of the most widespread types of mechanical self-oscillations and are related to the instability in the process of a sliding friction at rather low sliding speeds. Such speeds become very common in the modern technique, especially for processes of fine positioning, and also start-up and braking of clusters of various devices. Besides the apparently negative consequences of this phenomenon, sometimes its occurs and can be very useful. Playing the bow on musical instruments can be the most striking example. However, in the majority of the machinery and appliances, the role of FSO can change from very undesirable to catastrophic. Frictional self-oscillations arise in such devices, e.g., brakes and mechanisms of frictional coupling, which are widespread in cars and on tractors [10-12].

Frictional self-oscillations often appear as the reason for the increased vibroactivity of the driveshaft of the power equipment in ships. In this case, oscillation onset can be explained by the instability of the process of a sliding friction under the conditions of deficiency of water greasing. This phenomenon, known as "fog horn" is described, in particular, in Den-Gartog's works [13]. In the vibration spectrum of such oscillations, usually there are no components with the frequencies depending on the rotation frequency. The frequency of vibration is close to one of natural frequencies $f_{c}$ of the system, corresponding to the preferred development of oscillations of an element's subject frictional influence. The increased vibration levels with the characteristic discrete components, i.e., the multiple of some fixed frequency, were observed in one ship with stern-tube bearings from two caprolon boxes [14] (Fig. 5). Increase of air noise and vibration at turns of a shaft at $75-80 \mathrm{rpm}$ was noted. The narrow-band analysis of vibration
of a stern-tube showed that this noise is caused by the existence of discrete components at frequencies of 127,254 and 380 Hz . Another characteristic of FSO is a rather sudden disappearance (or a substantial decrease in levels of vibration) upon the shaft's achieving some boundary speed of rotation.

The research on FSO are conducted, first of all, into the tribological aspect including study of tribotechnical characteristics of frictional contact and development of new antifriction materials. Secondly, the dynamic systems containing frictional elements are investigated. Thus, the problem of the definition of various self-oscillations modes, clarifications of the question about their stability depending on the general parameters of a system, and the characteristics of frictional contact in particular are cast.

The history of research on the dynamics of frictional systems dynamics amounts already to more than a half century. During this time, the most noted results are from N. Butenin, M. Ishlinsky, N. Kaydanovsky, M. Kolovsky, Le Xuan Anh, R. Nagayev, Ya. Panovko, V. Petrov, A. Tondl, S. Khaykin, et al.. Rigid solid on a moving rubber tape-one of the first mechanical FSO-models-was offered by Balthazar van der Pol in 1930, in material on the theory of self-oscillations of radio-electronic systems $[2,10,15]$. He connected the emergence of self-oscillations with the nonlinearity caused by dry friction. Relaxation of FSO are characterized by the existence in the process of body oscillations of intervals during which there is no movement relative to the tape. They are, for the first time, rigorously mathematically described by N. Kaydanovsky and S. Khaykin [9-14]. These authors showed that all frictional systems, in which self-oscillations are possible, have to possess nonlinearity of a particular type. In some areas, the characteristic of a sliding friction (dependence of a friction coefficient on the relative sliding speed) has to be sloping. An important feature of FSO-the existence of critical speed of sliding above which self-oscillations are impossible, is then found. This value of speed corresponds to the transition from a dropping section of the characteristic of a sliding friction to an increasing one. Thus, if the change in frictional force is not enough, its role is reduced only to self-excitation of

Fig. 5 Vibration spectrum of the propeller-shaft bearing

self-oscillations. In systems, thus there are quasi-harmonic oscillations with a frequency close to a natural frequency of system and an amplitude depending on tape speed.

This point of view about the dropping characteristic is the reason that FSO is not unique. Many authors see the reason of FSO (appearing) as a difference between static friction force and sliding frictional force [10, 16].

According to the theory put forward in 1944 by A. Ishlinsky and I. Kragelsky, the frictional force increases with the duration of the fixed contact [17]. That's exactly why, in an experiment, the first jump in amplitude exceeds the subsequent. On the basis on this theory, subsequently in works [9-14], the FSO models in which the stochastic modes are found were constructed. However, Le Xuan Anh, analyzing the experiments, came to a conclusion about the independence of breakaway force from the duration of the non-sliding contact [18, 19]. This force, in his opinion, is defined by the speed of tangential loading, decreasing with an increase of this speed [15]. V. Kudinov, in the conditions of semi-fluid lubrication on frictional contact, connects the onset of FSO with dependence of a frictional force on contact deformation in the direction normal to a contact surface.

Besides those mentioned, there are a number of FSO models related to to the rheological and thermodynamic processes on frictional contact [10]. Each of the listed models has a restricted range of application. However, the most common in research is the speculation that the reason is the nonlinear dependence of self-oscillations of a friction coefficient (with a dropping section) on the relative speed. Thus the characteristic of a sliding friction can be described in various ways, i.e., in the form of the jumping, exponential, piecewise line, or cubic, dependences.

The dynamics of frictional systems are described by means of nonlinear differential equations. Their solving is the tricky problem, in many cases undecidable by analytical methods.

Let's review the research on FSO in one-mass system based on the example of a traditional model by considering a spring-fastened solid body on the tape moving with constant speed (Fig. 6a). Between a body and a tape, the force exerts a dry non-Coulomb friction (a dry and viscid friction in a combination) [20]. This problem is absolutely identical to the problem about moving through a resilient element of a solid body on an imperfect plane (Fig. 6b). The friction behavior is plotted in the form of a cubic parabola [16] (Fig. 6c). The equation of motion of the considered system at $\dot{x} \neq 0$ can be written in form of:

$$
m \ddot{x}+c(x-V t)=-P f(\dot{x}),
$$

where $x$-the absolute coordinate of a body, P-pressure force on contact, and dependence of a sliding friction on speed is accepted in the form of (Fig. 6c):

$$
f(\dot{x})=f^{*} \operatorname{sign} \dot{x}-f_{1} \dot{x}+f_{3} \dot{x}^{3}, \quad \dot{x} \neq 0 ; \quad-f^{*}<f(\dot{x})<f^{*}, \quad \dot{x}=0
$$

$\left(f_{*}=\min f(\dot{x})\right.$ when $\left.\dot{x}>0\right) . \quad$ It is supposed that the size of the friction coefficient changes slightly when a driving, small parameter is introduced:

Fig. 6 One-mass model of frictional self-oscillatory system (a, b); cubic friction behavior (c)

$\varepsilon=\left(f^{*}-f_{*}\right) / 2 f^{*}$. Another constitutive parameter when studying FSO is $\sigma=V / V_{*}$.

Research on these equations enables learning the following main results about the nature of oscillations of system.

1. On the rising branch of the friction behavior at $\sigma>1$, the equilibrium position is stable and self-oscillations in system are impossible.
2. In the narrow range the translational velocity of body $0.89<\sigma<1$ in the system, there are quasi-harmonic non-stop self-oscillations.
3. At $0<\sigma<0.89$ in the system, the following modes can be realized:
(a) oscillations with stagnation zones, namely, relaxational oscillations;
(b) oscillations with the instantaneous change of sign of the speed;
(c) oscillations of the mixed type.

For the research on FSO in a two-mass system of bodies, see Fig. 7 for, the model in which bodies are directly tied by forces of a dry non-Coulomb friction is offered [21]. Thus one of bodies (top) is stretched through a resilient element over lower body and is elastically fixed horizontally. Such a scheme can serve as a model

Fig. 7 Two-mass model of frictional self-oscillatory system

for actual friction units, e.g., coupling devices, friction clutch couplings, slider bearings, and braking mechanisms. The equations of motion are

$$
m_{1} \ddot{x}+c_{1}(x-V t)=-f(u) P, \quad m_{2} \ddot{y}+c_{2} y=f(u) P
$$

Here $\mathrm{x}, \mathrm{y}, \mathrm{m}_{1}, \mathrm{~m}_{2}, \mathrm{c}_{1}, \mathrm{c}_{2}$ are the coordinates, masses, and rigidities corresponding to a top and bottom body, and $f$ is friction behavior depending on their relative speed $u=\dot{x}-\dot{y}$. In the problem, only continuous oscillations of bodies are considered $(u>0)$. Function $f$, as shown, is approximated by cubic dependence. The averaging method is applied to the analysis. Two various cases, i.e., the main resonance and non-resonance, are considered. The relative coordinate of $u=\xi-\eta$ and variable $\mathrm{w}=(1-\chi) \xi-(1-\chi) \eta$, where $\chi=\left(\mathrm{m}_{2}-\mathrm{m}_{1}\right) /\left(\mathrm{m}_{2}+\mathrm{m}_{1}\right)$ and $\xi$, $\eta$ are dimensionless coordinates of bodies. The average equations for a resonance case at a first approximation look like this:

$$
\begin{aligned}
a^{\prime} & =\frac{\varepsilon}{2} z\left[\frac{6 z}{1-\chi^{2}}\left(1-\sigma^{2}-\frac{a^{2}}{4}\right) a-b \sin \theta\right], \\
b^{\prime} & =\frac{\varepsilon}{2} z\left(1-\chi^{2}\right) a \sin \theta, \\
\theta^{\prime} & =\frac{\varepsilon}{2} z\left[\left(1-\chi^{2}\right) \frac{a}{b} \cos \theta-\frac{b}{a} \cos \theta-2 \chi\right] .
\end{aligned}
$$

Here $a$ and $b$ are the vibration amplitudes for variables u , and w , and $\theta$ is the difference in phase. This system of equations has four stabile stationary points. One solution of the problem correspond to oscillations only of the top body (with the body lower at first approximation fixed). The oscillations amplitudes on the $\xi, \eta$ variables thus will be $A_{\xi}=a_{*}, A_{\eta}=0$. Another solution of the problem involves oscillations of the lower body: $\mathrm{A}_{\xi}=0, \mathrm{~A}_{\eta}=\mathrm{a}_{*}$. Here the variable of $a_{*}=$ $2 \sqrt{1-\sigma^{2}}$ is the dimensionless amplitude of quasi-harmonic self-oscillations in a one-mass system. It is clear that stationary oscillations are possible also only on the dropping section of the friction behavior, when $\sigma<1$.

By means of a numerical integration of the average equations, the domains of attraction of the two modes of oscillations are constructed. From the analysis of areas, it is evident that, if the mass of bodies are sufficiently close, the static friction is also not small; the lower body oscillate, in the converse case-of top-body oscillation. In the non-resonance case, similar results are obtained.

Thus, in a system of two bodies, connected by forces of a dry non-Coulomb friction both in resonance and in non-resonance cases, the effect of dynamic self-oscillation suppression is possible. At that, the translating body is fixed in a first approximation, and another body oscillates. This effect is caused by the small increment of the frictional force operating between the bodies at oscillation.

Also, we investigated FSO spring-fastened body (material point) on the plane moving bodily with a speed of V (Fig. 8) [20]. The point from the plane is affected by a force of a dry non-Coulomb friction:

$$
\bar{F}=-f(u) \frac{\bar{u}}{u},
$$

where $\bar{u}=(\dot{x}-V \cos \alpha) \bar{i}+(\dot{y}-V \sin \alpha) \bar{j}-$ vector of the relative speed of a point; $u=|\bar{u}|$. The characteristic of a sliding friction is accepted as cubic (Fig. 6c). Equations of motion of a point can be written down in the following form:

$$
\begin{aligned}
m \ddot{x}+c_{1} x & =-f(u) \frac{\dot{x}-V \cos \alpha}{u}, \\
m \ddot{y}+c_{2} y & =-f(u) \frac{\dot{y}-V \sin \alpha}{u}
\end{aligned}
$$

Research on these equations on a method of averaging makes possible to draw the following conclusions (Fig. 9).

1. The one-dimensional regimes of self-oscillations are realized not only when the direction of speed is close to the direction of the corresponding axis of a rigidity, but also when the vector of speed is significantly rejected from this axis. And this deviation can be larger than the force of static friction.
2. The two-dimensional regime is possible at rather small values of a static friction force.

One of the most striking examples of frictional mechanisms in which the self-oscillatory motion regimes of driving are realized is Froud's pendulum [1-3] (Fig. 10). The pendulum is rigidly bound to the friction-bearing bushing which made

Fig. 8 Model of point self-oscillations on the plane



Fig. 9 FSO on the plane. Phase trajectories at various values of the angle between the direction of speed and one of flexural axis (x) are shown


Fig. 10 Froud's pendulum
to rotate with constant speed on a shaft. The bearing is captured by sliding friction and the pendulum deviates. Between the bearing and the rotating shaft, there is a friction moment depending on the relative speed of rotation of the bearing relative to the shaft.

Existence of the dropping section on the friction behavior is the reason of self-oscillations. Depending on the size of external damping, the parameters of the friction behavior and axis rotation velocity of the drive with various forms of motion of a pendulum are possible: quiescent state, oscillations, or uniform rotation. At small rotational velocities of axes, the oscillations of a pendulum are not damping. The pendulum starts making fluctuations in a range that does not decrease over time. Moreover, if the pendulum was forcibly stopped and then was activated, it begins oscillating under the influence of the rotation. As a result, the pendulum adopts a former mode of motion with the same peak-to-peak value. At a rather high value of static friction force, there is no jump-over on self-oscillations, and the pendulum rotates together with shaft as though rigidly fixed on it.

In brake assemblies the negative sliding friction leads to intensive FSO of a brake shoe (Fig. 11a) too. This oscillations involves an increase of braking torque (Fig. 11b).


Fig. 11 The calculated scheme (a) and dependency graphs (b) of the braking moment from time at various ratios of a coefficient of sliding friction and coefficient of friction in rest

Braking the disk's rotational motion by action of frictional force on the side of spring-mounted brake shoe is considered in practice [22]. It is shown that self-oscillations of a brake shoe, depending on initial velocity of a disk and a ratio of friction coefficients at rest and on the run, can be not only quasi-harmonic (unceasing), but also relaxational. Relaxation oscillations in this case are characterized by the existence of stages of cooperative motion of a disk and shoe, when their relative velocity becomes zero. Quasi-harmonic self-oscillations lead to an increase of the average braking torque in modulus (Fig. 11b). Relaxational self-oscillations act on the average braking torque if only the force of static friction does not exceed triple the value of a force of sliding friction. However, it should be noted that FSO brake assemblies promote wear of the connecting surfaces of a disk and a shoe, owing to the increase during oscillations of their relative movements [23].

## Phenomenon of Shimmy

One more phenomenon of the self-oscillations connected to the nonlinear nature of powers of friction is shimmy [1]. Shimmy represents the phenomenon of intensive coupled angular and transverse vibrations of the wheels of the transportation vehicle. Most dramatically, this problem arises for the forward landing gear of an aircraft when moving with rather high speed on the ground. The name comes from the name of a dance popular at the beginning of the 20th century. In this dance, the signature movement is a fast wiggle by the shoulders from the right to the left. The oscillation frequency depends on parameters of the support of the landing gear and can have the range $5-25 \mathrm{~Hz}$. At shimmy, wheels make the angular oscillations concerning an axis, a perpendicular plane of the earth matched up with oscillations of the same frequency in the transverse direction. This phenomenon arises under the influence of the transversal frictional force operating from the ground on the tire of the rolling wheel during its oscillations. The phenomenon of shimmy is very dangerous because it can lead to destruction of a landing gear and, as a result, to structural failure of the entire airplane. Shimmy essentially depends on elastic deformations of the pneumatic tire [2]. It is possible to consider the main deformations as two: a lateral displacement of a wheel of $\Delta z$ and an angle of torsion of a wheel concerning the area of contact of $\Delta \theta$. Both of these deformations impart to a wheel a tendency to move on a curve (Fig. 12). The problem of shimmy was solved by the academician Keldysh [1, 2, 24]. In his work, he proposed not only the theoretical description of the problem of shimmy (it derived a differential equation for the phenomenon), but also offered the concrete engineering recommendations enabling to eliminate the shimmy phenomenon. Moving the wheel axis forward, relative to the landing-gear leg, was a radical measure to fight against shimmy (Fig. 13). The emergent deformations of twisting play a positive role, and the oscillations become damping effects. Later research on shimmy enabled the explanation of this phenomenon, proceeding from the theory of a two-component friction: interaction of sliding friction and pivoting friction [25]. From these

Fig. 12 The initiation phenomenon of shimmy

Fig. 13 Engineering solution for elimination of shimmy

perspectives, it is possible to explain shimmy for rigid wheels. According to this theory, to fight against shimmy it is necessary to increase the rotating rigidity of the support and to reduce sliding friction. If the frequency of torsional vibrations is less, or is equal to, the frequency of flexural oscillations, shimmy is impossible.

## Conclusion

In the report, self-oscillations in various machines and mechanisms are considered: clock mechanism, feed mechanism of the metal-cutting machine, bearings of ship shafts, landing gear, and musical instruments. The principle at work of some of them is based on the phenomenon of self-oscillations. For durability and operability of the majority of machines, self-oscillation do not assume substantial significance. In some instances, on the contrary, their role is catastrophic (e.g., a flutter, shimmy of wheels). Research on frictional self-oscillations are given for one- and two-mass systems. In two-mass model, the effect to reduce oscillations is studied, when one of masses commits oscillations with considerable stationary amplitude and the other is quite motionless at first approximation. The attraction areas of such conditions for a non-resonance case are built with the help of the averaging method; this example is interesting for applications. The influence of a brake block FSO on an average, retarding torque is studied for the arresting arrangement. It is shown that such oscillations result in an increase of the moment.
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# Analysis of Machine Tool Installation on the Base 

Yuri A. Semenov and Nadezhda S. Semenova


#### Abstract

Vibrations that emerge when parts are being processed on a machine tool may result in the malfunction and premature wear of the given tool. A wide range of vibration sources and the effects they cause requires various means of vibration protection to be used. For this purpose, machine tools are installed directly on the shop floor with, various foundations and anti-vibration mountings. This article deals with the efficiency of these vibration-isolation devices.


Keywords Machine tool - Means of vibration protection - Anti-vibration mounting - Foundation

## Introduction

Vibrations that emerge when parts are being processed on a machine tool may result in the malfunction and premature wear of the said tool, as well as deterioration of the quality of the processed parts, which makes such vibrations undesirable. However, in some cases, vibrations are used for chip control, reduction of friction, and conditions for the movement of the tool's operating elements or cutting conditions.

Machine tool vibrations can be forced or, parametric, or they can be self-vibrations. Forced vibrations emerge during cutting due to periodic external actions or periodic variation of the cut layer of metal. Forced vibrations appear most prominently during the milling of workpieces. In this case, a coercive force emerges due to the periodic penetration and withdrawal of the milling cutter teeth.

Unbalanced workpieces or rotating groups of a machine tool (couplings, chucks, etc.), as well as reciprocating masses (supports, etc.), cause temporary coercive

[^11]forces to emerge. As these forces are transmitted further to the base, they cause the machine tool and the building that houses it to vibrate. Therefore, the reason for machine-tool vibration may lie in its vibration-active groups and the vibrations of other machinery.

Parametric vibrations appear during the variation of the bending stiffness of the machine tool spindle and during its extension.

Self-vibrations are observed in machine tools during the movement of heavy units on slideways and during metal cutting. Such vibrations emerge due to non-linear friction forces and variable cutting forces with "incident" features.

The wide variety of vibration sources and the effects they cause require different means of vibration protection to be used. For this purpose, machine tools are installed directly on the shop floor, with various foundations (Fig. 1) and anti-vibration mountings (Fig. 2) [1-4].

Small (up to 10 tons) machine tools with rigid and semi-rigid machine frames ( $\ell / h \leq 7-8$, where $l$ is the sectional length and $h$ is the sectional height of a machine frame) are installed on the shop floor.

Fig. 1 Example of a machine tool installed directly on a shop floor


Fig. 2 Examples of anti-vibration mountings for shop tools


Medium-sized machine tools with rigid machine frames $(\ell / h<4-5)$ that have no unbalanced forces and can be slanted without compromising operational comfort or workpiece processing quality are installed on anti-vibration mountings [3, 5, 6].

Machine tools with non-rigid machine frames $(\ell / h>8)$ and heavy machine tools that generate significant unbalanced forces are installed on foundations [6, 7].

Heavy machine tools that do not generate significant unbalanced forces are installed on special vibration-isolated foundations that use springs as elastic elements.

In some cases when horizontal excitation forces are prevalent in a machine tool, special vibration-isolation schemes are applied: machine tools are fixed to supporting structures with cables or pinned-pinned beams. Let us consider several ways of machine-tool installation [7-11].

## Installation on Anti-vibration Mountings

Figure 3 shows a schematic representation of such an installation. As a first approximation, let us regard a machine tool with a base as perfectly rigid bodies. Let us assume that the machine tool has a mechanism that sets mass $\mu$ (e.g., a support) in motion. Generation of this motion is associated with the effect of force $P$ that occurs in the mechanism. The model under consideration disregards the forces exerted upon the base by any independent sources (e.g., an adjacent machine tool).

Equations of motion for the system under consideration are:

$$
\begin{gather*}
m \ddot{y}+b \dot{y}+c y=P,  \tag{1}\\
\mu(\ddot{y}+\ddot{u})=-P, \tag{2}
\end{gather*}
$$

where $m$ is mass of the machine tool's stationary parts; $y(t)$ is a motion law of machine tool body; $u(t)$ is a given law of mass $\mu$ motion in relation to the machine tool body; $c, b$ are stiffness and anti-vibration mounting damping coefficient.

Fig. 3 Schematic representation of such an installation with anti-vibration mounting


The force acting on the base

$$
\begin{equation*}
R=c y+b \dot{y} . \tag{3}
\end{equation*}
$$

In operational form, we have:

$$
\left(m p^{2}+b p+c\right) y=P ; \quad \mu p^{2} y=-P-\mu \ddot{u}(t) ; \quad R=(b p+c) y
$$

where $p$ is an operator which differentiates with respect to time.
Solving these operator equations, we find:

$$
\begin{equation*}
R=-w_{R}(p) \mu \ddot{\ddot{u}}(t) ; \quad P=-w_{P}(p) \mu \ddot{u}(t), \tag{4}
\end{equation*}
$$

where transfer functions that tie together forces $R$ and $P$ characterizing the external vibration activity of a machine tool with a given law of motion $u(t)$ are:

$$
\begin{equation*}
w_{R}(p)=\frac{b p+c}{(m+\mu) p^{2}+b p+c} ; \quad w_{P}(p)=\frac{m p^{2}+b p+c}{(m+\mu) p^{2}+b p+c} . \tag{5}
\end{equation*}
$$

Providing that the machine tool's attachment to the base is rigid, we have:

$$
\begin{equation*}
R^{0}=P^{0}=-\mu \ddot{u}(t) . \tag{6}
\end{equation*}
$$

Obviously, transfer functions $K_{R}(p)=R / R^{0}, K_{P}(p)=P / P^{0}$, match $w_{R}(p)$ and $w_{P}(p)$ respectively. Assuming that law of motion $u(t)$ is harmonic, coefficients $\left|K_{R}(j \omega)\right|$ and $\left|K_{P}(j \omega)\right|$ can serve as a measure of efficiency on frequency $\omega$. Figure 4 shows approximate diagrams $\left|K_{R}(j \omega)\right|$ and $\left|K_{P}(j \omega)\right|$. Values $\omega$, for which $\left|K_{R}(j \omega)\right|<1$ and $\left|K_{P}(j \omega)\right|<1$, determine the efficiency regions. The diagrams show that anti-vibration mountings can reduce forces $R$ and $P$ only in a high-frequency region. Force $P$ decreases insignificantly as it depends on the proportion $m /(m+\mu)$.


Fig. 4 Approximate diagrams $\left|K_{R}(j \omega)\right|$ and $\left|K_{P}(j \omega)\right|$

Fig. 5 Schematic representation of a machine tool on an elastic base


The efficiency region for $P(t)$ is derived from the condition $\left|c-m \omega^{2}\right|<$ $\left|c-(m+\mu) \omega^{2}\right|$. Vibration isolation is efficient if $\omega>\omega_{*}=\sqrt{c /(m+0.5 \mu)}$. The efficiency region for $R(t)$ is as follow: $\omega>\sqrt{2 c /(m+\mu)}$.

Let us further assume that the base (ground) on which a machine tool is installed is elastic. Figure 5 shows a schematic representation corresponding to this case.

Here, $c_{0}$ and $b_{0}$ are stiffness and elastic base damping coefficient. Let us set $c_{\text {red }}=c c_{0} /\left(c+c_{0}\right) ; b_{\text {red }}=b b_{0} /\left(b+b_{0}\right)$ and substitute $c$ for $c_{\text {red }}$ and $b$ for $b_{\text {red }}$ in the expressions obtained for the previous case. This way, we shall find

$$
R=-\frac{b_{\mathrm{red}} p+c_{\mathrm{red}}}{(m+\mu) p^{2}+b_{\mathrm{red}} p+c_{\mathrm{red}}} \mu \ddot{\mu}(t), \quad P=-\frac{m p^{2}+b_{\mathrm{red}} p+c_{\mathrm{red}}}{(m+\mu) p^{2}+b_{\mathrm{red}} p+c_{\mathrm{red}}} \mu \ddot{\mu}(t)
$$

Providing that the machine tool's attachment to the elastic base is rigid $\left(c_{\text {red }}=c_{0}, b_{\text {red }}=b_{0}\right)$, we have:

$$
R^{0}=-\frac{b_{0} p+c_{0}}{(m+\mu) p^{2}+b_{0} p+c_{0}} \mu \ddot{\mu}(t), \quad P^{0}=-\frac{m p^{2}+b_{0} p+c_{0}}{(m+\mu) p^{2}+b_{0} p+c_{0}} \mu \ddot{\mu}(t) .
$$

Hence, in this case:

$$
\begin{gather*}
K_{R}(p)=\frac{R}{R^{0}}=\frac{\left(b_{\mathrm{red}} p+c_{\text {red }}\right)\left[(m+\mu) p^{2}+b_{0} p+c_{0}\right]}{\left(b_{0} p+c_{0}\right)\left[(m+\mu) p^{2}+b_{\mathrm{red}} p+c_{\mathrm{red}}\right]},  \tag{7}\\
K_{P}(p)=\frac{P}{P^{0}}=\frac{\left(m p^{2}+b_{\mathrm{red}} p+c_{\mathrm{red}}\right)\left[(m+\mu) p^{2}+b_{0} p+c_{0}\right]}{\left[(m+\mu) p^{2}+b_{0} p+c_{0}\right]\left[(m+\mu) p^{2}+b_{\mathrm{red}} p+c_{\mathrm{red}}\right]} . \tag{8}
\end{gather*}
$$

Figure 6 shows a dependency graph for $\left|K_{R}(j \omega)\right|$ and $\left|K_{P}(j \omega)\right|$ in this installation scheme.

In this case, the efficiency region includes a medium frequency zone between $\sqrt{c_{\text {red }} / m}$ and $\sqrt{c_{0} /(m+\mu)}$. Efficiency growth obviously requires an increase in


Fig. 6 Dependency graph for $\left|K_{R}(j \omega)\right|$ and $\left|K_{P}(j \omega)\right|$ in the case of an elastic base

Fig. 7 Scheme of machine-tool installation on a standard individual foundation positioned on an elastic base

proportion $c_{0} / c_{\mathrm{red}}=1+c_{0} / c$, i.e. vibration isolator stiffness must be lower than the base stiffness $\left(c<c_{0}\right)$.

For certain types of machine tools, such installation on the base is indeed possible and viable. However, for a large group of machine tools, such an installation method brings about negative effects. Notably, a machine tool becomes more slanted, more susceptible to static effects that may be caused, among other things, by the displacement of discrete masses, etc.

## Machine-Tool Installation on the Foundation

Machine tools are installed on individual and strip foundations equipped with rubber mats and springs. Let us consider a scheme of machine-tool installation on a standard individual foundation positioned on the elastic base (Fig. 7).

Let us present the equations of motion for such a system in the operational form:

$$
\left.\begin{array}{c}
{\left[\left(m+m_{\mathrm{f}}\right) p^{2}+b_{0} p+c_{0}\right] y=P,}  \tag{9}\\
\mu p^{2} y=-P-\mu \ddot{\mu}, \\
R=\left(b_{0} p+c_{0}\right) y
\end{array}\right\}
$$

where $m_{\mathrm{f}}$ is the foundation mass.
From Eq. (9), we shall derive the force transmitted to the base,

$$
\begin{equation*}
R=-\frac{b_{0} p+c_{0}}{\left(m+\mu+m_{\mathrm{f}}\right) p^{2}+b_{0} p+c_{0}} \mu \ddot{\mu}(t) . \tag{10}
\end{equation*}
$$

With $m_{\mathrm{f}}=0$, i.e., with a machine tool installed directly on the elastic base, we shall have:

$$
\begin{equation*}
R^{0}=-\frac{b_{0} p+c_{0}}{(m+\mu) p^{2}+b_{0} p+c_{0}} \mu \ddot{\mu}(t) . \tag{11}
\end{equation*}
$$

The transfer function

$$
\begin{equation*}
K(p)=\frac{R}{R^{0}}=\frac{(m+\mu) p^{2}+b_{0} p+c_{0}}{\left(m+\mu+m_{\mathrm{f}}\right) p^{2}+b_{0} p+c_{0}} \tag{12}
\end{equation*}
$$

that ties together the effort transmitted to the base and the effort with $m_{\mathrm{f}}=0$ characterizes base efficiency as a means of vibration isolation. In the case of harmonic action of frequency $\omega$, the coefficient

$$
\begin{equation*}
\left|K_{R}(j \omega)\right|=\sqrt{\frac{\left[c_{0}-(m+\mu) \omega^{2}\right]^{2}+b_{0}^{2} \omega^{2}}{\left[c_{0}-\left(m+\mu+m_{\mathrm{f}}\right) \omega^{2}\right]^{2}+b_{0}^{2} \omega^{2}}} \tag{13}
\end{equation*}
$$

is a measure of base efficiency: the lower $\left|K_{R}(j \omega)\right|$ is, the more efficient the base shall be. Figure 8 shows an approximate $\left|K_{R}(j \omega)\right|$ dependency graph.

The isolation range, determined by the condition $\left|K_{R}(j \omega)\right|<1$, is derived from the proportion:

$$
\begin{equation*}
\omega>\omega_{*}=\sqrt{\frac{c_{0}}{m+\mu+0.5 m_{\mathrm{f}}}} . \tag{14}
\end{equation*}
$$

The higher $m_{\mathrm{f}}$ is, the lower $\omega_{*}$ shall be, i.e., the frequency at which the foundation starts providing vibration isolation.

With $\omega<\omega_{*}$, the coefficient $\left|K_{R}(j \omega)\right|>1$. With $\omega_{* *}^{2}=c_{0} /\left(m+\mu+m_{\mathrm{f}}\right)$, it reaches its approximate maximum value of:

Fig. 8 An approximate |
$K_{R}(j \omega) \mid$ dependency graph


$$
\begin{equation*}
\left|K_{R}(j \omega)\right|_{\max }=\sqrt{\frac{m_{\mathrm{f}}^{2} c_{0}}{\left(m+\mu+m_{\mathrm{f}}\right) b_{0}^{2}}+1} \approx \frac{m_{\mathrm{f}}}{b_{0}} \sqrt{\frac{c_{0}}{m+\mu+m_{\mathrm{f}}}} . \tag{15}
\end{equation*}
$$

Thus, with the rise of $m_{\mathrm{f}},\left|K_{R}(j \omega)\right|_{\text {max }}$ increases as well. Therefore, frequency $\omega_{* *}$ should be located outside the external action spectrum.

With $\omega^{2} \gg c_{0} /(m+\mu)$, the coefficient $\left|K_{R}(j \omega)\right|$ is almost independent from $\omega$ and tends to $(m+\mu) /\left(m+\mu+m_{\mathrm{f}}\right)$ with the increase of $\omega$. In order to reduce the force transmission by $N$, the following condition should be met:

$$
\begin{equation*}
\frac{m+\mu+m_{\mathrm{f}}}{m+\mu}>N \tag{16}
\end{equation*}
$$

From Eq. (15), let us derive:

$$
\begin{equation*}
m_{\mathrm{f}}>2(m+\mu)\left[\left(\frac{\omega_{* * *}}{\omega}\right)^{2}-1\right] \tag{17}
\end{equation*}
$$

where $\omega_{* * *}^{2}=c_{0} /(m+\mu)$. Thus, complete detuning of the system from the external actions requires the mass of the foundation to be $2\left[\left(\omega_{* * *} / \omega\right)^{2}-1\right]$ times higher than the mass of the machine tool.

The lower limit of the efficiency range can be reduced without increasing the mass of the foundation by installing springs or rubber mats between the foundation and the base. In some cases, a machine tool is installed on the foundation using

Fig. 9 Scheme for a machine tool installed on the foundation using isolators


Fig. $10 \quad\left|K_{R}(j \omega)\right|$ and $m+\mu \ll m_{\mathrm{f}}$ dependency graph

isolators. Figure 9 shows such an installation scheme. The system has two degrees of freedom; let us choose displacement $y$ and $y_{\mathrm{f}}$ as generalized coordinates. Then the equations for the system motion shall look as follows:

$$
\left.\begin{array}{c}
\mu(\ddot{y}+\ddot{u})=-P, \\
m \ddot{y}+b\left(\dot{y}-\dot{y}_{\mathrm{f}}\right)+c\left(y-y_{\mathrm{f}}\right)=P, \\
m_{\mathrm{f}} \ddot{y}_{\mathrm{f}}+b\left(\dot{y}_{\mathrm{f}}-\dot{y}\right)+c\left(y_{\mathrm{f}}-y\right)=-R,  \tag{18}\\
b_{0} \dot{y}_{\mathrm{f}}+c_{0} y_{\mathrm{f}}=R .
\end{array}\right\}
$$

Solving Eqs. (19) in an operational form, we find:

$$
\begin{equation*}
R=-\frac{(b p+c)\left(b_{0} p+c_{0}\right)}{\left[m_{\mathrm{f}} p^{2}+\left(b+b_{0}\right) p+c+c_{0}\right]\left[(m+\mu) p^{2}+b p+c\right]-(b p+c)^{2}} \mu \ddot{u} . \tag{19}
\end{equation*}
$$

Replacing isolators with a rigid machine tool mounting on the foundation, we have:

$$
\begin{equation*}
R^{0}=-\frac{\left(b_{0} p+c_{0}\right)}{\left[\left(m+\mu+m_{\mathrm{f}}\right) p^{2}+b_{0} p+c_{0}\right]} \mu \ddot{\mu} . \tag{20}
\end{equation*}
$$

In this case, the efficiency operator is:

$$
K_{R}(p)=\frac{(b p+c)\left[\left(m+\mu+m_{\mathrm{f}}\right) p^{2}+b_{0} p+c_{0}\right]}{\left[m_{\mathrm{f}} p^{2}+\left(b+b_{0}\right) p+c+c_{0}\right]\left[(m+\mu) p^{2}+b p+c\right]-(b p+c)^{2}} .
$$

Figure 10 shows $\left|K_{R}(j \omega)\right|$ and $m+\mu \ll m_{\mathrm{f}}$ dependency graph. It can be seen that the external vibration activity decreases in the medium frequency range.
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# About the Nature of Dissipative Processes in Cutting Treatments of Titanium Vanes 

Margarita A. Skotnikova and Nikolay A. Krylov


#### Abstract

This article reports on a systematic study of temperature-speed features of structural and phase transformations in machined blades of titanium billets, performed with the assistance of optical metallography techniques, electron microprobe analysis, and electron microscopy. The work resulted from evaluation of the mean effective thermal anisotropy stresses on the boundary of two hcp crystals with the corresponding angles between the hexagonal axes (HA), as well as between HA and the interface with changes in temperature by one degree.


Keywords Steam turbines • Titanium alloy • Structural and phase transformation • Electron microscopy

## Introduction

The difficult problem of the cutting treatment of metal blanks, for example, from titanium alloys, because of the reduction in the tools' resistance to wear is currently rather well known. There is a hypothesis about presence here connection with change degree of localization plastic deformation in metal blank at cutting formation. The knowledge of conformities and phenomena accompanying process of cutting treatment, will allow to find ways increase of treatment quality, accuracy of details, decrease of cutting capacity. As follows from the earlier carried out works [1-4], in the investigated alloys structures of the hot-deformed (initial) state are formed nonequilibrium $\beta(\alpha)$ - and $\alpha(\beta)$-solid solutions, which being in an elasticintense condition, enriched with vacancies, $\alpha$-, $\beta$-stabilizing elements, and inclined to decomposition.

The purpose of the given work consist in development of representations about temperature-time features of formation and decomposition enriched solid solutions,

[^12]with the account is elastic-intense the states created in the volume of deformed metal blank during its technological treatment by cutting, in an establishment of nature of deformation localization and in development ways of increase of the tool wearproofity at the expense of choice of an optimum regime of the deformation speed and temperature.

The materials for investigation were OT4, PT3V, VT23 alloys. Their treatment was carried out without lubricant to a hard-facing alloy cutting tool T15K6 with speed of feed $S=0.26 \mathrm{~mm} /$ revolutions and depth of cutting $\mathrm{t}=3 \mathrm{~mm}$, in the range of cutting speeds $2-250 \mathrm{~m} /$ mines. The geometrical parameters of a cutter made corners: $\varphi=45^{\circ} ; \varphi_{1}=15^{\circ} ; \alpha=6^{\circ} ; \gamma=12^{\circ}$.

## Formation of Elastic-Intense State in Material at Cutting Treatment

At technological treatment by cutting, at presence of gradients of stresses and temperatures on the blanks section: a crystallographic anisotropy of thermal expansion coefficients; phase transformations with change of the phases specific volume, there can be significant internal stresses, forming in processable blank the state is elastic-intense.

## Formation Thermal Stresses

It is known, that the titan has the specific features: by which, first of all, its high chemical activity, polymorphism and high sensitivity low-temperature $\alpha$-modification to concentrators of stresses, concerns, that, probably, is caused by an anisotropy of its HCP-lattice and, hence, anisotropy of elastic and diffusive properties, and also, low heat conduction of titan.

It is known, that the internal stresses in metals caused by the temperature gradient, are proportional to the ratio of the thermal expansion coefficient to the heat conduction. As it is visible from submitted Table 1 for $\mathrm{Ti}, \mathrm{Hf}, \mathrm{Zr}$ (with HCP—lattice) these ratios appear on the order above, than in copper (with FCC) or molybdenum (with BCC-lattice).

Table 1 Comparison of meanings of the ratio of thermal expansion coefficient to heat conduction for metals

| Metal | W | Mo | Cu | Al | Ni | Fe | Mg | Zr | Hf | Ti |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| The ratio of a coefficient of thermal <br> expansion to a heat conduction, $\times 10^{-6}$ <br> $\left(\mathrm{cal} / \mathrm{cm}^{2} \mathrm{~s}\right)^{-1}$ | 11 | 14 | 17 | 45 | 63 | 67 | 74 | 83 | 106 | 182 |

In zone of the cuttings formation in processable titanium blanks under thermal and mechanical influences the elastic-intense state is formed. There is significant temperature and strain inhomogeneity resulting in occurrence mechanical and thermal macro and micro of stresses, especially, on the grains borders from HCPlattice having anisotropy of thermal expansion coefficients. At heats change these stresses in the state to surpass a crystallographic yield stress.

## Formation Thermal Anisotropy Stresses

In development of works N.N. Davidenkov's and V.A. Likhachev's, the theoretical estimation of the thermal anisotropy stresses $(\sigma / \Delta T)$, arising on border two next $\alpha$-grains from HCP-lattice was made, depending on the corner crystallographic orientation $(\psi)$ of their hexagonal close-packed axes (H.A). And corner of their orientation $(\beta)$ of rather general of the unit border, at change of the temperature on $1^{\circ}$ [5]. Account of an average working stress of the thermal anisotropy according to the formula (1) made under the specially developed program on the computer, provided that the hexagonal close-packed axes of both grains, and as a normal to the unit border lay in one plane,

$$
\begin{align*}
\sigma / \Delta \mathrm{T}= & \left(\alpha_{\|}-\alpha_{\perp}\right)\left[\cos ^{2} \beta-\cos ^{2}(\beta+\psi)\right] / \mathrm{S}_{11}\left[\sin ^{4} \beta+\sin ^{4}(\beta+\psi)\right]+\mathrm{S}_{33}\left[\cos ^{4} \mathrm{~b}\right. \\
& \left.+\cos ^{4}(\mathrm{~b}+\psi)\right]+\left(2 \mathrm{~S}_{13}+\mathrm{S}_{44}\right)\left[\cos ^{2} \beta \sin ^{2} \beta+\cos ^{2}(\beta+\psi) \cdot \sin ^{2}(\beta+\psi)\right] \tag{1}
\end{align*}
$$

where, $\alpha_{\|}$-coefficient of linear expansion along an axis "c"; $\alpha_{\perp}$-coefficient of linear expansion along an axis " a "; $\mathrm{S}_{\mathrm{ik}}$-coefficients of elasticity.

The coefficients of linear expansion $\alpha$-titan along axes " $c$ " and " $a$ " at room temperature are equal: $\alpha_{\|}=9.5 \times 10^{-6} \operatorname{grad}^{-1} ; \alpha_{\perp}=5.6 \times 10^{-6} \operatorname{grad}^{-1}$ [6]. The meanings of elasticity coefficients were accepted on the basis of the literary data [7]: $\mathrm{S}_{11}=0.958 \times 10^{-5} ; \quad \mathrm{S}_{33}=0.698 \times 10^{-5} ; \quad \mathrm{S}_{13}=-0.189 \times 10^{-5} ; \quad \mathrm{S}_{44}=2.14 \times$ $10^{-5} \mathrm{MPa}$. The received dependencies of thermal anisotropy stresses, $\sigma / \Delta \mathrm{T}$ at meanings of corners $\beta$ and $\psi$ from 0 up to 180 grad., are given in Fig. 1a, b.

As have shown results of account, for titan by most favourable, causing stresses of compression ( $\sigma / \Delta \mathrm{T}=0$ to $-1.44 \mathrm{MPa} / \mathrm{grad}$ ) were basic borders of grains with $90-\mathrm{grad}$ orientations, or close to them, of a H.A. ( $\beta=90 \pm 45$ grad.). By most dangerous, causing stresses of a stretching ( $\sigma / \Delta \mathrm{T}=+0.7-1.8 \mathrm{MPa} / \mathrm{grad}$.$) , were$ prismatic borders $\alpha$-grains with hexagonal close-packed axes approximately parallel to general border of the unit ( $\beta \approx 0 \pm 45$ grad.) and which on the data Kolachev [8], should work as drains of vacancies, that is why, according to our concept, along such prismatic borders should be formed nonequilibrium $\alpha(\beta)$-solid solutions by enriched vacancies and $\beta$-stabilizers.

During cutting treatment of blank, in zone of interaction with driven the cutting tool, is observed the structural and crystallographic textured of processable material


Fig. 1 Thermal anisotropy stresses on border of two HCP crystals with the appropriate corners between their hexagonal close-packed axes (H.A.) (a), and also between a H.A. and border of the unit (b), at change of a temperature on $1^{\circ}$
and formation of prismatic orientation of borders having preferable orientation in planes of shift. On such grains borders from HCP-lattice, as a result of heats change, can arise appreciable thermal stresses, which, probably, result in metal to
change structure, redistribution of alloying elements, impurity atoms and vacancies, further, to localization temperatures, plastic deformation, and also to decrease of wearproofity of tool [9].

## Chip Microstructure

At cutting metal blanks, in zone of contact interaction of processable detail and cutter there is a complex manyfactor process of interaction of deformation, friction, adhesion and destruction, the ratio of which values is influenced by physicalmechanical and chemical properties of contacting materials, geometry of cutting, lubricant, speed and temperature of deformation. On Fig. 2 are represented a processable detail, cutter and formed element chip.

Study of geometrical parameters, the evolutions of formed chip structure on macro-, micro- and submicro-levels carried out in longitudinal and cross its sections with the help of optical metallography, transmission and scanning electronic microscopy with attraction of microdiffraction analysis and computer. Samples (foil) for a transmission electronic microscopy cut out by tubular electrode by diameter 3 mm in longitudinal section of chip.

In Fig. 3a, b the photos of structure of alloy BT23 are submitted before (Fig. 3a) and after (Fig. 3b) cutting treatment. Is shown, that at cutting treatment, beginning already from speed $2 \mathrm{~m} / \mathrm{min}$, the non-uniform plastic deformation, its strong localization in periodic narrow volumes of metal on the mechanism of formation of superfine dislocation cellular structures, Fig. 3b took place. Conditions for strong localization in volumes of metal of temperature and plastic deformation here are created. The free surface of a chip is formed on the complex mechanism with attributes of destruction in conditions of superplasticity, Fig. 4a, b.

In process of cutter movement, at the same time with frictional heat, in segment of material, formed before it, there is an accumulation of crystal structure defects and their evolution, down to formation a ultimate structure resulting in localization of plastic deformation and in destruction. The size of a segment depends from temperature-kinetic conditions of cutting and from relaxation ability (structural and concentration) processable material. Increase of speed of cutting over ultimate, the causing backlog of frictional heat-generating from heat-absorbing (increase of

Fig. 2 The circuit of formation of an element chip at metal blank by cutting treatment



Fig. 3 Structure of chip from alloy VT-23 before (a) and after (b) cutting treatment with speed $120 \mathrm{~m} / \mathrm{min}$


Fig. 4 Characteristic photos of a surface chip from an alloy BT-23 after cutting treatment with speed $230 \mathrm{~m} / \mathrm{min} . \times 200(\mathbf{a}) ; \times 400(\mathbf{b})$
dissipation of energy at the expense of structural and phase transformations), results in localization of heat in narrow periodic volumes of metal, where there is formation ultimate structure, redistribution of alloying elements, impurity atoms, vacancies and localization there of plastic deformation to simultaneous shift and displacement of segments.

In process of cutter movement, at the same time with frictional heat, in segment of material, formed before it, there is an accumulation of crystal structure defects and their evolution, down to formation the ultimate structure resulting in plastic deformation localization and in destruction. The size of the segment depends from temperature-kinetic conditions of cutting and from relaxation ability (structural
and concentration) processable material. Increase of the cutting speed over ultimate, the causing backlog of frictional heat-generating from heat-absorbing (increase dissipation of energy at the expense of structural and phase transformations), results in localization of heat in narrow periodic volumes of metal, where there is formation ultimate structure, redistribution of alloying elements, impurity atoms, vacancies and localization there of plastic deformation to simultaneous shift and displacement of segments.

At a cuttings formation in titanium alloys having a high frictional heat, the low heat conduction and significant relaxation ability (structural and concentration), creates conditions for dissipative modification of structure and chemical composition of periodic narrow layers of material. It results in so-called frictional accommodations (period of a wear-in material. In a contact zone the wearproof secondary structure essentially lowering wear of processable detail, but raising wear of cutting edge of tool is formed.

## Conclusion

During thermomechanical treatment, for example, cutting treatment, the accumulation of external energy by system of basis atoms and alloying elements causes their displacement from the equilibrium positions (units of crystal lattice), that creates in a superficial layer of processable detail complex elastic-intense state, at all structural levels. The dislocated atoms formed at it, and vacancies are carriers of superfluous energy and promote increase of phases solubility limit. Thus, it is possible to believe, that in contact zone the nonequilibrium solid solutions enriched by superfluous alloying elements and vacancies are formed which, being in is elastic-intense state, appear inclined to decomposition. For the self-organizing, transition to relative balance, the system realizes various ways of dissipation of superfluous energy: besides transformation of mechanical energy in thermal (the increases of temperature in contact zone), proceed two polystage relaxation pro-cesses-structural and concentration [10]. The structural relaxation is shown as structural transformations on the mechanism of formation of narrow zones of secondary dislocation substructures. The increase of regularity and frequency of dislocation congestion's distribution promotes similar distribution in a cutting edge zone of true stresses at the expense of redistribution them lengthways of rather advanced subborders. The concentration relaxation is shown as phase transformations on the mechanism of decomposition of nonequilibrium solid solution and redistribution (mass transfer) in secondary structures of superfluous alloying elements, impurity atoms, vacancies and oxygen from external environment. It is possible to believe, that in a contact zone the secondary structures alloying by oxygen [11], raising a wearproofity of a processable material are formed.

The cuttings formation includes two basic moments. At the first stage at compression there is a crumplety of a processable detail as a result of uniform plastic deformation, increase of actual contact area and, hence, reduction of true stresses in
a zone of cutting. In too time, in a cutting edge zone there are frictional forces, which grow simultaneously with growth of actual contact area. Thus, the plenty of heat is located in contact zone between cutting tool and detail. At the second stage at compression there is formation a ultimate structure, mass transfer and localization of plastic deformation in high plastic narrow zones, to simultaneous shift and displacement of segment. In this moment the actual contact area decreases, and in zone of cutting the true stresses are increased. The cyclic change of resulting stresses results in fatigue phenomena in zone of chip formation. Besides a deformational -mechanical wear in cutter material and processable detail in addition arises fatigue wear, that is the reason of decrease of wearproofity of the tool at the certain high speeds of machining of materials with a low heat conduction.

Thus, the analysis of the received results allows to conclude, that during cutting treatment of metal blanks, in them the nonequilibrium solid solutions are formed which for the self-organizing, transition to relative balance, realize various ways of dissipation of superfluous energy. The cuttings formation can be considered as process of go-ahead redistribution of the stress concentrator along edges of processable detail and necessities of its periodic relaxation by means of local structural and phase transformations in a crystal, which as a whole remains structural-stable. The period of deformation localization (size of chip segment) depends from tem-perature-kinetic conditions of cutting and from relaxation ability (structural and concentration) processable material. For effective increase of a wearproofity of the tool, it is necessary to create conditions for power balance between a brought up thermal energy and its dissipation at the expense of structural and phase transformations in processable material.
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# The Model of the Elastic-Plastic Deformation of a Structural Member 

Sergei A. Sokolov


#### Abstract

The model of the elastic-plastic deformation of a structural member containing the stress concentrator is proposed. The model enables visualization of the deformation process under irregular, cyclic loading and considering the instability of cyclic material properties. The model can be implemented in Mathcad. The model is designed for the analysis of the operational loading of structures and components in predicting their strength and resistance to low-cycle fatigue.


Keywords Stress concentrator • Elastic-plastic deformation • Cyclic loading

The fatigue damage and fracture in metal structures and machine elements generally occur in the stress concentrators. To predict these damages, it is necessary to know the distribution of stresses in these areas and how they change in the course of operational loading [1-6]. The stress field in objects of arbitrarily complex shape, with monotonic loading including consideration of the elastic-plastic material properties, can be calculated by the finite element method. However, the modeling of the material elastic-plastic deformation in the stress concentrator under cyclic loading presents certain difficulties for using both analytical and numerical methods. Particular difficulties arise if one needs to consider the cyclic instability of the material mechanical properties [4.13]. The change parameters of the material mechanical properties under cyclic loadings are investigated on samples without concentrators according to known methods, but using these parameters to structural member with stress concentrators necessary to introduce a number of assumptions, which are applicable only in elementary cases of loading and deformation [1, 2, 7-11].

In order to solve the above-mentioned problem, this paper proposes the elasticplastic deformation model of the structural element or component under the conditions of a non-homogeneous state of stress. The model provides a simplified picture of the material stress-strain state at the stress concentrator, but makes possible visual tracking of the deformation in the case of irregular loading and

[^13]unstable material cyclic properties. The initial data used in this model are the following:

- the material yield strength value $\sigma_{\mathrm{T}}$ in the stress concentration zone and the equation of the material elastic-plastic deformation curve;
- the parameters of material cyclical instability, if it exists;
- the elastic analysis results of the stress structural member state, which gives the value of the theoretical stress concentration factor $\alpha_{\sigma}$ and the stiffer modulus of stiffness stress state at the stress concentrator $\eta=\sigma_{\mathrm{I}} / \sigma_{e}$ [12], ( $\sigma_{\mathrm{I}}$ is the first major stress, $\sigma_{e}$ is the equivalent stress according to the Mises theory).

The model assumptions are:
(a) the plastic zone in the stress concentration zone covers not more than 10-20\% of the section area of the structural element. In addition, in the cross sections remote at some distance from the stress concentration zone. The element stress state is independent of plastic processes in the stress concentrator.
(b) the deformation curve of steel, when subjected to cyclic loading, is described by the generalized Masing principle [2].

For the stress-strain state simulation of the structural member part with a stress concentrator, we use a frame structure consisting of two rods (Fig. 1). The rod 1 of length $L_{1}$ with the cross sectional area $A_{1}$ is the material model in that cross-section part, which is not affected by stress concentration. It remains in an elastic state when subjected to all loadings. The rod 2 of length $L_{2}$ with the cross-sectional area $A_{2}$ simulates the material deformation in the elastic-plastic zone. The upper ends of rod connect and move together. Let us set:

$$
\varphi=\frac{A_{2}}{A_{1}+A_{2}} .
$$

The deformation diagram of rod 1 material is described by Hooke's law:

$$
\begin{equation*}
e_{1}=\frac{\sigma_{1}}{E} . \tag{1}
\end{equation*}
$$

The elastic-plastic properties of the rod 2 material are described by the power-law of the relative strain/stress dependence, which in a zero-half-cycle, is as follows [2, 8, 9]:

Fig. 1 The bar model of elastic-plastic structure


$$
e_{2}=\left\{\begin{array}{cl}
\frac{\sigma_{2}}{E} & \text { if } \sigma_{2} \leq \eta \sigma_{\mathrm{T}}  \tag{2}\\
\frac{a}{2}\left[\frac{\sigma_{2}}{E}+\frac{\eta \sigma_{\mathrm{T}}}{E}\left(\frac{\sigma_{2}}{a \eta \sigma_{\mathrm{T}}}\right)^{\frac{1}{m}}\right] & \text { if } \sigma_{2}>\eta \sigma_{\mathrm{T}}
\end{array}\right.
$$

and at the following loading half cycles is so:

$$
\begin{equation*}
e_{2}=\frac{a}{2}\left[\frac{\sigma_{2}}{E}+\frac{\eta \sigma_{\mathrm{T}}}{E}\left(\frac{\left(\sigma_{2}-\sigma_{2 c}\right)(-1)^{k}}{a \eta \sigma_{\mathrm{T}}}\right)^{\frac{1}{m}}\right] . \tag{3}
\end{equation*}
$$

where $\sigma_{1}$ и $\sigma_{2}$ are the stress of the rods 1 and 2 respectively; $E$ is Young's modulus; $\sigma_{2 c}$ is the value of the previous stress extremum $\sigma_{2} ; m$ is a strain-hardening coefficient in the elastic-plastic zone; $a$ is the scaling parameter in accordance with the assumption of "b" in the zero-half-cycle for $k=0$ which is given as $a=1$ and further on when the following $k=1,2,3, \ldots a=2$. The strain-hardening exponent can be determined experimentally or calculated as suggested in [4.13].

At all deformation stages of the frame structure, both in elastic and elasticplastic deformation, the balance condition and compatibility of strains are valid. They are written in the differential form as:

$$
\begin{gather*}
d \sigma_{n}\left(A_{1}+A_{2}\right)=d \sigma_{1} A_{1}+d \sigma_{2} A_{2}  \tag{4}\\
d \Delta=d e_{1} L_{1}=d e_{2} L_{2} . \tag{5}
\end{gather*}
$$

where $\sigma_{n}$ is the net nominal stress of the structural member cross section with a stress concentrator; $\Delta$ is the movement of coupled rod ends (Fig. 1). Equation (5) disregards changes in the rod lengths $L_{1}$ and $L_{2}$ under the deformation, since, using the validity assumptions, "a" of this factor influence will be negligible.

In the zero-half-cycle for $\sigma_{2} \leq \eta \sigma_{\mathrm{T}}$, both rods are elastically deformed and the equality has to hold only for:

$$
\begin{equation*}
d \sigma_{2}=\alpha_{\sigma} d \sigma_{n} \tag{6}
\end{equation*}
$$

From Eq. (6), using Eq. (5) and Hooke's law, we can find the ratio of the rods' length, which we take as a model parameter, i.e.:

$$
\begin{equation*}
\frac{L_{1}}{L_{2}}=\frac{\alpha_{\sigma}(1-\varphi)}{1-\alpha_{\sigma} \varphi} . \tag{7}
\end{equation*}
$$

Thus, the entire system under the elastic deformation is described as follows:

$$
\begin{array}{ll}
d \sigma_{1}=\frac{1-\alpha_{\sigma} \varphi}{1-\varphi} d \sigma_{n} ; & d e_{1}=\frac{d \sigma_{1}}{E}  \tag{8}\\
d \sigma_{2}=\alpha_{\sigma} d \sigma_{n} ; & d e_{2}=\frac{d \sigma_{2}}{E}
\end{array}
$$

To find the like dependencies under conditions of the deformation of the elasticplastic system, i.e., for $\sigma_{2}>\eta \sigma_{T}$, from Eq. (4), the stress increments in the rods are expressed in terms of load increment $d \sigma_{n}$ as:

$$
d \sigma_{1}=\frac{d \sigma_{n}}{1-\varphi+\varphi \frac{d \sigma_{2}}{d \sigma_{1}}} \quad \text { and } \quad d \sigma_{2}=\frac{d \sigma_{n}}{\varphi+(1-\varphi) \frac{d \sigma_{1}}{d \sigma_{2}}}
$$

From Eqs. (5) and (7) we find:

$$
\begin{equation*}
\frac{d e_{1}}{d e_{2}}=\frac{1-\alpha_{\sigma} \varphi}{\alpha_{\sigma}(1-\varphi)} . \tag{9}
\end{equation*}
$$

Differentiating Eq. (3) and plugging in Eq. (9), we obtain

$$
\frac{d \sigma_{1}}{d \sigma_{2}}=\frac{1-\alpha_{\sigma} \varphi}{\alpha_{\sigma}(1-\varphi)} U_{e}
$$

where

$$
\begin{equation*}
U_{e}=\frac{a}{2}\left[1+\frac{1}{a m}\left(\frac{\left(\sigma_{2}-\sigma_{2 c}\right)(-1)^{k}}{a \eta \sigma_{\mathrm{T}}}\right)^{\frac{1}{m}-1}\right] \tag{10}
\end{equation*}
$$

Thus, the stress and strain increments under the elastic-plastic deformation of model are calculated as:

$$
\begin{array}{ll}
d \sigma_{1}=\frac{\left(1-\alpha_{\sigma} \varphi\right) U_{e}}{\alpha_{\sigma}(1-\varphi)} d \sigma_{2} ; & d e_{1}=\frac{d \sigma_{1}}{E} ;  \tag{11}\\
d \sigma_{2}=\frac{\alpha_{\sigma}}{\alpha_{\sigma} \varphi+\left(1-\alpha_{\sigma} \varphi\right) U_{e}} d \sigma_{n} ; & d e_{2}=U_{e} \frac{d \sigma_{2}}{E} .
\end{array}
$$

The parameter value $\varphi$ is set by comparison with the results of finite element analysis of the stress-strain state of components with concentrators and accepted $\varphi=0.15$.

The presented simulation algorithm of the material elastic-plastic deformation in the stress concentrator is realized without difficulty, for instance, in Mathcad. The program block-scheme is shown in Fig. 2.

In this scheme, block 7 defines the extremum transition point of the loading process. The scheme may be supplemented by the accounting algorithm of the material cyclical instability parameters in block 8 . The engineering unrelieved stresses in the concentrator may be introduced as initial data, such as $\sigma_{2}=\sigma_{2 r}$ and $\sigma_{1}=-\sigma_{2 r} \varphi /(1-\varphi)$.


Fig. 2 The block-scheme of the calculation algorithm for the process of elastic-plastic deformation of the material in the concentrator

The adequacy testing of the proposed algorithm was performed by comparison with the results of finite element calculations. The two bands with a circular opening and an edge neckline are used as two stress concentrators (models 1 and 2). With


Fig. 3 Finite element model of the thin-web structure fragment (a) and the neckling (b)
allowance for the symmetry, the properties of the finite-element models reflect only a quarter of these objects with the assignment of appropriate boundary conditions on the trimming line. The third stress concentrator is the thin-slab structure fragment (model 3, Fig. 3b). The finite element model is fixed along the outline $A$ and loaded by transverse force $F$, which is applied to the flange face. The highest stress concentration occurs in zone $B$. The plate elements (plate) were used in all models. The models have the following parameters:
model 1: $\alpha_{\sigma}=2.3 ; \eta=1.0 ; \sigma_{n}=200 \mathrm{MПа} ;$
model 2: $\alpha_{\sigma}=3.9 ; \eta=1.0 ; \sigma_{n}=162$ МПа;
model 3: $\alpha_{\sigma}=3.8 ; \eta=1.1 ; \sigma_{n}=176$ МПа.
The theoretical stress concentration factors for all models are calculated as $\alpha_{\sigma}=\sigma_{\mathrm{I}} / \sigma_{n}$. Since the plate elements' bending occurred in model 3 , accordingly, all stresses for this model are calculated as an average of the two element sides. The model material has the deformation diagram by Eqs. (2) and (3). The yield strength $\sigma_{\mathrm{T}}=300 \mathrm{MPa}$, and strain-hardening exponent $m=0.21$. All the models are subjected to one cycle, which consists of loading and unloading (zero-to-compression cycle).

The calculation results of the material deformation process in the stress concentrator for the three models are presented as graphs in coordinates $\sigma_{x}-e_{x}$. That is, the normal stress and the linear deformation act in the direction that coincides with the direction of the first major stress under a concentrator tension (Fig. 4). As shown, the proposed algorithm exhibits satisfactory agreement with the results of finite element analysis. In particular, both calculation variants give similar values of unrelieved stress in a concentrator, resulting from local plastic deformation.


Fig. 4 The graphs of material deformation in the concentrator calculating by FEM ( - ) and by the presented algorithm (-)


Fig. 5 Deformation curves for samples from hardening (a-b) and unhardening material (c-d)

The properties of cyclically weakening or strain-hardening material can be handles in the calculation algorithm. As in the example, the deformation/straining curves are calculated for the sample without a stress concentrator $\alpha_{\sigma}=1$ and $\varphi=0.99$ for $\sigma_{n}>\sigma_{T}$ (Fig. 5a) and with a stress concentrator $\alpha_{\sigma}=2.5$ and $\varphi=0.15$ for $\sigma_{n}<\sigma_{\mathrm{T}}$ (Fig. 5b) of the strain-hardening material, for which the value m is increasing from cycle to cycle as $m_{k}=1.1^{k} m_{0}$ (where k is the half-cycle number, $m_{0}$ is the zero half-cycle index value). As seen, the sample without a stress concentrator, when subjected to soft loading, causes the hysteresis loop to narrow at constant strain. The loop also narrows in the concentrator, but hereby the strain is growing. The calculation results for the same samples, but from the softening material with $m_{k}=0.9^{k} m_{0}$, are shown in Fig. $5 \mathrm{c}-\mathrm{d}$. In this case, the hysteresis loop in/on the sample without a stress concentrator expands significantly and, in the concentrator, the loop's width varies very little.

Thus, the proposed model of material elastic-plastic deformation in the concentrator enables analysis of the kinetics of the deformation process under an arbitrary process of cyclic loading, set by function $\sigma_{n}(t)$ and considering the instability of material cyclical properties. This instrument needs for predicting
low-cycle fatigue and the strength of heavily-loaded structural members and elements.
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#### Abstract

With regard to the problems of the dynamics of machines and mechanisms, the dynamic stability conditions are derived for the joint account of parametric and forced vibrations and the impact of nonlinear elastic and dissipative characteristics. It also proposes a new modification of the method of conditional oscillator by which it is possible to analytically study the oscillating systems with rheonomic and nonlinear constraints. For typical vibrational regimes, computer simulation results are presented.
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## Introduction

The actuators of many technological machines make periodic program movement, which are carried out by so-called cyclic mechanisms (linkages, cams, steppers, etc.). The kinematic characteristics of cyclic mechanisms are not only a source of perturbation, but also form a nonlinear and time-dependent dynamic constraints, which can lead to increase the vibroactivity and even to dynamic instability of vibration systems [1-3]. The relationship between coordinates of the cyclic mechanisms at the "entrance" and "outlet" is described by a nonlinear position function $y=\Pi(\varphi)$. For an ideal mechanism, in which there are no gaps and all links are made completely rigid, $\varphi=\varphi_{*}=\omega t$ where $\omega=$ const is the angular velocity of the input link. Let $\varphi=\varphi_{*}+q$; here $q$ corresponds to the absolute coordinate with the absence of vibrations (absolute dynamic errors). After linearization of the position function in the neighborhood of the programmed motion,

[^14]we have $\Pi\left(\varphi_{*}+q\right) \approx \Pi\left(\varphi_{*}\right)+\Pi^{\prime}\left(\varphi_{*}\right) q$, where $\Pi^{\prime}=d \Pi / d \varphi$ is the first geometrical transfer function (velocity analog). Thus, almost without compromising for accuracy, the nonlinear constraint is transformed into a non-stationary one.

The implemented frequency range of parametric resonance is usually far enough away from the most dangerous main parametric resonance; the higher-order resonances are suppressed even at low dissipation. However, in modern technological machines and automatic lines, there are cases when the programmed motion contains high-frequency components. Furthermore, during a kinematic cycle may occur connection and disconnection of some mechanisms or change the mass of moving objects. Then the inertial and elastic characteristics may contain not only low frequency, but also high-frequency, components. In such cases, we are faced with the problem of suppression of parametric resonance with a polyharmonic nature of parametric excitation. Practical methods for identifying areas of dynamic instability are usually based either on various modifications of the method of a small parameter and other asymptotic methods, or on numerical methods [4-7].

The procedure for solving such problems is far from elementary, especially if we consider not only a simplified reference model with one degree of freedom and single-frequency parametric excitation, but the real oscillatory system of modern machines and mechanisms, in which the dynamic model and parametric excitation have a complex structure. The problem is even more complicated when nonlinear characteristics should be taken into account. As the basis, the following factors should be considered:

- The variability of inertial and elastic characteristics, which in zones of parametric resonance can disrupt the dynamic stability conditions;
- The presence of fast and slow components of the position functions and forces that, by taking into account the nonlinear dissipative forces, affect the thresholds of parameter's depth pulsation;
- Interaction of forced and parametric oscillations;
- Interrelationships of rheonomic and nonlinear constraints.

In the article, the problem is solved on the basis of a new modification of the method of conditional oscillator $[1,3,8]$ that, in this class of problems, enables one to avoid a number of problems arising when using the traditional methods.

## Conditions of Dynamic Stability

Dynamic models depicting oscillatory systems with cyclic mechanisms are very diverse $[1-3]$, so here we restrict the analysis to the following differential equation of the general form that enables one to describe the problem just mentioned:

$$
\begin{align*}
& J_{1}\left(1+\mu \Pi_{*}^{\prime 2}\right) \ddot{q}+R(q, \dot{q})+2 \mu J_{1} \Pi_{*}^{\prime} \Pi_{*}^{\prime \prime} \omega \dot{q}+c_{1}\left(1+\zeta \Pi_{*}^{\prime 2}\right) K(q)  \tag{1}\\
& \quad=M(t) \Pi_{*}^{\prime}-\mu J_{1} \Pi_{*}^{\prime} \Pi_{*}^{\prime \prime} \omega^{2} .
\end{align*}
$$

Here $a\left(\varphi_{*}\right)=J_{1}\left(1+\mu \Pi_{*}^{\prime 2}\right) ; c\left(\varphi_{*}, q\right)=c_{1}\left(1+\zeta \Pi_{*}^{\prime 2}\right) K(q)$ are reduced moments of inertia and rigidity coefficient, $K(q)$ is a nonlinear function; $\mu=J_{2} /$ $J_{1}, \zeta=c_{2} / c_{1}$, where $J_{i}, c_{i}$ are the moments of inertia and stiffness coefficients of the input and output units; $R(q, \dot{q})$ is the positional dissipative force corresponding to the scattering coefficient $\psi$ (see below); $M\left(\varphi_{*}\right)$ is an external torque applied to the output member; $\Pi_{*}^{\prime}=\Pi^{\prime}\left(\varphi_{*}\right) ; \Pi_{*}^{\prime \prime}=\Pi^{\prime \prime}\left(\varphi_{*}\right) ;()^{\prime}=d / d \varphi_{*}$.

Temporarily in Eq. (1), we exclude from consideration the nonlinear terms. Then, the corresponding homogeneous differential equation can be represented in the form:

$$
\begin{equation*}
a(t) \ddot{q}+b(t) \dot{q}+c(t) q=0 \tag{2}
\end{equation*}
$$

Based on the method for a conditional oscillator, the solution of Eq. (2) is [1-3, 8]:

$$
\begin{equation*}
q=A_{0} \exp \left[-\delta_{0} \int_{0}^{t} \Omega(u) d u\right] \sqrt{\frac{a(0) \Omega(0)}{a(t) \Omega(t)}} \sin \left[\int_{0}^{t} \Omega(u) d u+\alpha\right] . \tag{3}
\end{equation*}
$$

Here, $\delta_{0}=\psi /(4 \pi)$ is a dissipative factor; $\psi$ is the scattering coefficient; $A_{0}, \alpha$ are determined by the initial conditions.

The function and the variable "natural" frequency $p(t)=\sqrt{c(t) / a(t)}$ in Eq. (3) are related by the following equation:

$$
\begin{equation*}
\ddot{z}-0.5 \dot{z}^{2}+2 \Omega_{*}^{2} \mathrm{e}^{2 z}=2 p^{2}(t), \tag{4}
\end{equation*}
$$

where $z=\ln \left(\Omega / \Omega_{*}\right), \Omega_{*}$ is an arbitrary parameter with frequency dimension, playing the role of a normalizing factor.

The differential equation (Eq. 4) corresponds to a fictitious oscillating system with "hard" nonlinear characteristics, which is called the conditional oscillator. The role of the driving force here plays the function that is proportional to the square of the "natural" frequency. It is enough to have a particular solution of this equation to convert Eq. (3) into the calculation dependence describing the oscillatory process. With a slow change of the parameters, $p=p_{0} \approx \Omega$. Then the solution of Eq. (4) coincides with a WKB approximation of the first order [9]. Let, $\Pi^{\prime}=\Pi_{0}^{\prime}+\Pi_{\mathrm{v}}^{\prime}$, where the terms correspond to slow and fast movements. For definiteness, we will take $\Pi^{\prime}(\varphi)=h[\sin \varphi+\varepsilon \sin (v \varphi+\gamma)]$, where the first term corresponds to the "slow", and the second to the "fast" harmonic with the frequency $v$ and depth of pulsation $\varepsilon$. (Here and below an asterisk by $\varphi_{*}$ is omitted.). Now, instead of a fixed constant the function $\Omega_{*}$, we should use the function $p_{0}(t)$ that corresponds to the
slowly varying component of the "natural" frequency $p(t)=\sqrt{c(t) / a(t)}$. On the basis of Eqs. (3) and (4), we determine the change of the oscillation amplitude:

$$
\begin{equation*}
A(\varphi)=A_{0} \sqrt{a(0) / a(\varphi)} \exp \left[-\delta \int_{0}^{\varphi} p_{0}(\varphi) d \varphi-0.5[z(\varphi)-z(0)]\right] \tag{5}
\end{equation*}
$$

Typically, sufficient accuracy for engineering applications is achieved through linearization of Eq. (4) by changing from the exponential term to the first two terms of the Taylor series [3, 4]:

$$
\begin{equation*}
\ddot{z}+4 p_{0}^{2}(t) z=2\left[p^{2}(t)-p_{0}^{2}(t)\right] . \tag{6}
\end{equation*}
$$

Now, a slow varying function is retained as a parameter on the left-hand side of the equation. The resonance of a linearized conditional oscillator corresponds to the main parametric resonance that arises in the vicinity of the "floating" frequency $2 p_{0}$. The particular solution of Eq. (6) has the form of a modified Duhamel's integral:

$$
\begin{equation*}
z=\frac{1}{\sqrt{p_{0}(\varphi)}} \int_{0}^{\varphi} \frac{\left[p(u)^{2}-p_{0}(u)^{2}\right]}{\sqrt{p_{0}(u)}} \sin \left[2 \int_{u}^{\varphi} p_{0}(\tau) d \tau\right] d u \tag{7}
\end{equation*}
$$

When performing engineering calculations, we can also use the numerical solution of the nonlinear equation (Eq. 4).

Note that the analytical approach is necessary to a greater extent in this case for the qualitative evaluation and by the optimization of parameters at dynamic synthesis. On the basis of Eq. (7) at the joint account of the fast and slow changes of parameters, we get-with some margin-a laconic condition of dynamic stability in the area of the main parametric resonance:

$$
\begin{equation*}
\vartheta>\vartheta^{*}=-0.5 \Delta z / p_{*} \tag{8}
\end{equation*}
$$

where, $\Delta z=z(2 \pi)-z(0) ; p_{*}=(2 \pi)^{-1} \int_{0}^{2 \pi} p_{0}(\varphi) d \varphi ; \vartheta=0.5 \psi$ is the logarithmic decrement.

As is evident from Eq. (5), the condition Eq. (8) excludes growth of the amplitude when $t \rightarrow \infty$, but that opportunity can be retained inside of the kinematic cycle due to the variability of the inertia parameter $a=a(\varphi)$. Because $a(\varphi)=a(2 \pi)$, the work of this component for the period of rotation of the input link is equal to zero, which is inherent for gyroscopic forces. However, within a cycle, there may be a zone when $d A / d \varphi>0$, which often results in the essential dynamic errors in the program's motion [10, 11]. The condition $d A / d \varphi<0$ can be written as:

$$
\begin{equation*}
\vartheta>\vartheta^{*}=\pi p_{0}^{-1}\left|\left(a^{\prime} / a+z^{\prime}\right)\right|=\pi p_{0}^{-1}\left|a^{\prime} / a+p^{\prime} / p-p_{0}^{\prime} / p_{0}\right| . \tag{9}
\end{equation*}
$$

Fig. 1 Change of "natural" frequency: $1-\mu=0.25$; $\zeta=0 ; 2-\mu=0 ; \zeta=0.25$; $3-\mu=\zeta=0.25$


Note that the inequality Eq. (9) coincides with the results obtained on the basis of the direct Lyapunov method, which establishes a sufficient condition for dynamic stability [1-3]. A very effective way to eliminate the possibility of excitation of parametric resonance is to introduce quasi-stationary conditions [10, 11]. With the implementation of these conditions, in spite of the variability of the parameters of the system, the "natural" frequency in the first approximation remains constant, and there is no energy growth during the period of the kinematic cycle. According to Eq. (1), when $\mu=\zeta$, the conditions of quasi-stationarity are satisfied. Then, on the basis of Eq. (7), $z \equiv 0$, and should meet the condition Eq. (8), which excludes the excitation of the main parametric resonance. In Fig. 1, graphs $p\left(\varphi_{*}\right), p_{0}\left(\varphi_{*}\right)$ for a number of typical cases are shown with $h=1 ; \varepsilon=0.2 ; v=7$.

## Nonlinear Dissipative Forces

The nonlinear positional dissipative force can be represented as $R(q, \dot{q})=$ $-|R| u(|\dot{q}|-|\mathrm{v}|)$ sign $\dot{q}$, where v is the velocity that is associated with the additional movement ("aliens" harmonics, transportation motion, etc.); $u$ is the unit function ( $u=1$ if $|\dot{q}|>|\mathrm{v}|$ and $u=0$ if $|\dot{q}|<|\mathrm{v}|$ ). According to the conditions in Eqs. (8) and (9), the dissipative forces were taken into account on the basis of the given value $\psi($ or $\vartheta, \delta)$. However, these values need to be corrected, because at the same time the effective values of the dissipative characteristics depend on forced oscillations and can be significantly reduced: $\psi_{*}=\sigma(\lambda) \psi$. The correction factor defined by the relationship $\sigma=\lambda(0.4+0.5 \lambda) /\left(1+0.5 \lambda^{2}\right)$, where $\lambda=\max \dot{q} / \max \mathrm{v}$ [1-3, 12].

The physical meaning of the correction is associated with the fact that we usually have limited initial information from the experimental data in the form of some integral dissipative characteristics, such as scattering coefficient $\psi$ or logarithmic decrement $\vartheta$, which are obtained by the harmonic vibrations for some standard


Fig. 2 The analysis of dissipative parameter's correction: a without correction dissipative parameters, and $\mathbf{b}$ with correction
models. Thus, "harmonic linearization" of dissipative forces is carried out by experimental techniques. In this case, the obtained information on the dissipative properties of the system reflects them only to the extent that harmonically linearized dissipative force corresponds to the actual resistance. Naturally, with multi-frequency oscillations, this correspondence is violated, and, in some cases, significantly so. For small values of $\lambda$, the function $\sigma(\lambda)$ is close to linear, i.e., proportional to the amplitude. This, in particular, is used for vibration linearization of dry friction.

Figure 2 shows graphs obtained by computer simulation of Eq. (1) with a threshold value corresponding to the boundary of a dynamic instability for the two cases: without correction dissipative parameters (Fig. 2a) and with correction that excited due forced vibrations (Fig. 2b). As follows from the analysis of the graphs, to perform dynamic stability conditions the original value of the dissipative parameter $\delta=\vartheta /(2 \pi)$ grows by a factor of three. Furthermore, this increases the intensity of the parametric excitation.

## Interaction of Forced and Parametric Oscillations

In the case of the coincidence of the harmonic frequency of the driving force with the frequency of the main parametric resonance, the amplitude is inversely proportional to function $\left|\vartheta-\vartheta^{*} \cos 2 \Delta \gamma\right|$, where $\Delta \gamma$ is the phase shift between the forced and the parametric excitation [1-3]. Thus, the resonant amplitude corresponds to some vibration system with altered levels of dissipation (Fig. 3).

We investigate three resonance modes for a given value of logarithmic decrement $\vartheta=0.39$. The regime 1 corresponds to forced vibrations, in which the dynamic factor (dimensionless amplitude-frequency characteristic) $\kappa=\pi / \vartheta=8.05$. In regimes 2 and 3 , in addition to the forced excitation, parametric


Fig. 3 The impact of the phase shift on the resonant mode: 1—regime 1;2—regime 2; 3-regime 3


Fig. 4 Impact on the resonance at $\vartheta^{*}<\vartheta<2 \vartheta^{*}: 1-\Delta \gamma=\pi / 2 ; 2-\Delta \gamma=0$
excitation takes place with the depth of pulsations $\varepsilon=0.2$ and $\Delta \gamma=\pi / 2 ; 0$ (curves 2 and 3). According to Eq. (9), $\vartheta^{*}=0.31$; then, for the regime 2, we have $\vartheta_{\mathrm{pe} 3}=\vartheta_{\max }=0.7$, and for regime $3-\vartheta_{\mathrm{pe} 3}=\vartheta_{\min }=0.08<\vartheta^{*}$. Of course, if $\vartheta_{\text {pe3 }}<\vartheta^{*}$, the issue of the maximum amplitude is meaningless, since in this case the system is dynamically unstable. When $\vartheta^{*}<\vartheta<2 \vartheta^{*}$, the phase shift $\Delta \gamma$ significantly impacts the growth rate of the resonance amplitude (Fig. 4). The chart $q(\varphi)$ clearly shows that a relatively large effective value $\vartheta_{\max }$ (curve 1) is implemented at the initial stage of the forced resonance mode, which is then transformed to the exponential increase of amplitude that is typical for parametric resonance. When $\vartheta_{\text {min }}$ (curve 2), the phase of forced excitation is virtually invisible.

Now, we shall perform the correction of the results obtained with the joint accounting of forced and parametric excitation and also of high-frequency effects on the resonant vibrations. When taking into account the received corrected dissipative
parameters, it can be shown that, by the most unfavorable ratio of the resonance phase, the maximum amplitude in this case is defined as $A^{*}=\chi A$. Here $A$ is the amplitude in the absence of the high-frequency excitation; $\chi$ is the coefficient of the increasing resonance amplitude, which is defined as:

$$
\chi=0.5\left[1+s L+\sqrt{(1+s L)^{2}+4 s(1-L)}\right] /(1-L),
$$

where $L=2 \pi \varepsilon / \vartheta, s=\sigma^{-1}(\lambda)-1$.
The parameters $L$ reflects the influence of parametric excitation on the driving force, and the parameter $s$ is the influence of the high-frequency component. If $L \rightarrow 1$, the conditions of dynamic stability are violated, so $\chi \rightarrow \infty$, and it is not dependent on $s$.

## Interrelation of Rheonomic and Nonlinear Constraints

Next, take into account the non-linearity of elastic characteristic. Equation (1) may be written as:

$$
\begin{equation*}
\left(1+\mu \Pi_{0}^{\prime 2}\right) \ddot{q}+f(q, \dot{q})+k^{2}\left(1+\zeta \Pi_{0}^{\prime 2}\right) K(q)=w(t)-\mu \omega^{2} \Pi_{*}^{\prime} \Pi_{*}^{\prime \prime}, \tag{10}
\end{equation*}
$$

where $f(q, \dot{q})=R(q, \dot{q}) / J_{1} ; w(t)=M_{*} \cos (\Omega t) \Pi_{*}^{\prime} / J_{1} ; k=\sqrt{c_{1} / J_{1}} ; M_{*}, \Omega$ are the amplitude and frequency of moment applied to the output link.

This vibration system is subject to the biharmonic excitation $\Omega \gg \omega$. In Eq. (10), the gyroscopic force is lowered, because the corresponding work of this component during the period $2 \pi / \omega$ is zero. Suppose $\Pi_{0}^{\prime}=h \sin \varphi, \Pi_{0}^{\prime \prime}=h \cos \varphi$, and a nonlinear restoring force corresponds to the coupling with a cubic elastic characteristic. Then, $K(q)=q\left(1+\beta q^{2}\right)$ and the "normal" frequency after the harmonic linearization is:

$$
\begin{equation*}
p(\varphi, A)=k \sqrt{\left(1+\zeta \Pi_{0}^{\prime 2}\right)\left(\left(1+0,75 \beta A^{2}\right) /\left(1+\mu \Pi_{0}^{\prime 2}\right)\right.} \tag{11}
\end{equation*}
$$

For the analytical solution, the method of a conditional oscillator was used in combination with the harmonic linearization method. In Fig. 5a is shown the significant change of a conditional oscillator's phase portraits taking into account the nonlinear elastic characteristic. That leads to an increase of the pulsation of "natural" frequency $p$ (Fig. 5b), and consequently, to a change in the threshold conditions of parametric excitation. In this case, the amplitude of the forced oscillations significantly increases even if the dynamic stability conditions are implemented (Fig. 5c). It should also be noted that, by low dissipation, the transient process up to the attainment of a steady process results in the loss of stability and is drawn into a


Fig. 5 The effect of nonlinearities: $1-\beta=0 ; 2-\beta=-0.25$

Fig. 6 To analyze the effect of tightening: $1-\delta=0.036$; $2-\delta=0.07$

zone with increased values of the amplitudes $A$ (Fig. 6). A similar pattern is observed at the phase shift between the forced and parametric excitations.

For a clearer identification of the dynamic effects associated with the amplitude modulation of the driving force, we assume in Eq. (1) that $\mu=\zeta$, which corresponds to the quasi-stationary condition (see above). Then the time-dependent constraint in an explicit form is absent and, at first glance, parametric effects do not expect. But, the graphs in Fig. 7 show that regimes close to the parametric excitation with the nonlinear elastic characteristics lead to the local violations of dynamic stability, which alternates with break-downs of vibrations, creating an intense beat regime.

In connection with the investigated issue, great interest is shown in the dynamic effect that was discovered by M.Z. Kolovskiy. This effect consists of the fact that, under certain conditions, a low-frequency beat's resonance occurs, which arises from the amplitude modulation of high-frequency vibrations [13]. Applications in machines dynamics of this effect are partially considered in [14]. It can be shown that the nonlinear component of the restoring force is described by the dependence:

$$
K(q)=\left[1+1.5 \beta h\left(\omega^{2} / \Omega^{2}\right) \sin ^{2} \varphi+\beta q^{2}\right] q .
$$

The beats result in the pulsation of the natural frequency $p(A)$, which in turn, creates a situation that is close to the parametric excitation.


Fig. 7 A comparison of the vibrational modes: $1-\beta=0 ; 2-\beta=-0.25$

## Conclusion

In this article, we have further developed methods for the solution of a number of nonlinear dynamics problems of mechanisms and machines. In particular, we have examined proposed and investigated ways to reduce vibrational activity by suppressing some dynamic effects arising from the joint influence of parametric and forced vibrations for both slow and fast movements.
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#### Abstract

The paper investigates the theoretical and practical conditions of Bennett mechanism workability. The technology of specific links' design is developed, which enable that the mechanism's cranks do not interfere with other components. The design features of "zero" and "nonzero" links are investigated. The paper analyzes the full-reverse rotation ability of the studied devices based on the Bennett parallelogram and the anti-parallelogram modifications. Practical conditions for full-reverse rotation of this mechanism are formulated.
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## Introduction

Currently, design features of the Bennett's linkage [1-10] attract great interest. A series of attempts, which can be named "bennettiana", to explore the phenomenon and to explain mechanism operability has become apparent.

The mechanism comprises four links (see Fig. 1a) connected in series with four rotary pairs. The mechanism is considered "paradoxical" because of the fact that the mechanism's freedom is equal to minus two, so that the construction should be supposedly fixed so:

$$
\begin{equation*}
W=6 \cdot(m-1)-5 p_{1}=6(4-1)-5 \cdot 4=-2 . \tag{1}
\end{equation*}
$$

[^15]Fig. 1 Structural diagram of a Bennett's linkage b four-links with ball joints


However, the Bennett's linkage is movable, and its freedom is determined by additional conditions that are imposed on the mechanism.

First, let's consider simple and a reliably scrollable, spatial, four-link mechanism, with ball joints and equal-length opposite links (Fig. 1b). The degree of freedom of the mechanism can be determined by the formula of Somov-Malyshev:

$$
\begin{equation*}
W=6(n-1)-5 p_{1}-4 p_{2}-3 p_{3}-4 p_{2}-1 p_{5}, \tag{2}
\end{equation*}
$$

where $n$ is the number of links, $W$ is the degrees of freedom,
$p_{5}, p_{4}, p_{3}, p_{2}, p_{1}$ are the kinematic number of $1-5$ classes.

$$
\begin{equation*}
W=6(4-1)-5 \cdot 0-4 \cdot 0-3 \cdot 4-2 \cdot 0-1 \cdot 0=6 . \tag{3}
\end{equation*}
$$

This means that the mechanism has five local mobilities:

1) links $\mathrm{EA}, \mathrm{AD}$, and DL can rotate around lines $\mathrm{EA}, \mathrm{AD}$, and DL respectively (three mobilities)
2) links EA and AD together can rotate around ED line (fourth mobility)
3) links AD and DL together can rotate around AL line (fifth mobility).

In addition the mechanism acquires the general mobility when rotating EA link. But, such kind of mechanism can not be used in practice.

We shall verify the theoretical conditions for existence of two cranks. Let the links occupy the position in space where diagonals DE and LA are of the same length ( $D E=L A=L_{0}$ ) (Fig. 1b). We get the triangular pyramid $L D A E$ with opposite edges identical in length, equal to $l_{1}, l_{2}$, and ribs $L_{0}$. The surface area of the pyramid consists of triangles with sides $l_{1}$ and $l_{2}$, and edges $L_{0}$. Let's assume that the area of each of the triangles is equal to K . We drop a perpendicular from the peak A to the EL edge. The length of the perpendicular $h^{\prime \prime}=2 K / l_{2}$. If we designate the angle of inclination of this perpendicular to the plane LAE through $\alpha_{2}$, then the height, dropped from the top $A$ onto this plane, may be calculated as:

$$
\begin{equation*}
H=h^{\prime \prime} \sin \alpha_{2}=\frac{1}{l_{2}} \cdot 2 K \sin \alpha_{2} \tag{4}
\end{equation*}
$$

Similarly, let's take $h^{\prime}$ as the length of the perpendicular, dropped from the same point onto the $L D$ edge

$$
h^{\prime}=2 K / l_{1}
$$

Hence, in this case, denoting the angle of inclination of the perpendicular $h^{\prime}$ to the plane $L A E$ through $\alpha_{1}$, we obtain the similar formula:

$$
\begin{equation*}
H=h^{\prime} \sin \alpha_{1}=\frac{1}{l_{1}} \cdot 2 K \sin \alpha_{1} \tag{5}
\end{equation*}
$$

From the expressions in Eqs. (4) and (5), we obtain the dependence of length and rotation angles of the rod from the crank:

$$
\begin{equation*}
l_{1} / \sin \alpha_{1}=l_{2} / \sin \alpha_{2} \tag{6}
\end{equation*}
$$

We replace the three-degree-of-freedom spherical hinges for one-degree-of-freedom rotatory hinges. At that, the axis of the rotational kinematic pairs we describe strictly as follows:

- the axis $\boldsymbol{e}-\boldsymbol{e}$ is parallel to $A C$;
- the axis $\boldsymbol{a}$ - $\boldsymbol{a}$ is parallel to $O C$;
- the axis $\boldsymbol{d}-\boldsymbol{d}$ is parallel to $A B$;
- the axis $l-l$ is parallel to $B O$.

The obtained mechanism is the Bennett linkage, the degree of freedom of which in accordance with Eq. (1) is equal to minus two.

Despite the negative value of the degree of freedom of the mechanism, under certain conditions this mechanism can be rotated [11]. The theoretical conditions of Bennett linkage rotation are:

## (1) The opposing links of the mechanism are the same:

(a) the length of the shortest distances of opposing units are equal, i.e., $l_{1}=l_{3}$ are the lengths of the shortest distances between hinges of driving and driven cranks and $l_{2}=l_{4}$ are the lengths of the shortest distances between axes of hinges of the connecting rod and the frame;
(b) the geometrical axes of hinges of opposing links are deployed relative to each other at equal angles, i.e., $\alpha_{1}=\alpha_{3}$ are the angles of crossings of hinges of the driving and driven cranks, $\alpha_{2}=\alpha_{4}$ are the angles of crossing axes of hinges of the connecting rod and the frame.

## (2) The edges of the shortest distances of the neighboring links coincide. <br> (3) The following condition is satisfied:

$$
\begin{equation*}
\frac{l_{1}}{l_{2}}= \pm \frac{\sin \alpha_{1}}{\sin \alpha_{2}} \tag{7}
\end{equation*}
$$

Mobility of the Bennett linkage has been theoretically proven on animated models [12, 13]. But there is a sufficiently small quantity of practically constructed devices and machines based on this linkage. The devices created by the scientists of the Kazan School of Mechanics [14-16] are the exception. The reason for this is that the Bennett linkage has two cranks, and the full-motion freedom of these cranks is provided only in the manufacture of the mechanism links in a special way. The key point of this method is that, in order to provide the full-motion ability of the mechanism, some of its links must be "non-zero". Existing models of the Bennett linkage, constructed by other researchers and made without the "non-zero" links, do not possess the full-motion ability of their cranks: the mechanism are superimposed on one another and prevent the full-turn motion (Fig. 4b).

This article is devoted to the research conducted on the creation of full-space specimens of the devices based on Bennett linkage through development of "non-zero" links to ensure its full-turn motion.

## The Design Features of "Zero" and "Non-zero" Links of the Bennett Mechanism

(1) Let's consider the method of obtaining the construction of a "zero" connecting rod and frame.

The structural parameters of the connecting rod and the frame of the Bennett linkage are:
$l_{2}=l_{4}$-the shortest distance between the hinges' axes (Fig. 2).
$a_{2}=a_{4}$-angles of crossing of axes of links hinges (Fig. 2).
Figure 2a shows the model of "zero" connecting rod in three projections. Here, the shortest distance between the axes of the hinges of this link coincides with the symmetry axis of the connecting rod. AD line AD is the shortest distance between the link and its symmetry axis.

This link has two important structural parameters: the first-the specified center distance, the second - the angle of crossing of the axes. Fig. ' 2 b ' shows the "non-zero" link derived on the basis of the "zero" link, by the method of biasing the hinges centers of the "zero" connecting rod to the distance of $A_{0}^{\prime \prime} A^{\prime \prime}$ and $D_{0}^{\prime} D^{\prime}$, respectively. Thus, the obtained "non-zero" link has no geometric symmetry axis, and the shortest distance between the axes of the hinges of the connecting rod is outside the body. Dimensions of sections $A_{0}^{\prime \prime} A^{\prime \prime}=h^{\prime \prime}, D_{0}^{\prime} D^{\prime}=h^{\prime}$ are determined


Fig. 2 Link of the Bennett mechanism: a "zero" connecting rod, b relationship between "zero" and "non-zero" links
freely by a constructor to provide rotation of the mechanism depending on dimensions of the other links to avoid imposition of mechanism construction links.

Figure 2b in three projections shows the relationship between "zero" and "non-zero" links. The figure shows that the shortest distance and the angle of the axes of hinges are absolutely the same, although the actual bodies of the links are different.

The crossing angle between the axes of hinges of the connecting rod will be considered positive if the alignment of the axis of the hinge, remotest from the observer along the shortest distance, is executed contra-clockwise. The link opposite to the connecting rod is taken as the frame of the Bennett mechanism. Generally, the frame is the "non-zero" link. For ease of design and to simplify the manufacturing process, the angle of crossing of axes of hinges of the connecting rod and frame are usually taken to be $90^{\circ}$.
(2) Let's consider the method of obtaining the construction of the "non-zero" cranks. Structural parameters of driving and driven cranks are similar:
$l_{1}=l_{3}$-the shortest distance between the hinge axes (Fig. 3).
$\alpha_{1}=\alpha$-angles of crossing of hinge centers of these links (Fig. 3).

(b)


Fig. 3 Link of the Bennett mechanism: a the "zero" crank, b the "non-zero" link in relationship with the "zero" crank

In these three projections (Fig. 3a), the "zero" crank is illustrated. Figure 3b shows the "non-zero" crank in relation to the "zero" crank in axonometric perspective: heads of hinges of the "non-zero" crank are offset for the distance $h_{1}$ and $h_{2}$, respectively. Thus, in the resulting "non-zero" crank, the shortest distance between the axes of hinges $l_{1}=l_{3}$ is outside the body.

## Examples of the Existing Devices Based on the Bennett Mechanism with "Zero" and "Non-zero" Links

The photo of the current model with "zero" driving and driven cranks is shown (Fig. 4a). The connecting rod and the frame are "non-zero" ( $l_{2}=l_{4}, \alpha_{2}=\alpha_{4}=90^{\circ}$ ).

The photo of the device for washing the equipment on the basis of the Bennett mechanism is represented at Fig. 5a [15, 16]. Driving and driven links are "non-zero"; the connecting rod, used as the container for inertia washing, is "zero". The mechanism frame is the "non-zero" link with the structural parameters of the connecting rod.

Figure 5b is a photo of the existing model [14, 17, 18] of the two-degree-of-freedom disintegrator, developed on the basis of the patent of the RF № 2581487. The drive mechanisms of this parallelogram (upper drive) and the anti-parallelogram (lower drive) of the Bennett linkage.

Here, in connection with the need to provide full-turn rotation of the drives, all links are made "non-zero". Such a design of the Bennett linkage enables providing real full-turn motion without overlaps and jamming [https://www.youtube.com/ watch? $\mathrm{v}=\mathrm{vTu} 0 \mathrm{r} 9 \mathrm{o} 81 \mathrm{KY}]$.


Fig. 4 Photos of the Bennett mechanism model: 1 driving crank; 2 connecting rod; 3 driven crank; 4 frame; a mechanism with "non-zero" links, b mechanism with "zero" links (A.N. Ermak)


Fig. 5 Devices based on the Bennett linkage, 1 driving crank; 2 connecting rod; 3 driven crank; 4 frame; a device for inertial washing of the products, $\mathbf{b}$ uneven crushing disintegrator

## Conclusion

(1) Theoretical conditions of full-turn motion of the Bennett mechanism are the following:

- opposing links of the Bennett linkage are identical: $l_{1}=l_{3}, l_{2}=l_{4}$, $\alpha_{1}=\alpha_{3}, \alpha_{2}=\alpha_{4}$;
- the ends of the shortest distances of neighboring links coincide;
- the proportion is realized:

$$
\frac{l_{1}}{l_{2}}= \pm \frac{\sin \alpha_{1}}{\sin \alpha_{2}} .
$$

(2) The practical condition of the full-turn motion of the Bennett linkage is the fact that at least two links should be "non-zero", for example:
(a) two cranks (driving and driven) are designed as "non-zero"; the connecting rod and the frame shall be "zero" (Fig. 4a);
(b) the connecting rod is "zero"; the two cranks and frame are "non-zero" (Fig. 5a);
(c) all four of the mechanism links (two cranks, connecting rod, and the frame are "non-zero" (Fig. 5b).
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# Dislocation-Phonon Mechanism and Interpolation Dependence of Fatigue-Damaged Structural Steel 

Vladimir A. Zhukov


#### Abstract

Based on the model of phonons superposition, the correlations between the amplitude of the stress, the equivalent plastic deformation, and the number of cycle fatigue damage are developed. This method possesses the ability to evaluate of various technological options.
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## Introduction

Testing of materials and metal design elements under cyclic stresses requires significant time and financial costs. Usually, we need to weed out the worst of the possible variants of technological processes and engineering designs using a minimum of experimental data and the accepted criteria. In that case, it is necessary to provide sufficient adequacy of the employed interpolation dependences, which is due primarily to the presence of the single mechanism of deformation and destruction for the compared materials.

According to [1, 2], four areas of metal fatigue may be selected in the range from 1 to $10^{10}$ cycles of changing the stress: quasi-static plastic deformation (I), elastic-plastic deformation (II), micro-plasticity (III), and nano-plasticity (IV). In the transition region from the micro-plasticity (about $5 \times 10^{4}$ cycles of stress change) to elastic-plastic deformation, the generation of submicroscopic damage of steel is associated with the stress concentration in the top of the dislocations group, which are detained by different micro-structural obstacles [3]. It is established that,

[^16]in the transition area from micro-plasticity (of the order of several million cycles of stress change) to nano-plasticity, fatigue cracks are formed in consequence of interstices coalescence, which disperse initially at random in the volume of the deformed metal.

In the analysis of damage of metals during cyclic deformation, as a rule, the intermittent nature of the dislocations' movement is not taken into account. However, each jump of the dislocation induces fluctuations at the atomic level. Distribution and interaction of these oscillations are regarded as the process of superposition of quasi-particles phonons. Phonons are Bose particles, and, in contrast to electrons and other Fermi particles, there are no restrictions as to the total number of phonons and the number of phonons in the same quantum condition. The local energy of the superposition of phonons can reach the magnitude under which the stability of the crystal is lost [4].

The energy fluctuations of the phonons of the thermal motion may be the cause of the breaks in the atomic lattice; this idea is used in the thermo-fluctuation damage theory of materials [5, 6]. However, the thermo-fluctuation theory does not consider the possibility of the occurrence of phonons in the process of deformation of the material. The idea of ruptured interatomic bonds, due to phonons superposition during plastic deformation metals, is offered in this paper [7]. We assume that the cyclic movement of dislocations reproduces many times the conditions of the formation and superposition of the phonon arising due to a dislocation jump at variable stresses, the amplitude of which is much less than the yield tension of the metal. Using the idea of the possibility of damage to the metals due to the superposition of the phonons, we estimate the value of the cyclical plastic deformation under which the phonons superposition assumes the primary cause underlying the mechanism of fracture.

## Theoretical and Experimental Results

The possibility of superposition of phonons depends upon the deformation conditions and the structure of the metal. Due to anharmonizm of state defect-free crystal, the maximum length of the free path of phonons $\Lambda_{\text {anh }}$ depends on the physical properties of the metal and the temperature [8]. For iron at room temperature, $\Lambda_{\text {anh }}$ is equal about $600 a$, where $a$ is the average interatomic distance. The crystal lattice defects (dislocations, boundaries of blocks and crystals, pores, etc.) contribute to the scattering of phonons and reduce the length of free length $\Lambda$ by contrast $\Lambda_{\text {anh }}$.

The energy emitted by the jump of the dislocation by one interatomic distance $b$ in the direction of the shift is $\tau b^{2}$ into a $1-\mathrm{cm}$-long linear dislocation, where $\tau$ is shear stress. The maximum value of the energy fluctuation, in consequence of the phonon's superposition by the jump of a linear dislocation, is equal, as wells to $\tau \mathrm{b}^{2} \Lambda$. The energy of vacancy formation is about half of the sublimation energy $E_{\text {sbl }}$. From the equality of the phonons superposition energy and the vacancy formation energy
$\tau \mathrm{b}^{2} \Lambda=0.5 E_{\text {sbl }}$, we estimate the minimum value of shear stress for vacancy formation by the dislocation jump. The minimum value $\Lambda$ is equal to the distance between the dislocations; the value $\Lambda=\Lambda_{\text {anh }}=600 b$ corresponds to a dislocation density of about $10^{9} \mathrm{~cm}^{-2}$, which is typical for normalized low-carbon steels. According to the minimum value of shear stress for vacancy formation by the dislocation jump, $\tau_{\text {vac }}$ equals 25 MPa for the materials under $E_{\mathrm{sbl}} \approx 6.8 \times 10^{-19} \mathrm{j} /$ atom.

We note that $\tau \Lambda=0.5 E_{\text {sbl }} /\left(b^{2} \Lambda\right)$ is the invariant quantity for any metal. It means that, subject to $\tau>0.5 E_{\text {sbl }} /\left(b^{2} \Lambda\right)$, the spontaneous changes of the metal structure are possible in the direction of $\Lambda$ decreasing. On the contrary, subject to $\tau<0.5 E_{\mathrm{sbl}} /\left(b^{2} \Lambda\right)$, the value $\Lambda$ increases. Such processes of self-organization structures are called self-similar. In the first case, the density of structural defects, including dislocations, increases, and there is a cyclic hardening of metal. In the second case, there is a cyclic softening.

Phonons superposition is sufficient for the formation of submicroscopic cracks by a jump of arrested obstacles dislocations. The tension in the top clusters of $n$ dislocations is equal to $n \tau$. The total phonons' energy may achieve values of $n \tau b^{2} \Lambda$ under displacement of the general dislocation at the distance $b$. On the basis of the equality of phonons energy under the jump of only one arrested obstacle dislocation and the energy formation of two free surfaces, we write the condition for the formation of submicroscopic crack in the form $n \tau b^{2} \Lambda==2 E_{s} S$, where $E_{s}$ is the surface energy of the metal and $S$-the surface of submicrocrack. Taking values $\Lambda=600 b, n=10$ and $E_{s} \approx 2 \mathrm{j} / \mathrm{m}^{2}$ in the case of mild steel, we obtain the value of the surface of a submicrocrack $S \approx 40 b^{2}$ at $\tau=100 \mathrm{MPa}$. Thus, the submicrocrack formation is possible on the condition that the dislocation density of the slip surface is much higher than the dislocation density in the source structure of low-carbon normalized steel. As reported in an article [9], the critical value of the dislocation density at the emergence of submicroscopic fatigue cracks is equal to the order of $10^{10} \mathrm{~cm}^{-2}$. In order of magnitude, the obtained us assessment is consistent with that value.

The increase of the dislocation density is possible if, under the action of stresses, the dislocation overcome the obstacles that impeded their slide (intersections with other dislocations, crystals of hardening phases). For assessing the value of plastic deformation magnitude $\varepsilon_{p l}$, under which there is a single slip of dislocations without departing from their obstacles, we used the simplest model: the distribution of dislocations and their pinning is equable throughout the volume of the material, and the shear stress is the same for all dislocations.

Assume that the increase of shear resistance is provided mainly by the presence of fine particles of secondary phases enjoyed the high shear resistance. In this case, under stresses less than the tension yield, the maximum displacement of the dislocations in the direction of shear stress $\tau$ does not exceed $0.5 \lambda_{\mathrm{p}}$ (Fig. 1a). Correspondingly, the maximum of shear strain equals $\gamma=\pi b /\left(8 \lambda_{p}\right)$. The increase of shear yield by the presence of solid particles equals $\tau_{p}=G b / \lambda_{p}$, where $G$ is the shear modulus. Thus, $\gamma=\pi \tau_{\mathrm{p}} /(8 \mathrm{G})$, and $\varepsilon_{p l}=\pi \tau_{\mathrm{p}} /(16 G) \approx 0.196 \tau_{p} / G$. For structural middle-strength steel $\left(\tau_{p}=250 \mathrm{MPa}\right)$, the value of the magnitude of
plastic deformation is estimated $\varepsilon_{p l}=50 \times 10^{-5}$; for mild steel, it is order $\varepsilon_{p l}=15 \times 10^{-5}$. According to the above estimates, the local density of dislocations must be an order of magnitude greater for the emergence submicrocrack in mild steel. This is possible due to the passage of dislocations between particles of a strengthening phase and accumulation of dislocations near the obstacles hindering them from slipping.

Assume that shear resistance occurs mainly due to the high density of dislocations distributed uniformly over the volume of the metal. We denote the distance between the points of dislocations intersection per the symbol $\lambda_{d}$ (Fig. 1b). Before dislocation release from the pins at the points of intersection, there is the ratio $\tau_{R}=G b / R$, where $R$ is the radius of the dislocation curvature. The highest increase of shear yield by the dislocations' density equal $\tau_{d} \approx 0.5 G b / \lambda_{d}$. The separation of the dislocation will occur at $R=2 \lambda_{d}$ and $\varepsilon_{p l} \approx 0.043 \tau_{d} / G$; for mild steel, the plastic deformation equal $\varepsilon_{p l} \approx 3 \times 10^{-5}$. After the release from the pinning, the dislocation is free to move over a distance $\lambda_{d}$; in this case, the value of plastic deformation is $\varepsilon_{p l}=\tau_{d} / G$, or about $70 \times 10^{-5}$ for mild steel.

Note that the cyclic plastic deformation, without the separation of the dislocations from the pinning field, is substantially less than after the separation. Possibly, the presence of a "physical" fatigue limit for carbon structural steels and the multiple increase of cyclic life are caused by this difference.

In the evaluation of the plastic deformation, which corresponds to the formation of "gaps" of atomic bonds with the formation of vacancies and submicrocrack, the structure heterogeneity of the material was not taken into account. However, as shown by the rating values $\varepsilon_{p l}$, there is reason to believe that, in the field of cyclic plastic deformation under the stresses' less technical yield point, the leading mechanism of damage at the atomic level is the superposition of phonons that are aroused by the jump of dislocations.


Fig. 1 Scheme of the microplastic deformation structure for the metal: a strengthened by means of the fine particles of secondary phases experiencing the high shear resistance; $\mathbf{b}$ strengthened by means of the high density of dislocations

Assuming that the maximum degree of damage of metals in high-cycle region of fatigue is achieved by summing all of the damage that is generated by each cycle of deformation, we write the ratio as:

$$
\begin{equation*}
\sum_{N} \tau b^{2} \Lambda_{a n h} \varepsilon_{p l}^{p}=C, \quad \text { or } \quad \tau \varepsilon_{p l}^{p} N=C_{\tau} \tag{1}
\end{equation*}
$$

where $\sum_{N}$ means the summation of atomic damages of the definite microscopic volume during $N$ deformation cycles;
$\tau b^{2} \Lambda_{\text {anh }}$ is the maximum energy of the phonons superposition;
$\varepsilon_{p l}$ is the amplitude cyclic plastic deformation;
$p$ and $C_{\tau}$ are constants;
$b^{2} \Lambda_{\text {anh }}$ is the activation volume according to thermo-fluctuation theory.
It is not possible to experimentally determine the values $\tau$ and $\varepsilon_{p l}$ individual micro-volumes in each cycle. When changing the parameters of the process damage, the sample or the material of construction must use "averaged" values $\tau$ and $\varepsilon_{p l}$ in accordance with the engineering approach. As has found at constant stress amplitude after some the number of deformation cycles, the amplitude of plastic deformation remains practically constant or the rate of change plastic deformation is minimal during the greater part of the total number of cycles to complete the fracture of the specimen. According to the Prigogine-Glansdorff theorem [10], that phenomena is evidence of self-organization under these conditions, providing the minimal entropy production inside the object. In our case, it is possible that it corresponds to a minimum speed of damage accumulation in the material.

As the estimated value $\varepsilon_{p l}$ (Eq. 1), we accept the average (and conditionally assumed to be permanent during this testing) amplitude of the cyclic plastic deformation, which is equivalent to the variable amplitude of cyclic plastic deformation in relation to the actual damage of the material under the intended stress $\tau$ for the same number of cycles. The question of what we constitute as the ultimate degree of damage of metals under varying stresses enjoys paramount importance, as this determines, ultimately, the margin of safety in machines. In some engineering industries (power equipment, equipment of nuclear power plants [11], lifting equipment, and transport), it is considered to be the limiting state in which the length of the emerged defect is $0.5-2.0 \mathrm{~mm}$. On the one hand, such defects can be detected by the equipment control; on the other hand, they do not cause rapid growth of the fatigue crack and, then more, the brittle fracture of middle-strength steel. In determining the number of cycles $N$ corresponding to the limit extent of the damage, we accepted the number of cycles at which the length of the visually observable defect on the surface of the tested specimen (without any special preparation of the surface) was in the range $1.0-2.0 \mathrm{~mm}$.

The value of the equivalent cyclic plastic deformation $\varepsilon_{p l}$ was determined in the following procedure.

1. According to the test results of flat specimens under constant amplitude cycle symmetric extension-compression, the parameters of the following dependence were determined:

$$
\begin{equation*}
\sigma^{m} N=C_{\sigma} \tag{2}
\end{equation*}
$$

$\sigma$ is the stress amplitude; $m$ and $C_{\sigma}$ are constant values.
2. According to the test results of flat specimens with a circular hole under constant amplitude cycle symmetric tension-compression, the parameters of the following dependence were determined:

$$
\begin{equation*}
\sigma_{c}^{n} N=C_{c}, \tag{3}
\end{equation*}
$$

$\sigma_{c}$ is the conditional stress amplitude for the net-section of the specimen with concentrator; and $n$ and $C_{c}$-constant values.
3. According to Eq. (1), there is correspondence between the intended value $\tau$ (or $\sigma$ under the tension-compression of the flat specimen) and the specific value $\varepsilon_{p l}$ for the any value $N$. To estimate the value $\varepsilon_{p l}$, it was decided that under small deformations the summary elastic-plastic deformation at the base of the concentrator is equal to $\alpha_{\sigma} \varepsilon_{c}$ by first approximation, where $\alpha_{\sigma}$ is the theoretical stress concentration factor; $\varepsilon_{c}$ is the middle value of the elastic deformation for the net-section of the specimen: and $\varepsilon_{c}=\sigma_{c} / E$. The value of elastic deformation at the base of the concentrator was taken to be equal to $\varepsilon=K_{\sigma} \varepsilon_{c}$, where $K_{\sigma}$ is the effective stress concentration factor, and $K_{\sigma}=\sigma / \sigma_{c}=\varepsilon / \varepsilon_{c}$ for the intended number of cycles $N$. Consequently, the estimation of the plastic deformation amplitude at the base of the concentrator was calculated by means of $\varepsilon_{p l} \approx\left(\alpha_{\sigma}-K_{\sigma}\right) \varepsilon_{c}$.

In the base of the concentrator for flat specimens, the stress state is almost linear. According to Eq. (1) for the specimen without the concentrator, the plastic deformation amplitude was taken to be $\varepsilon_{p l} \approx \varepsilon_{p l . c} \approx\left(\alpha_{\sigma}-K_{\sigma}\right) \varepsilon_{c}$ at the same value of the number of cycles $N$. Table 1 presents the testing results of flat specimens of sheets at the thickness of 12 mm and the width of $50-60 \mathrm{~mm}$ without the concentrator or with the hole at diameter of 18 mm from steel Ст. 3 and 09 Г2Т ( $\alpha_{\sigma}=2.33$ ) and the calculated values $\varepsilon_{p l}$.
4. The exponent $p$ is determined by the ratio derived from Eqs. (1) and (2) by replacing in Eq. (1) $\tau=0.5 \sigma$ :

$$
\begin{align*}
& \varepsilon_{p l}^{p} / \sigma^{m-1}=C_{\Sigma}  \tag{4}\\
& \text { or } \lg \varepsilon_{p l}=(m-1) \lg \sigma+\lg C_{\Sigma}
\end{align*}
$$

Table 1 The test results and the calculated values $\varepsilon_{p l}$

| $N$, mln. | Steel CT3, $m=8.30$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma$, MPa | $\begin{aligned} & \varepsilon, \\ & \times 10^{5} \end{aligned}$ | $\begin{aligned} & \sigma_{c}, \\ & \text { MPa } \end{aligned}$ | $\begin{aligned} & \varepsilon_{c} \\ & \times 10^{5} \end{aligned}$ | $K_{\sigma}$ | $\begin{aligned} & \varepsilon_{p l}, \\ & \times 10^{5} \end{aligned}$ |
| 0.1 | 226.6 | 113.3 | 176.6 | 88.3 | 1.28 | 92.4 |
| 0.5 | 185.4 | 92.7 | 132.4 | 66.2 | 1.40 | 61.6 |
| 1.0 | 171.7 | 85.8 | 117.7 | 58.8 | 1.46 | 51.2 |
| 2.0 | 157.9 | 79 | 104 | 52 | 1.52 | 42.2 |
| $N$, mln. | Сталь 09Г2Т, $m=6.10$ |  |  |  |  |  |
|  | $\sigma$, MPa | $\begin{aligned} & \varepsilon, \\ & \times 10^{5} \end{aligned}$ | $\sigma_{c}$, <br> MPa | $\begin{aligned} & \varepsilon_{c}, \\ & \times 10^{5} \end{aligned}$ | $K_{\sigma}$ | $\begin{aligned} & \varepsilon_{p l}, \\ & \times 10^{5} \end{aligned}$ |
| 0.1 | 270.9 | 135.4 | 194.2 | 97.1 | 1.40 | 90.8 |
| 0.5 | 208.1 | 104 | 137.3 | 68.6 | 1.52 | 55.8 |
| 1.0 | 185.7 | 92.8 | 119.8 | 59.9 | 1.55 | 49.7 |
| 2.0 | 165.8 | 82.9 | 104 | 52 | 1.60 | 38.3 |

The exponent equal $p=3.37$ for steel Ст. 3 and $p=2.96$ for steel 09Г2Т.
From the equality $\varepsilon_{p l}^{p}=C_{\Sigma} \sigma^{m-1}$, it follows that the relations Eqs. (1) and (2) are identical under $\varepsilon_{p l}=C_{\Sigma} \sigma^{r}$ and $p r=m-1$.

For example, the value p for middle-strength steels was estimated by using the results presented in [12]. Specimens at the diameter $4-24 \mathrm{~mm}$ were tested by the circular bend with a record of a bending deflection diagram. Qualitatively the bending deflection in the diagram deflection is similar to the width diagram of the hysteresis loop, but this significantly simplifies the fixing of the moment of microcrack occurrence at a length from 20 to $50 \mu \mathrm{~m}$. As an indirect evaluation of $\varepsilon_{p l}$, we have taken the value of the bending deflection increment $\Delta f$ from the testing start to the microcrack's detection moment. Figure 2a illustrates the relationships between $\Delta f$ and the ratio of the testing stress amplitude to the fatigue limit defined on the basis of $5 \times 10^{6}$ cycles; and Fig. 2b presents the dependence between the testing stress amplitude and the number of cycles until the microcrack occurrence moment for specimens with a 8 -mm diameter.

The value of the exponent $r=6.03$ for steel $10 \mathrm{X} 18 \mathrm{H} 10 \mathrm{~T}, r=6.45$ for steel 40X (secondary sorbite) and $r=5.66$ for steel 40X (air-hardening) (Fig. 2a). Accordingly, the value of $m$ is 19.13; 19.47 and 17.45 (Fig. 2b). From the relation $p r=m-1$, values of $p$ are 3.01, 2.86, and 2.91 that are comparable to the values of $p$ for steels Ст. 3 and 09 Г2T obtained by other means and with greater material costs.

In the analysis of fatigue strength of welded joints, it is desirable to separately assess the effect of technology and design. As a rule, the fatigue crack forms near the boundary of HAZ during welding. In addition to the concentrator, there are residual stresses here. Therefore, the experimental value of concentration factor $K_{\sigma}$ and the calculated value $\alpha_{\sigma-\exp } \approx K_{\sigma}+\varepsilon_{P L} / \varepsilon_{c}$ should depend on the level of the cycle's stresses in the presence of residual stresses.


Fig. 2 Dependence of the increment of deflection of the sample $\Delta f$ from $\sigma / \sigma_{-1}$ a and number of cycles before the moment of detection of microcracks b: square steel 10X18H10T; filled circle steel 40X (secondary sorbite); circle steel 40X (air-hardening)

To estimate the conditional values of the stress concentration factors (Table 2), we used the test results obtained by the staff of The Laboratory Lifting-Transport Machinery of the St.-Petersburg Polytechnic University under contracts with industry. As expected, then the more the amplitude stress and, therefore, the more the cyclical plastic deformation of the material in the zone of the weld; therefore; there is less influence of residual stresses on the resistance to fatigue damage and less the estimated value $\alpha_{\sigma-\exp }$ (series I, III, VI). Partial removal of residual stresses and reduction of stress concentration at the back weld lead to less change of the value $\alpha_{\sigma-\exp }$ (series II, IV). With an almost complete removal of residual stresses at the high-temperature tempering, the value $\alpha_{\sigma-\exp }$ of a welded joint does not depend on the amplitude of the cycle stress (series V ), and this value can be considered as $\alpha_{\sigma}$.

Reducing the cost of testing elements in order to select the most efficient for resistance to fatigue damage is achieved by the fact that we can estimate the values of $\varepsilon_{p l . c}$ at various stresses and use them to influence the studied factors without experimental determination of residual stresses. Considering some uncertainty in the estimated values of equivalent plastic strain at the base of the concentration, this approach can used for comparative evaluation and initial selection of design options and technology.

Table 2 Values $\alpha_{\sigma-\exp }$ for the welded elements of structures

| Series, material, specimen | $\begin{aligned} & N, \\ & 10^{-6} \end{aligned}$ | $\begin{aligned} & \sigma_{c}, \\ & \text { MPa } \end{aligned}$ | $\begin{aligned} & \varepsilon_{c}, \\ & 10^{5} \end{aligned}$ | $\kappa_{\sigma}==\sigma / \sigma_{c}$ | $\alpha_{\sigma-\exp }$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I. Steel Ст. 3 <br> The T-joint without cutting edges for welding, with incomplete penetration of weld root | 0.1 | 117.9 | 59 | 1.92 | 3.49 |
|  | 0.5 | 71.6 | 35.8 | 2.59 | 4.31 |
|  | 1.0 | 60.8 | 30.4 | 2.82 | 4.50 |
|  | 2.0 | 49 | 24.5 | 3.22 | 4.94 |
| II. Steel Ст. 3 <br> The T-joint with cutting edges for welding and with back weld | 0.1 | 145.2 | 72.6 | 1.56 | 2.81 |
|  | 0.5 | 107.9 | 54 | 1.72 | 2.75 |
|  | 1.0 | 94.2 | 47.1 | 1.82 | 2.88 |
|  | 2.0 | 84.4 | 42.2 | 1.87 | 2.78 |
| III. Steel 09Г2T <br> The specimen with two longitudinal reinforcement plates on opposite surfaces | 0.1 | 160 | 80 | 1.69 | 2.82 |
|  | 0.5 | 78.5 | 39.3 | 2.65 | 4.07 |
|  | 1.0 | 60 | 30 | 3.1 | 4.76 |
|  | 2.0 | 45.1 | 22.5 | 3.68 | 5.38 |
| IV. Steel 09Г2T <br> The specimen with two longitudinal reinforcement plates on opposite surfaces and with machining of the weld | 0.1 | 179.5 | 89.8 | 1.51 | 2.52 |
|  | 0.5 | 117.7 | 58.9 | 1.77 | 2.72 |
|  | 1.0 | 98.1 | 49 | 1.89 | 2.90 |
|  | 2.0 | 82.4 | 41.2 | 2.01 | 2.94 |
| V. Steel 09Г2T <br> The specimen with two longitudinal reinforcement plates on opposite surfaces and at the high temperature tempering | 0.1 | 176.6 | 88.3 | 1.53 | 2.56 |
|  | 0.5 | 127.5 | 63.8 | 1.63 | 2.50 |
|  | 1.0 | 112.8 | 56.4 | 1.65 | 2.53 |
|  | 2.0 | 98 | 49 | 1.66 | 2.44 |
| VI. Steel 09Г2T <br> The sample with two transverse reinforcement plates on opposite surfaces with cutting edges for welding | 0.1 | 184.4 | 92.2 | 1.47 | 2.45 |
|  | 0.5 | 118.7 | 59.4 | 1.75 | 2.69 |
|  | 1.0 | 95.2 | 47.6 | 1.95 | 2.99 |

## Conclusions

1. On the basis of the assumption of the superposition of phonons that occurs during the gliding of the dislocations in the plastic deformation in metals, a generalized dependence between of the number of cycles until damage metals, the stresses and cyclic plastic deformation for the region of limited fatigue endurance under symmetric cycle extension-compression is introduced.
2. The value of the amplitude of the equivalent cyclic plastic deformation that corresponds to the formation of vacancies and submicrocracks by the phonons superposition during the gliding of the dislocations is determined theoretically.
3. The methods of estimation of the equivalent cyclic plastic deformation on basis of the results of comparative tests for the flat specimens without the notch and with the notch are proposed.
4. The possibility of relative evaluation of various structure options on the basis of the proposed approach is evident.
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# Calculation of Shells of Revolution with Arbitrary Meridian Oscillations 

Tatiana V. Zinovieva


#### Abstract

The system of equations and its numerical solution for free and forced oscillations of shells of revolution with an arbitrary meridian is obtained. A variant of the classical theory of shells developed on the basis of Lagrangian mechanics is used. The natural frequencies and amplitudes of oscillations of shells with various meridians are defined by the finite difference method.
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## Introduction

The calculation of oscillations of thin-walled structures is an actual task of modern engineering; many technological objects undergoing dynamical load are shell-of-revolution shaped, e.g., parts of steam generators or power unit turbines, aircraft fuselages, pipelines, tanks, etc. Of interest here is a determination of the oscillation amplitudes for such shells under the influence of stated forces, as well as finding out their natural frequencies.

As a rule, the full system of equations for shells is obtained from equations contained in third-dimensional theory of elasticity; for that, certain simplifying assumptions are added; it leads to the creation of various shell theories [1-9]. However, the use of the direct approach to shells as deformable surfaces and the use of modern analytical technologies provide the possibility to develop an exact theory.

The given paper is based on a variant of classical theory of shells as surfaces with material normals (particles like needles); it is developed both on the basis of Lagrange mechanics and the virtual work principle [10-13]; the use of this theory in different applications has been described in articles [14-16].

[^17]The system of equations and its numerical solution for forced and free oscillations of shells of revolution with an arbitrary meridian is developed. The presented data generalize the results of the study [17], where calculations of the statics for shells of revolution under the influence of axis-symmetrical loads have been described.

## Equations of Thin Shell Theory

The shell is considered as a material surface, whose particles have five degrees of freedom: three translations and two rotations. The movement is determined by the vector of small displacements $\boldsymbol{u}$ and the vector of small rotation $\boldsymbol{\theta}$ in the tangent plane. For convenience's sake, we introduce here the vector of change of normal toward the shell: $\boldsymbol{\varphi} \equiv \boldsymbol{\theta} \times \boldsymbol{n}=\dot{\boldsymbol{n}}$ (the dot denotes a small increment during the deformation). The expression of the work of external distributed moment is used to introduce the generalized force corresponding to $\boldsymbol{\varphi}: \boldsymbol{m} \cdot \boldsymbol{\theta}=\boldsymbol{m}^{\times} \cdot \boldsymbol{\varphi}, \boldsymbol{m}^{\times} \equiv \boldsymbol{m} \times \boldsymbol{n}$.

The degree of surface deformation can be determined by the tensors

$$
\begin{equation*}
\boldsymbol{\varepsilon}=(\nabla \boldsymbol{u})_{\perp}^{\mathrm{S}}, \quad \boldsymbol{\kappa}=-(\nabla \boldsymbol{\varphi})_{\perp}+\boldsymbol{b} \cdot \nabla \boldsymbol{u}^{\mathrm{T}}, \quad(\boldsymbol{b} \equiv-\nabla \boldsymbol{n}) \tag{1}
\end{equation*}
$$

From this point on $(\ldots)_{\perp}$ denotes the tensor constituent in the tangent plane; icons $(\ldots)^{\mathrm{S}},(\ldots)^{\mathrm{T}}$ denote symmetrization and transposition. According to Kirchhoff's kinematic hypothesis, the rotation is connected with the displacement

$$
\begin{equation*}
\boldsymbol{\varphi}=-\nabla \boldsymbol{u} \cdot \boldsymbol{n} \tag{2}
\end{equation*}
$$

The virtual work principle makes it possible to create the whole system of equations, where the characteristics of internal forces inside the shell are introduced as Lagrange multipliers: $\tau$ and $\mu$ are symmetrical tensors of stresses and moments, $\boldsymbol{Q}$ is a shearing force vector; they all lay in the tangent plane. The variational formulation serves as a basis for derivation of the balance equations for forces and moments:

$$
\begin{equation*}
\nabla \cdot(\tau+\boldsymbol{\mu} \cdot \boldsymbol{b}+\boldsymbol{Q} \boldsymbol{n})+\boldsymbol{q}=0, \quad(\nabla \cdot \boldsymbol{\mu})_{\perp}+\boldsymbol{Q}=\boldsymbol{m}^{\times} \tag{3}
\end{equation*}
$$

and boundary conditions on a contour in general form:

$$
\begin{equation*}
\left[\boldsymbol{P}^{0}-\boldsymbol{v} \cdot(\boldsymbol{T}+\boldsymbol{Q} \boldsymbol{n})+\partial_{l}(\boldsymbol{A} \cdot \boldsymbol{l n})\right] \cdot \delta \boldsymbol{u}-\boldsymbol{A} \cdot \boldsymbol{v} \boldsymbol{n} \cdot \partial_{v} \delta \boldsymbol{u}=0, \quad \boldsymbol{A} \equiv \boldsymbol{M}^{0} \times \boldsymbol{n}+\boldsymbol{v} \cdot \boldsymbol{\mu} \tag{4}
\end{equation*}
$$

where $\boldsymbol{q}$ and $\boldsymbol{m}^{\times}$are an external distributed force and the moment on the surface, $\boldsymbol{P}^{0}$ and $\boldsymbol{M}^{0}$ are those on the contour. In total, we have five equilibrium equations in components and four scalar conditions on the shell contour.

The force and the moment are applied (from the side of $\boldsymbol{v}$ ) to the section of internal contour with the length of $d l$ and the normal of $v$

$$
d \boldsymbol{F}=\boldsymbol{v} \cdot(\boldsymbol{T}+\boldsymbol{Q} \boldsymbol{n}) d l, \quad d \boldsymbol{M}=\boldsymbol{v} \cdot(\boldsymbol{\mu} \times \boldsymbol{n}) d l, \quad(\boldsymbol{T} \equiv \boldsymbol{\tau}+\boldsymbol{\mu} \cdot \boldsymbol{b}) .
$$

For the isotropic material, the elasticity ratios are represented as follows:

$$
\begin{align*}
\tau & =C_{1} \varepsilon \boldsymbol{a}+C_{2} \boldsymbol{\varepsilon}, \quad \boldsymbol{\mu}=D_{1} \kappa \boldsymbol{a}+D_{2} \mathbf{\kappa}, \quad \boldsymbol{a} \equiv \nabla \boldsymbol{r}, \quad \varepsilon \equiv \operatorname{tr}(\boldsymbol{\varepsilon}), \quad \kappa \equiv \operatorname{tr}(\mathbf{\kappa}), \\
C_{1} & =E h v /\left(1-v^{2}\right), \quad C_{2}=E h /(1+v), \quad D_{1}=C_{1} h^{2} / 12, \quad D_{2}=C_{2} h^{2} / 12 . \tag{5}
\end{align*}
$$

Ratios $C_{1}-D_{2}$ are taken as those applied in Kirchhoff plate; $E$ is the elasticity module of the material used for the shell, $h$ is its thickness, $v$ is Poisson ratio. There are no elasticity ratios for shearing force vector $\boldsymbol{Q}$ in classical theory; instead, we have a relation Eq. (2).

## The System of Equations for Shells of Revolution

Let's consider the shell with the surface formed by rotation of the meridian about an axis $x$ [10]. The meridian is set through the dependence of cylindrical coordinates on an arc coordinate $x=x(s), \rho=\rho(s)$, and its placement on the surface is determined by the angle $\theta$ (see Fig. 1).

The radius vector of surface points is given by the equality

$$
\boldsymbol{r}(\theta, s)=x(s) \boldsymbol{i}+\rho(s) \boldsymbol{e}_{\rho}(\theta), \quad \boldsymbol{e}_{\rho}=\boldsymbol{j} \cos (\theta)+\boldsymbol{k} \sin (\theta)
$$



Fig. 1 Revolution surface
where $\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}$ are the axial-oriented unitary vectors of Cartesian system, $x, y, z$, respectively.

The unitary vector for the line tangent to a parallel is $\boldsymbol{e}_{\theta}=-\boldsymbol{j} \sin (\theta)+\boldsymbol{k} \cos (\theta)=\boldsymbol{e}_{\mathrm{\rho}}^{\prime}$. For unit vectors of the line tangent and the normal to the meridian; we have:

$$
\begin{gathered}
\boldsymbol{t}=\partial \boldsymbol{r} / \partial s=x^{\prime}(s) \boldsymbol{i}+\rho^{\prime}(s) \boldsymbol{e}_{\rho}(\theta), \quad x^{\prime}=\cos \psi, \quad \rho^{\prime}=\sin \psi \\
\partial \boldsymbol{t} / \partial s=\omega \boldsymbol{n}, \quad \omega \equiv \psi^{\prime}(s), \quad \boldsymbol{n} \equiv-\boldsymbol{i} \sin \psi+\boldsymbol{e}_{\rho} \cos \psi
\end{gathered}
$$

here $\omega$ is a curvature of the meridian, $\rho^{-1}$ is that for the parallel.
The shell displacement vector has three components: $\boldsymbol{u}=u_{\vartheta} \boldsymbol{e}_{\vartheta}+u_{t} \boldsymbol{t}+u_{n} \boldsymbol{n}$. Equations (1) and (2) are used to determine the vector for the change of normal and deformation tensors:

$$
\begin{align*}
\varepsilon_{\theta} & =\rho^{-1}\left(\partial_{\theta} u_{\theta}+u_{\rho}\right), u_{\rho} \equiv u_{t} \sin \psi+u_{n} \cos \psi, \varepsilon_{t}=\partial_{s} u_{t}-\omega u_{n}, \\
\varepsilon_{\theta t} & =\varepsilon_{t \theta}=\frac{1}{2}\left[\rho^{-1}\left(\partial_{\theta} u_{t}-u_{\theta} \sin \psi\right)+\partial_{s} u_{\theta}\right], \\
\varphi_{\theta} & =\rho^{-1}\left(u_{\theta} \cos \psi-\partial_{\theta} u_{n}\right), \varphi_{t}=-\omega u_{t}-\partial_{s} u_{n},  \tag{6}\\
\kappa_{\theta} & =-\rho^{-1}\left(\partial_{\theta} \varphi_{\theta}+\varphi_{t} \sin \psi\right)-\rho^{-2} \cos \psi\left(\partial_{\theta} u_{\theta}+u_{\rho}\right), \\
\kappa_{t} & =\omega\left(\partial_{s} u_{t}-\omega u_{n}\right)-\partial_{s} \varphi_{t}, \quad \kappa_{\theta t}=-\rho^{-1}\left(\partial_{\theta} \varphi_{t}-\varphi_{\theta} \sin \psi+\partial_{s} u_{\theta} \cos \psi\right), \\
\kappa_{t \theta} & =\omega \rho^{-1}\left(\partial_{\theta} u_{t}-u_{\theta} \sin \psi\right)-\partial_{s} \varphi_{\theta} .
\end{align*}
$$

We have these relationships for the forces and moments from Eq. (5):

$$
\begin{align*}
\mu_{\theta} & =\left(D_{1}+D_{2}\right) \kappa_{\theta}+D_{1} \kappa_{t}, \mu_{t}=\left(D_{1}+D_{2}\right) \kappa_{t}+D_{1} \kappa_{\theta}, \\
\mu_{\theta t} & =D_{2} \kappa_{\theta t}, \mu_{t \theta}=D_{2} \kappa_{t \theta}, \\
T_{\theta} & =\left(C_{1}+C_{2}\right) \varepsilon_{\theta}+C_{1} \varepsilon_{t}-\rho^{-1} \mu_{\theta} \cos \psi, T_{t}=\left(C_{1}+C_{2}\right) \varepsilon_{t}+C_{1} \varepsilon_{\theta}+\omega \mu_{t},  \tag{7}\\
T_{\theta t} & =C_{2} \varepsilon_{\theta t}+\omega \mu_{\theta t}, T_{t \theta}=C_{2} \varepsilon_{\theta t}-\rho^{-1} \mu_{t \theta} \cos \psi .
\end{align*}
$$

The system in components is enclosed with balance equations (3):

$$
\begin{align*}
& \rho^{-1}\left[\partial_{\theta} T_{\theta}+\left(T_{\theta t}+T_{t \theta}\right) \sin \psi\right]+\partial_{s} T_{t \theta}+\rho^{-1} Q_{\theta} \cos \psi+q_{\theta}-\beta \ddot{u}_{\theta}=0, \\
& \rho^{-1}\left[\left(T_{t}-T_{\theta}\right) \sin \psi+\partial_{\theta} T_{\theta t}\right]+\partial_{s} T_{t}-\omega Q_{t}+q_{t}-\beta \ddot{u}_{t}=0, \\
& -\rho^{-1} T_{\theta} \cos \psi+\omega T_{t}+\rho^{-1}\left(\partial_{\theta} Q_{\theta}+Q_{t} \sin \psi\right)+\partial_{s} Q_{t}+q_{n}-\beta \ddot{u}_{n}=0,  \tag{8}\\
& \rho^{-1}\left[\partial_{\theta} \mu_{\theta}+\left(\mu_{\theta t}+\mu_{t \theta}\right) \sin \psi\right]+\partial_{s} \mu_{t \theta}+Q_{\theta}=m_{\theta}^{\times} \\
& \rho^{-1}\left[\left(\mu_{t}-\mu_{\theta}\right) \sin \psi+\partial_{\theta} \mu_{\theta t}\right]+\partial_{s} \mu_{t}+Q_{t}=m_{t}^{\times}
\end{align*}
$$

where $\beta$ is the mass of the shell per unit area.
Four scalar conditions on a shell contour follow from (4). In the case of rigid fixing: $u_{\theta}=u_{t}=u_{n}=0, \gamma_{\theta} \equiv \partial_{s} u_{n}=0$. On a free contour with the normal of
$\boldsymbol{v}=\boldsymbol{t}$, the stretching force $T_{t}=P_{t}^{0}$, bending moment $\mu_{t}=M_{\theta}^{0}$, and two combinations connecting a torque with force components are set up as:

$$
\begin{gathered}
F_{\theta} \equiv T_{t \theta}-\rho^{-1} \cos \psi \mu_{t \theta}=P_{\theta}^{0}+\rho^{-1} \cos \psi M_{t}^{0} \\
F_{n} \equiv Q_{t}-\rho^{-1} \partial_{\theta} \mu_{t \theta}=P_{n}^{0}+\rho^{-1} \partial_{\theta} M_{t}^{0}
\end{gathered}
$$

## Forced and Free Oscillations

Equations (6)-(8) can be reduced to a system

$$
\begin{equation*}
\partial_{s} Y(\theta, s, t)=f(Y), \quad Y=\left(u_{\theta}, u_{t}, u_{n}, \gamma_{\theta}, F_{\theta}, T_{t}, F_{n}, \mu_{t}\right)^{\mathrm{T}} \tag{9}
\end{equation*}
$$

for the column of unknown values set at the shell edges.
Let's consider forced oscillations under the applied periodical load

$$
\binom{q_{\theta}}{m_{\theta}^{\times}}=\binom{\bar{q}_{\theta}(s)}{\bar{m}_{\theta}^{\times}(s)} \sin n \theta \sin \Omega t,\left(\begin{array}{c}
q_{t} \\
q_{n} \\
m_{t}^{\times}
\end{array}\right)=\left(\begin{array}{c}
\bar{q}_{t}(s) \\
\bar{q}_{n}(s) \\
\bar{m}_{t}^{\times}(s)
\end{array}\right) \cos n \theta \sin \Omega t
$$

where $n$ is an integer and $\Omega$ is the loading frequency. We search for the solution for this system equation (9) in analogical form, $u_{\theta}, F_{\theta}$ proportional to $\sin n \theta$ and unknown $u_{t}, u_{n}, \gamma_{\theta}, T_{t}, F_{n}, \mu_{t}$ to $\cos n \theta$.

For amplitudes we'll obtain a system

$$
\begin{aligned}
\bar{u}_{\theta}^{\prime} & =\rho^{-1} \sin \psi \bar{u}_{\theta}+\frac{C_{2}}{C_{2}+4 D_{2} \rho^{-2} \cos ^{2} \psi} \bar{G} \\
\bar{G} & \equiv \frac{2}{C_{2}} \bar{F}_{\theta}+\rho^{-1} n \bar{u}_{t}+\frac{4 D_{2}}{C_{2}} \rho^{-2} \cos \psi\left(-n \omega \bar{u}_{t}+\rho^{-1} n \sin \psi \bar{u}_{n}-n \bar{\gamma}_{\theta}\right) \\
\bar{u}_{t}^{\prime} & =\bar{\varepsilon}_{t}+\omega \bar{u}_{n}, \bar{\varepsilon}_{t}=\frac{1}{C_{1}+C_{2}}\left(\bar{T}_{t}-C_{1} \bar{\varepsilon}_{\theta}-\omega \bar{\mu}_{t}\right) \\
\bar{\varepsilon}_{\theta} & =\rho^{-1}\left(n \bar{u}_{\theta}+\sin \psi \bar{u}_{t}+\cos \psi \bar{u}_{n}\right) \\
\bar{u}_{n}^{\prime} & =\bar{\gamma}_{\theta}, \bar{\gamma}_{\theta^{\prime}}=-\omega^{\prime} \bar{u}_{t}-\omega^{2} \bar{u}_{n}-2 \omega \bar{\varepsilon}_{t}+\bar{\kappa}_{t}, \quad \bar{\kappa}_{t}=\frac{1}{D_{1}+D_{2}}\left(\bar{\mu}_{t}-D_{1} \bar{\kappa}_{\theta}\right), \\
\bar{\kappa}_{\theta} & =-\rho^{-1}\left(n \bar{\varphi}_{\theta}+\sin \psi \bar{\varphi}_{t}\right)-\rho^{-2} \cos \psi\left(n \bar{u}_{\theta}+\sin \psi \bar{u}_{t}+\cos \psi \bar{u}_{n}\right) \\
\bar{\varphi}_{\theta} & =\rho^{-1}\left(\cos \psi \bar{u}_{\theta}+n \bar{u}_{n}\right), \quad \bar{\varphi}_{t}=-\omega \bar{u}_{t}-\bar{\gamma}_{\theta} .
\end{aligned}
$$

The remaining four equations follow from balance equations (8):

$$
\begin{align*}
\bar{F}_{\theta}^{\prime}= & \rho^{-2} \cos \psi\left[-n \bar{\mu}_{\theta}+\left(\bar{\mu}_{\theta t}+\bar{\mu}_{t \theta}\right) \sin \psi\right]- \\
& -\rho^{-1}\left[-n \bar{T}_{\theta}+\left(\bar{T}_{\theta t}+\bar{F}_{\theta}-\omega \bar{\mu}_{t \theta}\right) \sin \psi\right]-\bar{q}_{\theta}-\rho^{-1} \cos \psi \bar{m}_{\theta}^{\times}-\beta \Omega^{2} \bar{u}_{\theta} \\
\bar{T}_{t}^{\prime}= & \omega\left(\bar{F}_{n}+\rho^{-1} n \bar{\mu}_{t \theta}\right)-\rho^{-1}\left[\left(\bar{T}_{t}-\bar{T}_{\theta}\right) \sin \psi+n \bar{T}_{\theta t}\right]-\bar{q}_{t}-\beta \Omega^{2} \bar{u}_{t} \\
\bar{F}_{n}^{\prime}= & \rho^{-2} \sin \psi n\left(\bar{\mu}_{\theta t}+\bar{\mu}_{t \theta}\right)+\rho^{-1} \cos \psi \bar{T}_{\theta}-\omega \bar{T}_{t}-\rho^{-1} \sin \psi \bar{F}_{n}- \\
& -\rho^{-2} n^{2} \bar{\mu}_{\theta}-\bar{q}_{n}-\rho^{-1} n \bar{m}_{\theta}^{\times}-\beta \Omega^{2} \bar{u}_{n}, \\
\bar{\mu}_{t}^{\prime}= & -\rho^{-1}\left[\left(\bar{\mu}_{t}-\bar{\mu}_{\theta}\right) \sin \psi+n\left(\bar{\mu}_{\theta t}+\bar{\mu}_{t \theta}\right)\right]-\bar{F}_{n}+\bar{m}_{t}^{\times} . \tag{10}
\end{align*}
$$

Their coefficients are determined in a similar way, with the use of Eqs. (6-7), which are not shown here due to their complexity.

Note that at $n=0$ from Eq. (10), we'll obtain a system for the amplitudes of axis-symmetrical oscillations, while at $\Omega=0$ we'll get equations for shell statics.

The ODE system (Eq. 10) is supplemented by four boundary conditions for each edge of the shell, or by eight periodicity conditions for the closed shell. This boundary problem is solved through the method of finite difference on the $s \in[0, L]$ interval. Differential equations are approximated by difference ones with a constant step of $\delta=L / N ; \bar{u}_{\theta} \ldots \bar{\mu}_{t}$ continuous argument $s$ functions are replaced by $\left(\bar{u}_{\theta}\right)_{i} \ldots\left(\bar{\mu}_{t}\right)_{i}(i=0, \ldots, N)$ grid functions. This numeric scheme enables calculation of approximate function values in nodes. Functions are then restored by interpolation.

During system approximation by Eq. (10), the implicit symmetrical one-step difference scheme is used with second-order accuracy [18]:

$$
\begin{equation*}
\bar{Y}^{\prime}(s)=\bar{f}(\bar{Y}) \Rightarrow \frac{\bar{Y}_{i+1}-\bar{Y}_{i}}{\delta}=\frac{\bar{f}_{i}+\bar{f}_{i+1}}{2}, \quad i=0, \ldots, N \tag{11}
\end{equation*}
$$

and, for that, one additional node with $i=N+1$ number is introduced, and the solution is continued from the $[0, L]$ definition range for one more $\delta$ interval on the right of the boundary. Therefore, $8 N+16$ values become unknown.

Finite difference equations (11) are the system of $8(N+1)$ algebraic equations which is supplemented by the difference analogues of eight boundary conditions in nodes numbered $i=0, N$. In total, we have $8 N+16$ equations for the same number of unknown values, and the problem can be solved through standard algorithms. When it is solved, the values of unknown functions at the additional node are discarded and not used during interpolation. The presented scheme was implemented with the software program Mathematica [19].

In the case of free oscillations of a shell of revolution in Eq. (10) system, all external loads are set as equal to zero ( $\boldsymbol{q}=0$ and $\boldsymbol{m}^{\times}=0$ ), while the frequency $\Omega$ is unknown and should be determined. Boundary conditions are homogeneous. Using the finite difference method and the formula (11), we'll come to the homogeneous system of linear algebraic equations for amplitudes:

$$
\begin{equation*}
B(\Omega) \Upsilon=0, \quad \Upsilon=\left(\left\{\bar{u}_{\theta}\right\}_{i}, \ldots\left\{\bar{\mu}_{t}\right\}_{i}\right)^{\mathrm{T}}, \quad(i=0, \ldots, N+1) \tag{12}
\end{equation*}
$$

Since values $\Omega$ at which the system (12) has non-trivial solution are natural frequencies of the shell, it'll be possible only upon the condition:

$$
\begin{equation*}
\operatorname{Det} B(\Omega)=0 . \tag{13}
\end{equation*}
$$

Roots of Eq. (13) can be found, e.g., through secant method [20].

## Numerical Results

The presented algorithm can be used for the analysis of the statics and oscillations of shells of revolution with an arbitrary meridian. Such calculations can be illustrated by giving several examples.

Let's consider the problem of static deflection of the shell due to its own weight; the gravity force is directed perpendicular to rotation axis. In this case, the distributed load is $\boldsymbol{q}=-\beta \boldsymbol{g}$, where $g$ is the acceleration of gravity; we have in components for amplitudes $\bar{q}_{\theta}=\beta g, \bar{q}_{t}=-\beta g \sin \psi, \bar{q}_{n}=-\beta g \cos \psi(n=1)$.

For circular cylindrical shell with the radius of $R$ and the length of $l$, we assume that $\psi \equiv 0$, the meridian is set by equalities: $x(s)=s, \rho(s)=R$.

Calculations have been performed for the shell radius of $R=1 \mathrm{~m}$, the length of $l=20 \mathrm{~m}$, and the thickness of $h=0.01 \mathrm{~m}$ with both edges rigidly fixed. The shell is made of steel with the elasticity module of $E=210 \mathrm{GPa}$, Poisson ratio of $v=0.28$, and a volumetric density of $7800 \mathrm{~kg} / \mathrm{m}^{3}$.

Figure 2a shows the displacement of the shell meridian along the $y$ axis. The deformed shell shape is shown in Fig. 2b; when plotting it, all displacements have been scaled.
(a)

(b)


Fig. 2 Displacement under gravity (a) 1 cylindrical shell, 2 beam; deformed shape of a cylindrical shell (b)

It is easy to calculate the displacement of a thin-wall cylinder under gravity, using beam-based model. The boundary problem

$$
u_{y}^{\mathrm{IV}}+\beta_{1} g=0, \quad u_{y}(0)=u_{y}(l)=0, \quad u_{y}^{\prime}(0)=u_{y}^{\prime}(l)=0
$$

has its solution

$$
u_{y}(s)=-\frac{\beta_{1} g}{24 E I}\left(s^{4}-2 l s^{3}+l^{2} s^{2}\right)
$$

where $\beta_{1}$ is the mass of the beam per unit length and $E I$ is its bending stiffness. The result is shown at Fig. 2a, and the displacement difference in comparison with that modeled by the shell is $23 \%$. With the increase of relative shell length, this difference is reduced, for instance, it is $7 \%$ for $l=40 \mathrm{~m}$.

For a cone shell with the length of $l$, we set the normal inclination $\psi \equiv$ const and the meridian through equalities $x(s)=x_{0}+s \cos \psi, \rho(s)=y_{0}+s \sin \psi$; coordinates $x_{0}, y_{0}$ determine the position of the initial point of the meridian.

To the shell with parameters $\psi=20^{\circ}, x_{0}=0 \mathrm{~m}, y_{0}=0.1 \mathrm{~m}, l=1 \mathrm{~m}$, thickness of $h=0.01 \mathrm{~m}$ with one edge rigidly fixed, the force of $q_{n}=1 \mathrm{MPa}$, $q_{\theta}=0.01 \mathrm{MPa}$ was applied; the edge was under the distributed force of $P_{t}^{0}=2 \mathrm{MN} / \mathrm{m}$ and the bending moment of $M_{\theta}^{0}=0.1 \mathrm{MN}$; the material used is steel with the properties described above. Figure 3 represents the calculated displacements and deformed shape at $n=3$ and $\Omega=100 \mathrm{rad} / \mathrm{s}$; Fig. 4 shows the forces and bending moment at the inside of the shell contour.

For shells with such a complicated form, it is desirable to set the meridian as an array of $x$ and $\rho$ coordinates. Then, having the interpolation function built, one can calculate the arc coordinate for each pair, using the formula:


Fig. 3 Cone shape displacements (a) 1 circular displacement $\bar{u}_{\theta}, 2$ axial one $\bar{u}_{t}, 3$ normal one $\bar{u}_{n}$; deformed shape of the cone shell (b)


Fig. 4 Forces in cone shell a $1 \bar{F}_{\theta}, 2 \bar{T}_{t}, 3 \bar{F}_{n}$; bending moment $\bar{\mu}_{t}(\mathbf{b})$


Fig. 5 Wavelike shell before (a) and after its deformation (b)

$$
s(x)=\int_{0}^{x} \sqrt{1+\left(\rho_{x}^{\prime}\right)^{2}} d x
$$

and then make $x(s)$ and $\rho(s)$ interpolations.
These functions should be smooth, as the remaining coefficients of system Eq. (10) are restored upon them:

$$
\cos \psi=x_{s}^{\prime}, \sin \psi=\rho_{s}^{\prime}, \omega=\rho_{s}^{\prime \prime}\left(x_{x}^{\prime}\right)^{-1}
$$

An example of such calculations is shown below; Fig. 5a demonstrates wavelike shell before its deformation, while Fig. 5b shows it under an applied distributed axial load of $n=4$; one shell edge is rigidly fixed; the other is under axial and normal components of the applied force.

In technical applications, corrugated shells are widely used, and this makes it necessary to determine their stressed state under the load applied and their natural frequencies.

The meridian of the corrugated shell is easy to set up as:

$$
\begin{equation*}
\rho(x)=R_{0}+r \sin \Omega x, \quad \Omega \triangleq 2 \pi m / x_{L}, \tag{11}
\end{equation*}
$$

where $R_{0}$ and $r$ are forming radii, $m$ is the number of waves along the length of the shell, and $x_{L}$ is its length.

Calculations are performed for a steel corrugated shell with the radii of $R_{0}=0.05 \mathrm{~m}$ and $r=0.01 \mathrm{~m}$, the length of $x_{L}=0.55 \mathrm{~m}$, the thickness of $h=0.001 \mathrm{~m}$ and the number of waves $m=5.5$. The shell edges are rigidly fixed.

Table 1 Natural frequencies

| Frequency (Hz) | $n=0$ | $n=1$ | $n=2$ |
| :--- | :--- | :--- | :--- |
| $f_{1}$ | 2441 | 938 | 2567 |
| $f_{2}$ | 2555 | 2211 | 2870 |

(a)

(b)


Fig. 6 Corrugated shell before (a) and after its deformation (b)


Fig. 7 Forces in corrugated shell a $1 \bar{F}_{\theta}, 2 \bar{T}_{t}, 3 \bar{F}_{n}$; bending moment $\bar{\mu}_{t}(\mathbf{b})$

Natural frequencies found for the shell are presented in Table 1. The first two frequencies correspond to beam-like forms $(n=1)$, while the third and fourth ones correspond to axis-symmetrical longitudinal-torsional ones $(n=0)$.

The deformation of this corrugated shell under the normal pressure of $\bar{q}_{n}(\theta, s)=s^{2} \cos 2 \theta \mathrm{MPa}$ that vary over time with 2800 Hz frequency is considered.

Figures 6 and 7 show the shell shapes before and after deformation and the amplitude of the internal force factors.

## Conclusions

The use of a modern variant of classical theory of shells and computer mathematics enable calculating the forced and free oscillations of shells of revolution with the arbitrary meridian. The obtained equations and developed calculation algorithm can be used as a basis for the analysis of shells dynamics with arbitrary loads applied.
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# Wheelsets and Railways. Determining Contact-Points Coordinates 

Kirill V. Eliseev


#### Abstract

Systems that contain instrumented wheelsets and algorithms for strain-measurement evaluations are used to obtain contact between wheels and railway parameters while the car is moving. So a method for the evaluation of contact point coordinates was developed. Some results of it's application are presented here.


Keywords Structural mechanics • Strain measurement - Inverse problem • Simulation • Contact forces • Contact coordinates • Pseudo inversed matrix • Railway technology

## Introduction

Wheelset is an important part of car suspension system: it determines the movement along the railway and transfer of loads between the car and railway.

An experimental evaluation of contact-point coordinates, together with contact forces, enables analysis of the quality of equipment and the condition of the railway. Results can be used for the development of new equipment.

## Variants of Relative Positions of Wheels and Rails for Nominal Dimensions

The parameters of wheel-rail contact depend on the nominal dimensions of the wheels used and the rail profiles, see Figs. 1 and 2.

According to GOST 10791-2011 [1], see Fig. 1, the roll surface corresponds to the rail head profile. Starting from the flange, the roll surface is conical, with an

[^18]

Fig. 1 Roll surface GOST 10791-2011


Fig. 2 Wheelset dimensions and railway width


Fig. 3 Relative positions of wheel and rail variants
inclination of 1:20 that corresponds to the rail canting. The conical surface retains a middle wheelset position relative to the railway axis, preventing deviations when moving along straight railway.

If one wheel with a smaller diameter rotates, while the other of the same pair with a larger diameter rotates, the former will move ahead, and a twisting movement will occur. If one wheel contact point lies on circle with smaller diameter while other of the same pair on circle with larger diameter, the former will move ahead, and twisting movement will occur. When the wheelset is not in the middle position relative to rails, it tends to take it again.

During movement, the wheels and the railway can achieve different relative positions, see Fig. 3.

Single area and double area contact can occur. By area, we mean the relatively small simply connected zone where contact interaction exists.

There exists a considerable number of studies devoted to the investigation of the geometric contact, i.e., section curves without deformations of corresponding parts [2, 3].

## General Information About the System of Measurement

The measurement system consists of a wheelset with installed strains gauges, a radio telemetering complex with a limited number of measuring channels (64), a calibration stand [4], an algorithm of contact forces and coordinates evaluation [5-7]. Contact forces and coordinates are determined based on the measured strains.

The following results are for a fixed, not rotating, wheelset. Cubic spline interpolation of strains is used in case of rotating wheelset, but procedure is not considered here.

## Model of Wheel Set on Rails

A wheelset numerical model with wheel-rail interaction must be created to develop an evaluation algorithm. A finite-element model was created in Ansys [8] that includes wheelset and rail fragments, Fig. 4.

Forces $F_{x 1}, F_{z 1}$ and torque $M_{x 1}$ are acting between a car and a bearing near wheel 1, and similar forces at the wheel 2 bearing. Column of loads $F=\left[F_{1}, \ldots, F_{m}\right]^{T}$ with six components can be introduced. Movements along the railway are disabled at the bearings.


Fig. 4 Wheelset model, loads, and scheme of boundary conditions

Contact interaction between wheels and rails with friction leads to reaction forces $R_{x 1}, R_{y 1}, R_{z 1}$ at the wheel 1 and $R_{x 2}, R_{y 2}, R_{z 2}$, at the wheel 2 that form column $R=\left[R_{1}, \ldots, R_{p}\right]^{T}$ with six components.

Column $\varepsilon=\left[\varepsilon_{1}, \ldots, \varepsilon_{n}\right]^{T}$ with $n=64$ consists of strains that can be obtained during analysis post-processing. These results correspond to measured strains. Gauges positions were developed in [5].

The procedure for the reconstruction of forces is as follows. At first, base loading with base vertical forces $F_{0}$ at the bearings is performed for a predefined relative configuration of wheels and rails. The results of this analysis are base strains $\varepsilon_{0}$ and reaction forces $R_{0}$ columns.

Then, one performs a series of numerical experiments when one of the force components is changed by small increments $\Delta F_{i}$. Considering that the relationship between strain and the force increments is linear, we can write the relationship as:

$$
\begin{equation*}
\Delta \varepsilon=A \Delta F \tag{1}
\end{equation*}
$$

Here, the number of equations (64) is higher than the number of applied forces (6), and the system of equations usually does not have an exact solution. So "pseudo solution" $\Delta F$ is used to minimize the Euclid norm of error $\|A \Delta F-\Delta \varepsilon\|$ [9].

The second system of linear equations connects small increments of reaction forces and applied forces:

$$
\begin{equation*}
\Delta R=B \Delta F \tag{2}
\end{equation*}
$$

Reaction forces $\tilde{R}$ during the experiment can be evaluated based on measured strains $\tilde{\varepsilon}$ by:

$$
\begin{equation*}
\tilde{R}=R_{0}+\Delta R=R_{0}+B\left(A^{T} A\right)^{-1} A^{T}\left(\tilde{\varepsilon}-\varepsilon_{0}\right) \tag{3}
\end{equation*}
$$

Numerical experiments prove the accuracy of this procedure. For predefined configurations, forces were determined with low errors.

We assume a linear relationship between forces and strains. A numerical experiment with increasing vertical forces was conducted, and strains and reaction forces changed nonlinearly.

At first sight, the analysis appears to be nonlinear due to the contact interaction. One can recall the most well-known contact problem, i.e., Hertz contact between two bodies analysis [10]. The relationship between bodies approach $h$ and contact force $F$ is $F \sim h^{3 / 2}$. But one can also recall that the analysis can contain both linear and nonlinear relationships between various parameters simultaneously. Here we are interested in the relationship between contact forces and the strains far from contact area, and this relationship must be linear for elastic material.

Analysis of the results has shown that, while the force is increasing, the contact area moves, see Figs. 5 and 6. It is happening due to contact changes, as the wheels and rails bend.

The stated algorithm has shown its efficiency in general, but with some limitations:

- it is difficult to take contact coordinates into account;
- results depend on model configuration, friction, and railway parameters;
- the solution is not unique due to friction.

Fig. 5 Contact point coordinate versus press force

Fig. 6 Contact nodal force distribution for increasing press force



## Model with Concentrated Loads

The second model of a wheelset was developed to introduce a modified algorithm. We assume that the contact area is relatively small. For every contact area, three forces that act at one point, instead of normal contact and tangential pressures, are introduced.

The following boundary conditions at the bearings are used, see Fig. 7:

- springs in direction along the rail and for rotation about the vertical axis at bearings; stiffness corresponds to the intermediate plate between bogie and wheelset
- zero displacements $u_{x i}=0, u_{z i}=0$ and rotations $\theta_{x i}=0$.

Here we can apply different concentrated forces acting between the rails and wheels, and we do not have to work with forces and torques between the wheelset and bogie.

A number of experiments were conducted where one force component or contact point coordinate was changed. We can obtain a system of linear algebraic equations that connect strains and forces $\varepsilon=A R$.

Here, $R$ is an extended column of vectors that consists of contact forces components and contact points coordinates $x_{i}, R=\left[R_{x 1}, R_{y 1}, R_{z 1}, R_{x 2}, R_{y 2}, R_{z 2}, x_{1}, x_{2}\right]^{T}$. Similar to the first model, we have to use pseudo solution to restore forces by measured strains

$$
\begin{equation*}
R=C \varepsilon, \quad \text { where } C=\left(A^{T} A\right)^{-1} A^{T} \tag{4}
\end{equation*}
$$

Both matrices consist of two independent parts that connect forces and strains for one wheel, so no cross terms exist. Thus any wheel can be analyzed independently. The influence of the contact-point coordinate on measured strains and matrices $A$ and $C$ coefficients was analyzed. Forces were kept constant. It appeared that strains were changing almost linearly, with small deviations from linear dependency when the contact point was close to the flange.

Analysis of matrix $A$ for one wheel showed that there are two groups of columns in the matrix. The elements of columns 1-3 (corresponding to forces) change almost linearly, while the change in the elements of column 1 are very small. Elements of

Fig. 7 Wheelset model, no contact with rails


Fig. 8 Matrix $A$ elements versus contact point coordinate. Column 1


Fig. 9 Matrix $A$ elements versus contact point coordinate. Column 4

column 4 (corresponding to contact coordinate) are changing considerably in a nonlinear manner when the contact is close to the flange, see Figs. 8 and 9.

## Algorithm of Contact Forces and Coordinates Determining

The algorithm of contact forces and coordinates determining is as follows.
We have a set of matrices $C$ that were evaluated for various base variants of contact positions (up to 14 variants were used). Matrices from numerical experiments with the finite element model or measured by means of calibration stand [4] can be used. A set of 32 measured strains on one wheel at selected positions is available.

Table 1 Results of forces and coordinates restoration

| Contact point <br> variant |  | Exact <br> values | Result <br> using <br> residual | 1 | 6 | 12 | 17 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Base contact <br> coordinates (mm) | x 1 |  |  | 842.8 | 825.5 | 803.2 | 784.4 |
|  | x 2 |  |  | -842.8 | -825.5 | -803.2 | -784.4 |
| Contact forces <br> $1.0 \mathrm{e}+005(\mathrm{~N})$ | Rx 1 | 0.0000 | 0.0000 | -0.0005 | 0.0000 | 0.0000 | 0.0001 |
|  | Ry1 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
|  | Rz1 | 1.4500 | 1.4499 | 1.4538 | 1.4505 | 1.4501 | 1.4494 |
|  | Rx2 | 0.0000 | 0.0000 | 0.0004 | 0.0000 | 0.0000 | 0.0001 |
|  | Ry2 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
|  | Rz2 | 1.3500 | 1.3499 | 1.3533 | 1.3505 | 1.3501 | 1.3494 |
| Evaluated contact <br> coordinates $(\mathrm{mm})$ | Wh1 | 814.5 | 814.6 | 812.3 | 813.7 | 815.4 | 816.8 |
|  | Wh2 | -814.5 | -814.5 | -814.3 | -814.5 | -814.5 | -814.5 |
|  |  |  | $1.6 \mathrm{e}-08$ | $1.9 \mathrm{e}-06$ | $2.4 \mathrm{e}-07$ | $1.3 \mathrm{e}-07$ | $8.6 \mathrm{e}-07$ |

Fig. 10 Typical interpolation spline for residual $\left\|A_{1 k} R_{1 k}-\varepsilon_{1}\right\|$


In the first modification of the algorithm, contact forces and position are restored for all variants of $C$ matrices, and the obtained contact coordinates are analyzed. We choose variants with coordinates that is close to the variant's base value.

Table 1 presents example of such a procedure. Forces are applied at points with coordinates $\pm 814.5 \mathrm{~mm}$. The evaluated contact coordinates for base points 6 and 12 are close to the base contact point coordinates and close to applied. Generally speaking, the results here for base points 1 and 12 are also close to applied.

In the second modification of the algorithm, only forces using reduced matrices $C$ are evaluated. For all base variants, a norm of deviation $\left\|A_{k} R_{k}-\varepsilon\right\|$ is evaluated for every wheel, and the interpolating cubic spline [7] is analyzed, see Fig. 10.

The position of points with minimum residual values is an estimation of the contact-point coordinate. Then we can make interpolation splines [11] for all $C$ matrix coefficients and obtain this matrix for the contact-point coordinate. After all, this new matrix is used to determine contact forces. Results of this procedure are presented in Table 1, in column 4 for the previous example.

## Method Verification. Case of Single-Area Contact

The algorithms were checked by means of a series of numerical experiments. The first model of the wheelset on rails was used. One of the rails is moved along the X -axis to get different contact-point positions. The model contact point is determined using the condition for torque relative to that point: $M_{y}=0$.

For relatively small rail movements, the contact remains a single-area contact. Both algorithm variants generate close results, with small errors of the contact coordinate, being less than 2 mm .

## Method Verification. Case of Double-Area Contact

When one of the rails is moved 10 mm away from the railway center, the corresponding contact interaction is a double-area contact. The typical nodal force distribution is presented in Fig. 11. In this example, there are two contact areas with contact points of 754 mm (on flange) and 785 mm . The second method modification gives good agreement for the total contact forces and a value of 782 mm for the contact position.

Analysis of tests results has shown that, in the case of double area contact, the algorithm generates equivalent parameters of some single-area contact, i.e., good agreement for total values of contact forces and coordinates of an equivalent contact point.

Let's look at a beam model analogy. The plane-beam configuration with two beams corresponds to the wheel section near the connection between the disk and rim, see Fig. 12.

Contact forces are acting at contact positions 1 and 2. Longitudinal strains are measured in the inclined beam cross section, and they depend on the stretching force and bending torque in the cross section.

To replace contact points 1 and 2 by one equivalent point (*), force and torque in the cross section must retain their values. Also, the arbitrariness of the measuring section produces the following formulae for the coordinates of equivalent point bases on coordinates of real points 1 and 2 and applied forces:

Fig. 11 Contact nodal force distribution. Here side forces are positive, and vertical forces are negative


Fig. 12 Beam analogy for double- and single-area contact


$$
\begin{equation*}
x^{*}=\frac{R_{y}^{1} x_{1}+R_{y}^{2} x_{2}}{R_{y}^{1}+R_{y}^{2}} \tag{5}
\end{equation*}
$$

The above formulae for previous example gives value for equivalent contact point coordinate 782.7 mm , compare with value 782 mm obtained in the numerical procedure.

## Conclusion

The algorithm of the estimation of contact points between wheel and rail coordinates is presented. Numerical tests have shown that, in the case of single-area contact, the error is less than 2 mm . In the case of double-area contact, the results are coordinates of equivalent contact points for single-area contact.
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