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Preface

The field of mechatronics, which is the synergistic combination of precision
mechanical engineering, electronic control and thinking systems in the design of
products and manufacturing processes, is gaining much attention in industries and
academics. Most complex innovations in several industries are possible due to the
existence of mechatronics systems.

From an exhaustive perusal and the experience gained from several years in the
field, we detected that several disciplines such electronics, mechanics, control and
computers are related to the design and building of mechatronic systems. However,
computer vision, control and robotics are currently essential to achieve a better
design and operation of intelligent mechatronic systems. Computer vision is the
field of artificial intelligence devoted to acquiring, processing, analyzing and
interpreting images from the real world with the goal of producing numerical
information that can be treated by a computer. On the other hand, Control is a
discipline that governs the physical laws of dynamic systems for variable regula-
tions. Finally, Robotics is an interdisciplinary branch of engineering that deals with
the design, construction, operation and application of robots.

This book is intended to present the recent advances in computer vision, control
and robotics for the creation of mechatronics systems. Therefore, the book content
is organized in three main parts: a) Computer Vision, b) Control, and c) Robotics,
each one containing a set of five chapters.

Part I Computer Vision
In this part, the book reports efforts in developing computer vision systems
implemented in different mechatronics industries including medical and automo-
tive, and reviews in the field of pattern recognition, super-resolution and artificial
neural networks.

Chapter 1 presents an implementation and comparison of five different denoising
methods to reduce multiplicative noise in ultrasound medical images. The methods
were implemented in the fixed-point DM6437 high-performance digital media
processor (DSP).
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In Chap. 2, a survey of the most recent advances concerning to morphological
neural networks with dendritic processing (MNNDPs) is presented. The basics of
each model and the correspondent training algorithm are discussed, and in some
cases an example is presented to facilitate understanding.

The novel technology of augmented reality (AR) is addressed in Chap. 3.
Particularly, a mobile AR prototype to support the process of manufacturing an
all-terrain vehicle is discussed. The prototype was tested in a real automotive
industry with satisfactory results.

Chapter 4 introduces the upcoming challenges of feature selection in pattern
recognition. The paper particularizes in a new type of data known as chronologi-
cally linked, which is proposed to describe the value that a feature can acquire with
respect to time in a finite range.

Finally, in Chap. 5 an overview of the most important single-image and
multiple-image super-resolution techniques is given. The methods and its corre-
spondent implementation and testing are showed. In addition, the main advantages
and disadvantages of each methods were discussed.

Part II Control
The second part of the book related to control focused mainly into propose intel-
ligent control strategies for helicopters, manipulators and robots.

Chapter 6 focuses on the field of cognitive robotics. Therefore, the simulations
of an autonomous learning process of an artificial agent controlled by artificial
action potential neural networks during an obstacle avoidance task are presented.

Chapter 7 analyzes and implements the hybrid force/position control using a
fuzzy logic in a Mitsubishi PA10-7CE Robot Arm which is a seven degrees of
freedom robot.

Chapter 8 reports the kinematic and dynamic models of the 6-3-PUS-type
Hexapod parallel mechanism and also covers the motion control of the Hexapod. In
addition, the chapter describes the implementation of two motion tracking con-
trollers in a real Hexapod robot.

The application of a finite time-time nonlinear proportional–integral–derivative
(PID) controller to a five-bar mechanism, for set-point controller, is presented in
Chap. 9. The stability analysis of the closed-loop system shows global finite-time
stability of the system.

Finally, Chap. 10 deals with the tracking control problem of three degrees of
freedom helicopter. The control problem is solved using nonlinear H∞ synthesis of
time-varying systems. The proposed method considers external perturbations and
parametric variations.

Part III Robotics
The final part of the book is devoted to the field of robotics implemented as
mechatronics systems.The applications include rehabilitation systems, challenges in
cognitive robotics, and applications of haptic systems.
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Chapter 11 proposes a novel ankle rehabilitation parallel robot with two degrees
of freedom consisting of two linear guides. Also, a serious game and a facial
expression recognition system were added for entertainment and to improve patient
engagement in the rehabilitation process.

Chapter 12 explains the new challenges in the area of cognitive robotics. In
addition, two low-level cognitive tasks are modeled and implemented in an artificial
agent. In the first experiment an agent learns its body map, while in the second
experiment the agent acquires a distance-to-obstacles concept.

Chapter 13 covers a review of applications of two novel technologies known as
haptic systems and virtual environments. The applications are divided in two cat-
egories including training and assistance. For each category the fields of education,
medicine and industry are addressed.

The aerodynamic analysis of a bio-inspired three degrees of freedom articulated
flat empennage is presented in Chap. 14. The proposal mimics the way that the tail
of some birds moves.

Finally, the problem of performing different tasks with a group of mobile robots
is addressed in Chap. 15. In order to cope with issues like regulation to a point or
trajectory tracking, a consensus scheme is considered. The proposal was validated
by a group of three differential mobile robots.

Also, we would like to thank all our book contributors and many other partic-
ipants who submitted their chapters that cannot be included in the book, we value
your effort enormously. Finally, we would like to thank the effort of our chapter
reviewers that helped us sustain the high quality of the book.

Chihuahua, Mexico Osslan Osiris Vergara Villegas
April 2018 Manuel Nandayapa

Israel Soto
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Chapter 1
Denoising of Ultrasound Medical Images
Using the DM6437 High-Performance
Digital Media Processor

Gerardo Adrián Martínez Medrano, Humberto de Jesús Ochoa
Domínguez and Vicente García Jiménez

Abstract Medical ultrasound images are inherently contaminated by a multi-
plicative noise called speckle. The noise reduces the resolution and contrast,
decreasing the capability of the visual evaluation of the image, and sometimes small
speckles can mask ills in early stages. Therefore, denoising plays an important role
in the diagnostic. Many investigations reported in the literature claim their per-
formance. However, this is limited because the unclear indicators or sometimes the
algorithms proposed are not suitable for implementations in hardware. In this
chapter, the implementation of five methods, specifically designed to reduce mul-
tiplicative noise, in a digital signal processor is presented. The chapter includes
performance evaluation of each method implemented in a fixed point, DM6437
digital signal processor (digital media processor) of Texas Instruments™. Results
show that the performance of the Frost and Lee filters, with a local window of
5 � 5 pixels, is better to reduce high-variance speckle noise than the rest of the
filters. For noise variance less than 0.1, the SRAD with 15 iterations has a higher
performance. However, the Frost and SRAD filters take more time to yield a result.

Keywords Denoising � Ultrasound medical images � Digital signal processor
Filtering
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1.1 Introduction

Medical ultrasound (US) is a low cost, real-time, and noninvasive technique that
requires processing signals at high speed (Adamo et al. 2013). This type of imaging
modality has several advantages over computed tomography (CT), positron emission
tomography (PET), and magnetic resonance imaging (MRI) especially in obstetric
applications where radiation or the injection of a radiotracer can be harmful to the
fetus. Besides, in medical US, the patient does not have to remain still. US images are
inherently contaminated with speckle noise because it is a coherent imaging system.

In the past, several methods to denoise US medical images have been proposed.
However, many of them apply strategies designed for additive Gaussian noise. Before
filtering, the noisy image is transformed into an additive process by taking the log-
arithm of the image. Therefore, by assuming that the noise is an additive Gaussian
process, a Wiener filter (Portilla et al. 2001) or a wavelet shrinkage method (Pizurica
et al. 2003; Rizi et al. 2011; Tian and Chen 2011; Premaratne and Premaratne 2012;
Fu et al. 2015) is applied to remove the noise component. Nevertheless, in (Oliver and
Quegan 2004; Goodman 2007; Huang et al. 2012), the authors study the speckle noise
and indicate that the suitable distribution for this type of noise is Gamma or Rayleigh.

The denoising methods are divided in spatial filtering (Lee 1980; Frost et al.
1982; Kuan et al. 1985), transform methods (Argenti and Alparone 2002; Xie et al.
2002; Pizurica et al. 2003; Rizi et al. 2011; Tian and Chen 2011; Premaratne and
Premaratne 2012), and, more recently, regularization methods for image recon-
struction and restoration (Aubert and Aujol 2008; Shi and Osher 2008; Huang et al.
2009; Nie et al. 2016a, b). Regularization methods are based on partial differential
equations, and the first denoising filter for multiplicative noise was the total variation
(TV) proposed in (Rudin et al. 2003). However, the problem of TV regularization
method is that in smooth regions produces a stair-case effect. In other words, the
texture features are not restored. Hence, other regularization methods introduce an
extra term to the functional named prior to work with the TV and the data fidelity
terms (Nie et al. 2016b) to overcome the piecewise constant of the smooth region.

Despite the results obtained in the transformed and the variational methods, the
limitation for its implementation in real time is the computational burden, since the
former need to change to a transform domain and after removing the noise returning
to the spatial domain. The variational methods need several iterations to converge
and it is usually very complicated their implementation in fixed-point processor.

In this chapter, a comparative analysis of the performances of several filters to
reduce the speckle effect, inUSmedical images, is presented. The filters are especially
designed formultiplicative noise, operate in the spatial domain and programmed in the
DM6437 digital signal processor (DSP) of Texas Instruments™ (TI) to study their
performance. This processor is also known as the digital media (DM) 6437.

The chapter is organized as follows: In Sect. 1.2, a literature review is given. In
Sect. 1.3, the methods used in this research and the metrics to measure the per-
formance are explained. In Sect. 1.4, the experimental results are presented. The
chapter concludes in Sect. 1.5.

4 G. A. Martínez Medrano et al.



1.2 Literature Review

The aim of this section is to provide a brief and useful description of the hardware
and techniques implemented in DSP for different image processing applications.

In Xuange et al. (2009), authors propose an online hydrological sediment
detection system based on image processing. This consists on an image collection
subsystem, an image transport subsystem, a network transmission subsystem, and
an ARM-based processing subsystem based on PXA270 processor. The system
acquires the image of mountain rivers using an online technique and performs the
hydrological analysis of sediment. The denoising algorithm uses wavelet trans-
formation. However, the overall performance is not reported.

In Bronstein (2011), the design of bilateral filter for noise removal is carried out
for a parallel single instruction, multiple data (SIMD)-type architecture using a
sliding window. For each pixel, in raster order, neighbor pixels within a window
around it are taken and used to compute the filter output; the window is moved right
by one pixel and so on. This implementation is optimized for windows sizes
between 10 and 20 to keep low the complexity. However, it approximates the
performance to the bilateral filter in terms of root mean square error (RMSE), and
the proposed implementation can operate at real time.

In Lin et al. (2011), authors propose a novel restoration algorithm based on
super-resolution concept using the wavelets decomposition implemented on the
OMAP3530 platform performing the effectiveness of the images restoration. The
architecture utilized is designed to provide good quality video, image, and graphics
processing. To verify the execution time of the algorithm, they use four different
methods: the Cortex-A 8 only implementation, the Cortex-A 8 + NEON imple-
mentation, the DSP only implementation, and the dual-core implementation.
Method 2 shows the best performance. Method 3 or 4 did not have the best
performance because the proposed algorithm involves heavy floating-point com-
putation which is not supported by the fixed-point C64x + DSP. For the
well-known Lena, Baboon, Barbara and Peppers images of size 256 � 256 report
an execution time from 1.41 to 2.5 s with PSNRs of 32.78, 24.49, 25.36 and
31.43 dBs respectively, using a dual-core implementation, outperforming the
bilinear and bicubic algorithms.

In Zoican (2011), the author develops an algorithm that reduces impulsive noise
in still images that allows to reduce more than 90% of the noise. The algorithm
presented is a median filter modification. The median filter is typically applied
uniformly across the image. To avoid this and reduce the noise, the author uses the
modified median filter, where impulse detection algorithm is used before filtering to
control the pixel to be modified. The algorithm is non-parametric comparing with
the progressive median algorithm that must be predetermined with four parameters.
The performance of the new algorithm is evaluated by measurement of mean square
error (MSE) and peak signal-to-noise ratio (PNSR). The results show the efficiency
of the new algorithm comparing with median progressive algorithm while

1 Denoising of Ultrasound Medical Images Using the DM6437 … 5



computational burden is similar. However, the proposal is for small images using
the BF5xx (Analog Devices Inc.™) DSP family.

In Akdeniz and Tora (2012), authors present a study of the balanced contrast
limited adaptive histogram equalization (BCLAHE) implementation for infrared
images on an embedded platform to achieve a real-time performance for a target
that uses a dual processor OMAP3530. The debug access port (DAP) and the
advanced risk machine (ARM) are optimized to obtain a significant speed increase.
The performance analysis is done over infrared images with different dynamic
range. The performance reached a real-time processing at 28 FPS with 16-bit
images.

In Dallai and Ricci (2014), the authors present a real-time implementation for a
bilateral filter for the TMS320DM64x + DSPs. Real-time capability was achieved
through code optimization and exploitation of the DSP architecture. The filter,
tested on the ULA-OP scanner, processes images from 192 � 512 to 40 FPS. The
images are obtained from a phantom and in vivo.

In Zhuang (2014), the author develops a system to enhance images using the
dual-core TI DaVinci DM6467T with MontaVista Linux operating system running
on the ARM subsystem to handle the I/O and the result of the DSP. The results
show that the system provides equivalent capabilities to a X86 computer processing
25 FPS on D1 resolution (704 � 480 pixels).

Finally, in Fan et al. (2016), authors focus on the optimized implementation of
the linear line detection system based on multiple image pre-processing methods
and an efficient Hough transformation. To evaluate the performance of the real-time
algorithm, the DSP TMS320C6678 was used. Lane detection takes up only a small
portion of the processing time and should be implemented with a much higher
performance than 25 frames per second (FPS) to make room for the rest of the
system. The linear detection algorithm presented in this paper is
faster-than-real-time, which achieves a high-speed performance with over 81 fps on
a multicore DSP. They used C language to program the linear lane detection
algorithm to achieve compatibility across multiple platforms especially for DSP to
yield a much faster performance than real time. The processor has eight cores, and
each core can run at 1.25 GHz. To develop a faster-than-real-time algorithm, they
use optimize the DSP, such as restricted search area, an efficient Hough transform,
and a better memory allocation. Also, with the purpose of reducing the Hough
transformation accumulated noise and decreasing the processing time, Gaussian
blur, edge thinning, and edge elimination are used.

1.3 Methods

This section introduces the methods used throughout this research, including the US
image formation, the model of the image with speckle noise and the classic filtering
strategies to remove it. Also, a brief description of the DSP as well as the metrics
used is included.

6 G. A. Martínez Medrano et al.



1.3.1 Ultrasound Image Formation

US is described by some wave parameters such as pressure density, propagation,
and particle displacement. It is a sound wave that transports energy and propagates
through several means as a pulsating pressure wave with a frequency above 20 kHz
(Suetens 2002). The modalities or formats of US are described following.

1.3.1.1 B-Mode

The B-mode or brightness-mode is currently the most used in US medical imaging.
The B-mode image is produced by a small transducer array, arranged in a straight
line. The most common are the linear, the convex, and the sector transducer. The
image is builtup line by line as the beam progresses along the transducer array as
shown in Fig. 1.1. The transducer is placed on the patient skin and sends a pulse
traveling along a beam into the tissue. The reflected echo is amplified to form signal
that is coherently summed to form the 2-D image.

Typically, the complete image is formed in a 1/30th second with negligible
delay. Observe that in a linear transducer, the lines are perpendicular to the line of
transducer elements. This allows to image superficial structures; in other words, it
has a rectangular beam shape.

1.3.1.2 Speckle Noise

In US scans, the speckle noise is granular structures formed by the superposition of
acoustical echoes with random phases and amplitudes from structures smaller than
the spatial resolution of the medical US system (Wagner et al. 1983). Speckle is an
inherent property of medical US imaging, and it generally tends to reduce the image
resolution and contrast as well as blur image details, thereby reducing the diagnostic
value of this imaging modality. Image processing methods for reducing the speckle
noise (despeckling) have proven useful for enhancing the image quality and
increasing the diagnostic potential of medical ultrasound (Abbott and Thurstone
1979; Ozcan et al. 2007; Ovireddy and Muthusamy 2014; Koundal et al. 2015;

Fig. 1.1 Formation of a 2D B-mode image

1 Denoising of Ultrasound Medical Images Using the DM6437 … 7



Kang et al. 2016; Wen et al. 2016; Li et al. 2017; Singh et al. 2017). The multi-
plicative noise can be expressed as

g ¼ f nþ v ð1:1Þ

where g and f are the noisy and the noise-free images, respectively, nðm; nÞ and v
are the amount of multiplicative an additive noise component in the image. The
effect of additive noise is considered smaller compared with that of multiplicative
noise (coherent interface) vk k2� nk k2 then Eq. (1.1) becomes,

g � f n ð1:2Þ

1.3.2 Despeckling Filters

Noise reduction without blurring the edges is a speckle noise reduction problem in
US images. Speckle suppression in ultrasound images is usually done by techniques
that are applied directly to the original image domain like median (Maini and
Aggarwal 2009), Lee (1980), Frost et al. (1982), and Kuan et al. (1985) filters that
achieve very good speckle reduction in homogeneous areas and ignore the speckle
noise in areas close to edges and lines. Perona and Malik (1990) developed a
method called anisotropic diffusion based on heat equation. It works well in
homogenous areas with edge preservation for an image corrupted by additive noise,
but the performance is poor for the speckle noise, which is a multiplicative noise;
then, Yu and Acton (2002) introduced a method called speckle reduction aniso-
tropic diffusion (SRAD). In this method, diffusion coefficient which defines the
amount of smoothing is based on ratio of local standard deviation to mean and these
are calculated using nearest neighbor window and it smoothens the edges and
structural content in images. Median, Lee, Kuan, Frost, and SRAD filters were
programmed in the DSP.

1.3.2.1 Median Filter

The median filter is a nonlinear image processing technique used to reduce
impulsive noise from images and has the particularity of preserving the edges of the
image. Hence, it produces a less blurred image. This spatial filtering operation
applies a two-dimensional window mask to an image region and replaces its
original center pixel value with the median intensity of the pixels contained within
the window. The window is a sliding window that moves to the next image region,
and the cycle is repeated until the entire image is processed. Hence, the median

8 G. A. Martínez Medrano et al.



filter preserves the edges and reduces the blur in images. If the window length is
2k + 1, the filtering is given by Eq. (1.3),

f̂n ¼ med½gn�k; . . .; gn; . . .; gnþ k�; ð1:3Þ

where med½�� is the median operator. To find the median value, it is necessary to
sort all the intensities in a neighborhood into a numerical ascendant order. This is a
computationally complex process due to the time needed to sort pixels to find the
median value of the window.

1.3.2.2 Lee Filter

The Lee filter is popular in the image processing community for despeckling and
enhancing SAR images. The Lee filter and other similar sigma filters reduce
multiplicative noise while preserving image sharpness and details. It uses a sliding
window that calculates a value with the neighbor pixels of the central window pixel
and replaces it with the calculated value. Calculate the variance of the window and
if the variance is low, smoothing will be performed. On the other hand, if the
variance is high, assuming an edge, the smoothing will not be performed.
Therefore,

f̂n ¼ �gþ r2f ðgn � �gÞ
r2f ðENLþ 1Þ�g2 ENL; ð1:4Þ

Equation (1.4) can be simplified as:

f̂n ¼ �gþ kðgn � �gÞ; ð1:5Þ

The Lee filter is a case of the Kuan filter (Kuan et al. 1985) without the term
r2f =ENL.

1.3.2.3 Kuan Filter

The Kuan filter (Kuan et al. 1985) is an adaptive noise smoothing filter that has a
simple structure and does not require any information of the image. The filter
considers the multiplicative noise model of Eq. (1.2) as an additive model of the
form:

g ¼ f þðn� 1Þf ; ð1:6Þ

1 Denoising of Ultrasound Medical Images Using the DM6437 … 9



Assuming unit mean noise, the estimated pixel value in the local window is:

f̂n ¼ �gþ r2f ðgn � �gÞ
r2f ðENLþ 1Þ�g2 ENL; ð1:7Þ

with

r2f ¼
ENLr2g � �g2

ENLþ 1
; ð1:8Þ

and

ENL ¼ Mean
StDev

� �2

¼ �g
r2g

 !2

; ð1:9Þ

The equivalent number of looks (ENL) estimates the noise level and is calculated
in a uniform region of the image. One shortcoming of this filter is that the ENL
parameter needs to be computed beforehand.

1.3.2.4 Frost Filter

The Frost filter (Frost et al. 1982) is an adaptive as well as exponential, based on
weighted middling filter, that reduces the multiplicative noise while preserving
edges. It works with a window that is 2kþ 1 size replacing the central pixel with the
sum of weighted exponential terms. The weighting factors depend on the distance
to the central pixel, the damping factor, and the local variance. The more far the
pixel from the central pixel the less the weight. Also, the weighting factors increase
as variance in the window increases. The filter convolves the pixel values within the
window with the exponential impulse response:

hi ¼ e�Kagði0Þ ij j; ð1:10Þ

where K is the filter parameter, i0 is the window central pixel, and ij j is the distance
measured from the window central pixel. The coefficient of variation is defined as
ag ¼ rg=�g, were �g and rg are the local mean and standard deviation of the window,
respectively.

1.3.2.5 SRAD Filter

SRAD is called speckle reducing anisotropic diffusion filter (Yu and Acton 2002),
and it is obtained by rearranging Eq. (1.6) as:

f̂ ¼ gþð1� kÞð�g� gÞ; ð1:11Þ
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The term ð�g� gÞ approximate to the Laplacian operator (with c = 1) and then
can be expressed as:

f̂ ¼ gþ k0divðDgÞ: ð1:12Þ

This equation is an isotropic process. Hence, @tg ¼ divðcDgÞ can be easily
transformed into an anisotropic version by including only the c factor:

@tg ¼ divðcDgÞ ¼ cdivðDgÞþDcDg: ð1:13Þ

The output image gðx; y; tÞ is evolved according to the following partial
derivative equation (PDE):

@gðx;y;tÞ
@t ¼ div½cðqÞDgðx; y; t�

gðx; y; 0Þ ¼ gðx; yÞ
@gðx;y;tÞ

@~n

���
@X
¼ 0

8><
>: ; ð1:14Þ

where cðqÞ is the diffusion coefficient, and gðx; y; tÞ is an edge detector. The last
boundary condition states that the derivative of the function along the outer normal,
at the image boundary, must vanish. This assures that the average brightness will be
preserved.

1.3.3 Description of the TMS320DM6437 Digital Media
Processor

1.3.3.1 DSP Core Description

The C64x + DSP core contains eight functional units (.M1, .L1, .D1, .S1, .M2, .L2,
.D2, and .S2); each one can execute one instruction every clock cycle. The .M
functional units perform multiply operations.

.M units can perform one of the following each clock cycle: one 32 � 32 bit
multiply, one 16 � 16 bit multiply, two 16 � 16 bit multiplies, two 16 � 16 bit
multiplies with add/subtract capabilities, four 8 � 8 bit multiplies with add oper-
ations, and four 16 � 16 multiplies with add/subtract capabilities also supports
complex multiply (CMPY) instructions that take for 16-bit inputs and produces a
32-bit packed output that contains 16-bit real a 16-bit imaginary values. The
32 � 32 bit multiply instructions provide the extended precision necessary for
audio and other high-precision algorithms on a variety of signed and unsigned
32-bit data types.

The .S and .L units perform a general set of arithmetic, logical, and branch
functions. The .D units primarily load data from memory to the register file and
store results from the register file into memory, also, two register files, and two data
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paths. There are two general-purpose register files (A and B), and each contains
32-bit registers for a total of 64 registers.

The .L or arithmetic logic units have the ability to do parallel add/subtract
operations on a pair of common inputs. Versions of this instructions exist to work
on 32-bit data or on pairs of 16-bit data performing dual 16-bit add–subtracts in
parallel.

1.3.3.2 Evaluation Module

The DM6437 evaluation module (EVM) is a platform that allows to evaluate and
develop applications for the TI DaVinci processors family. The EVM board
includes a TI DM6437 processor operating up to 600 megahertz (MHz), one video
decoder, supports composite or S-video, four video digital-to-analog converter
(DAC) outputs—component, red, green, blue (RGB) composite, 128 megabytes
(MB) of double data rate synchronous dynamic random-access memory (DDR2
DRAM), one universal asynchronous receiver-transmitter (UART) and a pro-
grammable input/output device for controller area network (CAN I/O), 16 MB of
non-volatile flash memory, 64 MB of flash memory based on nand gates (NAND
flash), 2 MB of static random-access memory (SRAM), a low power stereo codec
(AIC33), inter-integrated circuit interface (I2C) with onboard electrically erasable
programmable read-only memory (EEPROM) and expanders, 10/100 megabit per
second (MBPS) Ethernet interface, configurable boot load options, embedded
emulation interface known as joint test action group (JTAG), four user light
emitting diodes (LEDs) and four position user switches, single voltage power
supply (5 volts), expansion connectors for daughter card use, a full-duplex serial
bus to perform transmit and receive operations separately for connecting to one or
more external physical devices which are mapped to local physical address space
and appear as if they are on the internal bus of the DM6437 processor, and one
Sony/Philips digital interface format (S/PDIF) to transmit digital audio.

The EVM is designed to work with Code Composer Studio. Code Composer
communicates with the board through the embedded emulator or an external JTAG
emulator. Figure 1.2 shows the block diagram of the EVM.

The US images were loaded into the memory of the EVM using the JTAG
emulator; after finishing the process, a copy of the clean image was sent to the
computer and to the video port to be displayed in a monitor.

1.3.3.3 Memory Map

Figure 1.3 shows the memory of the address space of a DM6437, portions of
memory can be remapped in software, the total amount of memory for data, pro-
gram code, and video is 128 megabytes. In this work, the US images were allocated
in DDR memory (unsigned char *) 0 � 80000000. This memory has a dedicated
32-bits bus.
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For processing purposes, ten memory regions were allocated in DDR memory to
store the results of filtered images. Before sending to the display, the images are
reshaped to 480 � 720.

1.3.4 Metrics

In order to compare the restoration quantitatively, we use eight error measures
including the MSE of Eq. (1.15), PSNR of Eq. (1.16), the signal-to-noise ratio
(SNR) of Eq. (1.17), the structural similarity index (SSIM) (Wang et al. 2004) of
Eq. (1.18), mean structural similarity index (MSSIM) of Eq. (1.19), the contrast to
background contrast (CBC) of Eq. (1.20), perceptual sharpness index
(PSI) (Blanchet and Moisan 2012), and Pratt figure of merit (FOM) (Pratt 2001),
which are widely used in the image processing literature.

Fig. 1.2 Block Diagram of the EVM DM6437 (Texas Instruments 2006)

Fig. 1.3 Memory map (Texas Instruments 2006)
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MSE ¼ 1
MN

XM�1

i¼0

XN�1

j¼0

xði; jÞ � yði; jÞk k2; ð1:15Þ

PSNR ¼ 10 log10
v2max

MSEðx; yÞ
� �

; ð1:16Þ

SNR ¼ 10 log10
r2y

MSEðx; yÞ

 !
; ð1:17Þ

where x is the original image, y is the recovered image after denoising, and vmax is
the maximum possible value in the range of the signals. The SSIM factor (Wang
et al. 2004) is calculated as,

SSIMðx; yÞ ¼ 2lxly þ c1
� �

2rxy þ c2
� �

l2x þ l2y þ c1
� �

r2x þ r2y þ c2
� � ; ð1:18Þ

where lx and ly are the mean value of x and y, r2x , r
2
y and rxy are the variance and

covariance of x and y; and c1 and c2 are constants terms. Another metric derived
from the SSIM is the MSSIM of Eq. (1.19),

MSSIM ¼ 1
M

XM
j¼1

SSIMðxj; yjÞ; ð1:19Þ

where M is the number of the areas being compared.

CB ¼ lFR � lBRj j
lFP þ lBPj j ; ð1:20Þ

where lFR and lBR are the mean value of the foreground and the background of the
recovered image, and lFP and lBP are the mean value of the foreground and the
background of the synthetic image. Both obtained on homogeneous regions.

1.4 Results

In this section, performance evaluation of the filters on synthetic data and on real
data is obtained. The phantom of a fetus (Center for Fast Ultrasound Imaging 2017)
was contaminated with speckle noise with different variances and uploaded to the
memory of the board. Then, a filtering process is applied to the noisy image. The
resulting clean image is sent back to the computer. Different metrics were calculated
using the clean phantom as a reference.
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Figure 1.4 shows the system configuration to process the US images. The code
composer is used to program the processor and to upload the image to the DDR
memory. The interface connects the computer to module, and the module sends the
image to a display and to the computer for visualization and performance evaluation
purposes, respectively. In the next sections, the results or synthetic and real data are
presented.

1.4.1 Experiments on Synthetic Data

The synthetic images (Center for Fast Ultrasound Imaging 2017) and speckle noise
model are considered for the experiments, and different metrics to evaluate the noise
are used to compare objectively several methods. Figure 1.5 shows the original
image and the affected images with different speckle values.

In this experiment, the synthetic image of Fig. 1.5 (Center for Fast Ultrasound
Imaging 2017) was corrupted with different levels of noise. The synthetic image
(phantom) was modified according to the national television system committee
(NTSC) standard to 8-bit image of 480 � 720 pixels for display purposes. The
speckle noise process, applied to the synthetic image, follows the model of
Eq. (1.2). Seven different levels of noise variance were tested by setting
r ¼ f0:02; 0:05; 0:1; 0:15; 0:2; 0:25; 0:3g. To assess denoising methods, the previ-
ous metrics defined in Sect. 1.3.4 were computed between the synthetic and the
reconstructed image. Quantitative results are shown in Tables 1.1, 1.2, 1.3, 1.4, 1.5,
1.6, and 1.7.

Fig. 1.4 System configuration: code composer software, interface to the DM6437 EVM and the
display unit
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Fig. 1.5 Synthetic images, from left to right. First row shows the original image and the images
contaminated with a speckle noise variance of 0.02 and 0.05, respectively. Second row shows the
original image contaminated with a speckle noise variance of 0.1, 0.15, and 0.2, respectively, and
the third row shows the original image contaminated with a speckle noise variance of 0.25 and 0.3,
respectively

Table 1.1 Results with filters applied to the affected image with 0.02 of noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.02 489.099 21.236 10.756 1.116 0.3621 0.4766 296.593 0.7797

Median
3 � 3

647.448 20.018 9.538 1.119 0.3192 0.5623 626.425 0.7257

Median
5 � 5

859.717 18.787 8.307 1.119 0.2751 0.6035 569.047 0.7166

Median
7 � 7

1082.408 17.786 7.306 1.118 0.2503 0.6104 556.798 0.6665

Lee 3 � 3 845.326 18.860 8.380 1.112 0.2755 0.5747 111.047 0.8868

Lee 5 � 5 1300.727 16.988 6.508 1.016 0.1855 0.4729 19.122 0.7730

Lee 7 � 7 1391.133 16.697 6.217 1.107 0.1384 0.5112 18.385 0.6531

Kuan (15 it.) 2106.461 14.895 4.415 1.065 0.1319 0.5213 363.414 0.5547

Frost 5 � 5 812.249 19.033 8.553 1.109 0.2552 0.6142 147.586 0.8072

SRAD (15 it.) 287.326 23.547 13.067 1.113 0.3830 0.7129 1205.296 0.8352
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Table 1.2 Results with filters applied to the affected image with 0.2 of noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.2 2622.640 13.943 3.463 0.982 0.2960 0.3126 29.194 0.3072

Median 3 � 3 1428.633 16.58 6.101 0.976 0.2212 0.3293 145.724 0.3524

Median 5 � 5 1410.025 16.638 6.158 0.976 0.1843 0.3864 124.430 0.4327

Median 7 � 7 1578.258 16.149 5.669 0.981 0.1504 0.4269 89.081 0.5420

Lee 3 � 3 1410.097 16.638 6.158 0.985 0.2230 0.3616 32.443 0.4055

Lee 5 � 5 1418.131 16.613 6.133 0.978 0.1724 0.4465 16.415 0.7803

Lee 7 � 7 1627.629 16.015 5.535 0.976 0.1206 0.4561 9.122 0.6280

Kuan (15 it.) 2357.738 14.405 3.925 0.952 0.0923 0.4601 6.631 0.5881

Frost 5 � 5 1082.135 17.787 7.307 0.978 0.2840 0.5181 97.837 0.5566

SRAD (15 it.) 1949.973 15.230 4.750 0.993 0.2809 0.3371 68.303 0.3434

Table 1.3 Results with filters applied to the affected image with 0.05 noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.05 721.608 19.547 9.067 0.9979 0.4229 0.4590 126.939 0.6122

Median 3 � 3 686.310 19.765 9.285 0.9904 0.2997 0.4897 371.883 0.7023

Median 5 � 5 858.621 18.792 8.312 0.9938 0.2629 0.5532 321.724 0.7218

Median 7 � 7 1072.914 17.825 7.345 0.9950 0.2259 0.5690 297.163 0.6402

Lee 3 � 3 819.340 18.996 8.516 0.9953 0.2804 0.5266 75.003 0.7893

Lee 5 � 5 1300.727 16.988 6.508 1.0161 0.1855 0.4729 19.122 0.7730

Lee 7 � 7 1331.404 16.887 6.407 0.9935 0.1359 0.5022 14.161 0.6541

Kuan (15 it.) 1685.911 15.862 5.382 0.9014 0.1148 0.4746 7.368 0.6057

Frost 5 � 5 758.378 19.331 8.851 0.9948 0.3025 0.6060 118.401 0.8178

SRAD (15 it.) 374.178 22.400 11.920 1.003 0.4720 0.6642 712.479 0.7405

Table 1.4 Results with filters applied to the affected image with 0.1 of noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.1 1358.284 16.800 6.320 1.003 0.3552 0.3778 59.144 0.3888

Median 3 � 3 953.5335 18.337 7.857 0.9982 0.2647 0.4089 245.035 0.5166

Median 5 � 5 1071.67 17.830 7.350 1.003 0.2252 0.4734 198.070 0.6694

Median 7 � 7 1280.756 17.056 6.576 1.003 0.1825 0.4992 171.538 0.5598

Lee 3 � 3 1104.697 17.698 7.218 1.018 0.2440 0.4153 44.087 0.4482

Lee 5 � 5 1300.727 16.988 6.508 1.016 0.1855 0.4729 19.122 0.7730

Lee 7 � 7 1426.965 16.586 6.106 0.9962 0.1294 0.4840 11.755 0.6529

Kuan (15 it.) 1872.912 15.405 4.925 0.9081 0.1075 0.4694 7.120 0.5955

Frost 5 � 5 864.236 18.764 8.284 0.9980 0.2974 0.5723 107.896 0.8182

SRAD (15 it.) 880.621 18.682 8.202 1.009 0.3574 0.4489 242.935 0.5477
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Table 1.5 Results with filters applied to the affected image with 0.15 of noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.15 1998.636 15.123 4.643 1.024 0.3212 0.3392 37.895 0.3967

Median 3 � 3 1214.233 17.287 6.807 1.018 0.2381 0.3574 182.118 0.3902

Median 5 � 5 1256.460 17.139 6.659 1.021 0.2033 0.4203 158.164 0.5545

Median 7 � 7 1434.514 16.563 6.083 1.020 0.1645 0.4565 125.176 0.5472

Lee 3 � 3 1104.697 17.698 7.218 1.018 0.2440 0.4153 44.087 0.4482

Lee 5 � 5 1300.727 16.988 6.508 1.016 0.1855 0.4729 19.122 0.7730

Lee 7 � 7 1518.448 16.316 5.836 1.013 0.1267 0.4700 10.422 0.6528

Kuan (15 it.) 2123.588 14.860 4.380 0.9359 0.0993 0.4647 7.133 0.5973

Frost 5 � 5 970.406 18.261 7.781 1.016 0.2914 0.5424 106.232 0.7643

SRAD (15 it.) 1417.497 16.615 6.135 1.032 0.3100 0.3762 114.514 0.3921

Table 1.6 Results with filters applied to the affected image with 0.25 of noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.25 3250.787 13.010 2.530 0.9861 0.2771 0.2935 22.871 0.2969

Median 3 � 3 1671.314 15.900 5.420 0.9806 0.2047 0.3030 137.273 0.3312

Median 5 � 5 1579.811 16.148 5.664 0.9878 0.1727 0.3588 129.235 0.4253

Median 7 � 7 1729.038 15.752 5.272 0.9898 0.1445 0.4069 92.049 0.5062

Lee 3 � 3 1410.097 16.638 6.158 0.9859 0.2230 0.3616 32.443 0.4055

Lee 5 � 5 1300.727 16.988 6.508 1.016 0.1855 0.4729 19.122 0.7730

Lee 7 � 7 1743.332 15.717 5.237 0.9833 0.1250 0.4475 8.2734 0.6560

Kuan (15 it.) 2624.992 13.939 3.459 0.9752 0.0854 0.4560 6.736 0.5838

Frost 5 � 5 1208.513 17.308 6.828 0.9830 0.2776 0.4937 99.0494 0.5461

SRAD (15 it.) 2474.478 14.195 3.715 0.9995 0.2602 0.3124 49.905 0.3159

Table 1.7 Results with filters applied to the affected image with 0.3 of noise variance

Filter MSE PSNR SNR CB SSIM MSSIM SI FOM

Speckle 0.3 3871.467 12.252 1.772 0.9866 0.2607 0.2780 22.102 0.2825

Median 3 � 3 1911.848 15.316 4.836 0.9774 0.1944 0.2877 128.782 0.2993

Median 5 � 5 1731.528 15.746 5.266 0.9775 0.1633 0.3392 116.175 0.3503

Median 7 � 7 1881.839 15.384 4.90 0.9749 0.1292 0.3824 76.382 0.4697

Lee 3 � 3 1104.697 17.698 7.218 1.018 0.2440 0.4153 44.087 0.4482

Lee 5 � 5 5605.530 10.644 0.1646 0.9925 0.0782 0.1372 22.024 0.2347

Lee 7 � 7 6554.056 9.965 0.5142 0.9896 0.0392 0.1009 21.828 0.2022

Kuan (15 it.) 2902.858 13.502 3.022 0.9885 0.0772 0.4484 6.597 0.5759

Frost 5 � 5 1335.729 16.873 6.393 0.9848 0.2722 0.4705 96.415 0.4828

SRAD (15 it.) 2985.113 13.381 2.90 1.001 0.2454 0.2943 42.202 0.2985
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Fig. 1.6 Synthetic images after filtering process to remove a noise variance of 0.02, from left to
right. First row shows the filtered image using median filter with window sizes of 3 � 3, 5 � 5,
and 7 � 7, respectively. Second row shows the filtered image using the Lee filter with window
sizes of 3 � 3, 5 � 5, and 7 � 7, respectively. Third row shows the filtered image using the
Kuan, Frost, and SRAD filters, respectively

Figure 1.6 shows the synthetic images after applying the filtering process to
remove the noise. The speckle noise variance was 0.02. From left to right, the first
row shows the filtered image using a median filter with window sizes of
3 � 3 (median 3 � 3), 5 � 5 (median 5 � 5) and 7 � 7 (median 7 � 7) respec-
tively. The second row shows the filtered image using the Lee filter with window
sizes of 3 � 3, 5 � 5, and 7 � 7, respectively, and the third row shows the filtered
images using the Kuan, the Frost, and the SRAD (15 iterations) filters, respectively.
Notice that the SRAD filter yields the best visual results.

Median filter of 7 � 7 (median 7 � 7) yields a clean image. However, the
regions of the fingers are mixed, and the same happens in the image processed with
the median filter of 5 � 5 (median 5 � 5). Also, Lee of 3 � 3 and SRAD filters
yield a better image. The quantitative evaluation is summarized in Table 1.1. The
best FOM was obtained by using the Lee 3 � 3 filter followed by the performance
of the SRAD. However, SRAD yielded the best PSNR, SSIM, MSSIM, and SI.
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Figure 1.7 shows the synthetic images after applying the filtering process. The
speckle noise variance was 0.2. From left to right, the first row shows the filtered
image using a median filter with window sizes of 3 � 3, 5 � 5, and 7 � 7,
respectively. The second row shows the filtered image using the Lee filter with
window sizes of 3 � 3, 5 � 5, and 7 � 7, respectively, and the third row shows
the filtered images using the Kuan, the Frost, and the SRAD (15 iterations) filters,
respectively. Notice that the Lee of 3 � 3, Frost, and SRAD filters preserve most of
the image details in spite of the noise.

Fig. 1.7 Synthetic images after filtering process to remove a noise variance of 0.2, from left to
right. First row shows the filtered image using median filter with window sizes of 3 � 3, 5 � 5,
and 7 � 7, respectively. Second row shows the filtered image using the Lee filter with window
sizes of 3 � 3, 5 � 5, and 7 � 7, respectively. Third row shows the filtered image using the
Kuan, Frost, and SRAD filters, respectively
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The quantitative evaluation is summarized in Table 1.2 for Fig. 1.7. The best
FOM was obtained by using the Lee 5 � 5 filter in spite of the blur image followed
by the Lee 7 � 7 and Kuan after 15 iterations. However, the Frost 5 � 5 yielded
the best PSNR, SNR, SSIM, MSSIM. However, the SRAD gives a better CBC
because it also produces a piecewise effect in smooth areas.

Tables 1.4, 1.5, 1.6, and 1.7 show the performance of the filters for different
noise powers. For example, when the noise variance is 0.1, Frost, SRAD, and
median 3 � 3 filters yield the best PSNR results and Lee 3 � 3 preserves better the
contrast. Frost 5 � 5 yields the best SI, MSSIM, and FOM. SRAD (15 it) yields the
best SSIM and median 3 � 3 the best SI.

The PSNR and MSE values from the tables show that the filters have good noise
smoothing, especially in the SRAD and Frost filters that have a higher PSNR in
most of the cases. The SRAD and Lee filters yield the best results in contrast CB
and FOM, meaning that these filters reduce the noise and preserve the contrast.

The results show the effectiveness of the Frost filter with the highest score of MSSIM
in most of the cases. We note that the MSSIM approximates the perceived visual quality
of an image better than PSNR. The median and SRAD filters reached the highest values
of sharpness index that means that these filters can restore more image details.

The time reached by the filters is shown in Table 1.8, highlighting that the
SRAD and Kuan filters have 15 iterations for better quality, and the rest of the
algorithms is only in a single iteration.

In these results, it is shown that the algorithms can be suitable for the
DM6437 DSP reaching good results in the metrics and acceptable processing times.
The more performance in restoring image the more time consumed. However,
classical filters are suitable for implementation using fixed-point hardware.

Table 1.8 Comparison of performance in time

Algorithm Execution time (s)

Median 3 � 3 0.81

Median 5 � 5 2.37

Median 7 � 7 4.7

Lee 3 � 3 0.62

Lee 5 � 5 1.43

Lee 7 � 7 2.61

Kuan (15 it.) 12.3

Frost 5 � 5 50.55

SRAD (15 it.) 50.43
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1.4.2 Experiments on Real Data

The algorithms show a good visual performance in the synthetic image, and now
they are going to be tested in real data. For this experiment, it was used an US
obstetric image. After processing, the image was adjusted to be displayed in a
display unit as shown in Fig. 1.4. Figure 1.8 shows the original and the denoised
images using the different algorithms implemented.

Speckle noise in US images has very complex statistical properties which
depend on several factors. Experimental results show that the edge preservation of
the Lee and SRAD filter is visible on the removed noise image.

Fig. 1.8 Real images from left to right. First row, original obstetric image, image restored using a
median 3 � 3 and a median 5 � 5 filter. Second row, image restored using a median 7 � 7, a Lee
3 � 3, and a Lee 5 � 5 filter. The third row, image restored using a Lee 7 � 7 a Kuan with 15
iterations and the Frost filter, and the fourth row shows the SRAD filter with 15 iterations
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The benefits of using the DM6437 processor (C6000 family) are its capabilities
of instruction scheduling to ensure the full utilization of the pipeline, parallel
processing, and high throughput. These proficiencies make the selected DSP suit-
able for computation-intensive real-time applications. The TI’s C6000 core utilizes
the very long instruction word (VLIW) architecture to achieve this performance and
affords lower space and power footprints to implement compared to superscalar
architectures. The eight functional units are highly independents and include six
32-bits and 40-bits arithmetic logic units (ALUs), and 64 general-purpose registers
of 32 bits (Texas Instruments 2006). In this research, a sample was represented in
Q-format as Q9.7, meaning a gap of only 0.0078125 between adjacent non-integer
numbers and a maximum decimal number of 0.9921875. As it can be seen, the
effect of the granular noise introduced by this quantization process is negligible.
Nevertheless, the speed gain is high (about 1.67 ns per instruction cycle) (Texas
Instruments 2006) compared to a floating-point processor.

1.5 Conclusions

The existence of speckle noise in US images is undesirable since it reduces the image
quality by affecting edges and details between interest data that is the most interesting
part for diagnostics. In this chapter, the performance of different strategies to remove
speckle noise using the fixed-point, DM6437 digital signal processor was analyzed.
The performance of the filters in synthetic images, with different noise variance, and
images acquired with a real US-scanner were compared. Measurements of recon-
struction quality and performance in time were carried out. It is noted that the median,
the Lee, and the Kuan filters perform very fast. However, Frost and SRAD filters
provide the best reconstruction quality even with images severely affected by noise,
but their performance in time is less than the previous filters.

As future directions, we are working on a framework to include stages such as
filtering, zooming, cropping, and segmentation of regions using active contours
(Chan and Vese 2001).
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Chapter 2
Morphological Neural Networks
with Dendritic Processing for Pattern
Classification

Humberto Sossa, Fernando Arce, Erik Zamora
and Elizabeth Guevara

Abstract Morphological neural networks, in particular, those with dendritic pro-
cessing (MNNDPs), have shown to be a very promising tool for pattern classifi-
cation. In this chapter, we present a survey of the most recent advances concerning
MNNDPs. We provide the basics of each model and training algorithm; in some
cases, we present simple examples to facilitate the understanding of the material. In
all cases, we compare the described models with some of the state-of-the-art
counterparts to demonstrate the advantages and disadvantages. In the end, we
present a summary and a series of conclusions and trends for present and further
research.

Keywords Morphological neural networks with dendritic processing
Pattern classification � Artificial intelligence

2.1 Introduction

Pattern classification is recognized to be one of the most important problems in
many areas. One of these areas is artificial intelligence and robotics. Pattern clas-
sification allows a robot, for example, to recognize surrounding objects (things,
sounds, and so on). This way the robot can navigate inside its environment in an
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autonomous way in such a way that it can avoid hitting those objects, obeying
orders, locate and grasp them to perform a given task.

The pattern classification problem can be stated as follows: Given a pattern X in
vector form composed of or of n features as follows: X ¼ x1; x2; . . .; xn½ �T, deter-
mine its corresponding class Ck; k ¼ 1; 2; . . .; p. Several approaches were devel-
oped during the last decades to provide different solutions to this problem; among
them are the statistical approach, the syntactical or structural approach, and the
artificial neural approach.

The artificial neural approach is based on the fact that many small processing
units (the neurons) combine their capabilities to determine the class Ck; k ¼
1; 2; . . .; p given an input pattern: X ¼ x1; x2; . . .; xn½ �T. Considering that an artificial
neural network is a mapping between X and the set of labels: K ¼ 1; 2; . . .; pf g; if
this mapping is defined as M then: X ! M ! K.

Several artificial neural network (ANN) models have been reported in literature,
since the very old threshold logic unit (TLU) model introduced to the world during
the 40s by McCulloch and Pitts (1943), the well-known Perceptron developed by
Rosenblatt during the 50s (Rosenblatt 1958, 1962), the radial basis function neural
network (RBFNN) proposed by Broomhead and Lowe (1988a, b), the elegant
support vector machine (SVM) introduced to the world by Cortes and Vapnik in the
90s (Cortes and Vapnik 1995), the extreme learning machine (ELM) model pro-
posed by Guang et al. (2006) and Huang et al. (2015), among other.

A kind of ANNs not very well known by the scientific community that has
demonstrated very promising and competitive pattern classification results is the
so-called morphological neural network with dendritic processing (MNNDP) model
(Ritter et al. 2003; Ritter and Urcid 2007).

Instead of using the standard multiplications ð�Þ and additions ðþ Þ to obtain
the values used by the activation functions of the computing unities in classical
models, MNNDPs combine additions ðþ Þ and max ð_Þ or min ð^Þ operations. As
we will see along this chapter, this change will modify the way separating among
pattern classes; instead of using decision surfaces integrated by a combination of
separating hyperplanes, MNNDPs combine hyper-boxes to perform the same task:
Divide classes to find the class to which a given input pattern X ¼ x1; x2; . . .; xn½ �T
should be put.

The rest of this chapter is organized as follows. Section 2.2 is oriented to present
to the reader the basics of MNNDP. Section 2.3, on the other hand, is focused to
explain the operation of the most popular and useful training algorithms. When
necessary, a simple numerical example is provided to help the reader to easily grasp
the idea of the operation of the training algorithm. In Sect. 2.4, we compare the
performance of the presented models as well as the training algorithms in respect to
other artificial neural networks models. Finally, in Sect. 2.5, we conclude and give
some directives for present and future research.
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2.2 Basics on MNNDPs

Due to some of the important discoveries in the biophysics of computation, in
(Ritter et al. 2003; Ritter and Schmalz 2006; Ritter and Urcid 2007), the authors
present an improvement over the so-called morphological perceptron (MP) (Ritter
and Beaver 1999). This improvement consists in adding a dendritic structure to the
neuron to enhance its computing capabilities. This new model named morpho-
logical perceptron with dendritic processing (MPDP) allows generating decision
boundaries formed by combinations of rectangular regions in the plane
(hyper-boxes in n-dimensional space). Thus, in n dimensions, a dendrite represents
a hyper-box; a combination of hyper-boxes allows grouping classes.

Dendrites have played an important role in previously proposed training meth-
ods. The most common approach consists in enclosing patterns by one or more
hyper-boxes assigning a label to each group of hyper-boxes.

MPDPs computations are based on lattice algebra. More information can be
found in (Ritter et al. 2003; Ritter and Schmalz 2006; Ritter and Urcid 2007).

Morphological processing involves additions ðþ Þ and min ð^Þ or max ð_Þ
operations; min and max operators allow generating piecewise boundaries for
classification problems. These operations can be easily implemented in logic
devices because computational processing is based on comparative operators
instead of products.

Several MPDPs can be arranged into a net called MNNDP. Usually, a MNNDP
has a layer of several MPDPs. Without loss of generality, let us consider the case of
a MNNDP with one MPDP.

In what follows an incoming pattern is firstly processed by all the dendrites of
the MPDP (For an example, refer to Fig. 2.1a). Once this is done, the dendrite with
the biggest value is chosen by means of a selecting function. Figure 2.1a shows the
architecture of a MPDP with K dendrites and an example of a hyper-box (Fig. 2.1b)
generated by kth dendrite in terms of its weights w0

i;k and w1
i;k in two dimensions.

Fig. 2.1 a Typical MPDP and b example of hyper-box in 2D generated by kth dendrite
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The computation s jk performed by the kth dendrite for the jth class in 2D can be
expressed as follows:

s jk ¼ ^n
i¼1 xi þw1

ik

� � ^ � xi þw0
ik

� � ð2:1Þ

where xi is the ith component of input vector X ¼ x1; x2; . . .; xn½ �T; n is the vector
dimensionality of X, i 2 I; and I 2 1; . . .; nf g represents the set of all input neurons
with terminal fibers that synapsing kth dendrite; w0

ik and w
1
ik are the synaptic weights

corresponding to the set of terminal fibers of the ith neuron that synapse on the kth
dendrite; w1

ik represent an activation terminal fiber while w0
ik an inhibition terminal

fiber.
If s jk [ 0, X is inside the hyper-box; if s jk ¼ 0, X is over the hyper-box boundary,

and if s jk\0, X is outside the hyper-box.
On the other hand, the output value of the MPDP: sj is obtained by computing

the argument of the maximum over all the computations obtained by the set of
dendrites connected to the MPDP as follows:

sj ¼ argmaxk s jk
� � ð2:2Þ

From Eq. (2.2), we can see that the argmax function selects only one of the
dendrites values, and the result is a scalar. This argmax function permits a MPDP
classifying patterns that are outside the hyper-boxes. It also allows building more
complex decision boundaries by combining the actions of several hyper-boxes. If
Eq. (2.2) produces more than one output, the argmax function selects the first
maximum argument as the index class to which the input pattern is classified.

In order to explain how a dendrite computation is performed for a MPDP, let us
refer to Fig. 2.2a displaying two hyper-boxes that could be generated by any MPDP
trained with any training algorithm covering all the patterns (green crosses and blue
dots). In the example, blue dot points belong to class C1 while green crosses belong
to class C2. Figure 2.2b presents the MPDP that allows generating the two afore-
mentioned boxes. As can be appreciated, the input pattern values x1 and x2 are
connected to the output neuron via the dendrites. The geometrical calculation
explanation executed by the dendrites is that each of these determines a box in two
dimensions (a hyper-box in n dimensions) which can be represented by its weight
values wij.

To verify the correct operation of the MPDP shown in Fig. 2.2b, let us consider

the following two noisy patterns: ~x1 ¼ 3
0

� �
which is supposed to belong to class C1

and ~x2 ¼ 7
3

� �
to class C2.

According to Eq. (2.1), the following dendrite computations for both patterns
can be obtained:

30 H. Sossa et al.



s11 ~x1ð Þ ¼ s11
3

0

� �
¼ 3� 1ð Þ ^ � 3� 5ð Þ½ � ^ 0� 1ð Þ ^ � 0� 5ð Þ½ � ¼ 2 ^ �1½ � ¼ �1:

s21 ~x1ð Þ ¼ s21
3

0

� �
¼ 3� 4ð Þ ^ � 3� 8ð Þ½ � ^ 0� 4ð Þ ^ � 0� 8ð Þ½ � ¼ �1 ^ �4½ � ¼ �4:

s11 ~x2ð Þ ¼ s11
7

3

� �
¼ 7� 1ð Þ ^ � 7� 5ð Þ½ � ^ 3� 1ð Þ ^ � 3� 5ð Þ½ � ¼ �2 ^ 2½ � ¼ �2:

s21 ~x2ð Þ ¼ s21
7

3

� �
¼ 7� 4ð Þ ^ � 7� 8ð Þ½ � ^ 3� 4ð Þ ^ � 3� 8ð Þ½ � ¼ 1 ^ �1½ � ¼ �1:

Now, by applying Eq. (2.2) to these four values:

s ¼ argmaxk s11 ~x1ð Þ; s21 ~x1ð Þ� � ¼ argmaxk �1;�4ð Þ ¼ 1:

s ¼ argmaxk s11 ~x2ð Þ; s21 ~x2ð Þ� � ¼ argmaxk �2;�1ð Þ ¼ 2:

As expected, the MPDP maps out ~x1 to C1 and ~x2 to C2 correctly.

2.3 Training Algorithms

It is well known that to be useful, any ANN has to be trained. In the case of
MNNDPs, several training methods have been reported in the literature. Most of
these methods utilize a sort of heuristic and do not make use of an optimization
technique to tune the interconnection parameters.

Fig. 2.2 Simple example of a DMNN. a Two boxes that cover all the patterns and bMPDP based
on the two boxes (black circles denote excitatory connections and white circles inhibitory
connections)
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In this section, we describe some of the most useful methods reported in the
literature to train a MNNDP. Without loss of generality, let us consider the case of a
MNNDP composed of just one neuron, i.e., a MPDP.

2.3.1 Elimination and Merging Methods

According to Ritter et al. (2003), a MPDP can be trained in two different ways. The
first is based on iteratively eliminating boxes, the second one on merging boxes.
The principle of operation of both approaches is described in the following two
subsections.

2.3.1.1 Elimination Method

This method was originally designed to work for one morphological perceptron
applied to two-class problems. The method first builds a hyper-box that encloses all
the patterns from the first class and possibly patterns of the second class. For an
example, refer to Fig. 2.3a. As can be appreciated, the hyper-box generated con-
tains patterns of both classes.

The elimination method then, in an iterative way, generates boxes containing
patterns of the second class, carving the first hyper-box producing a polygonal
region containing, at each iteration, more patterns of the first class. The elimination
method continues this way until all patterns of second class are eliminated from the
original hyper-box. Figure 2.3b and c illustrates this process.

2.3.1.2 Merging Method

This method begins by generating several hyper-boxes around groups of patterns
belonging to the same class. A hyper-box is generated in such a way that only
patterns of the first class are enclosed by it. Next, in an iterative way, the generated
hyper-boxes are merged (unified) generating at the end a polygonal region
enclosing only patterns of the first class. Figure 2.4a, b, and c shows the operation
of the aforementioned procedure for the two-class problem of Fig. 2.3.

Although these two training methods for single MPDP were originally designed
to work with two-class problems, they can be easily extended to the case of
multi-class problems. The main difference would be the form of the decision
boundaries and the number of generated hyper-boxes.

Complete details about the operation of two methods can be found in (Ritter
et al. 2003).
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2.3.2 Divide and Conquer Methods

The second set of methods we are going to describe first takes a set of patterns,
divided into classes producing a clustering. They then utilize the generated clus-
tering to obtain the weights of the corresponding dendrites. We present two
methods, one of exponential complexity and one improvement of linear complexity.

2.3.2.1 Divide and Conquer Method

In Sossa and Guevara (2014), the authors introduce the so-called divide and con-
quer method (DCM) for training MPDP. The main idea behind this training method
is to first group the patterns of classes into clusters (one cluster for each class of
patterns), then to use this clustering to obtain the weights of dendrites of the
morphological perceptron.

For purposes of explaining the functioning of the algorithm, a simple example of
three classes with two attributes will be used. Figure 2.5a shows the whole set of

Fig. 2.3 Illustration of the operation of the elimination method. a A two-class problem, b and
c consecutive steps until the resulting region only encloses patterns of the first class
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patterns as points—points belonging to class C1 as red dots, patterns of class C2 as
green dots and points of class C3 as blue dots.

Given p classes of patterns, Ck;K ¼ 1; 2; . . .; p, with n the dimensionality of
each pattern, the algorithm applies the following steps:

Algorithm DCM:

(1) Generate a n-dimensional hyper-box Hn that encloses all pattern of all p classes.
Hyper-box Hn can be a minimal one (one that matches the coordinates of the
limit coordinates of the class boundaries). Let this box be Hn

min. For having
better tolerance to noise, at moment, of pattern classification the enclosing box
can be a little greater, with a margin M to each side of the box. This margin is
obtained as a function of the size T of box Hn

min. If, for example,M ¼ 0:1T then
the new hyper-box will extend that ratio to every side of Hn

min. Figure 2.5a
presents the box that covers the patterns of all the three classes with M ¼ 0:1T .

(2) If hyper-box Hn contains patterns of different classes, being the case for the
provided example, divide it into 2n smaller hyper-boxes. If each generated
smaller hyper-box encloses patterns from only one class, label each hyper-box

Fig. 2.4 Illustration of the operation of the merging method. a A two-class problem, b and
c consecutive steps of the merging process until only one region is obtained
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with the label of the corresponding class, stop the learning process and proceed
to step 4. For example, the first division of the box is presented in Fig. 2.5b.

(3) This step is divided into two stages as follows:

(a) If at least one of the generated hyper-cubes Hn has patterns of more than
one class, divide Hn into 2n smaller hyper-boxes. Iteratively repeat the
verification division process onto each smaller hyper-box until the stopping
criterion is satisfied. Figure 2.5c shows all the boxes generated by the
training algorithm.

(b) Once all the hyper-boxes are generated, if two or more of them of the same
class share a common side, group them into one region. Figure 2.5d

Fig. 2.5 Illustration of the operation of the DCM. a Three-class problem and hyper-box enclosing
all patterns of all classes, b first division when step 2 of the DCM is applied, c consequent
divisions generated when step 3(a) is applied, and d simplification step, resulting in five dendrites
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presents the application of this simplification procedure that automatically
reduces the number of hyper-box.

(4) Based on the coordinates on each axis, compute the weights for each hyper-box
that encloses patterns belonging to Ck . By taking into account only those
hyper-boxes enclosing patterns belonging to Ck, at this moment the MNNDP is
designed. The final MNNDP has five dendrites as depicted in Table 2.1. Each
input x1 and x2 are connected to each dendrite. These connections are excitatory
ðw1

ikÞ or inhibitory ðw0
ikÞ as depicted in columns 2–5 in Table 2.1. This MNNDP

allows separating among the three classes: C1;C2, and C3. The geometrical
interpretation of the computations performed by a dendrite is that every single
dendrite determines a hyper-box defined by a single dendrite via its weight
values wij as the example shows.

To verify the correct operation of the MPDP whose dendrites weight values are

shown in Table 2.1, let us consider the two noisy versions: ~x1 ¼ 4:5
8:5

� �
and

~x2 ¼ 4
3:5

� �
, which are supposed to belong, respectively, to the classes C1 and C3.

The reader can easily verify that when Eq. (2.1) is applied to the first dendrite,
the following results for each test pattern can be obtained:

s11 ~x1ð Þ ¼ s11
4:5

8:5

� �
¼ 4:5� 0:3ð Þ ^ � 4:5� 6:6ð Þ½ � ^ 8:5� 7:4ð Þ ^ � 8:5� 9:8ð Þ½ �

¼ 2:1 ^ 1:1½ � ¼ 1:1:

s11 ~x2ð Þ ¼ s11
4

3:5

� �
¼ 4� 0:3ð Þ ^ � 4� 6:6ð Þ½ � ^ 3:5� 7:4ð Þ ^ � 3:5� 9:8ð Þ½ �

¼ 2:6 ^ �3:9½ � ¼ �3:9:

In the same way, all the other calculations for:

~x1 : s
1
2 ¼ �2:1; s23 ¼ �1:1; s34 ¼ �1:1; s35 ¼ �3:5:

~x2 : s12 ¼ �1:6; s23 ¼ �1:5; s34 ¼ �1:5; s35 ¼ 1:5:

Table 2.1 Excitatory and
inhibitory weights for the five
dendrites of the
morphological neural network
for example

Dendrite w1
ik w0

ik w1
ik w0

ik

s11 −0.3 −6.6 −7.4 −9.8

s12 −0.3 −2.4 −5.0 −7.4

s23 −2.4 −4.5 −5.0 −7.4

s34 −4.5 −8.7 −5.0 −7.4

s35 −0.3 −8.7 −0.2 −5.0
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With these values by means of Eq. (2.2), the two patterns are classified as
follows:

s ~x1ð Þ ¼ argmaxk s11 ~x1ð Þ; s12 ~x1ð Þ; s23 ~x1ð Þ; s34 ~x1ð Þ; s35 ~x1ð Þ� �

¼ argmaxk 1:1;�2:1;�1:1;�1:1;�3:5ð Þ ¼ 1:

Thus, ~x1 is put in class C1 as expected. In the same way, for pattern ~x2:

s ~x2ð Þ ¼ argmaxk s11 ~x2ð Þ; s12 ~x2ð Þ; s23 ~x2ð Þ; s34 ~x2ð Þ; s35 ~x2ð Þ� �

¼ argmaxk �3:9;�1:6;�1:5;�1:5; 1:5ð Þ ¼ 3:

Thus, ~x2 is put in class C3 as expected.
Successful applications of the DCM in pattern classification and object and

pattern recognition can be found in (Sossa and Guevara 2013a, b; Vega et al. 2013,
2015; Sossa et al. 2014; Ojeda et al. 2015).

2.3.2.2 Linear Divide and Conquer Method

A main problem of the DCM introduced in (Sossa and Guevara 2014) and
explained in the last section is its exponential complexity. Each time a hyper-box is
divided, 2n computations are required. This could be very restrictive in most
sequential platforms.

In this section, we briefly present the operation of a substantial improvement of
the DCM that operates in linear time. We call this new method the LDCM. Instead
of generating all the 2n hyper-boxes at each iteration, the new method generates
only the necessary hyper-boxes directly from the data by analyzing it in a linear
way. The method operates in a recursive way. The steps that the method uses for
training a LDCM are explained as follows.

Given m patterns belonging to p classes, with n the dimensionality of each
pattern:

Algorithm LDCM:

(1) Enclose all the m patterns inside a first hyper-box denoted as H0 in R
n. Again,

to have better tolerance to noise, add a margin M to each side of H0.
(2) Divide the length of each dimension of Hk , including H0 half:

di
2 ¼ max xif g�min xif g

2 , obtaining two parts at each dimension
min xif g� hi1 �max xif gþ di

2 , min xif gþ di
2 � hi2 �max xif g. Determine inside

which intervals the first sample is found and generate the corresponding
hyper-box. Let us call this box H1.

(3) Take each sample pattern (in the provided example) from left to right and up
and down. If a pattern is out of the generated box, generate a new box for each
of these patterns. Repeat this step for the whole set of patterns. Let us designate
these boxes as: H2, H3,…, one for each first point outside the preceding box.
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(4) Verify all the generated boxes generated in step 3, and apply one of the fol-
lowing steps:

(a) If the patterns inside a box belong to the same class, label this box with the
label of the corresponding class. If all boxes contain patterns of the same
class, stop training and go to step 5.

(b) If at least one box contains pattern of different classes, then iterate between
steps 3 and 4(a) until the stopping criterion is satisfied (until each generated
box contains patterns of the same class).

(5) If two or more generated boxes share dimensions, merge those regions, as it is
done with the DCM.

(6) By taking into account the coordinates, select the weights for each box
(dendrite).

To illustrate the operation of LDCM, let us consider the two-class problem
shown in Fig. 2.6a. Figure 2.6b shows also the corresponding box H0 generated
when the first step of the LDCM is applied. Figure 2.6c shows the box generated by
the application of the second step of the LDCM. Figures 2.6d–f depicts the three
boxes generated when the third step of the LDCM is applied over the sample points.
Each generated box is labeled with the black dot at the left upper over the first
pattern outside the previous box. As can be appreciated from Fig. 2.6f, only the first
two boxes contain patterns of the first class (red dots) and second class (green dots),
and the other two boxes contain patterns of both classes; thus, step 4(b) is applied
over these two boxes, giving as a result the subdivision of boxes shown in
Fig. 2.6g–i. Finally, Fig. 2.6j depicts the simplification of the boxes provided by
the application of the fifth step of the LDCM. As can be seen, the optimized final
neuron will have seven dendrites, four for the first class and three for the second
class. The weights of dendrite should be calculated in terms of the limit coordinates
of each box (step 6 of the LDCM). One important result concerning the LDCM is
that it produces exactly the same result as if the DCM was applied. The proof can be
found in (Guevara 2016). More details concerning the LDCM can be found in
(Guevara 2016).

2.3.3 Evolutionary-Based Methods

This kind of methods makes use of so-called evolutionary techniques to find the
weights of the dendrites of a MPDP. Recently in (Arce et al. 2016, 2017), the
authors describe a method that utilizes so-called evolutionary computation to
optimally find the weights of the dendrites of a MPDP. The method utilizes dif-
ferential evolution to evolve the weights. Let us call this method the differential
evolution method (DEM).
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The DEM proceeds in three steps as follows. Given m patterns belonging to p
classes, with n the dimensionality of each pattern:

Algorithm DEM:

(1) Initialization.
(2) Application of DE as in (Ardia et al. 2011) to the actual boxes.
(3) Select the set of boxes that produces the smallest error. Algorithm 1 shows the

pseudo-code of DE applied to the training of a MNNDP.

Fig. 2.6 Illustration of the operation of the LDCM. a Two-class problem, b first step (box H0),
c box generated by the second step, d, e, f boxes generated by third step, g, h, i iterative
subdivision of the boxes by the application of step 4(b), and j simplification of the boxes by the
application of the fifth step
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Algorithm 1: Pseudo-code of DE applied to MNNDP

Begin

Generate initial population of solutions.

For d ¼ 1 to q

Repeat:

For the entire population, calculate the fitness value.

For each parent, select two solutions at random and the best parent.

Create one offspring using DE operators.

If the offspring is better than the parents:

Replace parent by the offspring.

Until a stop condition is satisfied.

End

In (Arce et al. 2016, 2017), the authors present two initialization methods. Here,
we describe the operation of one of these methods. In general, the so-called HBd
initialization method proceeds in two steps as follows:

(1) For each class C j, open a hyper-box that encloses all its patterns.
(2) Divide each hyper-box into smaller hyper-boxes along the first axis on equal

terms by a factor d, for dZþ until q divisions have been carried out.

In order to explain the better, understand the operation of the HBd initialization
algorithm, a straightforward example of four classes with two features is next
presented. Figure 2.7a illustrates the problem to be solved. Blue dots belong to C1,
black crosses to C2, green stars to C3, and red diamonds to C4.

As can be seen from Fig. 2.7b, during the first step, the patterns of each class are
enclosed a box. The blue box encloses the patterns from C1, the black box encloses
those from C2, then green box encloses those from C3, and the red encloses those
from C4.

During the second step, Fig. 2.7b and c shows how each box is divided by a
factor d (d ¼ 1 in the first case, d ¼ 2 in the second case), while Fig. 2.7d shows
how DE is applied to the resultant boxes from Fig. 2.7c. This is best placement of
boxes for d ¼ 2 by the application of DE.

2.3.4 Other Related Works

In 2006, Barmpoutis and Ritter (2006) modified the dendritic model by rotating the
orthonormal axes of each hyper-box. In this work, the authors create hyper-boxes
with a different orientation of their respective coordinate axes.
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Later in 2007, Ritter and Urcid (2007) present a generalization of the
single-layer morphological perceptron introduced by Ritter et al. (2003) and Ritter
and Schmalz (2006).

In 2009, Sussner and Esmi (2009) describe so-called morphological perceptron
with competitive output neurons. In this paper, the authors describe a training
algorithm that automatically adds neurons to the hidden layer.

Two years later, in 2011, Sussner and Esmi (2011) add competitive neurons to
the MP by proposing using the maximum argument at the output neuron.

In short, in 2014, Ritter et al. (2014) extend the elimination training algorithm
proposed in (Ritter and Schmalz 2006; Ritter and Urcid 2007) by using two lattice
metrics to the SLLP, L1 and L1. This algorithm allows creating more complex
decision boundaries, known as polytopes.

In short, in (Zamora and Sossa 2016, 2017), the authors show how the gradient
decent principle can be successfully applied to obtain the weights of the dendrites of
a morphological perceptron.

Fig. 2.7 Illustration of the operation of the HBd initialization method. a Simple example with
four classes, b division with d ¼ 1, c division with d ¼ 2, and d optimal placement by the
application of DE of the boxes for d ¼ 2
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2.4 Comparison

In this section, we present a comparison of the described models and training
algorithms. We compare the performance among three training methods for MPDP:
Ritter’s method (RM), DCM, and the DEM. We compare also the described models
with other ANNs models, the multilayered perceptron (MLP), the RBFNN, and
SVM.

2.4.1 Results with Synthetic Data

To compare among the training methods for MPDP, we use three synthetic data-
bases shown in Fig. 2.8a and b, the spiral with laps depicted in Fig. 2.8c and a,
spiral with 10 laps (not shown).

Fig. 2.8 Three of the synthetic databases to test the performance of three of the methods for
training MNNDP. a Two-class synthetic problem, b Three-class synthetic problem, and
c two-class spiral synthetic problem
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Table 2.2 shows a comparison with these four databases among the methods
reported in (Ritter et al. 2003; Sossa and Guevara 2014; Arce et al. 2016),
respectively. In all three cases, ND is the number of dendrites generated by the
training method, etrain is the training error, and etest is the error during testing.

As can be appreciated, in all four cases, the DE-based algorithm provides the
best testing errors. Note also that although the DE-based method obtains a training
error, it provides the best testing error. We can say that this method generalizes
better than the DCM that obtains a 0% for training error etrain. In the first two
problems, we can see that the DEM needs a reduced number of dendrites to provide
a reduced training error. In all four experiments, 80% of the data were used for
training and 20% for testing.

2.4.2 Results with Real Data

In this section, we first compare the three training methods for MPDP with 11
databases taken from the UCI Machine Learning Repository (Asuncion 2007).
Table 2.3 presents the performance results. As we can appreciate from Table 2.3, in
all cases, the DE-based training method provides the smallest number of dendrites
to solve the problem as well as the smallest testing error.

Because the DEM provides the best results among the three training methods for
MNNDP, we now compare its performance against three well-known neural
network-based classifiers: a MLP, a SVM, and a RBFNN. We do it with the same
11 databases from UCI. Table 2.4 presents the performance results; as we appre-
ciate from this table, in most of the cases, the DEM provides the best testing errors.

Table 2.2 Comparison between RM, DCM, and DEM methods for four synthetic databases

Dataset RM DCM DEM

ND etest ND etrain etest ND etrain etest
A 194 28.0 419 0.0 25.0 2 21.7 20.5
B 161 50.3 505 0.0 20.3 3 16.6 15.2
Spiral 2 160 8.6 356 0.0 7.2 60 7.3 6.4
Spiral 10 200 26.7 1648 0.0 10.6 1094 1.8 6.3
Bold indicates DEM method offers a better etest error; for the first three databases (A, B and Spiral
2) it requires a less number of dendrites ND to produce the result; only in the case of Spiral 10
DEM method requires a greater number of dendrites (1094) compared to the 200 required by the
RM method
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Table 2.3 Comparison between RM, DCM, and DEM methods for 11 databases from UCI
Machine Learning Repository

Dataset RM DCM DEM

ND etest ND etrain etest ND etrain etest
Iris 5 6.7 28 0.0 3.3 3 3.3 0.0
Mammographic mass 51 14.4 26 0.0 19.2 8 15.8 10.4
Liver disorders 41 42.0 183 0.0 35.5 12 37.6 31.1
Glass identification 60 36.7 82 0.0 31.8 12 4.7 13.6
Wine quality 120 51.0 841 0.0 42.1 60 42.1 40.0
Mice protein expression 77 18.9 809 0.0 5.0 32 6.6 4.5
Abalone 835 88.2 3026 0.0 80.6 27 77.1 78.2
Dermatology 192 57.8 222 0.0 15.5 12 4.8 4.2
Hepatitis 19 53.3 49 0.0 46.7 9 9.4 33.3

Pima Indians diabetes 180 70.6 380 0.0 31.4 2 23.8 23.5
Ionosphere 238 10.0 203 0.0 35.7 2 2.8 2.8
Bold indicates DEM method requires a less number of dendrites to produce the result; in all cases
it also offers a better etest error

Table 2.4 Comparison between the MLP, the SVM, the RBFNN, and the DEM methods for 11
databases from UCI Machine Learning Repository

Dataset MLP SVM RBFNN DEM

etrain etest etrain etest etrain etest etrain etest
Iris 1.7 0.0 4.2 0.0 4.2 0.0 3.3 0.0
Mammographic mass 15.7 11.2 18.4 11.2 17.9 16.0 15.8 10.4
Liver disorders 40.3 40.6 40.0 40.2 29.0 37.8 37.6 31.1
Glass identification 14.1 20.4 12.3 18.2 0.0 20.4 4.7 13.6
Wine quality 34.0 39.0 40.6 43.0 41.5 44.3 42.1 40.0

Mice protein expression 0.0 0.6 0.1 0.5 11.4 13.9 6.6 4.5

Abalone 75.0 75.0 73.1 75.0 72.0 76.0 77.1 78.2

Dermatology 0.0 0.0 1.4 1.4 1.0 2.8 4.8 4.2

Hepatitis 1.6 40.0 15.6 33.3 15.6 33.3 9.4 33.3
Pima Indians diabetes 15.5 29.4 22.3 24.8 22.3 24.8 23.8 23.5

Ionosphere 0.3 7.1 6.8 6.8 6.4 8.6 2.8 2.8
Bold indicates DEM wins when compared to other standard classification methods. In some cases
it losses, for example, for the Dermatology problems MLP methods obtains the best results with 0
etrain and etest errors
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2.5 Summary, Conclusions, and Present and Future
Research

In this chapter, we have presented the basic operation of so-called morphological
perceptron with dendritic processing. We have also described the fundamental
functioning of several of the most popular training for these kind of perceptrons. In
some cases, we have provided simple numerical examples to facilitate the expla-
nation to the reader.

We have compared the performance of Ritter’s approach, the so-called divide
and conquer method, and the differential evolution-based technique with four
synthetic and 11 real databases. As can be appreciated from Table 2.3, in all cases,
the DEM provides the best results, that is way, we compared it with three of the
most well-known neural networks classifiers: the MLP, the RBFNN, and SVM.
From the experimental results, we can conclude that the DEM provided very
competitive results, resulting thus in a competitive alternative to solve pattern
classification problems.

Nowadays, we are trying parallel implementations of MNNDP in GPU plat-
forms. We are also replacing the MLP part in a convolutional neural network to
verify if it can obtain better performances.
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Chapter 3
Mobile Augmented Reality Prototype
for the Manufacturing of an All-Terrain
Vehicle

Erick Daniel Nava Orihuela, Osslan Osiris Vergara Villegas,
Vianey Guadalupe Cruz Sánchez, Ramón Iván Barraza Castillo
and Juan Gabriel López Solorzano

Abstract In this chapter, a mobile augmented reality prototype to support the
process of manufacturing an all-terrain vehicle (ATV) is presented. The main goal
is assisting the automotive industry in the manufacturing process regarding vehicle
design and new model’s introduction; in addition, the activities of training and
quality control can be supported. The prototype is composed of three main stages:
(a) welding inspection, (b) measuring of critical dimensions inspection, and
(c) mounting of virtual accessories in the chassis. A set of 3D models and 2D
objects was used as virtual elements related to augmented reality. The prototype
was tested regarding usability in a real industrial stage by measuring the scope of
markers’ detection and by means of a survey. The results obtained demonstrated
that the prototype is useful for the manufacturing of an ATV.

Keywords Mobile augmented reality � Automotive manufacturing
All-terrain vehicle � Android OS � Unity 3D � Vuforia

3.1 Introduction

Mechatronics is the science of intelligent machines, since its dissemination has been
useful for the development of several industries such as manufacturing, robotics,
and automotive (Bradley et al. 2015). Particularly, most complex innovations in the
automotive industry are highly integrated mechatronics systems that include elec-
tronic, mechanical, computer, and control structures (Bradley 2010).
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The automotive industry is related with the design, development, manufacturing,
marketing, and selling of motor vehicles and is considered as one of the main
drivers for the development of a nation’s industrial economy (Schoner 2004).
Companies in the automotive industry are divided into two segments: car manu-
facturers and car parts’ manufacturers. China and USA are considered the largest
automobile markets worldwide, in terms of production and sales. Only in 2017,
global sales of passenger cars were estimated at 77.7 million vehicles. However, the
process of manufacturing a car is complex and involves many parts and electronics
(Liu et al. 2015).

A particular branch in the automotive industry is the related with the manu-
facturing of all-terrain vehicles (ATV) introduced in the USA in 1971 (Benham
et al. 2017). In this industry, aesthetic and functional changes in the design of the
existed ATVs happened frequently. The changes impact not only the design but
also the manufacturing of the vehicle. All the changes are subjected to rigorous
quality controls and must comply with strict security measures. Therefore, the
process of personal training for design and manufacture of this kind of vehicles is
complex and needs to be done rapidly.

In recent years, technologies such as virtual reality (VR) and augmented reality
(AR) have been used in training scenarios with promising results (Gavish et al.
2015). VR consists of a 3D computer-generated environment updated in real time
that allows human interaction through various input/output devices, while AR
technology refers to the inclusion of virtual elements in views of actual physical
environments, in order to create a mixed reality in real time. It supplements and
enhances the perceptions humans gain through their senses in the real world (Mota
et al. 2017).

With the recent studies, it has been proved that AR offers competitive advan-
tages over VR because it offers a more natural interface and enriches the reality
(Gavish et al. 2015; Westefield et al. 2015). Moreover, mobile AR (MAR) attracted
interest from industry and academy because it supplements the real world of a
mobile user with computer-generated virtual contents (Chatzopoulos et al. 2017). In
addition to the mobility offered to the user, MAR uses the sensors included in the
device such as accelerometers, gyroscope, and global positioning system (GPS),
which offer additional attractive features against computer-based AR.

Based on the potential offered by MAR, in this chapter, we propose the design
and the construction of a MAR prototype to support the operations of manufac-
turing an ATV that includes welding inspection, measuring of critical dimensions
and accessories mounting.

The rest of the chapter is organized as follows. In Sect. 3.2, a brief introduction
to the manufacturing of ATVs is presented. In Sect. 3.3, a literature review of the
works that uses AR in manufacturing processes is showed. The proposed
methodology to create the MAR prototype is presented in Sect. 3.4. In Sect. 3.5,
the results obtained from experiments and its correspondent discussion are shown.
Finally, Sect. 3.6 presents the conclusions obtained with this research, followed by
the further works.
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3.2 All-Terrain Vehicles

An ATV is a four-wheel motorized transport fueled by gasoline or diesel, which is
also known as a quad-bike or four-wheeler (Azman et al. 2014). As can be observed
in Fig. 3.1, an ATV is composed by an engine part, an electric system, a brake
system, a power terrain (engine), a transmission, a chassis, a steering system
(handlebar), a seat stride, and the tires (Aras et al. 2015).

An ATV is operated by only one people, and because of large size and low
pressure of its tires, it can be driven in different terrains including sand, stony
ground, road, and mud (Fleming 2010). However, the use of ATVs whether for
work or recreational use continues to be major contributors to fatal and serious
injuries worldwide including shocks, rollovers, and falls. Therefore, the processes
of design and manufacturing an ATV including quality control and safety con-
siderations are a very important topic (Williams et al. 2014).

The chassis is the most important structure when an ATV is manufactured; it
holds the engine, bodywork, and other subsystems. The structure is composed of
several components made of steel alloy that are prefab by manufacturing processes
such as lamination, extrusion, die cutting, and bending to obtain the required
physical characteristics. After that, the components are joined (fused) in sub-
assemblies by means of metal inert gas (MIG) welding. The correct positioning of
the components to build a subassembly with the desired specifications is achieved
by means of scantlings. Posteriorly, the individual subassemblies are joined by
welds to finally obtain the complete structure of the chassis.

In parallel, the steel accessories of the chassis are fabricated. After that, the
accessories and the chassis obtained their aesthetic features by means of a painting
process. Finally, the accessories are added to the chassis structure using screws. As
aforementioned, the metal mechanic manufacturing process to create the complete
chassis is complex and claimant. It is very important to ensure that the complete
structural system is strong, solid, and impact resistant, so that when an accident
happens to avoid breakage or detachment of chassis components.

The key aspects to review by the people in charge of quality include: (1) the
critical weldings to observe the importance (critical or non-critical), trajectory type,

Fig. 3.1 Example of an ATV. a The real ATV and b the 3D model of an ATV

3 Mobile Augmented Reality Prototype for the Manufacturing … 51



fusion, and no porosity; (2) specific dimensions, for example, the distance from one
blast-hole to another, or the distance between two components; and (3) the correct
mounting of the accessories to build the complete ATV structure. The measures and
welding are determined by the design plans, and if they are not correct, the cor-
respondent assembly cannot be carried out.

The difficulties encountered in the assembly lines are due to human errors or by
bad weldings and out of specification dimensions, which causes that the accessories
cannot be mounted properly. Therefore, it is important to create a system to support
the processes of welding inspection and measure critical dimensions and acces-
sories mounting.

3.3 Literature Review

The use of AR applications for industrial uses is increasingly common as was stated
in the works of Odhental et al. (2012), Nee et al. (2012), Elia et al. (2016),
Syberfeldt et al. (2017), Palmarini et al. (2018). However, in the literature, a limited
number of papers have been presented which showed the ability of AR to support
processes in the manufacturing industry with promising results. Following some of
the papers detected in the perusal of current literature are briefly discussed.

A typical problem in operations and maintenance (O&M) practice is the col-
lection of various types of data to locate the target equipment and facilities and to
properly diagnose them at the site. In the paper of Lee and Akin (2011), an
AR-based interface for improving O&M information in terms of time spent and
steps taken to complete work orders was developed. The BACnet protocol was used
to get sensor-derived operation data in real time from building automation system
(BAS). A series of experiments was conducted to quantitatively measure
improvement in equipment O&M fieldwork efficiency by using a software proto-
type of the application. Two research and educational facilities and their heating,
ventilating, and air conditioning (HVAC) systems were used for tests: a ventilation
system and a mullion system in one facility, and an air-handling unit (AHU) in the
other facility. The verification tests consist of retrieval of operation data from
HVAC systems in real time and superimposition of the 3D model of the mullion
system. The results obtained show that with the proposal the subjects saved, on
average, 51% of time spent at the task when they located target areas, and 8% of the
time at task while obtaining sensor-based performance data from BAS.

The use of robots in the processes of a manufacturing plant is increasingly
common for handling tasks, for example, in assembly operations. The paper of
Fang et al. (2012) developed an AR system (RPAR-II) to facilitate robot pro-
gramming and trajectory planning considering the dynamic constraints of the
robots. The users are able to preview the simulated motion, perceive any possible
overshoot, and resolve discrepancies between the planned and simulated paths prior
to the execution of a task. A virtual robot model, which is a replicate of a real robot,
was used to perform and simulate the task planning process. A hand-held device,
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which is attached with a marker-cube, was used for human–robot interaction in the
task and path planning processes. By means of a pick-and-place simulation, the
performance of the trajectory planning and the fitness of the selection of the robot
controller model/parameters in the robot programming process can be visually
evaluated.

Because maintenance and assembly tasks can be very complex, training tech-
nicians to efficiently perform new skills is challenging. Therefore, the paper of
Webel et al. (2013), presented an AR platform that directly links instructions on
how to perform the service tasks to the machine parts that require processing. The
platform allows showing in real time the step-by-step instructions to realize a
specific task and, as a result, accelerating the technician’s acquisition of new
maintenance procedures. The experimental task was composed of 25 steps grouped
into six subtasks to assemble an electro-mechanical actuator. Twenty technicians
with at least 2 years of experience on field assembly/disassembly operations served
as participants. The sample was divided into two groups of ten participants: the
control group executes the task by watching videos and the second group using AR.
The execution time of the task was enhanced in 5%, and the affectivity rate obtained
was 77% using AR.

Maintenance is crucial in prolonging the serviceability and lifespan of the
equipment. The work of Ong and Zhu (2013) presented an AR real-time equipment
maintenance system including: (1) context-aware information to the technicians,
(2) a mobile user interface that allows the technicians to interact with the virtual
information rendered, (3) a remote collaboration mechanism that allows the expert
to create and provide AR-based visual instructions to the technicians, and (4) a
bidirectional content creation tool that allows dynamic AR maintenance contents
creation offline and on-site. The system was used to assist the machinist and
maintenance engineers in conducting preventive and corrective computer mainte-
nance activities. From the studies conducted, it was found that providing
context-aware information to the technicians using AR technology can facilitate the
maintenance workflow. In addition, allowing the remote expert to create and use
AR-based visual interactions effectively enables more efficient and less error prone
remote maintenance.

For decades, machine tools have been widely used to manufacture parts for
various industries including automotive, electronics and aerospace. Due to the
pursuit of mechanical precision and structural rigidity, one of the main drawbacks
in machine tool industry is the use of traditional media, such as video and direct
mail advertising instructional materials. In order to solve this, the machine tools
augmented reality (MTAR) system for viewing machine tools from different angles
with 3D demonstrations was developed by Hsien et al. (2014). Based on markerless
AR, the system can integrate real and virtual spaces using different platforms, such
as a webcam, smartphone, or tablet device without extra power or demonstration
space. The clients can project the virtual information to a real field and learn the
features of the machine form different angles and aspects. The technology also
provides information for area planning.
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AR is a technology that has contributed to the development of the Industry 4.0
due to its flexibility and adaptability to the production systems. The works of
Gattullo et al. (2015a, b) designed a solution to the crucial problem of legibility of
text observed through a head-worn display (HWD) in industrial environments.
Legibility depends mainly on background, display technology (see-through optical
or video HWDs), and text style (plain text, outline, or billboard). Furthermore, there
are constraints to consider in industrial environments, such as standard color-coding
practices and workplace lighting. The results suggest that enhancing text contrast
via software, along with using the outline or billboard style, is an effective practice
to improve legibility in many situations. If one text style is needed for both types of
HWD, then colored billboards are effective. When color coding is not mandatory,
white text and blue billboard are more effective than other styles.

The paper of Yew et al. (2016) describes an AR manufacturing system that aims
to improve the information perception of the different types of workers in a man-
ufacturing facility and to make interaction with manufacturing software natural and
efficient. The traditionally paper-based and computer-based tasks are augmented to
the workers’ interactions in the environment. The system was distributed and
modular as the different functions of CAD/CAM software are provided by indi-
vidual physical or virtual objects such as CNC machines and CAD designs in the
environment or by a combination of them working cooperatively. For testing
purposes, a scenario following the interactions of two engineers with their AR
environment was proposed obtaining good results.

AR was used in automotive industry for service training and assistance. The
work of Lima et al. (2017) presented a complete markerless tracking solution to the
development of AR applications for the automotive industry. The case study
consists of accurate tracking of vehicle components in dynamic and sometimes
noisy environments. The first scenario comprised tracking a rotating vehicle, and
the second scenario involved capturing and tracking of different parts of a real
Volkswagen GolfTM. For both scenarios, third tasks were defined including
tracking the engine part, tracking the interior from driver’s seat, and tracking of the
trunk (tracking from a bright into a dark environment). The proposed system allows
automatic markerless model generation without the need of a CAD model, also the
model covered several parts of the entire vehicle, unlike other systems that focus
only on specific parts. The main positive aspect is that regular users are able to track
the vehicle exterior and identify its parts.

Finally, the use of a projector-based spatial augmented reality system to high-
light spot-weld locations on vehicle panels for manual welding operators was
presented by Doshi et al. (2017). The goal of the work was to improve the precision
and accuracy of manual spot-weld placements with the aid of visual cues in the
automotive industry. Production trials were conducted, and techniques developed to
analyze and validate the precision and accuracy of spot-welds both with and
without the visual cues. A reduction of 52% of the standard deviation of manual
spot-weld placement was observed when using AR visual cues. All welds were
within the required specification, and panels evaluated in this study were used as the
final product made available to consumers.
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As can be observed from the literature review, most of the works use markers as
the core to show the AR, only one work implemented markerless AR. None of the
papers addressed the measuring of critical dimensions and mounting accessories for
ATV manufacturing. However, the welding inspection for automotive purposes was
addressed by the work of Doshi et al. (2017). It should be noted that the work of
Doshi et al. (2017) checks the welds only in plane panels, unlike our work which
checks welds even on irregular surfaces. On the other hand, none of the papers
reviewed included a usability study such as the one presented in our chapter. The
study is important to measure if the system complies with the initial goal and if it is
ease of use.

The most observed applications focused on maintenance and training operations
in different industries, including two works for automotive. It is important to note
that in all the works revised the ability of AR to enhance some task is always
highlighted. Motivated from the revision above, in the following section, the pro-
posal of a methodology to create a MAR prototype to support the manufacturing of
an ATV is proposed.

3.4 Proposed Methodology

The methodology for building the MAR prototype, as it is shown in Fig. 3.2,
comprises five main stages: (1) selection of development tools, (2) selection and
design of 3D models, (3) markers design, (4) development of the MAR application,
and (5) graphical user interface (GUI) design. The individual stages of the
methodology are deeply explained in the following subsections.

Fig. 3.2 Stages of building the MAR prototype
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3.4.1 Selection of Development Tools

Three software packages were used to build the core of the MAR prototype. The
selection was made by an exhaustive analysis of the commercial software for AR
development. At the end, the softwares selected were Autodesk 3DS Max, Vuforia,
and Unity 3D, all of them in its free or educational versions.

3DS Max is software for graphics creation and 3D modeling developed by
Autodesk and contains integrating tools for 3D modeling, animation, and rendering.
One of the advantages is that 3DS has an educational version that includes the same
functionalities of the professional version. The software was used for the creation of
all the 3D models and animations of the MAR prototype (Autodesk 2017).

Vuforia software developer kit (SDK) was selected because it is a powerful
platform that contains the necessary libraries to carry out the tasks related to AR
including the markers detection, recognition and tracking, and the computations for
object superimposition. Nowadays, Vuforia is the world’s most widely deployed
AR platform (PTC Inc. 2017).

Unity is a multiplatform game engine created by Unity Technologies that offer
the possibility of building 3D environments. It was selected because of the facility
of having control of the content of the mobile device in a local way. In addition, the
visual environment of the platform provides a transparent integration with Vuforia.
The language C# was used to create script programming which includes all the
logical operations of the MAR prototype Unity and includes an integrated system
that allows the creation of a GUI for execution at different platforms including
iPhone operating system (iOS), Android, and universal windows platform (UWP).
It is compatible with 3D graphics and animations created by 3DS such as *.max,
*.3ds, *.fbx, *.dae, *.obj, among others (Unity Technologies 2017).

The integration of Unity and Vuforia is explained in Fig. 3.3. The MAR
application is fully designed in Unity including all the programming logic related to
system navigation and 3D model’s behavior. The necessary resources to create AR
are taken from Vuforia that includes administration (local, remote), detection,
recognition, and tracking of all the markers. Finally, the developer defines the 3D
models and animations associated with each marker.

3.4.2 Selection and Design of 3D Models

Two different ATVs models known as short chassis ATV and large chassis ATV
were selected as the core for 3D modeling purposes. The selection was mainly due
to the associated complexity of fabrication and assembly, because both models are
the most sold in the company where the MAR prototype was implemented. The
short and large ATV chassis are shown in Fig. 3.4.

In addition, six different accessories, including (a) the arms of the front sus-
pension, (b) the arms of the rear suspension, (c) the tail structure (seat support),
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(d) the front bumper, (e) the rear loading structure, and (f) the steering column, were
selected and 3D modeled. In the real process, the accessories are added to the
chassis by means of temporal mechanical joints (screws) to shape the final ATV
structure. The main idea is to make a montage of the 3D models of the accessories
over the physical chassis, to observe the critical dimensions, and the weldings that
will be inspected and controlled in the ATV manufacturing process. The 3D models
of the six accessories selected are shown in Fig. 3.5.

The original 3D models of the chassis and the six accessories were originally
designed by the manufacturing company in the computer-aided three-dimensional
interactive application (CATIA) software, with afile extension *.CATPart. Therefore,
the models were converted from CATPart to STEP format. Finally, STEP format was
opened in 3DS Max and saved as *.max file, which is compatible with Vuforia, and

Fig. 3.3 Unity and Vuforia integration scheme to develop the MAR prototype

Fig. 3.4 Two versions of the ATV chassis. a Short, and b large
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this was to allowmodelmanipulation in theMARprototype. Thefile in 3DS preserves
the original model geometries and creates the necessarymesheswith graphics features
to be projected in an AR application. In Fig. 3.6, the model of the short chassis ATV
represented in 3DS is shown.

Fig. 3.5 3D models of the accessories selected. a The arms of the front suspension, b the arms of
the rear suspension, c the tail structure, d the front bumper, e the rear loading structure, and f the
steering column

Fig. 3.6 Short chassis ATV modeled in 3DS Max
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3.4.3 Markers Design

Markers in conjunction with the programming scripts for detection and tracking are
one of the main parts of the MAR prototype. The design of the markers associated
with the 3D models designed was made with the AR marker generator Brosvision
(2017). The generator uses an algorithm for the creation of images with predefined
patterns composed of lines, triangles, and rectangles. A unique image is created
randomly in full color or in gray scale.

In this stage, nine markers with different sizes were created for the MAR pro-
totype. The size of a marker was defined in accordance with the physical space
which will be located. The first two markers named Short and Max were associated
with the two chassis sizes and allow to virtually observe the particular size of the
chassis (short or large) as shown in Fig. 3.7.

The seven remaining markers were associated with the six selected accessories
mentioned in Sect. 3.4.2 and will be mounted in the real chassis to execute the
superimposition of the associated 3D models. It is important to mention that in the
experimentation process, it was detected that for the case of the arms of the front
suspension, the use of only one marker was not sufficient to observe the entire
details. Therefore, an additional marker was created; one was used on left and the
other on right side of the ATV, obtaining the total quantity of seven. The 3D model
of the arms of the front suspension associated with the additional marker is just a
mirror of the original ones. The set of seven markers associated with accessories are
shown in Fig. 3.8.

It should be noted that markers have a scale of 1:2 and with the adequate
proportion to be collocated in strategic parts of the chassis. The markers shown in
Fig. 3.8a, b will be located at left and right lower tubes of the frontal suspension,

Fig. 3.7 Markers associated with ATV chassis. a Short, and b Max
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respectively; marker shown in Fig. 3.8c will be located at the support tube of the
rear suspension; marker shown in Fig. 3.8d will be located at the end of the chassis;
marker shown in Fig. 3.8e will be located at the steering column bracket; marker
shown in Fig. 3.8f will be located at the upper chassis beam; marker shown in
Fig. 3.8g will be located at the front support. The physical location of the markers
in a short chassis ATV can be observed in Fig. 3.9.

Fig. 3.8 Seven markers. a Front_susp_left, b Front_susp_right, c Rear_arm_suspension,
d Rear_structure, e Steering_column, f Tail_structure, and g Front_bumper

Fig. 3.9 Location of the markers in a short ATV. a Front section, and b rear section

60 E. D. Nava Orihuela et al.



3.4.4 Development of the MAR Application

In this stage, the MAR application was developed and it is important to note that
Android operating system (OS) was selected for deployment. In the first step, it is
necessary to import the markers created with Brosvision to Vuforia by means of the
target manager. To do this, a database where the markers will be stored was
created. The store location can be remotely (cloud) or directly in the mobile device;
for this chapter and because of facility, the last one was selected. After that, the
markers were added to the database in joint photographic experts group (JPEG)
format.

Once the database was created, each marker was subjected to an evaluation
performed by Vuforia to measure the ability of detection and tracking. Vuforia uses
a set of algorithms to detect and track the features that are present in an image
(marker) recognizing them by comparing these features against a local database.
A star rating is assigned for each image that is uploaded to the system. The star
rating reflects how well the image can be detected and tracked, and can vary among
0–5. The higher rating of an image target, the stronger the detection and tracking
ability it contains. A rating of zero explains that a target would not be tracked at all,
while an image given a rating of 5 would be easily tracked by the AR system. The
developers recommend to only using image targets that result in 3 stars an above.
The rating of stars obtained for each of the nine markers used in the MAR prototype
is shown in Fig. 3.10.

It should be noted from Fig. 3.10 that all the markers used in the MAR prototype
obtained at least a rating of three stars, which means that are appropriate for AR
purposes. In addition, every single marker was analyzed in a detailed way to
observe the set of traceable points (fingerprints) as it is shown in Fig. 3.11.

After the process of marker rating, the creation of AR scenes is carried out using
the AR camera prefab offered by Vuforia. The camera was included by dragging it
toward the utilities tree. The configuration of the AR camera includes the license
and the definition of the maximum number of markers to track and detect.

In a similar way than AR camera, the markers must be added to the utilities tree.
In this part, the database that contains the markers was selected, and the respective
markers to detect were defined. At this time, a Unity scene is ready and able to
detect and track the markers and display the related 3D models. The 3D models also
must be imported by dragging it from its location in a local directory to Unity
interface. The models can be observed in the assets menu. Afterward, each model
was associated with a particular marker by a dragging action similar to the previ-
ously explained.

Once that the main AR functionality was explained, the three experiences related
to welding inspection, measuring of critical dimensions, and accessories mounting
were developed.
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3.4.4.1 Welding Inspection

Quality control in the manufacturing of an ATV is very important to ensure the
vehicle safety. One of the most crucial stages consists on to verify the welding
features against the specifications defined by the quality department. In other words,
the minimum requirements that a weld must comply are established and checked.

The welding inspection AR scene contains two 2D components to show the
information regarding a particular weld. The first component displays information
inside a square related to the weld number assigned by the metallurgy department,
the location of the workstation (cell) where the weld was made, the importance of
the weld (critical or non-critical), and the weld trajectory type (linear, circular,
oval). The second component consists of predefined virtual arrows that are included
to the AR scene to indicate the welds that are inspected. An example of the final
scene for welding inspection at different points of the ATV chassis is shown in
Fig. 3.12. As can be observed, the camera of the mobile device is pointed out in
front of one of the seven markers, and the information regarding weldings in that
particular locations superimposed inside the real scene, generating the AR.

Fig. 3.10 Rating of each marker obtained by Vuforia
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Fig. 3.11 Fingerprints obtained by Vuforia for short marker

Fig. 3.12 Example of the AR scenes for welding inspection
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3.4.4.2 Measuring Critical Dimensions

The possibility of reviewing the product dimensions with respect to the manufac-
turing plans is an important activity for the quality control and safety department.
The chassis is the base component where all the accessories of the ATV will be
mounted and assembled. Therefore, if the dimensions of the chassis are not
according to the manufacturing plans, it cannot be assembled with other pieces.

Currently, the revision of critical dimensions and its correspondent comparison
with the nominal value is carried out at the end of the production process using
gauges. In addition, specialized machines such as coordinate measuring machine
(CMM) are used. However, it is not easy to see full-scale measures with gauges,
and the time taken by CMM to offer results of measures is quite long.

The AR tool for measuring critical dimensions offers a guide to check the
measures that impact the quality of a product. In the final prototype, the dimensions
from one component to another, dimensions of a manufacturing process, and
dimensions from individual components were included. Also, the tool can serve for
fast training of people that labor in the manufacturing of a product. In a similar way
to welding inspection, 2D components for displaying information and arrows were
inserted into the scene. An example of the result obtained with the measuring of the
critical dimensions tool is shown in Fig. 3.13. It should be noted that information

Fig. 3.13 Example of the AR scenes for measuring critical dimensions
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related to a particular dimension is displayed when the camera of the mobile device
is pointed out to one of the seven markers.

3.4.4.3 Accessories Mounting

The main goal of this stage is creating an AR experience to show the real place in
the chassis where the accessories will be mounted. The seven markers of the
accessories were placed in the chassis structure corresponding to the real location of
a particular component. This tool is very important for helping in the process of
training people that in the future it will construct the ATV. In this stage, unlike
welding inspection and measuring of critical dimensions where only boxes and
arrows were used, the transformation properties of the virtual 3D models inserted in
the scene must be adjusted to determine the proper position and scale according to
the size of the real accessories. The good determination of the transformation
properties inside a Unity scene helps the final perspective observed by the user
when the application is running on the mobile device.

The transformation properties obtained for each 3D model are shown in
Table 3.1. The values obtained include the position in X-, Y-, and Z-axis, with the
respective values in scale and orientation.

Table 3.1 Transformation properties of the 3D models

3D model Property X Y Z

Tail_structure Position −3.7 −5 0

Rotation −90 0 0

Scale 0.27 0.27 0.27

Front_bumper Position 0 −13.5 −0.4

Rotation 0 0 90

Scale 0.27 0.27 0.27

Rear_structure Position 0 0 1

Rotation −90 −90 0

Scale 0.27 0.27 0.27

Steering_column Position 0 12.57 3.2

Rotation 27.8 0 −90

Scale 0.27 0.27 0.27

Front_susp_left Position 0 −0.3 0.4

Rotation −90 0 0

Scale 0.27 0.27 0.27

Front_susp_right Position 0.2 0.3 0.4

Rotation 90 0 0

Scale 0.27 0.27 0.27

Rear_arm_suspension Position 0 0.5 2.37

Rotation 0 180 −90

Scale 0.27 0.27 0.27
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An example of the results obtained for mounting accessories AR scene is shown
in Fig. 3.14.

3.4.5 GUI Design

The name of the MAR prototype is “Welding AR” due to the welding metalworking
process for ATVs chassis manufacturing. The complete GUI structure can be
observed in Fig. 3.15, and each block corresponds to one individual scene designed
in Unity.

3.4.5.1 Scene Creation in Unity

The first scene created was the main screen that is displayed when the icon of the
Welding AR is taped in the mobile device as shownin Fig. 3.16. The scene includes
buttons to display the prototype help, for closing the application, and to start the
main menu.

Fig. 3.14 AR scene for showing the accessories mounting
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After main scene creation, eight additional scenes were created regarding to:
(1) mode selection, (2) information, (3) AR experience (observing the short and
large chassis ATV), (4) tools and utilities menu, (5) Help for all the scenes,
(6) welding inspection, (7) measuring critical dimensions, and (8) accessories
mounting. All the scenes include buttons to follow the flow of the application and to
return to the previous scene. Figure 3.17 shows the scenes of mode selection and
tools and utilities.

Figure 3.18 shows the flow diagram to understand the function of the prototype
regarding AR experience. The diagram was used in the MAR prototype for welding
inspection, measuring critical dimensions, and accessories mounting.

Fig. 3.15 Complete structure of the GUI

Fig. 3.16 Main scene of
MAR prototype
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Fig. 3.17 MAR prototype scenes. a Mode selection, and b tools and utilities

Fig. 3.18 Flow diagram for
AR experience
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The resulting application has the *.apk extension which can be shared in a
virtual store such as Google Play. Once the application is downloaded, it is
deployed to the mobile device to be used.

3.5 Experimental Results

Two different tests were executed in order to measure and demonstrate the per-
formance of the MAR prototype inside a real manufacturing industry. Both
experiments are explained in the following subsections.

3.5.1 Scope of Markers Detection

The first test consists in reviewing the scope of marker detection and the behavior of
the whole prototype. In this test, the measures were obtained in the real industrial
environment where the ATV is manufactured, with a constant illumination of 300
lumens. By using a Bosch GLM 40 laser, and a typical flexometer, the minimal and
maximal distances in centimeters to detect the 7 markers of accessories were cal-
culated. The specifications of the two mobile devices used for testing are shown in
Table 3.2.

The test was carried out by approaching the camera of the mobile device to the
marker as close as possible, and after that, moving the device away until the point
that the marker cannot be detected. The results obtained from the test are shown in
Table 3.3.

It should be observed from Table 3.3 that the general range to detect markers is
wide. In addition, even when the Galaxy S6 has better characteristics, the detection
range is greater with Tab S2, concluding that this was the device with the better
performance. In addition, the area covered by the marker is important for good
recognition. In Table 3.4, the information about the area covered by each marker is
shown.

It should be noted from Table 3.4 that the detection abilities are influenced by
the area covered by the marker. For example, the marker of steering_columns is the
biggest; therefore, the scope distance range is greater than the others. In conclusion,

Table 3.2 Technical specifications of the mobile devices used for tests

Brand Model Operating system RAM Camera
(MP)

Samsung Galaxy Tab S2 8.0
(SM-T713)

Android 6.0.1
(Marshmallow)

3 GB
LPDDR3

8

Samsung Galaxy S6 (SM-G920V) Android 6.0.1
(Marshmallow)

3 GB
LPDDR4

16
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the MAR prototype allows working inside a real manufacturing scenario with
different devices and different distances for pointing out the markers with good
detection and tracking.

3.5.2 Survey for Users

In the second test, a questionnaire was designed for measuring the user satisfaction
when using the MAR prototype inside the real manufacturing environment. Ten
subjects participated in the survey, with an age ranged from 22 to 60 years. Nine
subjects were men, while one was women, all of them employees of the ATV
manufacturing company. In the sample, three subjects were technicians, two group
chiefs, two welding engineers, one quality engineer, one supervisor, and one
welder. The survey is shown in Table 3.5.

In the Likert scale used, the 1 means totally disagree, while a 10 means totally
agree. Each participant received an explanation about the purpose of the survey;
after that, both devices were used to test the MAR prototype. Each user takes
around 15 min for testing the prototype, and after that, the survey was filled.

The results obtained for questions 1–7 are shown in Fig. 3.19, while the results
obtained for question 10 are shown in Fig. 3.20. For the case of question 8, 80% of

Table 3.3 Minimal and maximal distance to detect markers

Marker Minimum distance (cm) Maximum distance (cm)

Tab S2 Galaxy S6 Tab S2 Galaxy S6

Tail_structure 6 12.5 178 163

Steering_column 5 14 212 80

Rear_arm_suspension 9.5 17 59 48

Rear_structure 9.5 28 68 62

Front_susp_left 9.5 21.5 94 43

Front_susp_right 9.5 21.5 94 43

Front_bumper 6.5 21 147 117

Table 3.4 Area covered by
the markers

Marker Width
(cm)

Height
(cm)

Area
(cm2)

Tail_structure 8.8 8.8 77.44

Steering_column 8.9 8.9 79.21

Rear_arm_suspension 10.1 3.4 34.34

Rear_structure 9.1 2.8 25.48

Front_susp_left 12 2.6 31.2

Front_susp_right 12 2.6 31.2

Front_bumper 8.4 4.5 37.8
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the participants responded yes. The comments include augmenting the number of
weldings inspected, augmenting the distance in which the prototype can detect the
markers, and augmenting the number of critical dimensions measured. Most of the
participants comment the benefits that could be obtained if the prototype will be
installed in AR lenses such Microsoft Hololens. Finally, for the case of question 9,
100% of the participants expressed that it will be easy and fast the process of
training a new employee using the MAR prototype, and this is mainly due to its
visual and ease of use interface.

3.5.3 Discussion

By observing the results obtained for both experiments, it should be noted that the
prototype is useful for supporting the ATV manufacturing process including the
training stage. It is important to highlight that the users demonstrate interest in using
the application and enthusiasm to include it in the dairy work. Effectively, the

Table 3.5 Questions of the survey

Question Scale

1 2 3 4 5 6 7 8 9 10

1. Welding AR application is easy to understand and
use?

2. Welding AR application is physically or mentally
demanding?

3. Welding AR application interface is ease of use?

4. Using Welding AR application, it’s frustrating?

5. Welding AR application will help for improving
quality control?

6. Welding AR application will be helpful to be used in
manufacturing processes?

7. Welding AR application will allow that the
introduction of new chassis or modifications of current
models takes less time for its manufacturing process?

8. Welding AR application has opportunities for
improvement? Which?

Yes or no, and open question

9. Do you consider that the process of training in the
department of quality control using Welding AR
application will be easier and faster?

Yes or no

10. Which kind of employees will exploit better the
Welding AR application? (a) Welder, (b) trainer,
(c) group chief, (d) production supervisor,
(e) programmer, (f) maintenance technician, (g) quality
technician, (h) engineer technician, (i) welder engineer,
(j) quality engineer, (k) administrative

Multiple option selection
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prototype helps in the task programmed with the use of AR that includes welding
inspection, measuring critical dimensions and mounting accessories.

Regarding the ability to detect the markers, it should be noted that a wide range
of distances could be handled, which will help the user to observe the superimposed
models at different sizes and orientations. When a detailed view is necessary, then
the user approaches the device in a very short distance, if a macrovision is needed,
then the user moves away from the markers.

Fig. 3.19 Results obtained for questions 1–7. a Question 1, b question 2, c question 3, d question
4, e question 5, f question 6, and g question 7

72 E. D. Nava Orihuela et al.



It is important to highlight the ability of the prototype to be useful inside the real
manufacturing environment, where changes of illumination, noisy environment,
and eventually occlusions happened almost all the time.

With respect to the results obtained from the survey, we confirmed that users are
interested in using the application. Nevertheless, the comments offered about
improvement opportunities were very valuable to enhance the prototype in the
future. At the end, the experiments allow confirming the premise that AR is a
valuable technological tool that can be used to support the process of manufacturing
an ATV.

3.6 Conclusions

In this chapter, a MAR prototype (Welding AR) to support the manufacturing of an
ATV was presented. Particularly, the prototype serves in three crucial stages of
manufacturing such as welding inspection, measuring of the critical dimensions,
and accessories mounting. After the results obtained from experiments, we con-
clude that the prototype fully complies its function of visually showing the process
of manufacturing an ATV.

The prototype can help experimented and novice users. The application executes
well on mobile devices with different architectures based on Android OS. The use
of this kind of technological tools is essential to finally reach the real explosion of
the 4.0 industry that includes cyber-physical systems, the Internet of things (IoT),
cloud computing, and cognitive computing.

Future work will be directed toward on implementing the prototype in other
operating systems such as iOS. Also, it will be important to carry out a set of tests

Fig. 3.20 Results obtained for question 10
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using AR glasses such as ORA Optinvent or Microsoft Hololens, which will pro-
vide the user the total mobility of the hands. It will be important to increase the
number of 3D models and include more types of ATV models. It is also necessary
to increase the number of welds inspected and the number of critical dimensions to
measure. Finally, it will be desirable to change the functionality of the prototype
from marker-based AR to a markerless system which will offer a more natural
interface.
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Chapter 4
Feature Selection for Pattern
Recognition: Upcoming Challenges

Marilu Cervantes Salgado and Raúl Pinto Elías

Abstract Pattern recognition is not a new field, but the challenges are coming on
the data format. Today’s technological devices provide a huge amount of data with
extensive detail evolving the classical pattern recognition approaches for dealing
with them. Given the size of and quantity of descriptors data possess, traditional
pattern recognition techniques have to draw on feature selection to handle problems
like the excess of computer resources and dimensionality. Feature selection tech-
niques are evolving, as well, for data related reasons. Chronologically linked data
brings new challenges to the field. In the present chapter, we expose the gap in
feature selection research to handle this type of data, as well as give suggestions of
how to perform or pursue an approach to chronologically linked data feature
selection.

Keywords Feature selection � Pattern recognition � Chronologically linked data

4.1 Introduction

Today, in the big data era, data are coming at large formats, from high-definition
video to interaction posts on social media, making it hard for pattern recognition
algorithms to process and make decisions with them. Pattern recognition aims to
search into data for regularities that can automatically classify (among other tasks)
the data into different classes.

Let’s look at this last statement with a specific problem: one of the latest
smartphone tackles unlocking function with facial recognition, since this task has to
differentiate a face from non-face image, it has to search for facial characteristics,
thus pattern recognitions is involved.
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Differentiating facial images from non-facial images requires training. Training
is done by feeding a pattern recognition algorithm with representative examples of
images with faces and images with no faces, until the algorithm can differentiate
between one and another. This kind of procedure (training/learning) can be
implemented in many fields and applications which has done pattern recognition
and machine learning to undergo an extensive development over the past decades
(Bishop 2006).

During the last decade (2007–2017), there has been a consider amount of
research related to feature selection, over 2000 results were found in Google
Scholar by looking the keywords “feature selection” and at least one of the words:
“machine,” “learning,” “data,” and “mining.” which tell us that the research in this
area is evolving and there are, still, unsolved matters. In Fig. 4.1, a graph to support
this information is presented.

Using the example of facial recognition on a smartphone, we characterize the
different approaches which pattern recognition has for the training step:

– Supervised learning: we supply different examples previously label to the
learning algorithm; i.e., face images and examples of images without faces,
telling it which is which, so it learns to recognize what a face looks like.

– Unsupervised learning: we introduce in the algorithm images of two types, let
say faces and trees, without saying which is which. Thus, the algorithm has to
find the pattern of each class due to the significant characteristics of each class.

– Semi-supervised learning: we provide examples of faces and some other classes
but not all of them have the label of being or not faces.

Providing examples sounds easy task, but sometimes these examples could
overcome the learning algorithm, either with excess of variables (what definitions
make a face to look like a face) or with definitions that do not contribute with
enough meaning to the classification process and could, at the end, confuse the
learning/training task. Here is where feature selection techniques are crucial.

Fig. 4.1 Number of publications by year related to feature selection in the last decade
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Feature selection aims to select a subset of characteristics1 which is reduced on
number compared with the original one (set of characteristics), but still keeps the
separability of classes. For face recognition, the number of eyes is an irrelevant
characteristic if the goal is to differentiate between the owner of the phone and
somebody else so that description can be ignored from the feature list.

Characterization of feature selection methods by the way they interact with the
classification algorithms is very common (Webb and Copsey 2011). This charac-
terization organized the methods in three categories:

1. Filter methods: these methods use the statistical description to evaluate the
relevance of one attribute with another without taking in consideration the
algorithm to be used for further classification.

2. Wrapper methods: this approach is classifier dependent due to its evaluating
performance tide to the learning algorithm.

3. Embedded methods: it aims to include the feature selection into the training
process. Thus, this method is classifier dependent as well.

Approaches for feature selection, according to data, have been categorized in Li
et al. (2018). In this work, a wider categorization is worked up into just two:
(1) punctual data and (2) chronologically linked data.

Motivation for ordering the approaches into these categories comes from the
evolution of data recollection. Many authors treat data in the classical way (He et al.
2006; Murty and Devi 2011; Pedregosa et al. 2011; Sathya and Aramudhan 2014;
Sridevi and Murugan 2014; Hancer et al. 2015; Zou et al. 2015) where data is given
in a format as shown in Fig. 4.2 with only one dimension per observation. Into our
example of facial recognition, the training stage is given by single images of faces
or non-faces. In the other hand, chronologically liked data is given by multiple
observations per face; there is movement that represents action, in this case the
recognition will be done by the owner of the phone saying, for instance, the word
“hello.”

A description of punctual data and chronologically linked data is shown in
Fig. 4.2. Also, in Fig. 4.2b, it can be seen that chronologically linked data is not
cardinal through the items, it has to preserve the order in the sample, and it has a
time variable.

The rest of the chapter is organized as follows: In Sect. 4.2, a brief state of the art
that covers the essential key points that will lead us to discover gaps for chrono-
logically linked data feature selection is presented. In Sect. 4.3, a more condense
review of the algorithms presented in Sect. 4.2 is stated, aiming leads to future
research work. In Sect. 4.4, we present the characteristics of chronologically linked
data which convert this type of data in a challenge for feature selection. Finally,
conclusion will be given in Sect. 4.5.

1Definition, characteristic, variable, and description are all used as synonyms in this chapter.
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4.2 Theoretical Context and State of the Art

Feature selection has had an increase amount of research because every day tech-
nological devices need to perform some kind of machine learning/pattern recogni-
tion task. The applications are many, and the algorithms to deal with this demanding
activity are evolving; from punctual data approaches to chronologically linked data
methodologies. A state-of-the-art review will be presented; dividing it on the
methodologies, the studies are based on to perform feature selection. This survey of
the state of the art is not intended to be a complete guide to perform feature selection
but to search for gaps in order to offer a big panorama of how the upcoming
challenges could be tackled.

4.2.1 Statistical-Based Methods for Feature Selection

Descriptive statistics make use of measures to describe data; these measures have
the intention to respond, among others, questions like: what kind of data we are
dealing with? How spread is data? Location measurements intend to give an idea of
the kind of data within an attribute, and dispersion measurements describe how
spreads are the values within an attribute (Ayala 2015). This information is the
baseline of statistical feature selection methods. Statistical feature selection com-
pares the attributes without considering the classification algorithm, so the majority
of these methods are considered to be filter feature selection methods
(Chandrashekar and Sahin 2014).

Fig. 4.2 Visual representation of a classic punctual data, and b chronologically linked data
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4.2.1.1 Statistical Measures

There are some concepts to go through in order to facilitate the understanding of the
rest of the section. These measurements are:mean, variance, and standard deviation.

– Mean: It is one of the most common location measurements used in statistics. It
helps us to localize our data. To obtain the mean value of a variable, we use

ex ¼
Xn
i¼1

xi
n

ð4:1Þ

The term mean is often interchanged by average, which gives a clear expla-
nation of the equation.

– Variance: This measurement is used in order to know the spread of the values
within a variable. Thus, the variance measures how much the values of a
variable differs from the mean (Myatt and Johnson 2014), and the variance
formula is

s2 ¼
Pn

i¼1 xi � exð Þ2
n

ð4:2Þ

where n represents the total of observations, and it differs when the formula is
used to calculate a sample.

– Standard deviation: The standard deviation is the square root of the variance and
is given by

s ¼
ffiffiffiffi
s2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 xi � exð Þ2

n

s
ð4:3Þ

where xi is the actual data value, x ̃ is the mean of the variable, and n is the
number of observation. The higher the value of s, the most broadly scattered the
variable’s data values are from and toward the mean.

4.2.1.2 Statistical-Based Methods: State of the Art

Other than giving a complete tutorial of how each method is done, we pretend to
dig into the methodology in order to catch any possibility of using the method with
chronologically linked data.

An algorithm for feature selection on chronologically linked data (Somuano
2016).

A very ingenious statistical feature selection approach was done at Somuano
(2016) where the measures reviewed in last section take a key point on discrimina-
tion. The author describes the feature selection algorithm with the following steps:
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1. Calculate variation coefficients, from original data, with the following equation

CVn¼1;...N ¼ rn
ln

ð4:4Þ

where CV is a vector that saves N values of variance, N is the total number of
variables, l is a vector of N dimension that contains the mean of each variable, r
is a N dimension vector containing the standard deviation of each variables.

2. Reorder data taking the highest CV value in the vector.
3. Obtain a discriminated matrix, by using

MVD ¼ 1 if r n; n0ð Þ ¼ cov n;n0ð Þ
CV � 0:8

0 otherwise

�
ð4:5Þ

where cov(n, n′) is the covariance of two variables (n, n′) and is defined by

cov n; n0ð Þ ¼ 1
L � t

XL�t
i¼1

xi;n � ln
� �

xi;n0 � ln0
� � ð4:6Þ

where L is the total number of objects, t is the total number of observations, xi,n
is the data values in row i column n, ln is the mean of the n feature for the first
object. xi,n are the values in row i column n′, and ln is the mean of the n′ feature
for the second object.
Note: this approach was constructed for chronologically linked data, which
means there are several observations per object, find an example in Table 4.1,
where object1 has three entries and object2 has three entries as well.

4. Find the Basic Matrix. The basic matrix is Boolean and is made of only basic
rows from the matrix of differences (MD). One t row is basic only if in the MD
there is not any p row that is a sub-row of t. If p and t are two rows on the MD, it
is said that p is a sub-row of t if and only if:

8jðap;j ¼ 1 ) atj¼1Þ and 9k atk ¼ 1 ^ apk ¼ 1
� � ð4:7Þ

5. Using the bottom-top algorithm, subsets of variables are codified. The algorithm
is able to compute the subsets of variables as a vector of n dimension and
Boolean values, where 0 denotes that the associated variable is not going to be
included and number 1 indicates that the variable is included.

Table 4.1 Example of a
chronologically linked data
used in He et al. (2006)

Object var1 var2 TimeStamp

O1 x1,1 x1,2 1

O1 x2,1 x2,2 2

O1 x3,1 x3,2 3

O2 x1,1 x1,2 1

O2 x2,1 x2,2 2

O2 x3,1 x3,2 3
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We can notice this method uses chronologically linked data, as we are looking
for; however, it seems to lose the sequence of the time stamp, for that reason we
will continue exploring more possibilities.

A simple low-variance approach (Pedregosa et al. 2011).

Feature selection can be achieved using simpler descriptive statistics. Tools have
been developed that perform feature selection removing variables with low variance
whose value does not meet some threshold (Pedregosa et al. 2011). In the men-
tioned work, the authors approach Boolean variables as Bernoulli random variables,
where the variance is giving by

var X½ � ¼ p 1� pð Þ ð4:8Þ

where p is the percentage of ones (or zeros), and the discrimination can be done by
setting a threshold, if the variance does not meet the threshold then it will be
removed.

We can expect, in this type of approach, that features with zero variance value
are the first options to remove because this implies that the variable or feature has
the same value through all the samples. As we can see, this kind of discrimination
has nothing to do with the classification task.

4.2.2 Information Theory-Based Methods

Consider a discrete random variable (let say x) and then think about the amount of
information that is received when we select a specific value within it, this is call
“degree of surprise” (Bishop 2006). We start this section presenting some basic
concepts of information theory before exploring different developments that make
used of it to search for a subset of features that preserve reparability (feature
selection).

4.2.2.1 Basic Concepts

Correlation, a quantity measuring the amount of interdependence of variable
quantities, is one of the simplest approaches for feature selection (Webb and
Copsey 2011). Starting with a simple correlation value: Pearson correlation;
Pearson correlation measures the degree of linear correlation between two variables.
Pearson correlation is given by

q X; Yð Þ ¼
P

i xi � exð Þ yi � eyð ÞP
i xi � exð Þ2Pi yi � eyð Þ2

h i1
2

ð4:9Þ
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where X and Y are two variables and x ̃ and y ̃ their respective means. If two variables
are entirely correlated, q±=, then one is redundant; thus, it could be eliminated.

Mutual information is a nonlinear correlation measure. One of its key concepts is
entropy, and it is defined by

Xð Þ ¼ �
X
x

p xð Þlog2 p xð Þð Þ ð4:10Þ

Here, variable X must have a discrete set of values, an associated probability p(x).
The probability of a value is given by the frequency of that value in the sample.

The entropy of X given Y is defined as

H XjYð Þ ¼ �
X
y

p yð Þ
X
x

p xjyð Þlog2 p xjyð Þð Þ ð4:11Þ

Mutual information is the additional information about X provided by Y and is
the decrease in the entropy of X, defined by

MI XjYð Þ ¼ H Xð Þ � HðXjYÞ ð4:12Þ

This could be used to categorize features to further discrimination (Webb and
Copsey 2011). A feature X is more correlated than a feature Z to the class variable
Y if

MI XjYð Þ[MIðZjYÞ ð4:13Þ

Information and concepts presented above will give us an idea of how these
families of methods work.

4.2.2.2 Information Theory-Based Methods: State of the Art

Having a dataset that describe images of faces or non-faces with hundreds of
attributes will require that pattern recognition algorithms work extra and even get
confused with some of them. Using information theory methods, we can reduce the
number of features that we use to train the pattern recognition algorithm. Let’s
explore how they are being used and the type of data they can handle.

Feature selection based on information theory for pattern classification (Sathya and
Aramudhan 2014).

In this research, the authors present a feature selection algorithm and then they
create mutual information criteria to achieve feature selection. In order to create the
criteria, they made use of entropy estimation methods.
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The algorithm is listed in the following steps:

1. Calculate mutual information.
2. Calculate the information gain ratio, which measures the correlation between the

class and a feature. The information gain ratio is given by

IGR C;Fið Þ ¼ I C;Fið Þ
H Fið Þ ð4:14Þ

where FS = {x1, x2, x3, …, xn} is the subset of size n and C represent the class
label. H(F) is the entropy and can be calculated with Eq. (4.10).

3. Decompose FS using the chain rule of mutual information given by

I FS;Cð Þ ¼
Xn
i¼1

I Xi;Cð Þ �
Xn
i¼2

IðXi; FS1;i�1 � IðXi; FS1;i�1jCÞ ð4:15Þ

4. Remove the features that do not provide any added information about the class.

The significance of the complete estimation of mutual information is discussed
when employed as a feature selection criterion. Nevertheless, this looks like a
simple task, the authors only deploy it with a dataset of 500 samples, and conclude
that if the number of samples increase, the computational time will increase as well.

Feature selection based on correlation (Sridevi and Murugan 2014).

Finding a proper classification for breast cancer diagnosis is achieved using
correlation-rough set feature selection joint method.

The proposed method combines two methods in a two-step feature selection
algorithm. The first step selects a subset of features, and this is done by applying the
rough set feature selection algorithm to discrete data. The resultant set R1 is set with
the attribute with the highest correlation value, then with an attribute with average
correlation (R2), and for the third time (R3) is done with the lowest correlated
attribute. The rough set feature selection algorithm relays, for this work, in the
QuickReduct algorithm, and it can be consulted at Hassanien et al. (2007). The
algorithm can be visualized at Fig. 4.3.

Finally, the second step consists of a reselection of the R1–R3 subsets using
correlation feature selection. As a conclusion, the author affirm that this joint
algorithm achieves the 85% of classification accuracy.

In order to pursue a chronologically linked data feature selection with, this family
of methods, implies the use of probabilistic techniques such as Markov models.

4.2.3 Similarity-Based Methods

Similarity-based methods select a feature subset where the pairwise similarity can
be preserved (Liu et al. 2014). Within these methods, there are two key concepts:
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(1) pairwise sample similarity and (2) local geometric structure of data. These
concepts and their theoretical support are described in the next section.

4.2.3.1 Similarity-Basic Concepts

As indicated in the last section, similarity-based methods relay in two important
concepts: pairwise similarity and geometric structure. Next, the concepts are
explained for better understanding of the research works that follows the present
section.

Pairwise sample similarity. It refers to the similarity between every two samples
in a training data set. It can be computed with a similarity measure. Similarity gives
us the estimation of how close or how alike two samples are from each other. Many
distance/similarity measures are available in the literature to compare two data
samples; a list of common distance measures will be presented next.

Euclidean Distance. The Euclidean distance between the ith and jth objects, as
presented in University of Pennsylvania State (2017), is

dE i; jð Þ ¼
Xp
k¼1

xik � xjk
� �2 !1

2

ð4:16Þ

Fig. 4.3 Visual description of correlation-rough set feature selection joint method proposed by
Sridevi and Murugan (2014)
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for every pair (i, j) of observations.
In University of Pennsylvania State (2017), the Minkowski distance is denoted as

dM i; jð Þ ¼
Xp
k¼1

xik � xjk
�� ��k !1

k

ð4:17Þ

where k � 1. It can be called the Lk metric given

k = 1 L1 metric, Manhattan or city-block distance.
k = 2 L2 metric, Euclidean distance.
k ! ∞ L∞ metric, supremum distance. where

lim k ! 1 ¼
Xp
k¼1

xik � xjk
�� ��k !1

k

¼ max xi1 � xj1j j; . . .; xip � xjp
�� ��� � ð4:18Þ

Similarity between two binary variables. The last three distance definitions are
suitable for continuous variables. But for binary variables, we need a different
approach. First, we have to converge in the notation, let p and q be the two binary
samples, and Table 4.2 shows all the possible combinations to their values that will
be used to find the distance between them.

Then, to find the distance between samples p and q, there are two measures
(University of Pennsylvania State 2017): the simple matching and the Jaccard
coefficient.

Simple matching, SMC, coefficient is given by

SMC ¼ n1;1 þ n0;0
� �

n1;1 þ n1;0 þ n0;1 þ n0;0
� � ð4:19Þ

Jaccard coefficient, J, is given by

J ¼ n1;1
x1;1 þ x1;0 þ x0;1
� � ð4:20Þ

Local geometric structure of data. Often in the literature (He et al. 2006; Liu
et al. 2014), geometric structure of data is done with a graph, where each sample is
treated as a node and an edge is placed between two samples if they are neighbors.
To find out if two nodes are neighbors, we can either use the label information
(class feature for supervised learning) or we could use k-nearest neighbor
(kNN) algorithm (University of Pennsylvania State 2017). Using the k-NN algo-
rithm, we put an edge between nodes i and j if xi and xj are “close.”

Table 4.2 Co-occurrence
table for binary variables

q = 1 q = 0

p = 1 n1,1 n1,0
p = 0 n0,1 n0,0
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Let’s take a look at the example given at Murty and Devi (2011) and its resulted
graph. Let the training set consists of two variables, eighteen samples, and three
classes, as shown in Table 4.3.

Using the label information of attribute class in the data set, we obtain a graph
that looks like the one in Fig. 4.4, where connected nodes (samples) belong to the
same class.

So far, we have covered some basics of the similarity approach without doing
any feature selection. Until this point, the similarity concepts that were presented
just show how close are the observations from each other. Thus, the research work
that follows will give an idea of how they can be used for the purpose that is
intended.

Table 4.3 Training set for practical example (Murty and Devi 2011)

var1 var2 Class var1 var2 Class var1 var2 Class

x1 0.8 0.8 1 x2 1 1 1 x3 1.2 0.8 1

x4 0.8 1.2 1 x5 1.2 1.2 1 x6 4 3 2

x7 3.8 2.8 2 x8 4.2 2.8 2 x9 3.8 3.2 2

x10 4.2 3.2 2 x11 4.4 2.8 2 x12 4.4 3.2 2

x13 3.2 0.4 3 x14 3.2 0.7 3 x15 3.8 0.5 3

x16 3.5 1 3 x17 4 1 3 x18 4 0.7 3

Fig. 4.4 Geometric structure from the example training set
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4.2.3.2 Similarity-Based Methods: State of the Art

The methods in this family assess the importance of features by their ability to
preserve data similarity between two samples (Li et al. 2018). It means, they have
the characteristic of selecting a subset of attributes where the similarity for pairwise
comparison can be preserved (He et al. 2006). For the face recognition example,
samples of face images have close values when there is a face in the image and as
long there is a face, in other way the values would be different. Research of the
methods belonging to this type will be described next.

A binary ABC algorithm based on advanced similarity scheme for feature selection
(Hancer et al. 2015).

The main goal of this research was to propose a variant of the discrete binary
ABC (DisABC) algorithm for feature selection. The variant consists of introducing
differential evolution (DE)-based neighborhood mechanism into the similarity-
based search of DisABC. The main steps of the research are summarized in the next
list:

1. Pick three neighbor samples and call them Xr1, Xr2, and Xr3.

2. Compute / � Dissimilarity(Xr2, Xr3) using

Dissimilarity Xi;Xkð Þ ¼ 1� Similarity Xi;Xkð Þ ð4:21Þ

where similarity(Xi, Xk) represents the Jaccard coefficient, which was defined in
the previous section, and / is a positive random scaling factor.

3. Solve the equation

min 1� M11

M11 þM10 þM01
� U� Dissimilarity Xr2;Xr3ð Þ

� �
ð4:22Þ

to obtain M values between Xi and Xi

4. Making use of the obtained M values, apply random selection to generate Xi.
5. Set recombination between Xi and Xi to get a new solution Ui, using equation

uid ¼ xid; if r and dð Þ�CR
xid; otherwise

�
ð4:23Þ

where CR is the crossover rate and xid represents the dth dimension of Xi

6. Pick a better solution between Xi and Ui.

According to the authors and the results shown in this study, the joint of
DE-based similarity search mechanism into the DisABC algorithm improve the
ability of the algorithm in feature selection due to its ability to remove redundant
features. The study was performed with different datasets at Asuncion (2007) where
data is punctual.
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Laplacian Score for Feature Selection (He et al. 2006).

Laplacian score is an algorithm that can be used either for unsupervised or
supervised feature selection. This algorithm selects features that can preserve the
data separability of classes based on the observation that data from the same class
are often close to each other. The importance of a feature is evaluated by its power
of locality preservation.

The algorithm stands on the following assertions: Lr denotes the Laplacian score
of the rth feature. fri denotes the ith sample of the rth feature, i = 1,…, m, and it
consists of the following steps:

1. Build a nearest neighbor graph G with m nodes. The G graph can be built as
shown in Sect. 4.2.3.1.

2. Obtain matrix S; if nodes i and j are connected, set

Sij ¼ e�
xi�xjk k2

t ð4:24Þ

where t is a suitable constant. Otherwise, Sij = 0.
3. Define for the rth feature:

fr ¼ fr1; fr2; . . .; frm½ �T ;D ¼ diag S1ð Þ; 1 ¼ 1; . . .; 1½ �T ; L ¼ D� S ð4:25Þ

4. Obtain the Laplacian score of the rth feature by

Lr ¼
ef Tr Lefref Tr Defr ð4:26Þ

where fr̃ is given by

efr ¼ fr � f Tr D1
1TD1

1 ð4:27Þ

This method is a filter approach and was tested using two datasets formed of
punctual data. As said before, it can be used for supervised or unsupervised
approaches, and as conclusion, it is based on the observation that local geometric
structure is crucial for discrimination. Similarity-based feature selection methods
can be applied to supervised or unsupervised learning.

4.2.4 Neural Networks-Based Feature Selection

With the crescent advances on technological devices that capture high-resolution
video/images, pattern recognition algorithms have challenged due to the curse of
dimensionality (Bishop 2006). So far, we have presented three classifications that
can tackle feature selection; however, not all of them can handle chronologically
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linked data. Now, it is the turn of neural networks; later we will discuss if they can
reach the goal of feature selection on chronologically linked data.

4.2.4.1 Basic Concepts

This section provides a brief review of the multi-layer perceptron (MLP) and deep
belief networks (DBNs) without intending to be an extend guide (see references for
complete information). Artificial neural networks (ANNs) are believed to handle a
bigger amount of data without compromising too much of the resources (Bishop
2006). At the end of this quick review of ANN approaches, a state of the art will be
presented.

The MLP is a basic ANN structure that can have many numbers of layers; its
configuration lies on the idea of having the outputs of one layer connected to the
inputs to the next layer, and in between having a nonlinear differentiable activation
function. MLP ANNs are trained using several backpropagation methods of
reinforcement learning (Curtis et al. 2016). MLP is a supervised learning algo-
rithm that learns a function f(�): Rm ! Ro by training a dataset, where m is the
number of dimensions for input and o is the number of dimensions for output.
Given a set of features X = x1, x2,…,xm and a target y, it can learn a nonlinear
function for either classification or regression. Figure 4.5 shows a one-hidden
layer MLP (Pedregosa et al. 2011).

Fig. 4.5 One hidden layer MLP (Pedregosa et al. 2011)
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In Fig. 4.5, the features are represented in the left side. The hidden layer (middle
one) transforms the values from the left layer with a weighted linear summation
w1x1 + w2x2 +���+ wmxm followed by a nonlinear activation function g(�):
R ! R (i.e., hyperbolic function). The output layer receives the values from the last
hidden layer and transforms them into output values (Pedregosa et al. 2011).

To model a classification task using a MLP, the ANN will consist of an output
neuron for each class, where a successful classification produces a much higher
activation level for the corresponding neuron class (Curtis et al. 2016).

Deep learning is a relatively new technique and has attracted wide attention (Zou
et al. 2015), it uses artificial intelligence techniques of which we will refer here in
particular to deep belief networks (DBNs). The deep-learning procedure of the
DBN consists of two steps: Layer-wise feature abstracting and reconstruction
weight fine-tuning (Hinton 2006). In the first step, the DBN make used of a
restricted Boltzmann machine (RBM) to calculate the reconstruction of weights.
During the second step, DBN performs a backpropagation to achieve the desired
weights obtained from the first step (Hinton 2006).

To stand in solid ground, let consider v as the left layer (visual layer) and h the
middle layer (hidden). In the DBN, all nodes are binary variables (to satisfy the
Boltzmann distribution). In a RBM, there is a concept called “energy” which is a
joint configuration of the visible and hidden layers and is defined as follows:

E v; h; hð Þ ¼ �
X
i;j

Wijvihj �
X
i

bivi �
X
j

ajhj ð4:28Þ

where h denotes the parameters (i.e., W, a, b); W denotes the weights between
visible and hidden nodes; and a and b denote de bias of the hidden and visible
layers. The joint probability of the configuration can be defined as

Ph v; hð Þ ¼ 1
Z hð Þ exp �E v; h; hð Þð Þ ð4:29Þ

where ZðhÞ ¼Pv;h expð�Eðv; h; hÞð Þ is the normalization factor. Combining the
last two equations (Zou et al. 2015), we have

Ph v; hð Þ ¼ 1
Z hð Þ exp

X
i;j

Wijvihj þ
X
i

bivi þ
X
j

ajhj

 !
ð4:30Þ

In the RBMs, the visible and hidden nodes are conditionally independent to each
other, that is why, the marginal distribution of v respect h can be defined as

Ph vð Þ ¼ 1
Z hð Þ exp vTWhþ aThþ bTv

� 	 ð4:31Þ

In the second step of the DBN, a backpropagation is applied on all the layers to
fine-tune the weight obtained from the first step.
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4.2.4.2 Artificial Neural Networks Methods for Feature Selection:
State of the Art

Having in mind that the survey done in this chapter has to lead us to the techniques
that can handle the chronologically linked data feature selection, we present how
recent research is dealing with feature selection using ANN. At Sect. 4.3, we will
present a summary of the methods and personalized opinion of the approaches that
could handle chronologically liked data.

Deep learning-based feature selection for remote sensing scene classification (Zou
et al. 2015).

According to the authors, feature selection can be achieved by making use of the
most reconstructible features due to its characteristic of holding the feature intrinsic.
They proposed a method based in DBNs with two main steps. The steps are:
interactive feature learning and feature selection. The details of this method are
presented next.

1. Iterative feature learning. In this step, the goal is to obtain reconstruction
weights, and that can be done removing the feature outliers. The feature outliers
are those with larger reconstruction errors. They can be identified by analyzing
the distribution of the reconstruction errors as output of the following algorithm:
(1) as inputs enter:

V ¼ viji ¼ 1; 2; . . .; nf g ð4:32Þ

which is the original input feature vector, η = the ratio of feature outliers, η as
the stop criteria, nIt = the max number of iterations.

2. Iterate from j = 1 to n It times only if

bej�1 � bej\e ð4:33Þ

meanwhile get the weight matrix and the average error. Also, filter the features.
3. Finally, as output get M, the final reconstruction weight matrix.

The reconstruction error of feature vi is defined as e ¼ v0i�vi


 

 and the average

error as

be ¼ 1
n

Xn
i

ei ð4:34Þ

Feature selection. At this step, the weight matrix is used to choose the better
features since the outliers were eliminated in first step. Suppose M is the recon-
struction weight matrix obtained in the last step, I is an image (since this method
was intended for feature selection on images) in the testing data set,
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VI
N ¼ vIi ji ¼ 1; 2; . . .;N

� � ð4:35Þ

where N is the number of features extracted from I. As mention before, the purpose
of this research is to select the feature with smaller reconstruction error which is
given by

VI ¼ vIi jeIi\TI; eIi 2 EI
N

� � ð4:36Þ

Refer to Zou (2015) for complete set of equations. It can be seen that the main
idea is to get rid of features that after going through the ANN, in this case a DBN,
are considered having a greater error, giving us a different way to use the ANN, not
as classifiers but as selectors.

Artificial Neural Networks (Murty and Devi 2011).

A less complicated technique is presented in Murty and Devi (2011). Using a
multi-layer feed-forward network with a backpropagation learning algorithm, the
authors propose the extraction of the more discriminative feature subset. First, it is
proposed to set a larger network, then start the training, and as it goes trim some
nodes being careful to adjust the remaining weights in such way that the network
performance does not become worse over training process.

The criteria to remove a node, on this approach, are given by

– A node will be removed after analyzing the increase of the error caused by
removing that specific node.

The pruning problem is formulated in terms of solving a system of linear
equations using the optimization technique. Same as last study (Zou et al. 2015),
data set consider for this specific study is punctual. Within this and the last studies,
no chronologically linked data was used or consider during tests.

4.2.5 Sparse Learning Methods for Feature Selection

Given its nature, sparse learning is very suitable for feature selection. For a sparse
statistical model just a relatively small number of features are important for the
manifold of data (Hastie et al. 2015). They are said to handle linked data or
multi-view data (Wang et al. 2013; Tang and Liu 2014), for that reason they will be
presented in this survey.

4.2.5.1 Introductory Concepts

Sparse learning aims to find a simpler model out of data, as said in Hastie et al.
(2015) simplicity could be a synonymous of sparsity. In order to comprehend this
theme, we have to introduce important concepts.
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In a linear regression problem, let N be the number of observations of an out-
come variable yi, and p associated predictor variables (or features) xi = (xi,1,…xi,p)

T.
The solution to the problem will be to predict the outcome from the features, and
this is done to get two goals: prediction with future data and to find the features that
actually are important for separability. A linear regression model assumes that

yi ¼ b0 þ
Xp
j¼1

xijbj þ ei ð4:37Þ

where b0 and b = (b1,b2,…bp) are unknown parameter and ei is an error term.
Usually, the method of least squares is used to obtain the parameters coefficients by

minimizeb0;b ¼
XN
i¼1

yi � b0 �
Xp
j¼1

xijbj

 !2

ð4:38Þ

Due to the estimates of last equation, which typically will be nonzero, the
interpretation of the model will be hard if p is large. Thus, in lasso or l1-regularized
regression a regulation is introduced, and the problem is solved as follows

minimizeb0;b
XN
i¼1

yi � b0 �
Xp
j¼1

xijbj

 !2

subject to k b k1 � t ð4:39Þ

where bk k1¼
Pp

j¼1 bj
�� �� is the l1 norm of b, and t is parameter establish to find the

within parameters.
So far, we show the introductory basis of sparse learning, next we present a pair

of studies that will give us an understanding of how this method is been used.

4.2.5.2 Sparse Learning-Based Methods: State of the Art

Sparse model aims to push the feature coefficients close to zero, then these features
can be eliminated. Sparse models are suspect of a lot of research in recent years (Li
et al. 2018). We present recent studies that will lead us to find an appropriate
method to handle chronologically linked data.

Feature Selection for social media data (Tang and Liu 2014).

This is a study of how social media data present new challenges to feature selection
approaches. Since data in social media has multi-dimension, some approaches for
feature discrimination will not performwell. Data in social media, i.e., Twitter, have a
morphological representation as seen in Fig. 4.6 where the authors explain the
interaction user-post and user-user. Users in social media have two behaviors:
(1) following other users, represented in Fig. 4.6 as li, and (2) generating some posts
(post is a generalization of tweets, blogs or pictures) represented as pi
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To model the hypotheses, the authors first introduce feature selection for
punctual data based on l2,1-norm regulation, which selects features across data
points using

minw k XTW � Y k2F þ a k W k2;1 ð4:40Þ

where ∥∙∥F denotes the Frobenius norm of a matrix and the parameter a controls the
sparseness of W in rows. W 2 Rm�k and ∥W∥2,1 is the l2,1-norm of W and is define
by

k W k2;1¼
Xm
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk
j¼1

W2 i; jð Þ
vuut ð4:41Þ

Then, the authors propose to add a regularization term with equation in first step
that forces the hypothesis that the class labels of posts by the same user are similar.
And this is given by

minw XTW � Y


 

2

F þ a Wk k2;1 þ b
X
u2u

X
fi;fj2Fu

T fið Þ � T fj
� �

 

2

2 ð4:42Þ

The above hypothesis assumes that posts by the same user are of similar topics.
In other words, the posts from same user are more similar, in terms of topics, than
randomly selected posts.

Since the authors in this study work with linked data, it could be assumed that
this method could handle the chronology linked data. To reinforce this thought, we

Fig. 4.6 Visual representation of social media data and its matrix illustration as shown in Tang
and Liu (2014)
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present another work related to sparse learning. Until here, we can make a summary
of the methods and the type of data they used and if there is a possibility to expand
the model to accept and perform well with chronologically linked data.

4.3 Summary of Methods and Their Capability to Handle
Chronologically Linked Data

In this section, we present a summary of feature selection methods presented in
Sect. 4.2 in order to confirm or not the possible inclusion of chronologically linked
data. As the main goal of the chapter is to present the challenges that feature
selection faces as data characteristics change.

We presented methods based in different approaches that accomplish feature
selection. Now, we congregate the information to give the reader a perspective of
how those methods could be used or not for feature selection with chronologically
linked data.

Statistical-based methods: as exposed in Sect. 4.2.1, the research in Somuano
(2016) treats chronologically link data; however, it seems not to preserve the
sequence of it. The work from Pedregosa et al. (2011) uses the lowest variance of
the set of features to determine discrimination. With this technique, features
selection in chronologically linked data cannot be achieved unless the objects are
compare individually.

Information Theory-Based Methods: listed in Sect. 4.2.2, there are two
approaches that both make use of punctual data. Probability theory has techniques
that deal with time sequences, i.e., Markov models (Bishop 2006); thus, future work
could raise from these techniques.

Similarity-based methods: as shown in Sect. 4.2.3, similarity-based methods rely
in metric measurements. In order to accommodate similarity-based methods to
feature selection on chronologically linked data measures of distances between
groups of objects or distributions are needed (Webb and Copsey 2011).

Neural Networks based feature selection: this family of methods, presented in
Sect. 4.2.4, has had used punctual data in the literature. However, a deeper research
is needed to explore all the possibilities these methods offer.

Sparse learning methods for feature selection: shows to be leading toward the
solution to feature selection on chronologically linked data due to the vast research
that has been done with linked and multi-view data (Tang and Liu 2014).

In Table 4.4, we present the condensed information to have a better perspective
of the challenge that chronologically linked data represent for feature selection
approaches.

We could imply, from the analysis done in this study that chronologically linked
data represent an unsolved problem and further research can be done. Also, we give
some guidance on how to move toward the unsolved issue.
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4.4 Upcoming Challenges

In Sects. 4.2 and 4.3, we presented the possibilities that different methods contain to
work or to be adapted for chronologically linked data. Here, we present the chal-
lenges that this data type represents.

4.4.1 Characteristics of Chronologically Linked Data

In order to clarify the necessity of feature selection on chronologically linked data,
some points have to be clear about the characteristics of it. Next, we summarized
these characteristics:

Table 4.4 Summary of all the approaches and the possibilities to adapt with chronologically
linked data

Reference Based
method

Data type used Comments

He et al.
(2006)

Similarity Punctual Potential to deal with chronologically linked
data introducing measures of distances
between groups of objects or distributions

Murty and
Devi (2011)

ANN Punctual There is not available literature that suggests
the possible adjustment to use
chronologically linked data

Pedregosa
et al. (2011)

Statistical Punctual Simple approach that cannot deal with
chronologically linked data

Sathya and
Aramudhan
(2014)

Information
theory

Punctual Potential to deal with chronologically linked
data using, i.e., Markov models

Sridevi and
Murugan
(2014)

Information
theory

Punctual Potential to deal with chronologically linked
data using, i.e., Markov models

Tang and Liu
(2014)

Sparse
learning

Linked Advance research on multiple sample
objects, suitable for chronologically linked
data

Hancer et al.
(2015)

Similarity Punctual Potential to deal with chronologically linked
data introducing measures of distances
between groups of objects or distributions

Zou et al.
(2015)

ANN Punctual There is not available literature that suggests
the possible adjustment to use
chronologically linked data

Somuano
(2016)

Statistical Chronologically
linked

It uses chronologically linked data
nevertheless needs to improve the
preservation of sequence
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• Multi-sample objects.
• Different cardinality between objects.
• Same number of attributes for all the objects.
• Time stamp available on the set.

Multi-sample objects are one of the principal characteristics, since data in this
category contain multiple samples per object and every object could contain dif-
ferent number or samples. Refer to Fig. 4.2b for visual explanation.

4.4.2 Challenges for Feature Selection Algorithms

Today’s data availability and utilization bring new challenges for pattern recognition
algorithms. Feature selection aims to facilitate data visualization, prediction per-
formance, reduce storage space, and reduce training time while keeping separability
of classes.

In contrast to static concept, events have a dynamic characteristic which is
represented by chronologically linked data.

As we presented in Sects. 4.2 and 4.3, there is work that needs to be done to
tackle feature selection with chronologically linked data with the following
requirements:

• Supervised learning.
• Samples with different cardinality.
• Conserve the sequence of the data.

Having supervised learning scenario will help to evaluate the quality of the
selected subset. It is very important to preserve the sequence of the data since it
might experience future processing.

4.5 Conclusions

The goal of this study was to find a gap in research to justify a proposal of
chronologically linked data for feature selection investigation. We reviewed the
importance of feature selection for pattern recognition algorithms and the work
done until now with punctual and linked data. We provided a quick guide of basic
concepts to introduce readers into the feature selection techniques. Within the
introduction of concepts, we showed a representative state of the art using of the
categorization used to organize the content and studies in Sect. 4.2 (state of the art).
After summarizing and analyzing the state of the art, we found that chronologically
linked data problem continues unsolved. We gave some guidance of the appro-
priated mathematical methods to handle the type of data mentioned. Finally, we
presented the challenges of feature selection techniques given the dynamic nature of
events (chronologically linked data).
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Chapter 5
Overview of Super-resolution
Techniques

Leandro Morera-Delfín, Raúl Pinto-Elías
and Humberto-de-Jesús Ochoa-Domínguez

Abstract In the last three decades, multi-frame and single-frame super-resolution
and reconstruction techniques have been receiving increasing attention because of
the large number of applications that many areas have found when increasing the
resolution of their images. For example, in high-definition television,
high-definition displays have reached a new level and resolution enhancement
cannot be ignored; in some remote sensing applications, the pixel size is a limita-
tion; and in medical imaging, the details are important for a more accurate diag-
nostic or acquiring high-resolution images while reducing the time of radiation to a
patient. Some of the problems faced in this area, that in the future require dealing
more effectively, are the inadequate representation of edges, inaccurate motion
estimation between images, sub-pixel registration, and computational complexity
among others. In this chapter, an overview of the most important methods classified
into two taxonomies, multiple- and single-image super-resolution, is given.
Moreover, two new techniques for single-image SR are proposed.

Keywords Super-resolution � Frequency domain � Spatial domain
Total variation

5.1 Introduction

Image super-resolution (SR) refers to the process of creating clear and
high-resolution (HR) images from a single low-resolution (LR) image or from a
sequence of low-resolution observations (Schultz and Stevenson 1994). In this
chapter, the most important SR techniques are explained.
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The methods for SR are addressed including the definition of each method. We
address big topics of work in super-resolution as: the pure interpolation with high
scales of amplification, the use of dictionaries, the variational procedures and the
exploiting of gradients sharpening. Each section in this chapter yields a guide for
the technical comprehension of each procedure. The technical procedures of the
cited articles are not fully reproduced but neither is a superficial description made
without ideas for a practical realization.

The first main separation between the SR methods is determined by the
resources to employ in the process. In the first case, a group of LR images are used.
These procedures refer to the first publications about the topic. In the second case,
due to practical situations, the SR is carried out by using only the input image of
low resolution. Figures 5.1 and 5.2 show the taxonomies of the more evident
classification of the methods, multiple-image SR or single-image SR.

In the second class of methods, we refer to the domain of application, spatial
domain or frequency domain. The following proposed differentiation between SR
methods is based on the mathematical models in order to reach the high resolution.
Transformations, probabilistic prediction, direct projection, learning dictionaries,
reduction of dimension and reconstruction models under minimization procedures
and residual priors are discussed. A common goal is the incorporation of the lost

Fig. 5.1 Taxonomy of multiple-image super-resolution
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high-frequency details. Finally, we propose two new methods for single-image SR.
The first one is based on gradient control, and the second one is a hybrid method
based on gradient control and total variation.

The rest of the chapter is organized as follows: In Sect. 5.2, the methods are
explained. In Sect. 5.3, the results of the proposed methods are presented. In
Sect. 5.4, the metrics used to characterize the methods are presented. Finally, the
chapter concludes in Sect. 5.5.

5.2 Methods

The accuracy in the estimation of the HR image is result of a right selection of
mathematical tools and signal processing procedures as transformations, learning
models, minimization techniques, and others for reaching the major content of high
spatial frequencies or details in the output image. In this section, current methods as
well as the proposed SR procedures are explained. SR models for single image and
multiple image are considered.

5.2.1 Image Model

Down-sampling and warping are two processes in consideration for a more realistic
representation of the image at low resolution. In the first process, the image is
averaged over equal areas of size q � q as can be seen from Eq. (2.1). In the
warping process, the image is shifted along x and y directions, and the distances
a and b are in pixels. Also, a rotation Ɵ is assumed on the image (Irani and Peleg
1990; Schultz and Stevenson 1994) as can be observed in Eq. (2.2).

Fig. 5.2 Taxonomy of single-image super-resolution
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In a SR algorithm, the model of degradation is fundamental for comparative
purposes and evaluation of the effectivity of the algorithm. Equation (5.1) considers
the blurring and down-sampling processes, and Eq. (5.2) represents the warping
operation. For a number k of LR images with noise added, the model becomes
(Irani and Peleg 1990),

gk m; nð Þ ¼ d hk wk f x; yð Þð Þð Þð Þþ gk m; nð Þ ð5:3Þ

Equation (5.3) incorporates the distortions that yield a LR image, d is the
down-sampling operator, hk is the blurring operator, wk is the warping operator, and
f(x, y) is the HR image. Furthermore, the blurring process can be composed by
distortions due to the displacement hd, the lens hl, and the sensors hs. The result is a
convolution operation. The transformations are shown in Fig. 5.3.

Fig. 5.3 Steps to form three LR images g1, g2, and g3 from a HR image f. Each branch represents
a different acquisition process
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5.2.2 Image Registration

Translation and rotation relationship, between a LR and a HR image, is calculated
using Eq. (5.4) (Keren et al. 1998),

x ¼ xtk þ qxm cos hk � qyn sin hk
y ¼ ytk þ qxm sin hk þ qyn cos hk

; ð5:4Þ

where xtk and ytk are the displacements, qx and qy the sampling rates, and h the
rotation angle. Two acquisitions g1 and g2 with rotation and displacements can be
related using the following Eq. (5.5).

g2ðm; nÞ ¼ g1ðm cos h� n sin hþ a; n cos hþm sin hþ bÞ ð5:5Þ

5.2.3 Approximation Between Acquisitions

The approximation to this parameter has been solved using the Taylor series rep-
resentation. In the first step, sin h and cos h are expressed in series expansion using
the first two terms.

g2ðm; nÞ ¼ g1 mþ a� nh� mh2

2
; nþ bþmh� nh2
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� �
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Then, the function g1 can be expanded with Taylor series,
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Finally, the parameters a, b, and h of Eq. (5.7) are determined using partial
derivatives on the final expansion and solving the equation system.

5.2.4 Frequency Domain

The models in frequency domain consider the sampling theory. There, a 2D array of
Dirac deltas (DT) performs the sampler function. The array has the same form in
time and frequency domains (2D impulse train). The acquisition process multiplies
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the array of DT with the image in the spatial domain point by point. This operation
in frequency domain becomes a convolution operation. The advantage is that the
resolution of the convolution kernel (sampling array in the frequency domain in the
interval of [−p, p]) can be increased for optimal scales of amplification, checking
the high-frequency content at the output of the process. The Fourier transform of the
sampling is shown in Eq. (5.8),

DTðx0
x;x

0
yÞ ¼

sin x0
x

M�1
2

� �
Dx

� �
sin x0

y
L�1
2

� �
Dy

n o
sin x0

x
Dx
2

� �
sin x0

y
Dy
2

n o ; ð5:8Þ

and the convolution with the image can be expressed as in Eq. (5.9),

Sampðj1; j2Þ ¼
XL=2

nx¼�L=2

XM=2

mx¼�M=2

SðnxDxx; nyDxyÞ�

DTðj1 � nxDxx þMcx; j2 � nyDxy þ Lcx; j1; j2Þ
ð5:9Þ

The high-frequency content in Samp must be maximized. This strategy has been
used in (Morera 2015). Figure 5.4 shows a 1D sampling array in space and fre-
quency domains.

5.2.5 Wavelet Transform

The wavelet transform introduces the analysis of the image generally in four fields
of information. The common decomposition brings directional information of
fluctuation of the image signal. The coefficients of the transformation are present in
four groups. The low-frequency coefficients which are a coarse representation of the

Fig. 5.4 Sampling array in
a space domain and
b frequency domain
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image, the horizontal, the vertical and the diagonal coefficients which represent
details of directional variations of the image. The most common strategy for SR
using wavelets applies a non-sub-sampled wavelet or static wavelet before a
wavelet reconstruction, and the first step produces a decomposition of four images
with the same dimension as the input. Then, the wavelet reconstruction produces an
amplified image with scale factor 2, this strategy is employed in (Morera 2014).

5.2.6 Multiple-Image SR

The main goal in this group of techniques is the simulation of the process of
formation of the image in order to reject the aliasing effects due to the
down-sampling effect. A group of acquisitions of the same scene in LR is required
for estimation of the HR image.

5.2.6.1 Iterative Back-Projection

Iterative back-projection (IBP) methods were the first methods developed for
spatial-based SR. IBP algorithm yields the desired image that satisfies that the
reconstruction error is close to zero. In other words, the IBP is convergent. Having
defined the imaging model like the one given in Eq. (5.3), the distance Af � gk k22 is
minimized, where matrix A includes the blur, down-sampling and warping opera-
tions, f is the original HR image, and g is the observed image. The HR estimated
image is generated and afterward refined. Such a guess can be obtained by regis-
tering the LR images over a HR grid and then averaged them (Irani and Peleg 1990,
1991, 1992, 1993). The iterative model given in Eq. (5.10) is used to refine the set
of the available LR observations. Then, the error between the LR images and the
observed ones is obtained and back-projected to the coordinates of the HR image to
improve the initial estimation (Irani and Peleg 1993). The Richardson iteration is
commonly used in these techniques.

f ðtþ 1Þðx; yÞ ¼ f ðtÞðx; yÞþ 1
K

XK
k¼1

w�1
k gk � gðtÞk

� 	
_d

� 	
� _h

� 	
; ð5:10Þ

where w�1
k is the inverse of the warping operator, _d is the up-sampling operator, _h is

a deblurring kernel, k = 1…K is the number of LR acquisitions, f ðtþ 1Þðx; yÞ is the
reconstructed SR image in the (t + 1)th iteration, and f ðtÞðx; yÞ is the reconstructed
SR image in the previous (t)th iteration. The shortcoming of this algorithm is that
produces artifacts along salient edges.
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5.2.6.2 Maximum Likelihood

The noise term in the imaging model given in Eq. (5.3) is assumed to be additive
white Gaussian noise (AWGN) with zero mean and variance r2. Assuming the
measurements are independent and the error between images is uncorrelated, the
likelihood function of an observed LR image gk for an estimated HR image f̂
(Cheeseman et al. 1994; Capel and Zisserman 1998; Elad and Hel-Or 2001; Farsiu
et al. 2004; Pickup et al. 2006; Pickup 2007; Prendergast and Nguyen 2008; Jung
et al. 2011a) is,

p gkjf̂
� � ¼ Y

8m;n

1ffiffiffiffiffiffiffiffiffiffi
2pr2

p exp �
g_k � gk
� 	2

2r2

0
B@

1
CA: ð5:11Þ

The log-likelihood transforms the product into a summation. Therefore,
Eq. (5.11) becomes the summation of a term C that does not depend on f and the
summation of the exponents of the exponential function as shown in Eq. (5.12),

L gkð Þ ¼ C � 1
2r2

X
8m;n

g_k � gk
� 	

: ð5:12Þ

The maximum likelihood (ML) solution (Woods and Galatsanos 2005) seeks a
super-resolved image f̂ML which maximizes the log-likelihood for all observations.
Notice that after maximization the constant term vanishes. Therefore, the
super-resolved images can be obtained by maximizing Eq. (5.12) or, equivalently,
by minimizing the distance between g_k and gk as,

f̂ML ¼ argmax
f

X
8m;n

LðgkÞ
 !

¼ argmin
f

g_k � gk
�� ��2

2

� 	
: ð5:13Þ

5.2.6.3 Maximum a Posteriori

Given the LR images gk, the maximum a posteriori (MAP) method (Cheeseman
et al. 1994) finds an estimate f̂MAP of the HR image by using the Bayes rule in
Eq. (5.14),

p f̂ jg1; g2; . . .; gk
� � ¼ p g1; g2; . . .; gkjfð Þp fð Þ

p g1; g2; . . .; gkð Þ / p g1; g2; . . .; gkjfð Þp fð Þ ð5:14Þ

The estimate can be found by maximizing log of Eq. (5.14). Notice that the
denominator is a constant term that normalizes the probability conditional. This
term is going to be zero after maximization then,
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f̂MAP ¼ argmax
f

log p g1; g2; . . .; gkjfð ÞÞþ log p fð Þð Þð Þ: ð5:15Þ

Applying statistical independence between the images gk, Eq. (2.15) can be
written as,

f̂MAP ¼ argmax
f

XK
k¼1

log p gkjfð Þð Þþ log pðf Þð Þ
 !

; ð5:16Þ

where

p gkjfð Þ / exp � g_k � gk
�� ��2

2

2r2k

 !

The probability p gkjfð Þ is named the regularization term. This term has been
modeled in many different forms; some cases are:

1. Natural image prior (Tappen et al. 2003; Kim and Kwon 2008, 2010).
2. Stationary simultaneous autoregression (SAR) (Villena et al. 2004), which

applies uniform smoothness to all the locations in the image.
3. Non-stationary SAR (Woods and Galatsanos 2005) in which the variance of the

SAR prediction can be different from one location in the image to another.
4. Soft edge smoothness a priori, which estimates the average length of all level

lines in an intensity image (Dai et al. 2007, 2009).
5. Double-exponential Markov random field, which is simply the absolute value

of each pixel value (Debes et al. 2007).
6. Potts–Strauss MRF (Martins et al. 2007).
7. Non-local graph-based regularization (Peyre et al. 2008).
8. Corner and edge preservation regularization term (Shao and Wei 2008).
9. Multi-channel smoothness a priori which considers the smoothness between

frames (temporal residual) and within frames (spatial residual) of a video
sequence (Belekos et al. 2010).

10. Non-local self-similarity (Dong et al. 2011).
11. Total subset variation, which is a convex generalization of the total variation

(TV) regularization strategy (Kumar and Nguyen 2010).
12. Mumford–Shah regularization term (Jung et al. 2011b).
13. Morphological-based regularization (Purkait and Chanda 2012).
14. Wavelet-based (Li et al. 2008; Mallat and Yu 2010).
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5.2.7 Single-Image SR

Single-image SR problem is a very ill-posed problem. It is necessary an effective
knowledge about the HR image to obtain a well-posed HR estimation. The algo-
rithms are designed for one acquisition of low resolution of the image. Some of the
strategies proposed are summarized following,

1. Pure interpolation using estimation of the unknown pixels in the HR image,
modification of the kernel of interpolation, and checking the high-frequency
content in the estimated output HR image.

2. Learning the HR information from external databases. In this case, many
strategies of concentration of the information of the image and clustering are
used. Then, the image is divided into overlapping patches and this information is
mapped over a dictionary of LR–HR pairs of patches of external images.

3. Manage the information of gradients in the image.
4. Hybrid models used to reconstruct the image with a minimization procedure in

which some prior knowledge about the estimation error is included.

5.2.7.1 Geometric Duality

The concept of geometric duality is one of the most useful tools in the parametric
SR with least-square estimation for interpolation, and one of the most cited algo-
rithm in comparison with SR method is the new edge-directed interpolation (NEDI)
(Li and Orchad 2001).

The idea behind is that each low-resolution pixel also exists in the HR image and
the neighbor pixels are unknown. Hence, with two orthogonal pairs of directions
around the low-resolution pixel in the HR image (horizontal, vertical, and diagonal
directions), a least-square estimation can be used in each pair. The equation system
is constructed in the LR image, and then, the coefficients are used to estimate pixels
in the HR initial image. The first estimation is made by using Eq. (5.17),

Ŷ2iþ 1;2jþ 1 ¼
X1
k¼0

X1
l¼0

a2kþ lY2ðiþ kÞ;2ðjþ lÞ ð5:17Þ

where the coefficients are obtained in the same configuration as in the LR image. In
this case, the unknown pixels between LR pixels that exist in the HR image (in
vertical and horizontal directions) are estimated. In the next step, the unknown
pixels between LR pixels that exist in the HR image (in diagonal directions) are
estimated. The pixels of each category are shown in Fig. 5.5.

In (Zhang and Wu 2008), take advantage of NEDI. There, a new restriction is
applied including the estimated pixels in the second step, and the minimum square
estimation is made using the 8-connected pixels around a central pixel in the
diamond configuration shown in Fig. 5.6. They define a 2D piecewise
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autoregressive (PAR) image model of parameters ak; k 2 ½1; . . .; 4� to characterize
the diagonal correlations in a local diamond window W and the extra parameters
bk; k 2 ½1; . . .; 4� to impose horizontal and vertical correlations in the LR image as
shown in Fig. 5.6b. The parameters are obtained using a linear least-square esti-
mator using four 4-connected neighbors for bk (horizontal and vertical), and four
8-connected diagonal neighbors, available in the LR image for ak.

To interpolate the missing HR pixel in the window, the least-square strategy of
Eq. (5.18) is carried out.

ŷ ¼ argmin
y

X
i2W

yi �
X

1� k� 4

akx
ð8Þ
i}k

�����
�����þ

X
i2W

xi �
X

1� k� 4

aky
ð8Þ
i}k

�����
�����

( )
; ð5:18Þ

where xi and yi are the LR and the HR pixels, respectively, xð8Þi}k are the four
8-connected LR neighbors available for a missing yi pixel and for a xi pixel, and

yð8Þi}k denotes its HR missing four 8-connected pixels.

Fig. 5.5 Array of pixels in the initial HR image for NEDI interpolation. Black pixels are the LR
pixels used to calculate the HR gray pixels. The white pixels are calculated using the white and the
black pixels

Fig. 5.6 a Spatial configuration for the known and missing pixels and b the parameters used to
characterize the diagonal, horizontal, and the vertical correlations (Zhang and Wu 2008)
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Other approach for NEDI algorithms (Ren et al. 2006; Hung and Siu 2012) uses
a weighting matrix W to assign different influence of the neighbor pixels on the
pixel under estimation. The correlation is affected by the distance between pixels.
The diagonal correlation model parameter is estimated by using a weighted
least-square strategy.

A ¼ LT
LAWLLA

� ��1
LT
LAWL; ð5:19Þ

where A 2 R4�1 is the diagonal correlation model parameter, L 2 R64�1 is a vector
of the LR pixels, LLA 2 R64�4 are the neighbors of L, and W 2 R64�64 is the
weighting matrix of Eq. (5.20).

Wi;i ¼ exp �2 Lc � LLAik kp=r1 þ Vc � VLAik kp=r2
� 	� 	

; ð5:20Þ

where r1 and r2 are global filter parameters, Lc 2 R4�1 is the HR geometric
structure, LLAi 2 R4�1 is the ith LR geometric structure, �k kp denotes the p-norm (1

or 2), and VLAi;Vc 2 R2�1 are the coordinates of Li and Lc. The all-rounded cor-
relation model parameter B 2 R8�1 is given by,

B ¼ LT
LBWLLB

� ��1
LT
LBWL; ð5:21Þ

where LLB 2 R64�8 are the neighbor’s positions in L.

5.2.7.2 Learning-Based SR Algorithms

In these algorithms, the relationship between some HR and LR examples (from a
specific class like face images, animals) is learned. The training database as
example shown in Fig. 5.8 needs to have proper characteristics (Kong et al. 2006).
The learned knowledge is a priori term for the reconstruction. The measure of these
two factors of sufficiency and predictability is explained in (Kong et al. 2006). In
general, a larger database yields better results, but a larger number of irrelevant
examples only increase the computational time of search and can disturb the results.
The content-based classification of image patches (like codebook) during the
training is suggested as alternative in (Li et al. 2009).

The dictionaries to be used can be a self-learned or an external-based dictionary.
Typically, some techniques like the K-means are used for clustering of n observa-
tions into k clusters and the principal component analysis (PCA) algorithm is
employed to reduce the dimensionality. In dictionary learning, it is important to
reduce dimensionality of the data. Figure 5.7 shows a typical model of projection
for dictionary learning for SR. Figure 5.8 shows an example of a LR image input
and a pair of LR–HR dictionary images.
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The projection PCA is based on finding the eigenvectors and eigenvalues of an
autocorrelation. This can be expressed as,

X ¼ WKWT ; ð5:22Þ

where X is the autocorrelation matrix of the input data U, W is the matrix of
eigenvectors, and K is a diagonal matrix containing the eigenvalues. The eigen-
space is the projection of U into the eigenvectors. The data at high and low

Fig. 5.7 Projection of an input image using two external LR–HR dictionaries

Fig. 5.8 Low-resolution input image and a pair of LR–HR dictionary images
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resolution Uh and Ul are used to find the minimum distance in a projection over the
found eigenspace.

Dh ¼ Uk
hWh: ð5:23Þ

In dictionary search, the patches represent rows or columns of the data matrix Uh

or Ul. The strategy is to find the position of the patch at HR with a minimum
distance respect to the projection of a LR patch in the eigenspace of HR.

phðposÞ ¼ min
v;l;j

DT
h Û

h
k � DT

h v̂l;j
��� ���

2
; v̂l;j 2
�� Û

l
k: ð5:24Þ

5.2.7.3 Diffusive SR

Perona and Malik (1990) developed a method that employs a diffusion equation for
the reconstruction of the image. The local context of the image is processed using a
function to restore the edges.

div crIð Þ ¼ @

@x
cIxð Þ ð5:25Þ

where c is a function to control the diffusivity; for example if c ¼ 1, the process is
linear isotropic and homogeneous, and if c is a function that depends on Ix, i.e.,
c ¼ cðIxÞ, the process becomes a nonlinear diffusion; however, if c is a
matrix-valued diffusivity, the process is called anisotropic and it will lead to a
process where the diffusion is different for different directions. The image is dif-
ferentiated in cardinal directions, and a group of coefficients are obtained in each
point using the information of the gradient.

rNIi;j � Ii�1;j � Ii;j; rSIi;j � Iiþ 1;j � Ii;j; rEIi;j � Ii;jþ 1 � Ii;j; rWIi;j
� Ii;j�1 � Ii;j ð5:26Þ

ctN i;j ¼g rIð Þtiþð1=2Þ;j
��� ���� 	

; ctS i;j ¼ g rIð Þti�ð1=2Þ;j
��� ���� 	

; ctE i;j ¼ g rIð Þti;jþð1=2Þ
��� ���� 	

ctW i;j ¼ g rIð Þti;j�ð1=2Þ
��� ���� 	

:

ð5:27Þ

Finally, the image is reconstructed by adding the variations in the iterative
process of Eq. (5.28).

Iðtþ 1Þ
i;j ¼ IðtÞi;j þ k cNrNIþ cSrSIþ cErEIþ cWrW I½ �ðtÞi;j ð5:28Þ
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This principle has been a guide for local in time processing over the image used
in image processing algorithms for adaptation to a local context in the image.

5.2.7.4 TFOCS

The reconstruction methods require powerful mathematical tools for minimization
of the error in the estimation. A resource commonly used is the split-Bregman
model in which the norm L1 is employed. In (becker et al. 2011), the library
templates for first-order conic solvers (TFOCS) were designed to facilitate the
construction of first-order methods for a variety of convex optimization problems.
Its development was motivated by its authors’ interest in compressed sensing,
sparse recovery, and low-rank matrix completion. In a general form, this tool let us
solve x for the inverse problem:

min/ðxÞ¼D f ðAðxÞþ bÞþ hðxÞ; ð5:29Þ

where the function f is smooth and convex, h is convex, A is a lineal operator, and b
a bias vector. The function h also must be prox-capable; in other words, it must be
inexpensive to compute its proximity operator of Eq. (5.30)

minUhðx; tÞ ¼ argmin
z

hðzÞþ 1
2
t�1 z� x; z� xh i ð5:30Þ

The following is an example of solution with TFOCS; consider the following
problem,

min
1
2

Ax� bk k22; s:t: xk k1 � s ð5:31Þ

this problem can be written as:

min
1
2

Ax� bk k22 þ hðxÞ ð5:32Þ

where hðxÞ ¼ 0 if xk k1 � s and +∞ otherwise. Translated to a single line of code:

x ¼ tfocs smooth quad; A;�bf g; proj l1 tauð Þð Þ;

The library was employed in Ren et al. (2017) for the minimization of a function
of estimation in which two priors are employed: the first a differential respect to a
new estimation based on TV of a central patch respect to a window of search
adaptive high-dimensional non-local total variation (AHNLTV) and the second a
weighted adaptive geometric duality (AGD). Figure 5.9 shows the visual com-
parison between bicubic interpolation and AHNLTV-AGD method after HR image
estimation.
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5.2.7.5 Total Variation

Total variation (TV) uses a regularization term as in MAP formulation. It applies
similar penalties for a smooth and a step edge, and it preserves edges and avoids
ringing effects; Eq. (5.33) is the term of TV,

qðf Þ ¼ rfk k1 ð5:33Þ

where ∇ is the gradient operator. The TV term can be weighted with an adaptive
spatial algorithm based on differences in the curvature. For example, the bilateral
total variation (BTV) (Farsiu et al. 2003) is used to approximate TV, and it is
defined in Eq. (5.34),

qðf Þ ¼
XP
k¼0

XP
l¼0

alþ 1 f � SkxS
l
yf

��� ���
1

ð5:34Þ

where Skx and Sly shift f by k and l pixels in the x and y directions to present several
scales of derivatives, 0\a\1 imposes a spatial decay on the results (Farsiu et al.
2003), and P is the scale at which the derivatives are calculated (so it calculates
derivatives at multiple scales of resolution (Farsiu et al. 2006). In (Wang et al.
2008), the authors discuss that an a priori term generates saturated data if it is
applied to unmanned aerial vehicle data. Therefore, it has been suggested to
combine it with the Hubert function, resulting in the BTV Hubert of Eq. (5.35),

q xj jð Þ ¼
rxj j2
2 ; if A\a

@A
@x othewise

(
; ð5:35Þ

Fig. 5.9 Visual comparison of the HR image using a bicubic interpolation and b AHNLTV-AGD
method
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where A is the BTV regularization term and a is obtained as a = median [|A −
median|A|�|]. This term keeps the smoothness of the continuous regions and pre-
serves edges in discontinuous regions (Wang et al. 2008). In (Li et al. 2010), a
locally adaptive version of BTV, called LABTV, has been introduced to provide a
balance between the suppression of noise and the preservation of image details (Li
et al. 2010). To do so, instead of the L1 norm an Lp norm is used. The value of p for
every pixel is defined based on the difference between the pixel and its surround-
ings. In smooth regions, where the noise reduction is important, p is set to a large
value, close to two, and in non-smooth regions, where edge preservation is
important, p is set to small values, close to one. The same idea of adaptive norms,
but using different methods for obtaining the weights, has been employed in (Omer
and Tanaka 2010; Song et al. 2010; Huang et al. 2011; Liu and Sun 2011;
Mochizuki et al. 2011).

5.2.7.6 Gradient Management

The gradients are a topic of interest in SR. The changes in the image are a funda-
mental evidence of the resolution, and a high-frequency content brings the maximal
changes of values between consecutive pixels in the image. The management of
gradient has been addressed in two forms: first, by using a dictionary of external
gradients of HR and second, by working directly on the LR image and recon-
structing the HR gradients with the context of the image and regularization terms.

In these methods (Sun et al. 2008; Wang et al. 2013), a relationship is estab-
lished in order to sharp the edges. In the first case, the gradients of an external
database of HR are analyzed, and with a dictionary technique, the gradients of the
LR input image are reconstructed. In the second case, the technique does not require
external dictionaries, the procedure is guided by the second derivative of the same
LR images amplified using pure interpolation, then a gradient scale factor is
incorporated extracted from the local characteristics of the image.

In this chapter, we propose a new algorithm of gradient management and the
application for a novel procedure of SR. For example, a bidirectional and orthog-
onal gradient field is employed. In our algorithm, two new procedures are proposed;
in the first, the gradient field employed is calculated as:

lru
Th ¼ Iuh

�1 �1 1
�1 0 1
�1 1 1

2
4

3
5 1
2

ð5:36Þ

Then, the procedure is integrated as shown in Fig. 5.10; for deeper under-
standing, refer to (Wang et al. 2013).

The second form of our procedure is the application of the gradient field with
independence. That is, the gradient fields are calculated by convolving the image
with discrete gradient operators of Eq. (5.37) to obtain the differences along
diagonal directions. The resulting model is shown in Fig. 5.11.
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2
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3
5 1
2

ð5:37Þ

5.2.7.7 Hybrid BTV and Gradient Management

This section proposes the integration of two powerful tools for SR, the TV and
gradient control. In the proposed case, the gradient regularization is applied first
using the proposed model of Sect. 5.2.7.6. The technique produces some artifacts

Fig. 5.10 Overview of the proposed SR algorithm. First, two orthogonal and directional HR
gradients as well as a displacement field

Fig. 5.11 Bidirectional and orthogonal gradient management with independent branches
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when the amplification scale is high, and the regularization term takes high values.
The first problem is addressed by TV also exposed previously. This algorithm
brings an average of similar pixels around the image for estimation of the high
resolution. Here, two characteristics can collaborate for a better result.

The general procedure of the proposed method is shown in Fig. 5.12, and the
visual comparison between the LR image and the HR image is exposed in
Fig. 5.16. The proposed new algorithm is named orthogonal and directional gra-
dient management and bilateral total variation (ODGM-BTV). It is only an illus-
tration of the multiple possibilities for the creation of SR algorithms.

5.3 Results of the Proposed Methods

In this section, the results of the proposed methods are illustrated. Experiments on
test and real images are presented with scaling factors of 2, 3, and 4. The objective
metrics used were peak signal-to-noise ratio (PSNR) and the structural similarity
(SSIM), and results are given in Tables 5.1, 5.2, and 5.3. Subjective performance of
our SR schemes is evaluated in Figs. 5.13, 5.14, 5.15, and 5.16.

Fig. 5.12 Hybrid model for collaborative SR. The model combines the gradient control and BTV
strategies

Table 5.1 PSNR/SSIM comparison for multi-directional, diagonal, horizontal, and vertical
gradient management with a scale of 2

Method Decoupled total
gradient

Diagonal gradient Horiz–vert gradient Total gradient

Bike 0.6509/22.399 0.6547/22.321 0.6346/21.988 0.6507/22.026

Butterfly 0.7714/22.360 0.7714/22.580 0.7564/22.177 0.7634/22.237

Comic 0.5515/20.694 0.5540/20.628 0.5366/20.348 0.5633/20.697

Flower 0.7603/23.964 0.7553/26.221 0.7467/25.225 0.7691/24.710

Hat 0.8165/26.025 0.8163/25.888 0.8126/25.964 0.8168/26.284

Parrot 0.8648/27.378 0.8604/26.70 0.8602/26.594 0.8641/25.876

Parthenon 0.6585/20.632 0.6593/20.593 0.6451/20.371 0.6616/21.540

Plants 0.8480/23.298 0.8467/23.521 0.8418/28.645 0.8546/26.458
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5.3.1 Gradient Management

In these experiments, the group of images shown in Fig. 5.15, included in the
BSDS500 database, was used. The amplification factors were 2, 3, and 4.
Tables 5.1, 5.2, and 5.3 show the increment in PSNR and SSIM of the second

Table 5.2 PSNR/SSIM comparison for multi-directional, diagonal, horizontal, and vertical
gradient management with a scale of 3

Method Decoupled total
gradient

Diagonal gradient Horiz–vert gradient Total gradient

Bike 0.6103/21.83 0.5950/21.229 0.5956/21.405 0.5854/21.068

Butterfly 0.7345/22.23 0.7174/21.121 0.7199/21.124 0.7065/20.714

Comic 0.5074/20.12 0.4812/18.789 0.4985/19.859 0.4999/19.925

Flower 0.7275/24.37 0.7079/25.200 0.7185/25.007 0.7242/24.678

Hat 0.7996/26.43 0.7939/26.757 0.7965/25.967 0.7904/26.129

Parrot 0.8491/26.73 0.8363/25.901 0.8486/26.307 0.8371/24.253

Parthenon 0.6243/21.70 0.6091/21.777 0.6151/20.868 0.6137/22.001

Plants 0.8256/23.19 0.8103/23.372 0.8252/28.664 0.8248/26.432

Table 5.3 PSNR/SSIM comparison for multi-directional, diagonal, horizontal, and vertical
gradient management with scale of 4

Method Decoupled total
gradient

Diagonal gradient Horiz–vert gradient Total gradient

Bike 0.5498/20.9911 0.5197/19.3258 0.5368/20.6564 0.5325/20.7127

Butterfly 0.6806/20.7812 0.6532/19.0710 0.6552/18.0756 0.6613/19.9920

Comic 0.4451/19.4540 0.4156/18.0424 0.4363/19.0990 0.4417/19.3933

Flower 0.6713/24.5320 0.6440/24.0778 0.6644/24.5192 0.6697/24.0886

Hat 0.7723/26.4887 0.7633/26.2439 0.7684/26.2650 0.7673/26.1693

Parrot 0.8214/25.5286 0.8026/24.5686 0.8209/24.8905 0.8115/23.5459

Parthenon 0.5844/22.4052 0.5626/21.9254 0.5745/21.5580 0.5762/21.7595

Plants 0.7837/22.3791 0.7599/22.5480 0.7905/27.7839 0.7901/26.5721

Fig. 5.13 4� amplification factor using a test image with a diagonal, b horiz–vert, c coupled, and
d decoupled gradients
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alternative proposed with independence of the two gradient fields. Also, the test
image was used to observe the sharpening effect around contours, and the results
are shown in Fig. 5.13. Figure 5.14 shows the plot of the row 60, taken from the
test image of Fig. 5.13, to illustrate the edge transitions for the HR recovered
image.

Fig. 5.14 Slopes of the estimated HR image (row 60 of the test image in Fig. 5.13). The image
was processed using the two proposed algorithms with two orthogonal directions of the slopes
independently

Fig. 5.15 Processed images with the decoupled gradient algorithm. The scale factors are: 4� for
the top row of images, 3� for the second row of images, and 2� for the row of images at the
bottom
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5.3.2 Hybrid BTV and Gradient Management

Figure 5.16 shows the result of the proposed method ODGM-BTV using a scale of
amplification of 4.

Algorithm:

Input: LR image, iteration number
For i = 1: iteration number

1. Apply the BTV algorithm to the LR input image.
2. Apply the bidirectional orthogonal gradient management.
3. Update the LR input image with the HR output image.

end
Output HR image

5.4 Metrics

The PSNR in dBs of Eq. (5.38) and SSIM of Eq. (5.39) are the metrics most used
to evaluate SR algorithms.

PSNR ¼ 10 log10
v2max

MSEðx; yÞ
� �

; ð5:38Þ

where x and y are the two signals to compare, MSEðx; yÞ is the mean square error,
and vmax is the maximum possible value in the range of the signals. The SSIM
factor (Wang et al. 2004) is calculated as,

Fig. 5.16 Application of SR using the hybrid BTV and gradient management strategy with a scale
of amplification of q = 4, a low-resolution image and b application of ODGM-BTV
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SSIMðx; yÞ ¼ 2 lx ly þ c1
� �

2rxy þ c2
� �

l2x þ l2y þ c1
� 	

r2x þ r2y þ c2
� 	 ; ð5:39Þ

where lx and ly are the mean value of x and y, r2x , r
2
y , and rxy are the variance and

covariance of x and y; c1 and c2 are constants terms. Another metric derived from
the SSIM is the mean SSIM (MSSIM) of Eq. (5.40)

MSSIM ¼ 1
M

XM
j¼1

SSIMðxj; yjÞ; ð5:40Þ

where M is the number of the areas being compared.

5.4.1 Discussion of the Results

Tables 5.1, 5.2, and 5.3 show an enhancement of the quality parameters SSIM and
PSNR of our proposed method over the management of a single gradient. Also, the
scales of amplification are greater than 3 with major increments of the quality
factors for high scale factors. Our procedure employs a natural following of the
gradients, and let to give a more precise dimension of the slopes, it is an important
contribution to the state of the art of the algorithms of gradient management.
Although the goal of our chapter is an overview of complements for
super-resolution and not contributions of a novel algorithms or improvement of the
results in the state of the art. The overview shows that SR is a very rich field of
investigation. In each step, we can find a possibility of application of some method
using the strongest principle of functioning. An example is the combination of the
BTV and ODGM, the visual effect is very interesting in Fig. 5.16, and the major
resolution by area can be observed. The contribution in this case avoids artifacts
from gradient management, and at the same time, a less blurred image is obtained in
comparison with BTV method due to the sharping procedure over the edges.

The review of the literature brings some conclusions. The investigation in this
topic is extended, and the contributions for the state of the art are in the most of the
cases little changes over well-known procedures. Unfortunately, the goal is based
on a quality measurement and the benchmark for guide of the results is based on
different configurations of the Eqs. (5.38), (5.39), and (5.40). The consequence is
that the comparison between many reported algorithms and models is difficult and
not always possible. In this point, the borders between classifications of the
methods are diffused by this reason the comparison between methods in an over-
view more than attempts of classification and the explanation of the classification is
not useful. Nevertheless, the great creativity exhibited in the different methods and
the totally different mathematical solutions make it difficult to establish mathe-
matical comparisons and objective conclusions without considering only empirical
results based on measurement metrics.
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5.5 Conclusions

SR is an exciting and diverse subject in the digital processing area and can take all
possible forms. Each algorithm has a place in this area of research and is extremely
complex and comprehensive. The study of these techniques should be oriented from
the beginning because the development of each of them is broad and difficult to
reproduce. Sometimes, a small advance can be made in one of them. Also, the
initial condition is different in each case and some bases of comparison are required.
In the literature, some standard measurements are proposed but the application
conditions are diverse. A useful strategy to approach SR research is the knowledge
of the cause of preexisting algorithms. Advantages and disadvantages are important
factors to consider in order to combine characteristics that produce more convincing
effects and better qualities of the output image in a system. The proposed example
makes edge sharpening and average for estimation; the first method produces
artifacts, but the second fails to produce clear edges. A case was proposed in which
these two characteristics can be positively complemented. For future work, we
continue the study of multiple possibilities in the field of SR estimation using the
transformation of the image and learning from different characterizations as
wavelets fluctuations with dictionary learning. Other interesting field is the mini-
mization procedures for multiple residuals priors in the estimations as was made in
works as (Ren et al. 2017).
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Chapter 6
Learning in Biologically Inspired Neural
Networks for Robot Control

Diana Valenzo, Dadai Astorga, Alejandra Ciria and Bruno Lara

Abstract Cognitive robotics has focused its attention on the design and con-
struction of artificial agents that are able to perform some cognitive task autono-
mously through the interaction of the agent with its environment. A central issue in
these fields is the process of learning. In its attempt to imitate cognition in artificial
agents, cognitive robotics has implemented models of cognitive processes proposed
in areas such as biology, psychology, and neurosciences. A novel methodology for
the control of autonomous artificial agents is the paradigm that has been called
neuro-robotics or embedded neural cultures, which aims to embody cultures of
biological neurons in artificial agents. The present work is framed in this paradigm.
In this chapter, simulations of an autonomous learning process of an artificial agent
controlled by artificial action potential neural networks during an obstacle avoid-
ance task were carried out. The implemented neural model was introduced by
Izhikevich (2003); this model is capable of reproducing abrupt changes in the
membrane potential of biological neurons, known as action potentials. The learning
strategy is based on a multimodal association process where the synaptic weights of
the networks are modified using a Hebbian rule. Despite the growing interest
generated by artificial action potential neural networks, there is little research that
implements these models for learning and the control of autonomous agents. The
present work aims to fill this gap in the literature and at the same time, serve as a
guideline for the design of further experiments for in vitro experiments where neural
cultures are used for robot control.
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6.1 Introduction

Artificial neural networks have been widely used to control artificial agents (Pfeifer
and Scheier 1999; Gaona et al. 2015; He et al. 2016). However, a new paradigm has
emerged by fusing neuroscience and cognitive robotics. This methodology attempts
to study cognitive processes, such as learning and memory in vitro. The aim is to
use embed living neurons in artificial agents (DeMarse et al. 2001). By doing this, a
new possibility emerges in the study of the cellular mechanisms underlying
cognition.

This work attempts to give some hints and directions in this field by using
simulated artificial action potential neural networks to control an artificial agent.
The models used have a high biological plausibility and can serve as a guideline in
the design of experiments that use in vitro neural cultures.

The chapter is divided as follows: the remainder of this section gives a short
introduction to the changes of paradigm in the study of cognition in artificial
intelligence. Section 6.2 presents the theoretical framework for artificial neural
networks, focusing on models of action potential neurons. Section 6.3 presents the
materials, methods, and results of two different experiments. Finally, in Sect. 6.4,
the conclusions are presented.

6.1.1 Artificial Intelligence

Artificial intelligence, now known as classic or traditional artificial intelligence,
emerges as a discipline aiming to reproduce certain aspects of human intelligence in
machines. Its hypothesis was that if all aspects of learning or any other intelligence
capability can be described with precision, then it could be reproduced in machines
(McCarthy et al. 2006). Classical artificial intelligence (AI) was strongly influenced
by the hypothesis held by the school of cognitivism, paradigm that affirms that
human cognition is based on the manipulation of symbolic representations through
a set of rules (Newell and Simon 1976). However, the idea that intelligent behavior
can be captured by using only symbolic representations has been widely criticized.
As the field has experienced, even though AI has managed significant success in
specific domains such as the generation of logic algorithms capable of solving
abstract problems, it has not been able to produce artificial systems capable of
imitating more basic human abilities such as sensorimotor processes or perception
(Mingers 2001). This is one of the reasons why critics of classic AI propose the
need to design artificial agents situated in the world, putting the emphasis on the
fundamental role the body plays in producing and learning intelligent behavior
(Dreyfus 1967, 1972). Following these lines of thought, the new paradigm in
research is born, namely new AI.

New AI is based on the embodied and embedded paradigms of cognition which
highlights the importance of the interaction of the agent with its environment for the
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development of cognitive processes (Pfeifer and Scheier 1999). The most natural
platforms to perform this interaction are artificial agents (Moravec 1984; Brooks 1991).
From this perspective, Brooks argues that perception and sensorimotor abilities are the
really hard problems to solve by artificial agents. Once an agent has the basic sensing
and moving abilities to achieve survival and reproduction, higher-order abilities should
come easier to implement. Such high-order abilities include problem solving, language
expert knowledge among other things (Brooks 1991).

6.1.2 Cognitive Robotics

Following the ideas and principles of the new AI, cognitive robotics is an emerging
research area postulating that the best way to imitate and study cognition is by
building artificial autonomous agents. An artificial agent is defined as that machine
that is capable of learning an ability by means of the interaction with its environ-
ment to successfully perform some specific cognitive task (Pfeifer and Scheier
1999). Artificial agents are then robots that have a body, sensors, and a motor
system that allow them to perceive their environment and interact with it. Moreover,
artificial agents can be real physical robots or computer-simulated robots that live
and interact in a simulated environment.

Studies in this field focus on basic cognitive abilities, such as moving suc-
cessfully in an environment. The central hypothesis is that complex behaviors
emerge from the interaction of simpler behaviors, such as obstacle avoidance
(Copeland 2015).

This field aims at simulating cognitive processes in robots through the imple-
mentation of models coming from other branches of cognitive sciences, such as
psychology, neuroscience, and philosophy (Pfeifer and Scheier 1999). A recent area
of research for control of autonomous agents arises from the fusion of robotics and
neuroscience. This paradigms, neuro-robotics or embedded neural cultures, attempt
to embed and embody biological neural cultures by using in vitro neurons to control
artificial agents. At the same time, these agents are in direct contact with their
environment and from this interaction changes in patterns and strength of con-
nections in the embedded neurons take place.

6.2 Neurons and Neural Networks

6.2.1 Embedded Neural Cultures

Research on embedded neural cultures emerges as a field aiming at filling the gap
when having, on the one hand, studies on learning and memory and, on the other,
in vitro studies of the cellular mechanisms of synaptic plasticity involved in these
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cognitive processes (Potter and DeMarse, 2001). This methodology is an attempt to
integrate top-down (cognitive, behavioral, ethological) and bottom-up (cellular,
molecular) approaches in the study of learning and memory (Potter 2001; Manson
2004).

This methodological paradigm is interested in the study of hybrid neural systems
that are in constant interaction with an environment. The proposed strategy is to
embody biological neural cultures through simulated or real artificial agents. The
general idea is that a neural culture is used to control the behavior of an artificial
agent.

The hypothesis underlying this proposal is that the capabilities of an agent for
learning and adaptation in a dynamic environment are the result of a continuous
interaction of the nervous system with this environment mediated by the body of
the agent (Novellino et al. 2007). Due to the fact that neural systems have evolved
to serve a body that constantly interacts with its environment, they should be
studied as embodied and embedded neural systems (Potter 2001). Given that the
classical studies of in vitro cultures do not include the interaction with the envi-
ronment in the study of the neural mechanisms participating in learning, it appears
to be a highly limited approach. It is, following this logic that the embedding of
cultures becomes an appealing paradigm (Potter 2001).

6.2.2 Simulation of Neural Cultures

A body of research in computational neuroscience has focused on the simulation of
neural cultures. Useful tools in these studies are the different existing models for
artificial action potential neural networks. The simulations can be of isolated as well
as embodied neural cultures as this can be coupled or not with an artificial agent.

The studies with isolated cultures aim at exploring the self-organization capa-
bilities of cell groups in complex networks of neurons. In his seminal work,
Izhikevich (2004) reports the results of a simulated culture formed by 100,000
interconnected neurons. The architecture is inspired by the anatomy of the cerebral
cortex. However, the aim of this work was the search for activation patterns in an
isolated culture.

On the other hand, there are implementations of artificial action potential neural
networks for the control of artificial agents. In these, the networks are used for
controlling an artificial agent, while it navigates an environment; such is the case of
Mokhtar et al. (2007) which focuses in the design of a neurocontroller based on the
pyramidal neurons of the hippocampus.

In another study, Trhan (2012) reports experiments to control a Mindstorms NXT
artificial agent with an artificial action potential neural network. The implemented
architecture is formed by two local neural networks that process in parallel sensory
information coming from the agent. One network controls the right side of the agent,
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while the other, the left. In this work, the network learns to control the movements of
the agent based on the interaction with its environment. The system adapts to the
environment through the evolutionary development of a population of individuals. The
implemented evolutionary mechanism allows the adaptation of the neural network in a
short period of time and the network becomes capable of controlling the agent so that it
navigates safely in the environment without colliding with the walls.

In this section, the authors will include a critical analysis of the sources review
related to the particular topic adressed. This part will be used for comparison and
evaluation purposes. The authors should include a table in which a summary of the
main features of the papers reviewed can be depicted. Interaction with its
environment.

6.2.3 Bio-inspired Artificial Action Potential Neural Networks

Artificial neural networks (ANNs) are mathematical models inspired by the struc-
ture and functioning of the nervous system. These models are formed by single
elements called units or neurons. Each unit is a processing element that receives
some input from the environment or other units. All input signals are processed, and
the unit outputs a single signal based on some mathematical function. The infor-
mation is propagated through the network depending on the global architecture of
the system.

ANN have been classified in three main generations according to the mathe-
matical model, that the neurons in them use, to transform the incoming information.
The first generation is based on the McCulloch-Pitts model (McCulloch and Pitts
1943). The main characteristic of this model is that outputs are binary. In the second
generation, the output from the units is a continuous value (between 0 and 1 or −1
and 1) typically the result of a sigmoidal activation function. In contrast, the third
generation of ANN uses action potential neurons. These models are thought to
better simulate the output of biological neurons as they try to capture the nature of
electrical impulses of these cells. One of the advantages of these models is that they
use time as a resource as they process information due to the output of neurons is
the change in their membrane potential with respect to time (Maass 1997).

There exist some of models of action potential neurons, Izhikevich (2004)
provides a review of some of the most used ones. It is important to highlight that, in
using these types of models, a compromise must be made between two important
but seemingly mutually exclusive characteristics. On the one hand, the model must
be computationally simple so as to be feasible; on the other, it must reproduce the
firing patterns of biological networks (Izhikevich 2004). The most bio-physically
precise model, such as the one proposed by Hodking-Huxley, have a very high
computational cost given the amount of floating point number operations they
perform. For this reason, the number of neurons that can be modeled in real time is
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limited. On the other hand, models such as integrate-and-fire are very efficient
computationally, but they reproduce poorly the dynamics registered experimentally
in biological networks (Izhikevich 2003). Considering all these, the model proposed
by Izhikevich (2003) presents a reasonable compromise between computational
efficiency and biological plausibility.

The Izhikevich model is capable of reproducing action potentials of a number of
different biological cortical neurons by using only four parameters in a
two-dimensional system of differential equations of the form:

v0 ¼ 0:04v2þ 5vþ 140�uþ I

u0 ¼ a bv�uð Þ

with an adjustment condition:

if v� 30; then
v c
u uþ d

�

where v represents the membrane action potential of the neuron and u is a variable
modeling the recovery of the membrane which gives negative feedback to
v. Variable I is the electrical input to the neuron. The parameters a, b, c, and d of the
model allow the reproduction of different neural behaviors. The effect of these
parameters in the dynamics of the model are (Izhikevich 2003):

• The parameter a describes the time scale of the recovery variable u. Smaller
values result in slower recovery. A typical value is a = 0.02.

• The parameter b describes the sensitivity of the recovery variable to the sub-
threshold fluctuations of the membrane potential v. Greater values couple v and
u more strongly resulting in possible subthreshold oscillations and low-threshold
spiking dynamics. A typical value is b = 0.2. The case b < a(b > a) corre-
sponds to saddle-node (Andronov–Hopf) bifurcation of the resting state
(Izhikevich 2000).

• The parameter c describes the after-spike reset value of the membrane potential
v caused by the fast high-threshold k+ conductances. A typical value is
c = −65 mV.

• The parameter d describes after-spike reset of the recovery variable caused by
slow high-threshold Na+ and k+ conductances. A typical value is d = 2.

It is worth noting that, even though the Izhikevich model is a plausible biological
model with low computational cost, there are few implementations of this model for
the control of artificial agents in cognitive robotics. Even more, there is very few
research and implemetations of learning algorithms for networks using this type of
models.
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6.3 Materials and Methods

Using the bio-inspired computational tools described in the previous section, it is
intended that an artificial agent coupled to an artificial action potential neural
network develops different obstacle avoidance behaviors. In the first two experi-
ments, reactive agents were designed. These are used as a first approach to the
simple (Izhikevich 2003) model of spiking neurons; here, the systems do not have a
learning process as the purpose was to explore the parameters that control the
behavior of the neurons. In the second set of experiments, the same parameters were
used; however, here, an autonomous learning algorithm was implemented.

For all the experiments, a simulated artificial agent Pioneer 3DX was used. The
agent has a ring of eight ultrasonic sensors (sonars) and two independent motors
(with wheels), one on each side (Fig. 6.1). The Pioneer platform includes the C++
Advanced Robotics Interface for Application (ARIA) library to control the speed
and movements of the agent.

The agent and its environment were simulated in MobileSim, an open-source
software used to simulate mobile robot platforms and their environments. MobileSim is
capable of simulating walls and other obstacles in an artificial environment. The
environment designed for the learning experiments presents square obstacles with a
separation of 4000 mm between them (Fig. 6.2).

The values assigned to the parameters of the neuron model during the simula-
tions were those reported by Izhikevich (2003) to reproduce the dynamics of
excitatory neurons called regular spiking (Table 6.1), because these neurons are the
most abundant in the cerebral cortex of mammals. The dynamics of this cells are
characterized by exhibiting a phenomenon of frequency adaptation of firing when

Fig. 6.1 Artificial agent Pioneer 3DX
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they are stimulated in a prolonged way. This means that the frequency of action
potentials of these neurons decreases over time despite the fact that the stimulus
persists. Another characteristic of this type of neurons is that their firing frequency
increases when the current they receive increases, although they never fire too fast due
to the long hyperpolarization phase they present. In the model, these parameters cor-
respond to a more negative value of the readjustment voltage (c = −65.0) and a high
value of the readjustment of the recovery variable u(d = 8.0) (Izhikevich 2003).

The initial values for the membrane potential and the recovery variable for each
neuron were vo = −65.0 and uo = −13.0, respectively. These values were estab-
lished taking as reference the experiment reported in Izhikevich (2003). The resting
membrane potential was established at −65.0 to −70.0 mV, depending on the type
of neuron (sensory, interneuron, or motor) within the network architecture. This
corresponds to an input stream Ibase of 0 or 3.5, respectively.

Structure of Processing and Transmission of Information
The processing and transmission of the information used for the implementation of
the systems can be divided into the following phases:

Fig. 6.2 Simulated environment during the learning experiments

Table 6.1 Values of the model to simulate excitatory neurons

Parameter a b c d

Value 0.02 0.2 −65.0 8.0

138 D. Valenzo et al.



• Normalization of sonar values: Originally, each of the eight sonars of the agent
can register obstacles that are within a range of distance between 0 (near) and
5000 mm (far). These values were normalized to a range of 0–1, such that the
maximum value indicates maximum proximity to an obstacle.

Sn ¼ 1� s
5000

where s represents the original value of the sonar and Sn is the normalized value.
• Mapping of sonar information to sensory neurons: The sonar information was

mapped to an input stream of current for the sensory neurons of the networks.
This input stream is proportional to the degree of activation of the sensors, in
such a way that the firing frequency of sensory neurons is higher in the presence
of obstacles.

• Propagation of information: This process depends on the pattern of connections
of each of the networks, as well as the value of the connection force or synaptic
weight between the neurons. If the strength of connection is high, the current with
which the presynaptic neuron contributes to the postsynaptic neuron will be enough
to trigger an action potential in it. Otherwise, the contribution current would not
trigger an action potential in the postsynaptic neuron.

• Mapping of motor neuron activity to motors speeds: Motor speed was
assigned depending on the rate of action potentials of motor neurons recorded in a
certain time window. Tests were performed with time windows of different duration
to choose the appropriate one. A time window (Wt) of 400 ms was chosen because
the shorter time windows could record very few action potentials, while very long
time windows required longer simulations or higher learning rates.

Vmotor ¼ 350 � AP
APmax

þ 150

where Vmotor refers to the speed assigned to the motor, AP is the number of
action potentials within the set time window and APmax the maximum number
of action potentials that can be generated in the time window. This speed will be
assigned to the left motor if the action potentials correspond to the left motor
neuron, and to the right motor if the right motor neuron is the one that triggers.
If AP is zero, then a base speed is assigned to the motors, which in the equation
corresponds to 150 mm/s.

6.3.1 Obstacles Avoidance with Hard-Wired Connection
Weights

In these experiments, the agent does not learn, rather, the weights connecting the
neurons are fixed. Two architectures are tested.
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Neuronal Architectures
The artificial systems were modeled with an artificial action potential neural net-
work coupled to the simulated agent (Fig. 6.3).

The two systems present a neural network architecture with eight sensory neu-
rons and two motor neurons, which are illustrated with blue and green circles,
respectively. However, one of them has two additional interneurons, shown in pink
(Fig. 6.3a). In both systems, the sensory neurons are associated to a sensor of the
artificial agent, in such a way that the sensor 1 is associated to the sensory neuron 1,
the sensor 2 to the sensory neuron 2, and so on. Finally, the sensory neurons are
connected to the interneurons or to the motor neurons, depending on the system.

Specifically, in Architecture 1 (Fig. 6.3a), sensory neurons 1, 2, 3, and 4, which
correspond to the left side of the agent, are connected to interneuron 1. On the other
hand, neurons 5, 6, 7, and 8 are connected to the interneuron 2. In this system, each
interneuron is connected to the motor neuron that is on the same side of the
architecture. In the case of Architecture 2 (Fig. 6.3b), sensory neurons are directly
connected to motor neurons. The sensory neurons 1, 2, 3, and 4 are connected to the
motor neuron 1, while the sensory neurons on the right side are connected to the
motor neuron 2. In both systems, each motor neuron is associated with a motor. The
motor neuron 1 is associated with the left motor, while the motor neuron 2 is
associated with the motor on the right side of the agent. The wheels of the agent are
independent of each other so that if the left wheel accelerates and the right wheel
maintains its constant speed, the agent will turn to the right and vice versa.

It should be mentioned that during the experiments, a base speed was established
for the motors, in such a way that when there is no obstacle near the agent, both
wheels maintain the same speed and the agent advances in a straight line.

6.3.1.1 Architecture with Interneurons

In this experiment, the artificial system implemented corresponds to the neural
architecture consisting of eight sensory neurons, two interneurons and two motor
neurons (Fig. 6.3a). In this case, a value of 0.7 was established for each of the
synaptic weights between the neurons, magnitude that remains fixed throughout the

Fig. 6.3 Architectures with fixed weights
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simulation. A value of 0.7 is enough to ensure that every time a neuron fires, the
neurons connected to it will also fire. In this experiment, the artificial agent must
evade two obstacles that are close to him; the path taken by the artificial agent
during the simulation is shown in Fig. 6.4.

The agent is able to detect the obstacle in front of him at instant a and turns left
timely. Subsequently, it detects a second obstacle at instant b but does not need to
turn to avoid it. The recording of the sonars and the activation of the corresponding
sensory neurons during the evasion of the obstacles are shown in Figs. 6.5, 6.6, 6.7,
and 6.8. Figure 6.5 shows the activation of sonars 1, 2, 3, and 4, which are located
on the left side of the agent. While, the recording of the activity of sensory neurons
associated with each of these sonars is presented in Fig. 6.6. The graphs show that

Fig. 6.4 Avoidance of two obstacles. Letter a indicates the moment in which the artificial agent
detects one of the obstacles and turns to avoid it. When turning, the agent detects a second obstacle
at time b

Fig. 6.5 Activation of sonars during the navigation in the environment shown in Fig. 6.4
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the first sensor that is activated during instant a is sensor 3, around 3000 ms. Its
activation triggers a series of action potentials in the sensory neuron number 3,
information that is transmitted to interneuron 1 and, subsequently, to the motor

Fig. 6.6 Activation of sensory neurons while navigating environment shown in Fig. 6.4

Fig. 6.7 Activation of sonars during navigation of the environment shown in Fig. 6.4
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neuron 1 (Fig. 6.9). The action potentials generated by the motor neuron 1 cause the
motor on the left side to increase its speed, so the agent turns to the right to avoid
the obstacle. While turning, the same obstacle is detected by sensors 2 and 1
(shortly after the 4000 and 6000 ms, respectively), which generates action poten-
tials in the sensory neurons associated with these sensors. This information is also
transmitted to the motor neurons and influences the speed of the agent’s turn.

Fig. 6.8 Activation of sensory neurons during navigation of the environment shown in Fig. 6.4

Fig. 6.9 Activation of inter- and motor neurons during navigation of the environment in Fig. 6.4
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Then at instant b, the sensor 8 on the right side of the architecture is activated at
around 6000 ms due to the second obstacle (Fig. 6.7), triggering the activation of
the sensory neuron 8 (Fig. 6.8), as well as interneuron 2 and motor neuron 2
(Fig. 6.9). This results in an increase in the speed of the right motor, which read-
justs the direction of the agent. Changes in agent speeds, associated with the
transmission of information from sonars to motor neurons, result in the successful
evasion of both obstacles. Finally, the sensors do not detect any nearby obstacle, so
the neurons do not fire and the speeds of both motors return to their base speed,
causing the agent to move forward again.

6.3.1.2 Architecture with Direct Connections

In this experiment, the neural architecture composed of only eight sensory neurons
and two motor neurons was used (Fig. 6.3b). The synaptic weight established
between the connections of the network was set at a value of 0.7, as in the
experiment previously described. The environment and behavior of the artificial
agent during the simulation is shown in Fig. 6.10.

The artificial agent detects a barrier of obstacles with the sensors and neurons
that are on the left side of its architecture. Figure 6.11 shows that 1, 2, 3 and 4
maintain a high activation during the first part of the simulation time. Therefore,
the neurons associated with these sensors generate action potentials, decreasing
their firing rate over time (Fig. 6.12). In turn, the result of these activations is
reflected in the activity of the motor neuron 1 (Fig. 6.15), generating an increase
in the speed of the left wheel. After turning, the activity of the sonars and neurons
on the right side of the architecture increases due to the detection of an obstacle
that is located on the right side of the environment. This happens shortly after

Fig. 6.10 Artificial agent
detects a barrier of obstacles
and turns to avoid them
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3000 ms, as illustrated in Figs. 6.13 and 6.14. Finally, the sensory neuron 1 and
the motor neuron 1 are activated again at the 6000 ms, generating a change in the
speeds of the agent.

Fig. 6.11 Activation of sonars during navigation of the environment shown in Fig. 6.10

Fig. 6.12 Activation of sensory neurons during navigation of the environment shown in Fig. 6.10
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6.3.2 Learning the Weights of Connections

In this section, the systems are expected to learn the appropriate connections
between the neurons. The two architectures used are shown in Fig. 6.16.

Fig. 6.13 Activation of sonars during navigation of the environment shown in Fig. 6.10

Fig. 6.14 Activation of sensory neurons during navigation of the environment shown in Fig. 6.10
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These systems have a greater number of connections. In the case of Architecture
1b (Fig. 6.16a), additional connections were established only between interneurons
and motor neurons (shown in pink and green, respectively). By contrast, in
architecture 2b each sensory neuron is connected to the two motor neurons
(Fig. 6.16b). The additional connections of these architectures have the purpose of
integrating sensory information from the left side of the system with the information
recorded on the right side. Also, each system has two collision sensors, one on the
left side (labeled c1 in the figure) and the other on the right side (labeled c2).

Both sensors have a binary activation threshold: the sensor c1 is activated only
when at least one of the sonars on the left side (sonars 1, 2, 3, or 4) has an activation
equal to or greater than 0.8, which equals a distance of 1000 mm. On the other
hand, sensor c2 is activated when at least one of the sonars on the right side (sonars
5, 6, 7, or 8) has a value equal to or greater than 0.8.

The synaptic weights that participated in the self-learning were randomized and
modified in each window of time by the following Hebbian learning rule:

Dw ¼ gact npre
� �� act npost

� �� �

where η is the learning rate and � the forgetting rate, while act(npre) and act(npost)
correspond to the activity of the presynaptic and postsynaptic neurons, respectively.

Fig. 6.15 Activation of motor neurons during navigation of the environment shown in Fig. 6.10

Fig. 6.16 Architectures used in the learning experiments
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During the experiments, a learning rate of 0.08 and a forgetting rate of 0.000015
were used, both values determined experimentally. The value of the forgetting rate
was established considering that high values caused the synaptic weights, which
were reinforced during a collision, to decay quickly given the time it took the agent
to meet the next obstacle. The degree of activation for the neurons was normalized
in a range of 0–1, depending on the number of action potentials registered in each
time window.

The systems were designed so that each time the agent hits an obstacle the
activation of the corresponding collision sensor generates that the motor neuron
associated with it fires. Simultaneously, the sensory neurons and/or corresponding
interneurons will be activated by the proximity to the obstacle. The connections,
between the sensory neurons and/or interneurons and the corresponding motor
neurons, were reinforced by the Hebbian learning rule. The initial synaptic weight
between the neurons involved in the learning process was established in such a way
that, at the beginning of the simulations, the motor neurons are activated only by the
corresponding collision sensor. However, once the system has learned, a multi-
modal association occurs and the motor neurons will be activated by sensory
neurons or interneurons, as the case may be, and not by the collision sensors. The
functioning of the collision sensors was inspired by the experiment reported by
Scheier et al. (1998).

6.3.2.1 Learning with Interneurons

The experiment was carried out with the system whose neuronal architecture pre-
sents eight sensory neurons, two interneurons and two motor neurons. The system
and the values established for the simulation are specified in Fig. 6.17.

The initial synaptic weights are shown in Table 6.2. The sensory neurons are
indicated with an s, the interneurons with an i, and the motor neurons with the letter
m. The subscripts indicate the position of the neuron within the network. Each of
the synaptic weights established between the sensory neurons and the interneurons
has a value of 0.7, which ensures the firing of the interneurons each time one of the

Fig. 6.17 Network architecture and experimental conditions
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sensory neurons to which they are connected fires. The hyphens (-) indicate that
there is no connection between neurons. The connection value between the sensory
neurons and the interneurons remains fixed during the simulation. The synaptic
weights that are modulated during the experiment are shown in boldface.

The navigation of the agent in the environment during the simulation is shown in
Fig. 6.18. There were six collisions during the agent’s path. The place of the
collisions is indicated by an arrow and a number, marking the order in which they

Table 6.2 Initial synaptic weights for the experiment with interneurons

Neurons

– s1 s2 s3 s4 s5 s6 s7 s8 m1 m2

i1 0.7 0.7 0.7 0.7 – – – – 0.49 0.29

i2 – – – – 0.7 0.7 0.7 0.7 0.13 0.36

Fig. 6.18 Path of the artificial agent during the experiment and table showing the activated sonars
on each collision
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happened. The information from the sensors obtained during each collision also
indicates which neurons, both sensory and interneurons are activated.

The sensors that registered each of the collisions showed an activation equal to
or greater than 0.8 (Fig. 6.18). The information in Table in Fig. 6.18 shows that
collisions 1, 2, and 5 were registered by sensors located on the left side of the
architecture, activating in these three cases the collision sensor c1 and, therefore,
neuron m1 was activated. In contrast, collisions 3, 4, and 6 activated collision
sensor c2.

Figures 6.19 and 6.20 show the pattern of activation for the interneurons and
motor neurons registered during the different situations the agent encounter in the
environment. The change for the synaptic weights over time is also presented.
These records are shown with the purpose of graphically illustrating the relationship
of the activation patterns obtained with the change in the synaptic weights regis-
tered in the different situations.

One of the activation patterns registered during the experiment is shown in
Fig. 6.19 and corresponds to the neuronal activity registered during collision 1. As
shown, only interneuron 1 and motor neuron 1 generate action potentials. This
pattern corresponds to an increase in the synaptic weight between these neurons
(Fig. 6.22), while the other weights decrease due to the fact that the other two
neurons do not fire during this collision. A similar activation pattern is observed

Fig. 6.19 Neural activity registered during Collision 1
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during collisions 2 and 5, since in these cases the same interneurons and motor
neurons are activated. The increases in synaptic weights during these collisions are
also indicated in Fig. 6.22. It is important to remember that the initial synaptic
weights are not high enough for the interneurons to trigger the motor neurons.
Therefore, in this case, the activation of the motor neuron 1 is due to the activation
of the collision sensor c1 and not to the activation of the interneuron.

Figure 6.20 shows the activation pattern during a collision in which interneuron 2
and motor neuron 2 are activated. This is reflected in an increase in the synaptic weight
of these neurons (Fig. 6.22). The other three synaptic weights do not increase. This
case is similar to what happens in collisions 4 and 6, because the same interneurons and
motor neurons are activated. In the same way as in Fig. 6.19, the activation of the
motor neuron in Fig. 6.20 is due to the activation of the collision sensor and not to the
activity of the interneuron.

Figure 6.21 illustrates an activation pattern where the four neurons are activated. In
this situation, it was found that even when the four synaptic weights increase, they do it
in a different proportion depending on the degree of activity between the neurons. The
activation pattern shown in Fig. 6.21 is more frequent once the synaptic weights
between the neurons are high enough for the interneurons to trigger the motor neurons.
In this example, the activity of the motor neuron 1 is a product of the activity of the

Fig. 6.20 Neural activity registered during Collision 3
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interneuron 1 and not of the collision sensor. In contrast, motor neuron 2 is still
activated by collision sensor c2. It is possible to know this by looking at the values of
the synaptic weights (Fig. 6.22).

Although there are other activation patterns, only those that generate an increase
in the synaptic weight of at least some neural connection are mentioned. That is to

Fig. 6.21 Pattern of simultaneous activation of the four neurons

Fig. 6.22 Modulation of the
synaptic weights during the
experiment. The numbers in
the box indicate the moment
of the collisions
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say, activation patterns where at least one interneuron and one motor neuron fire.
Patterns that do not comply with this activation condition would generate forget-
fulness. For example, when only one of the four neurons is activated, the con-
nections are not reinforced or in the case where the two interneurons are activated
but not the motor neurons, the connection is not reinforced either.

The change of the synaptic weights during the experiment is shown in Fig. 6.22.
The six collisions registered during the simulation are indicated by numbered
boxes. The box of each of the collisions appears near the line of the synaptic weight
that most varied due to this collision. As can be seen, changes in synaptic weights
were recorded apart from those recorded during collisions. These changes occur
because some connections between the interneurons and the motor neurons are high
enough to trigger the motor neurons without the need for a collision. The values of
the synaptic weights obtained at the beginning and end of the simulation are shown
in Table 6.3.

The highest synaptic weights at the end of the simulation correspond to the
weights between interneuron 1 and motor neuron 1, as well as the connection
between interneuron 2 and motor neuron 2. Both connections are greater than 0.55,
so only in these cases the activity of each motor neuron will be triggered by the
activity of the corresponding interneuron and not by the collision sensor. The
difference between the activation of a motor neuron due to the collision sonar and
due to the interneuron associated with it is illustrated in Fig. 6.23. This difference is
reflected between an action potential of interneuron 1 and motor neuron 1 at the
beginning and end of the simulation.

Table 6.3 Initial and final synaptic weights

Initial weights Final weights

– m1 m2 m1 m2

i1 0.49 0.29 0.99 0.34

i2 0.13 0.36 0.26 0.75

Fig. 6.23 Activation when a collision occurs before learning (a) and after learning (b)
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Figure 6.24 shows the activity of the interneurons and motor neurons with the
final synaptic weights. In these graphs, it can be seen that interneuron 1 and motor
neuron 1 present the same number of action potentials. This is because the motor
neuron fires when the interneuron fires. However, in the case of the other two
neurons, motor neuron 2 does not fire even when there is activation from
interneuron 2. This is because the synaptic weight is only high enough to reproduce
some of the action potentials generated in the interneuron but not all of them.

The navigation of the artificial agent with the final synaptic weights is shown in
Fig. 6.25. In contrast to Fig. 6.18, the agent does not come close obstacles and
follows a straight path.

6.3.2.2 Learning with Direct Connections

This experiment was carried out with the neural network architecture that presents
eight sensory neurons and two interconnected motor neurons. The system and the
values established for the simulation are specified in Fig. 6.26.

Fig. 6.24 Neuronal activity registered after the six collisions
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The initial values for the synaptic weights are shown in Table 6.4. In contrast to
the previous experiment, in this case, all the synaptic weights of the neural network
are learned during the simulation.

The interaction of the agent with the environment during the simulation is shown
in Fig. 6.27. In this Figure, the six collisions registered during the path followed by
the agent are indicated by an arrow and a number.

Fig. 6.26 Network architecture and experimental conditions

Fig. 6.25 Navigation of the agent in a cluttered environment after learning

Table 6.4 Initial synaptic weights for the architecture with direct connections

Neurons

– s1 s2 s3 s4 s5 s6 s7 s8
m1 0.39 0.12 0.17 0.29 0.42 0.17 0.21 0.43

m2 0.28 0.16 0.42 0.43 0.33 0.35 0.41 0.14
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The graphs in Figs. 6.28 and 6.29 show the neuronal activity during collision 1.
Figure 6.28 shows that no action potentials were registered in the neurons on the
left side of the architecture. In contrast, Fig. 6.29 shows the activation of sensory
neurons 5, 6, 7, and 8, which correspond to the right side of the architecture.
Likewise, the same figure shows that the only active motor neuron during collision
1 was motor neuron 2. This activation pattern results in an increase in the synaptic
weight connecting sensory neurons on the right side of the architecture with the
motor neuron 2, which is also on the right side. This increase in synaptic weights is
shown in Fig. 6.35. The synaptic weights of neurons that were not activated during
this collision do not vary. The final configuration of the weights for this architecture
is summarized in Table 6.5.

Figure 6.30 and 6.31 show the activation pattern corresponding to collision 4. In
these figures, it is shown that sensory neurons on the left side are those that are now

Fig. 6.27 Path of the artificial agent during the experiment and table showing the activated sonars
on collisions
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activated, while sensory neurons 5, 6, 7, and 8 present null or very low activation in
the case of neuron 8.

In contrast to collision 1, during collision 4 the synaptic weights of sensory
neurons on the left side of the architecture connected to the motor neuron 1 are
increased. Although, in this case the motor neuron 2 is also activated, increasing the
synaptic weights between these sensory neurons and the motor neuron 2, but this
increase in activation is lower than among the sensory neurons related to the motor
neuron 1, because the motor neuron 2 produced a lower number of action potentials
than the motor neuron 1.

The changes in synaptic weights registered during this experiment are presented
in Figs. 6.32, 6.33, 6.34, and 6.35. In these figures, we can see that the highest
synaptic weights correspond to the weights between motor neuron 1 and the sen-
sory neurons 1, 3, 4, and 8 and the synaptic weights of motor neuron 2 with the
sensory neurons 1, 5, 6, and 7.

The path of the artificial agent with the synaptic weights obtained at the end of
the simulation is shown in Fig. 6.36. In this case, the agent continues to approach

Fig. 6.28 Neural activity on the left side during Collision 1
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the obstacles because some synaptic weights that transmit information on both sides
of the architecture increased during the learning process. However, once the
obstacles are detected by a neuron that has a strong synaptic weight with the motor
neuron that is on the same side, the agent avoids the obstacle.

Fig. 6.29 Neural activity on the right side during Collision 1
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Fig. 6.30 Neural activity on the left side during Collision 4

Table 6.5 Final synaptic weights for the experiment with direct connections

Neurons

– s1 s2 s3 s4 s5 s6 s7 s8
m1 1.0 0.26 0.60 0.80 0.42 0.16 0.21 0.89

m2 0.32 0.20 0.99 0.47 0.59 0.40 0.87 0.45
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Fig. 6.31 Neural activity on the right side during Collision 4

Fig. 6.32 Modulation of the synaptic weights between sensory neurons on the left side of the
architecture (1, 2, 3, and 4) and motor neuron 1
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Fig. 6.33 Modulation of the
synaptic weights between the
sensory neurons on the right
side of the architecture (5, 6,
7, and 8) and motor neuron 1

Fig. 6.34 Modulation of
synaptic weights between the
sensory neurons on the left
side of the architecture (1, 2,
3, and 4) and motor neuron 2

Fig. 6.35 Modulation of
synaptic weights between the
sensory neurons on the right
side of the architecture (5, 6,
7, and 8) and motor neuron 2
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6.4 Conclusions

The first experiments, reported in Sect. 6.3.1, show the plausibility of the action
potential model proposed by Izhikevich (2003). In these experiments, the different
parameters of the model were tried to obtain a coherent behavior in an artificial
agent. The different network architectures studied show the potential of the models.
Furthermore, in light of the results reported in Sect. 6.3.2, it is concluded that
artificial action potential neural networks are useful models for the study of cog-
nitive processes such as learning. The results of the simulations show that it is
possible to observe a change in the behavior of the artificial agent before and after
the Hebbian learning process for both architectures.

As already mentioned, there is scarce literature about autonomous learning
algorithms for embedded artificial action potential neural networks. We consider
that the main contribution of this work is the simulation of a multimodal process in
an artificial action potential neural network. The learning strategy consisted on
modifying the synaptic weights between the neurons of the networks by means of
an implementation of Hebb’s rule during a multimodal association process. This
architecture was embedded in the artificial agent with eight proximity sensors and
two collision sensors. The proximity sensors had a continuous activation function
and were associated with sensory neurons. On the other hand, the collision sensors
had a threshold of binary activation and were associated with motor neurons.

Fig. 6.36 Path of the agent with the final synaptic weights
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The implemented learning algorithm shows a dependency on the collision
sensors at the beginning of the simulations to achieve the behavior of the obstacle
avoidance. However, each time a collision occurs, the system associates the
information coming from the proximity sensors with the information from the
collision sensors. Therefore, the synaptic weight between the sensory neurons (or
interneurons) and the motor neurons that fired simultaneously is increased. After a
number of collisions, the system avoids the obstacles by learning a multimodal
association using the sensory inputs to drive the motor responses.

It is worth mentioning that the behavior change exhibited by each of the
architectures at the end of the simulation was different. In the case of the system
with interneurons, it is observed that the agent goes closer to the obstacles at the
beginning of the simulation. However, after learning, when the pattern of con-
nections has been established, the agent does not need to detect the obstacles in its
proximity in order to avoid them.

The second architecture, with direct connections, exhibits the same behavior at
the beginning of the simulation. However, after the learning process, the agent
acquires what we can call a more exploratory behavior. In this case, the agent tends
get closer to the obstacles before avoiding them. This is due to the fact that only
some of the synaptic weights increased in the way that was expected. The learning
process resulted in synaptic connections between sensory input from one of the
sides of the agent and the motor on the opposite side.

An explanation of the results obtained is that the number of collisions recorded
during the simulations affects differently the learning in each of the architectures.
The value of the connections in the interneuron system changes rapidly because
each interneuron is associated with four sensory neurons, so it does not matter
which sensory neuron is activated; the synaptic weight between the corresponding
interneuron and motor neuron is increased more frequently. On the other hand, for
the value of the connections in the second system to be the ideal, each sensory
neuron must register at least one collision, depending on the initial synaptic weight.

Finally, based on the results reported here, we believe that the simulation of
cognitive processes in embedded artificial neural networks can be of great interest
for the development of systems that control artificial agents through cultures of
biological neurons in vitro.
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Chapter 7
Force and Position Fuzzy Control:
A Case Study in a Mitsubishi PA10-7CE
Robot Arm

Miguel A. Llama, Wismark Z. Castañon
and Ramon Garcia-Hernandez

Abstract Too many research works have focused on the problem of control of
robot manipulators while executing tasks that do not involve the contact forces of
the end-effector with the environment. However, many tasks require an interaction
of the manipulator with the objects around it. For the correct performance of these
tasks, the use of a force controller is essential. Generally, the control objective
during the contact is to regulate the force and torque of the manipulator’s
end-effector over the environment, while simultaneously regulating the position and
orientation (i.e., the pose) free coordinates of the manipulator’s end-effector. Many
works have been presented on this topic, in which various control strategies are
presented; one of the most relevant methods is the so-called hybrid force/position
control; this scheme has the advantage of being able to independently control the
force in constrained directions by the environment and the pose along uncon-
strained directions. This work analyzes and implements the hybrid force/position
control using a fuzzy logic control method, since the fuzzy control provides a
solution for nonlinearities, high coupling, and variations or perturbations. The
system employed is the Mitsubishi PA10-7CE robot manipulator, which is a robot
of 7 degrees of freedom (DOF), but in this work, it is only used as a 6-DOF
manipulator, equipped with a 6-DOF force/torque sensor in the end-effector.

7.1 Introduction

Actually, the ability to handle and manipulate physical contact between a robot and
the environment that surrounds it is a demand to perform more advanced manip-
ulation tasks. This capacity is known as the interaction of the manipulator with the
physical environment in which it works.
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During the interaction, a situation called constrained movement is presented,
which is a set of constraints caused by the environment during the tracking of the
geometric trajectories that the robot manipulator’s end-effector can follow. In this
case, the force feedback becomes mandatory to achieve a robust behavior, and a
safe and reliable operation, things that are very difficult to achieve with a pure
movement control.

The interaction state of the manipulator with its surrounding can be described by
means of estimations obtained from the presented forces in the joints of the
manipulator, or more directly, from the contact force. This contact force is provided
by a force/torque sensor mounted between the manipulator and the end-effector
tool.

Up to date, a large number of studies have been carried out on the control of
robot manipulators in interaction with the environment. Such controllers have been
classified into different types according to their architecture. In the following
paragraphs, the classification of the interaction controllers and their categories are
described.

7.1.1 Interaction Control

The nature of the interaction between the manipulator and its environment allows
classifying robotic applications in two classes. Those tasks that are involved without
contact, that is, movements without restrictions in the free space, and complex robotic
applications that require that the manipulator be mechanically coupled to other
objects. Two categories can be distinguished within this last type of tasks. The first
category is dedicated to essential tasks of force in which the end-effector is required to
stabilize the physical contact with the environment and executes a specific force
process. In the second category, the emphasis falls on the movement of the
end-effector, which is performed on restricted surfaces (compliant motion).

7.1.1.1 Classification of Control Schemes with Restricted Movement

According to Vukobratovic et al. (2009), the type of compliance schemes can be
classified as:

• Passive compliance: In which the position of the end-effector is accommodated
by the contact forces themselves due to the inherent compliance in the structure
of the manipulator, the servos, and the end-effector with special devices of high
compliance.

• Active compliance: Where the adjustment is made through a force feedback
loop in order to achieve a reaction of the robot, either through force interaction
control or by generating a task with a very specific compliance.
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We are interested only in the scheme of active compliance, and more specific,
the hybrid control of force/position. Figure 7.1 (Vukobratovic et al. (2009) shows a
control scheme that involve active compliance.

7.1.1.2 Hybrid Force/Position Control

This control methodology is based on the force and position control theory pro-
posed by Mason (1981), depending on the mechanical and geometrical character-
istics of the contact problem. This control methodology distinguishes two sets of
constraints between the movement of the robot and the contact forces. The first set
contains the so-called natural constraints, which arise due to the geometry of the
task. The other set of constraints, called artificial constraints, is given by the
characteristics associated with the execution of the specified task, i.e., the con-
straints are specified with respect to a framework, called a constraint framework.
For instance, in a contact task where a slide is performed on a surface, it is common
to adopt the Cartesian restriction framework in the way shown in Fig. 7.2 which is
given in Vukobratovic et al. (2009). Assuming an ideally rigid and frictionless
contact between the end-effector and the surface, it is obvious that natural con-
straints limit the movement of the end-effector in the direction of the z-axis, as well
as rotations around the x- and y-axes.

The artificial constraints, imposed by the controller, are introduced to specify the
task that will be performed by the robot with respect to the restriction framework.
These restrictions divide the possible degrees of freedom (DOF) of the Cartesian
movement into those that must be controlled in position and in those that must be
controlled in force, in order to carry out the requested task.

In the implementation of a hybrid force/position control, it is essential to introduce
two Boolean matrices S and S in the feedback loops in order to filter the forces and
displacements sensed in the end-effector, which are inconsistent with the contact
model of the task. The first is called the compliance selection matrix, and according

Fig. 7.1 Classification of active compliance controllers
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to the artificial constraints specified, the ith diagonal element of this matrix has the
value of 1 if the ith DOF with respect to the frame of the task has to be controlled in
force, and the value of 0 if it is controlled in position. The second matrix is the
selection matrix for the DOF that is controlled in position; the ith diagonal element
of this matrix has the value of 1 if the ith DOF with respect to the frame of the task
has to be controlled in position, and the value of 0 if controlled in force.

To specify a hybrid contact task, the following sets of information have to be
defined:

• Position and orientation of the frame of the task.
• The controlled directions in position and strength with respect to the frame of

the task (selection matrix).
• The desired position and strength with respect to the frame of the task.

Once the contact task is specified, the next step is to select the appropriate
control algorithm.

7.1.2 Fuzzy Logic

The concept of fuzzy logic was introduced for the first time in 1965 by Professor
Zadeh (1965) as an alternative to describe sets in which there is vagueness or
uncertainty and, consequently, cannot be easily defined.

Fuzzy logic or fuzzy set theory is a mathematical tool based on degrees of
membership that allows modeling information which contains ambiguity, imprecision,

Fig. 7.2 Specification of the
natural and artificial
constraints for the task of
sliding on a surface by means
of the hybrid force/position
controller
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and uncertainty, by measuring the degree to which an event occurs, using for this a
knowledge base or human reasoning.

7.1.2.1 Fuzzy Sets

A fuzzy set A 2 U can be represented as a set of ordered pairs of a generic element
x and its membership value µA(x) that represents the degree to which the element
x belongs to the fuzzy set A, that is,

A ¼ ðx; lAðxÞÞjx 2 Uf g

A fuzzy set can also be expressed as a membership function µA(x), defined as
µA(x): A 2 U ! [0, 1]. This membership function assigns a membership value in
A for each element x in the interval [1, 0]. This value is known as degree of
membership.

7.1.2.2 Membership Functions

A membership function µA(x) can take different forms according to the system you
want to describe. Among the most common forms are those described by impulsive,
triangular, pseudo-trapezoidal, and Gaussian membership functions (Nguyen et al.
2003). The following describes the membership functions used later in this work.

Singleton membership function

A singleton membership function is shown in Fig. 7.3 and is defined by the fol-
lowing expression:

dðx; �xÞ ¼ 1; if x ¼ �x
0; if x 6¼ �x

�

Fig. 7.3 Singleton
membership function
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Gaussian membership function

The Gaussian membership function G: U ! [0, 1], shown in Fig. 7.4, has two
parameters q and r and is given by the expression

Gðx; q; rÞ ¼ e�
x�q
rð Þ2

Two-sided Gaussian membership function

The two-sided Gaussian membership function ϒ: U ! [0, 1] can be open to the left
or open to the right and is created from the Gaussian function. For example, the left
sigmoid membership function, which is shown in Fig. 7.5, is described by

!ðx; q; rÞ ¼ 1; if x\q

e�
x�q
rð Þ2; if x� q

�

Fig. 7.4 Gaussian
membership function

Fig. 7.5 Open to the left
Gaussian membership
function
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7.1.3 Control Systems Based on Fuzzy Logic

Fuzzy controllers are constructed from a set of fuzzy rules based on the knowledge
of the control system and the experience of operators and experts. A fuzzy rule is
expressed by

IF x is A THEN y is B

where A and B are fuzzy sets.

7.1.3.1 Fuzzy Controller Structure

The structure of a fuzzy controller is composed of three main modules, shown in
Fig. 7.6: fuzzification module, fuzzy rule base and inference engine module, and
defuzzification module.

Fuzzification

During the transition of the fuzzification stage, the n input variables xi (i = 1, 2, 3,
… n) are received, and for each of the Ni fuzzy sets Ali

i , a degree of membership
lAli

i
ðx�i Þ is assigned to the actual input values x�i , where li is used to identify each

fuzzy set corresponding to each input i.
An important aspect when using fuzzy systems in real-time applications is to

take into account the computing time to perform operations. Taking into account
this, one method that reduces the computation time is the singleton fuzzification
shown in Fig. 7.7, and it is defined by

lAli
i
ðx�i Þ ¼

lAli
i
ðx�i Þ; if xi ¼ x�i

0; if xi 6¼ x�i

�

Fuzzy rule base and inference engine

The fuzzy rule base stores the knowledge and previous experience of the plant in
which the fuzzy system will be based on. The fuzzy rule base is constructed by a
group of fuzzy rules of the type IF–THEN denoted by Rl1���ln

e and described as follows

Fig. 7.6 Fuzzy controller general structure
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Rl1���ln
e : IF xi is A

li
i AND � � �AND xn is Aln

n THEN y is Bl1���ln ð7:1Þ

where xi (i = 1, 2, …, n) are the input variables, and y is the output variable. The
total number of rules is expressed by M ¼ Qn

i¼1 Ni.
The storage of the fuzzy rule base is done through a table called Fuzzy

Associative Memory (FAM) or Lookup table, such as shown in Table 7.1, which
stores a fuzzy rule base with two entries (x1 and x2) and three membership functions
for each entry.

On the other hand, we call inference to the process in which, according to the
rule base, the membership values for each output membership function are com-
puted. Inference can be seen as the process: Given a fuzzy relationship, established
in advance, between an input fuzzy set A and an output fuzzy set B, i.e., IF A THEN
B, we could conclude how an output B0 would look like given a new input A0; i.e.,
IF A0 THEN B0.

There exist several methods to perform the inference process; these different
methods are known as inference engines. Among the most common inference
engines are the max–min inference engine which uses the min operator between the
antecedents of the rules, and the max-prod inference engine which uses the product

Fig. 7.7 Singleton fuzzification

Table 7.1 Fuzzy Associative Memory (FAM)

x2\x1 l1 ¼ 1;A1
1 l1 ¼ 2;A2

1 l1 ¼ 3;A3
1

l2 ¼ 1;A1
2 B11 B21 B31

l2 ¼ 2;A2
2 B12 B22 B32

l2 ¼ 3;A3
2 B13 B23 B33
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operator between the antecedents of the rules; the latest is faster and that is the
reason it is the most used in real-time applications.

max-prod inference

Taking into account the set of rules of the form Eq. (7.1), with input membership
functions lAli

i
ðxiÞ and output lBl1 ���ln ðyÞ for all x = (x1, x2, …, xn)

T 2 U � R
n and y 2

V � R, the product inference engine is given as

lB0
l1 l2
ðy; x�Þ ¼ l

A
l1
1
ðx�1Þ � lAl2

2
ðx�2Þ � lBl1 l2 ðyÞ

� �
ð7:2Þ

(a) Product inference

(b) Combined conclusions

Fig. 7.8 Max-prod inference engine
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Figure 7.8a describes the process of the max-product inference engine, while
Fig. 7.8b describes the process of combining, by union operation, the output of
several rule conclusions.

Defuzzification

In the defuzzification stage, a scalar value y* is generated from the output lB0 ðyÞ
that generates the inference engine. This value y* is the output of the fuzzy con-
troller that will be applied to the system to be controlled.

There are several ways to compute the output of the fuzzy controller; the most
common is the center of average defuzzification which is given as

y�ðx�Þ ¼
PN1

l1¼1 � � �
PNn

ln¼1 �y
l1���lnxl1���lnðx�ÞPN1

l1¼1 � � �
PNn

ln¼1 xl1���lnðx�Þ
ð7:3Þ

where �yl1���ln is the center of the l1… ln output fuzzy sets, while xl1���ln is the height of
the input membership functions, and x* is the set of input real values.

7.2 Mitsubishi PA10-7CE Robot Arm

The Mitsubishi industrial robot manipulator PA10-7CE is one of the versions of the
“Portable General-Purpose Intelligent Arm” of open architecture, developed by
Mitsubishi Heavy Industries (MHI). This manipulator is composed of seven joints
connected through links as shown in Fig. 7.9. The servomotors of the PA10 are
three-phase brushless type and are coupled to the links by means of harmonic drives
and electromagnetic brakes. In this work, theMitsubishi is used as a 6-DOF robot arm;
i.e, one of the joints is blocked, in this case the joint 3 represented by S3 in Fig. 7.9.

7.2.1 Robot Dynamics

The dynamic equation of motion for a manipulator of n DOF in interaction with the
environment is expressed by Vukobratovic et al. (2009)

MðqÞ€qþCðq; _qÞ _qþ gðqÞ ¼ sþ JTðqÞf s ð7:4Þ

where q is an n � 1 vector of joint displacements, _q is an n � 1 vector of joint
velocities, s is an n � 1 vector of actuators applied torques, M(q) is an
n � n symmetric positive definite manipulator inertia matrix, C(q, _q) is an
n � n matrix of centripetal and Coriolis torques, and g(q) is an n � 1 vector of
gravitational torques obtained as the gradient of the potential energy U(q) due to
gravity, J(q) 2 R

ðdþmÞ�n is the geometric Jacobian matrix that relates velocities in
joint space with velocities in operational space; f s 2 R

ðdþmÞ is the vector of forces
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and applied torques in end-effector of the manipulator, where d is the dimension of
the geometric space in which the robot moves and m is the dimension of the vector
space which defines the orientation. In order to avoid the resolution problem of the
manipulator PA10-7CE redundancy, let the number of degrees of freedom be n = 6.

The matrices M(q), C(q, _q) and vector g(q) were obtained by using the software
HEMERO (MATLAB–Simulink toolbox for the study of manipulators and mobile
robots) (Maza and Ollero 2001) in a numerical and semi-symbolic way. Some of
the instructions that this package offers, and those that were used here, are

• inertia (dyn, q) to obtain the inertia matrix M(q)
• coriolis (dyn, q, _q) to obtain the Coriolis matrix C(q, _q)
• gravity (dyn, q) to obtain the gravitational torques vector g(q)

where dyn is a matrix containing the kinematic and dynamic parameters of the
manipulator. The results obtained were compared with the results in Salinas (2011),
and it was verified that the previously obtained model is correct. For this reason, the
dynamic model obtained is not included in this work but can be seen in Salinas (2011).

Fig. 7.9 Mechanical
structure of the Mitsubishi
PA10-7CE robot manipulator
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7.2.2 Robot Kinematics

To obtain the manipulator’s kinematics, the Denavit–Hartenberg convention
described in Craig (2006) was used. The Denavit–Hartenberg parameters for the
Mitsubishi PA10 robot were obtained with the frames assigned in Fig. 7.10 and are
shown in Table 7.2.

Fig. 7.10 Kinematic scheme
for D-H parameters of 6-DOF
reduced PA10-7CE robot
manipulator

Table 7.2 D-H parameters
of 6-DOF reduced PA10-7CE
robot manipulator

Link ai�1 m½ � ai�1 rad½ � di m½ � hi rad½ �
1 0 0 0.317 q1
2 0 � p

2 0 q2 � p
2

3 0.450 0 0 q2 þ p
2

4 0 p
2 0.480 q4

5 0 � p
2 0 q5

6 0 p
2 0.070 q6
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7.2.2.1 Forward Kinematics

The position direct kinematic model of a robot manipulator is the relation that
allows determining the vector x 2 R

dþm of operational coordinates according to its
articular configuration q:

x ¼ hðqÞ ð7:5Þ

where h is a vector function. Equation (7.5) is known as the direct kinematic
equation of the robot manipulator (Sciavicco and Siciliano 1996). The components
of the function h are determined implicitly by the product of matrices of homo-
geneous transformation of the manipulator.

0
nT ¼ 0

1T
1
2T

2
3T

3
4T . . .

n�1
n T ð7:6Þ

In general, the homogenous transformation matrix a
bT 2 SEð3Þ � R

4�4 that
describes the relative position of the frame

P
b with respect to the frame

P
a is

given by

a
bT ¼

a
bR

a
bp

0T 1

� �
2 SEð3Þ � R

4�4 ð7:7Þ

where a
bp 2 R

3 describes the position and R 2 SOð3Þ � R
3�3 is a matrix that

describes the orientation.
The homogenous transformation matrix 0

nT (with n = 6) for the Mitsubishi
PA10-7CE robot was carried out using the HEMERO tool. The function used for
that tool was

fkineðdh; qÞ

where dh is a matrix with the Denavit–Hartenberg parameters with the following
format

� � � � � � � � � � � � � � �
ai�1 ai�1 di hi ri
� � � � � � � � � � � � � � �

2
4

3
5 2 R

n�5

where

• ai�1; ai�1; di; hi are the Denavit–Hartenberg parameters according to Craig
(2006).

• ri indicates the type of joint (it takes the value of 0 for a rotational joint and 1 if
it is a prismatic one).

The elements of the homogeneous transformation matrix 0
nT are shown in

Castañon (2017).
Taking the time deriving of Eq. (7.5), we obtain
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_x ¼ JAðqÞ _q ð7:8Þ

where JAðqÞ 2 R
ðdþmÞ�n is the analytic Jacobian matrix of the robot. This matrix

can be found in Salinas (2011). The geometric Jacobian is obtained using
HEMERO tool using the following instruction

jacob0ðdh; qÞ

The elements of this matrix can be found in Castañon (2017).

7.2.2.2 Inverse Kinematics

The position inverse kinematic model is the inverse function h−1 that if it exists for
a given robot, it allows obtaining the necessary configuration to locate its
end-effector in a given position x:

q ¼ h�1ðxÞ ð7:9Þ

The expressions of the h−1 function of the position inverse kinematic model
were calculated with the help of SYMORO+ robotics software (Khalil et al. 2014),
and the results are shown in Castañon (2017).

Finally, from Eq. (7.8) the expression that characterizes the velocity inverse
kinematic model is given by

_q ¼ JAðqÞ�1 _x ð7:10Þ

Fig. 7.11 ATI Delta force/
torque sensor
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7.2.3 Force/Torque Sensor

The hybrid force/position controller requires the feedback of the forces and torques
present in the robot’s end-effector or in the contact tool used; to achieve this, the
robot was fitted with a Delta model ATI force sensor shown in Fig. 7.11. This is a
sensor of 6 degrees of freedom; this means that it is able to acquire the forces and
torques in each of the Cartesian axes (Fx, Fy, Fz, Tx, Ty, Tz).

The main characteristics of the ATI Delta sensor are shown in Castañon (2017).
For more technical information, consult (ATI Industrial Automation 2018a, b).

The ATI sensor was paired with a NI PCI-6220 DAQ card fitted in the control
computer. Once the voltages signals read by the DAQ are in the MATLAB/
Simulink environment, these are converted to force/torque values. This conversion
is given by the expression

f s ¼ MTvc þ co ð7:11Þ

where MT is a 6 � 6 transformation matrix provided in the calibration file of the
sensor, vc 2 R

6 is the vector containing the voltages sent by each gauge on the
sensor, and co 2 R

6 is a compensation vector that is also provided in the calibration
file of the sensor found in Castañon (2017).

Fig. 7.12 Coupling between
PA10-7CE robot, ATI Delta
sensor, and contact tool
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The sensor ATI was mounted between the last link of the robot and a special
contact tool designed in Salinas (2011) to reduce, as much as possible, the friction
between this tool and the contact surface; this is illustrated in Fig. 7.12.

7.3 Hybrid Force/Position Control with Fixed Gains

In the literature, there is a wide collection of works about different and very varied
algorithms of hybrid force/position control; however, one of the most important
approaches is the one proposed by Craig and Raibert (1979), which is shown in
Fig. 7.13.

It contains two control loops in parallel with independent control and feedback
laws for each one. The first loop is the position control which makes use of the
information acquired by the position sensors in each robot joint. The second loop is
the force control. This loop uses the information collected by the force sensor
mounted on the end-effector. The matrix S is used to select which link will be
controlled in either position or force.

In the direction controlled in force, the position errors are set to zero when
multiplied by the orthogonal complement of the selection matrix (position selection
matrix) defined as S ¼ I � S. This means that the part of the position control loop
does not interfere with the force control loop; however, this is not the real case
because there is still some coupling between both control loops.

Fig. 7.13 Hybrid controller original structure
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A PD-type position control law is used with gain matrices kp 2 R
ðdþmÞ�ðdþmÞ

and kv 2 R
ðdþmÞ�ðdþmÞ, while the force control law consists of a proportional and

integral action PI with their respective matrices’ gains kpf 2 R
ðdþmÞ�ðdþmÞ and

kif 2 R
ðdþmÞ�ðdþmÞ, as well as a part of the feedback of the desired force in the

force loop, then the control law can be written in operational space as

sx ¼ sfx þ spx ð7:12Þ

where the control torque of the position loop is given by

spx ¼ kpS~xþ kvS_~x ð7:13Þ

and for the force loop as

sfx ¼ kpf Sef s þ kif S
Z t

0

ef sdtþ f sd ð7:14Þ

where sx 2 R
6 is the vector of control torques; kp, kv, kpf and kif are the 6 � 6

control gain diagonal matrices; ~x is the vector resulting from the difference between
the desired operational posture vector xd 2 R

dþmand the actual operational posture
vector x 2 R

dþm; _~x 2 R
dþm is the vector of speed errors in operational space; and

~f s 2 R
dþm is the vector obtained by the difference between the desired contact

forces vector f sd 2 R
dþm and the instant force vector f sd 2 R

dþm.
A problem that arises in this formulation is a dynamic instability in the force

control part due to high gain effects of the feedback from the force sensor signal that
is caused when a high rigidity is present in the environment, unmodeled dynamics
effects caused by the arm and the elasticity of the sensor. To solve this problem, the
dynamic model of the manipulator was introduced into the control law. In Shin and
Lee (1985), a hybrid control of force/position is formulated in which the dynamic
model of the robot is used in the control law; the expression is given by

sx ¼ MxðxÞ€x� þCxðx; _xÞþ gxðxÞþ Sf � ð7:15Þ

where €x� is the equivalent acceleration control,

€x� ¼ €xd þ kv _~xþ kp~x ð7:16Þ

and f � 2 R
6 is the vector generated by the control law selected for the part of the

force loop.
To avoid rebounding and minimize overshoots during the transition, an active

damping term is added in the force control part (Khatib 1987).
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sfx ¼ Sf � �MxðxÞSkvf _x ð7:17Þ

where the term kvf is a diagonal matrix with Cartesian damping gains. In Bona and
Indri (1992), it is proposed to modify the control law for position as

spx ¼ MxðxÞS €x� �M�1
x ðxÞðSf � � f sÞ

� �þCxðx; _xÞþ gxðxÞ ð7:18Þ

being M�1
x ðxÞðSf � � f sÞ an added term to compensate the coupling between the

force and position control loops, as well as the disturbances in the position con-
troller due to the reaction force.

So far, the control laws have been handled in operational space; however in
Zhang and Paul (1985), a transformation of the Cartesian space to joint space is
proposed by transforming the selection matrices S and S given in Cartesian space to
joint space as

Sq ¼ J�1SJ ð7:19Þ

and

Sq ¼ J�1SJ ð7:20Þ

where J is the geometric Jacobian. With these transformations, the equivalent
control law in joint space is obtained as

s ¼ sf þ sp ð7:21Þ

being

sf ¼ Sqf �c �MðqÞSqKvf _q ð7:22Þ

sp ¼ MðqÞSq €q� �MðqÞ�1ðSqf �c � JT f sÞ
h i

þCðq; _qÞ _qþ gðqÞ ð7:23Þ

where

€q� ¼ €qd þKv
_~qþKp~q ð7:24Þ

and

f �c ¼ Kpf J
T~f s þKif J

T
Z t

0

~f sdt ð7:25Þ

MðqÞ 2 R
n�n, Cðq; _qÞ 2 R

n�n and gðqÞ 2 R
n are the dynamic joint components

of the manipulator; ~q 2 R
n is the vector of differences between the vector of desired
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joint positions qd 2 R
n and the vector of instantaneous joint positions q 2 R

n;
Kv 2 R

n�n, Kp 2 R
n�n are gain diagonal matrices for the position control loop, and

Kpf 2 R
n�n, Kif 2 R

n�n, and Kvf 2 R
n�n are gain diagonal matrices for the loop of

force control in joint space.
The block diagram of the hybrid controller with fixed gains in joint space is

shown in Fig. 7.14.

7.4 Hybrid Force/Position Control with Fuzzy Gains

Based on experimental results with the control law expressed by Eqs. (7.21)–(7.25)
performed in the Mitsubishi PA10 robot arm, it was observed that the control
performance changes depending on the rigidity of the contact environment; hence,
to improve the performance from one surface to another, it was necessary to retune
the control gains. A similar approach was proposed by Shih-Tin and Ang-Kiong
(1998) but in a hierarchical way by tuning the scaling factor of the fuzzy logic
controller.

Our experimental results showed that Kpf was the most sensible gain compared
to Kvf and Kif gains. For this reason, we proposed that only the gain Kpf be
supervised in a fuzzy manner and that Kvf and Kif were configured with constant
values.

The proposed fuzzy control design is based on the control laws of Eqs. (7.21)–
(7.25) with the difference that a supervisory fuzzy system is used to tune in the
control gain bKpf in the force control loop. Since now the gain is given by the

function bKpf ðxÞ, the Eq. (7.25) in the force control loop is given by

Fig. 7.14 Block diagram for hybrid controller with fixed gains in joint space
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f �c ¼ bKpf ðxÞJT~f s þKif J
T
Z t

0

~f sdt ð7:26Þ

A fuzzy system bKpf ðxÞ like that represented in (7.3) with one input x1 ¼ ~fsz and
one output �yl11 is designed. We define N1 fuzzy sets Al1

1 (l1 = 1, 2, …, N1) for input
x1, each of them described by a Gaussian membership function lAl1

1
ðx1Þ. For the

output, singleton membership functions are selected.
The fuzzy system can be built from the set of N1 fuzzy IF–THEN rules of the

form

IF x1 is Al1
1 THEN bKpf ðxÞ is �yl11

If singleton fuzzification, product inference engine, and center average
defuzzification are used, the system can be described by

bKpf ðxÞ ¼
PN1

l1¼1 �y
l1
1 ðlAl1

1
ðx1ÞÞPN1

l1¼1 ðlAl1
1
ðx1ÞÞ

ð7:27Þ

The block diagram of the hybrid controller with fuzzy gains in joint space is
shown in Fig. 7.15.

Fig. 7.15 Block diagram for hybrid controller with fuzzy gains in joint space
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7.5 Experimental Results

The controller was programmed in the MATLAB/Simulink environment. Also, the
QUARC-BLOCKSET-PA10-Real-Time Control Software for Windows was used,
which provides a simple way to make a communication between the internal control
system of the PA10-7CE robot arm and the Simulink environment, thus obtaining
easily the signals of the joint positions and joint speeds of the robot and send the
control signals in torque mode back to the manipulator. In addition, the voltage
signals provided by the Delta ATI force sensor could be also read and used within
Simulink environment. The sampling time used for the whole system was 5 ms.

The task to be performed is to apply a desired force fszd only on the z-axis of the
frame of the task Rt (frame associated with where the contact is made) and which
coincides in orientation with the base frame of the robot R0 (frame of reference of
the robot), with the frame of the last link Rn and with the frame of the end-effector
Rh (see Fig. 7.16), while a tracking task of a straight line is carried out on the x-axis
of the frame of the task.

Fig. 7.16 Situation of the task frame referred to the frame of the base of the robot
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Different materials were selected, with different degrees of stiffness, to place
them as contact surfaces. The selected materials with a large stiffness coefficient Ks,
which have greater resistance to deformation, were a wood board with a thickness
of ¾ in., and a glass with a thickness of ¼ in. Materials with a low Ks stiffness
coefficient, which tend to deform more easily, were a block of expanded poly-
styrene and a sponge. The selected materials are shown in Fig. 7.17.

7.5.1 Hybrid Force/Position Control with Fuzzy Gains

The controller was implemented by using Eqs. (7.21)–(7.24) and (7.26). The
selection matrices for position S and for force S were selected as Eqs. (7.28) and
(7.29), respectively. On the other hand, the values of the diagonal gain matrix for
the position control loop are given in Table 7.3 and the fixed gains for the force
control loop are shown in Table 7.4. Kpf was selected as the variable gain, and a
fuzzy logic tuner was implemented for tuning such a gain.

S ¼

0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775 ð7:28Þ

Fig. 7.17 Materials used as contact surface
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S ¼

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2
6666664

3
7777775 ð7:29Þ

To approximate the gain through the fuzzy system bKpf ðxÞ, it receives an input
x1 ¼ ~fsz

		 		 with a universe of discourse partitioned into N1 = 3 fuzzy sets: A1
1 ¼ FES

(Force Error Small), A2
1 ¼ FEM (Force Error Medium), A3

1 ¼ FEB (Force Error
Big). To build the fuzzy system, we propose to use an open to the left Gaussian

Table 7.3 Gains of the
position control loop sp in the
hybrid position/force
controller

Joint Kpp [1/s
2] Kvp [1/s]

1 1250 100

2 1750 15

3 2750 12.5

4 500 10

5 500 200

6 2500 9000

Table 7.4 Fixed parameters
of the force control part sf in
the hybrid force/position
controller with fuzzy gains

Kvf [1/rad] Kif

Value 0.1 3

Fig. 7.18 Input membership functions
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function, a Gaussian function, and an open to the right Gaussian function as shown
in Fig. 7.18.

The partitions of the universe of discourse, using the notation
qA1

¼ q1; q2; q3f g, were selected as

q ~fszj j ¼ 0:5; 2; 4f g N½ �

and the standard deviations as

r ~fszj j ¼ �6; 0:5; 3f g N½ �

As already mentioned, the fuzzy system consists of singleton functions for the
output variable. The universe of discourse of the output is also partitioned into 3
impulsive functions: KpS (Small Kpf Gain), KpM (Medium Kpf Gain), and KpB (Big
Kpf Gain); this is shown in Fig. 7.19, where each parameter h corresponds to the
position of the impulse functions. Taking the notation h�y1 ¼ h1; h2; h3f g, the par-
titions of the universe of discourse for the output variable were selected like

hKpf ¼ 0:1; 0:15; 0:2f g

Fuzzy rules are selected as:

IF ~fsz
		 		 is FES THEN bKpf ðxÞ is KpB

IF ~fsz
		 		 is FEM THEN bKpf ðxÞ is KpM

IF ~fsz
		 		 is FEB THEN bKpf ðxÞ is KpS

Fig. 7.19 Output membership functions
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7.5.2 Force Regulation and Position Tracking on a Sponge

The experiments carried out on the Mitsubishi PA10 robot arm with the hybrid
controller with fuzzy gains were made on different materials (shown in Fig. 7.17)
and a desired force reference fszd = −50 N (force applied down on the z-axis).
Figure 7.20 shows the response fsz to the applied force reference fszd and the force
error ~fsz on the z-axis applied on a sponge surface like the one in Fig. 7.17a.

Fig. 7.20 a Applied force
and b force error with the
fuzzy gain hybrid controller
for a desired force reference
fszd = −50 N on sponge
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7.5.3 Force Regulation and Position Tracking on Expanded
Polystyrene

The results of the hybrid controller with fuzzy gains applied to the PA10 robot
manipulator in interaction with an expanded polystyrene surface are shown in
Fig. 7.21. This figure shows the response fsz to the applied force reference
fszd = −50 N and the force error ~fsz on the z-axis applied on an expanded poly-
styrene surface like the one in Fig. 7.17b.

Fig. 7.21 a Applied force
and b force error with the
fuzzy gain hybrid controller
for a desired force reference
fszd = −50 N on expanded
polystyrene
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7.5.4 Force Regulation and Position Tracking on a Wood
Board

This section shows the results of the hybrid controller with fuzzy gains applied to
the PA10 robot manipulator in interaction with a wood board surface like the one in
Fig. 7.17c. Figure 7.22 shows the response fsz to the applied force reference
fszd = −50 N and the force error ~fsz on the z-axis.

Fig. 7.22 a Applied force
and b force error with the
fuzzy gain hybrid controller
for a desired force reference
fszd = −50 N on a wood board
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7.5.5 Force Regulation and Position Tracking on Glass

The following figures show the results of the hybrid controller with fuzzy gains
applied to the PA10 robot manipulator in interaction with a glass surface like the
one in Fig. 7.17d. Figure 7.23 shows the response fsz to the applied force reference
fszd = −50 N and the force error ~fsz on the z-axis.

The position and orientation errors are all very small, and they are reported in
Castañon (2017).

Fig. 7.23 a Applied force
and b force error with the
fuzzy gain hybrid controller
for a desired force reference
fszd = −50 N on glass
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7.6 Conclusions

The proposed hybrid force/position controller with fuzzy gains has the great
advantage over its corresponding fixed gain controller that it does not require to
retune the gains to exert a desired force in different types of materials with good
performance. Conversely, the hybrid force/position controller with fixed gains
requires the retuning of its gains for each material; in other words, for the fixed gain
controller, the best gains obtained for soft materials cannot be used in hard materials
because the system becomes unstable and very violent vibrations occur. This
problem is not present in the proposed fuzzy version.
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Chapter 8
Modeling and Motion Control of the
6-3-PUS-Type Hexapod Parallel
Mechanism

Ricardo Campa, Jaqueline Bernal and Israel Soto

Abstract This chapter reports the kinematics and dynamics models of the parallel
mechanism known as Hexapod, which has a structure of the type known as 6-3-
PUS. For computing the dynamics model, we start considering a non-minimal set of
generalized coordinates and employ the Euler–Lagrange formulation; after that, we
apply the so-called projection method to get a minimal model. It is worth noticing
that the modeling approach presented here can be used for similar robotic struc-
tures, and the resulting models are suitable for automatic control applications. The
computed analytical kinematics and dynamics models are validated by comparing
their results with numerical simulations carried out using the SolidWorks Motion
platform. In addition, this chapter describes the implementation of two motion
tracking controllers in a real Hexapod robot. The tested controllers are one with a
two-loop structure (a kinematic controller in the outer loop and a PI velocity
controller in the inner loop) and other with an inverse dynamics structure. The
experimental results of both controllers show a good performance.

Keywords Modeling � Motion control � 6-3-PUS-type Hexapod

8.1 Introduction

First robot manipulators were inspired in the human arm; that is the reason why
they had open kinematic chains and were later known as serial manipulators.
However, with the passage of time, it was necessary to use a different type of
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mechanical structures: those containing closed kinematic chains, of which parallel
robot manipulators are a particular class.

It is well known that serial manipulators have large workspace and dexterous
maneuverability. But even though possessing these features, serial manipulators do
not have a good precision positioning capability and their payload capacity is poor.
Additionally, the links of serial manipulators tend to bend under heavy loads and
vibrate at high speeds. Hence, in applications where high payload capacity, good
dynamic performance, and precise positioning are of paramount importance, par-
allel manipulators are essential (Dasgupta and Mruthyunjaya 2000).

Most of parallel robot manipulators are constituted by one mobile platform
connected through some kinematic chains (aka legs) to a fixed base. Because of the
closed kinematic chains, in parallel robots some joints are passive (not actuated),
but the number of actuators is usually selected to be equal to the number of degrees
of freedom (DOF) of the mechanism. Moreover, each leg of a parallel robot can be
chosen to have different number and type of joints, and it is this choice which
determines the workspace, mobility, and actuator requirements for a given robot.

The first platform-based parallel robot was designed by E. Gough in the early
1950s. Curiously, that mechanism is best known as the Stewart platform, due to
another structure, similar in functionality but different in design, that was published
in 1965 by D. Stewart (see Dasgupta and Mruthyunjaya 2000). Since then, there
have been several variants of the now sometimes known as Gough–Stewart
platform.

Employing the current way of naming parallel robots, the original Gough–
Stewart platform would be of the type known as 6-UPS, where the preceding
number is the number of legs, and the final alphabetic string indicates the type of
joints that constitute the kinematic chain of each leg from the base to the platform,
highlighting the actuated joint by the underscore; thus, in this case we have a
universal (U) joint, an actuated prismatic (P) joint, and a spherical (S) joint. Other
common variants of this original architecture are the 6-PUS and the equivalent 6-
PSU type (see Hopkins and Williams II 2002).

The parallel robot studied in this document is known as Hexapod, and it is
produced by Quanser Inc. (see Fig. 8.1). This mechanism has six prismatic actuated
joints embedded in the base which imprint linear motion (along the straight rails
forming an equilateral triangle in the base) to six universal joints. The legs are
constituted by two rigid links connecting the universal joints in the same side of the
base triangle to one of the spherical joints in the vertices of the mobile platform,
which also constitutes an equilateral triangle.

The Hexapod is a parallel robot of the 6-3-PUS type, where now the prefix a-b is
used as in Liu et al. (2012) to denote parallel robots where the number of joints in
the base (a) is not equal to the number of joints in the platform (b).

Several textbooks deal with the modeling of parallel mechanisms in general (see,
e.g., Tsai 1999; Merlet 2006). For the specific case of parallel robots with a mobile
platform, in this paper the following definitions are considered:
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• The pose kinematics model gives the relation between the generalized coordi-
nates employed to describe the robot’s configuration, and those used for
describing the platform’s position and orientation (i.e., its pose) in space.

• The velocity kinematics model gives the relation between the first derivatives of
the generalized coordinates (or generalized velocities) and the linear and angular
velocity vectors of the platform.

• The dynamics model establishes the relation between the generalized coordi-
nates, their first and second derivatives (generalized velocities and accelera-
tions), and the generalized forces applied to the robot in order to produce its
motion.

• The statics model is a particular case of the dynamics model, when no motion
occurs; in other words, it gives the relation between the generalized coordinates
and the generalized forces.

It is a well-known fact that in the case of the kinematics of platform-type parallel
robots, a major difficulty arises when computing the platform’s pose from a given
set of generalized coordinates; that is called the forward pose kinematics model (or
FPK model, for simplicity). There exist several methods (both analytical and
numerical) to deal with this problem, but it can be shown that it always has multiple
solutions. On the other hand, the velocity kinematics model is useful for the
analysis of singularities in the robot’s workspace.

In recent years, many research works have been conducted on the dynamics
modeling of parallel manipulators. Several methods or formulations have been
proposed to find the equations of motion governing the dynamics of such

Fig. 8.1 Quanser’s Hexapod
parallel robot
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mechanisms, being two of the most important the Newton–Euler formulation and
the Euler–Lagrange formulation.

Despite its widespread use, the Newton–Euler formulation requires the com-
putation of all constraint forces and moments between the links, but these are
usually not necessary for simulation and control purposes. On the other hand, the
Euler–Lagrange formulation has several advantages, such as (a) the possibility of
using generalized coordinates, (b) the use of energy (rather than forces) which is a
scalar quantity, and (c) the possibility of excluding from the analysis the constraint
forces that do not directly produce the motion of the robot.

But independently of the formulation employed to compute the dynamics
equations, it is now a common practice to employ a non-minimal set of generalized
coordinates, and then to apply a method for reducing those equations and getting
the minimal dynamics model. Such a method is in general known as the projection
method (see, e.g., Arczewski and Blajer 1996; Blajer 1997; Ghorbel et al. 2000;
Betsch 2005).

It is worth mentioning here that although the dynamics of the original Gough–
Stewart platform (UPS type) has been subject of numerous studies (see Geng et al.
1992; Liu et al. 2000), little has been reported about the dynamics of platform
mechanisms with different kinematic chains. Narayanan et al. (2010) and Carbonari
et al. (2011) deal with the kinematics of a 6-3-PUS platform such as the one studied
in this paper, but, as far as the authors’ knowledge, there is no previous study about
the dynamics of such mechanism.

The literature regarding the control of parallel mechanisms is not as vast as for
serial manipulators. Nevertheless, since the work of Murray and Lovell (1989), it
has become apparent that the possibility of getting a minimal model for a
closed-chained mechanism allows to apply to this kind of systems the same type of
controllers as for serial robots. As pointed out by Ghorbel et al. (2000), the main
issue to take into account when proceeding this way is that the (Lyapunov) stability
conclusions will at best be local due to the structural singularities of parallel
mechanisms.

The aim of this paper is threefold. First, we recall the basics on kinematics and
dynamics modeling of parallel robots; in the case of the dynamics model, we focus
on the Euler–Lagrange formulation and explain the generalities of the projection
method in order to show its application for computing the minimal dynamics
model. Secondly, after describing the Quanser’s Hexapod robot, we compute both
its kinematics and dynamics models, and they are validated by comparing the
results generated numerically by SolidWorks Motion. Moreover, we show the
experimental results of the application of two model-based motion controllers to
the Hexapod robot.

The chapter is organized as follows. Section 8.2 recalls the generalities of the
kinematics and dynamics modeling of parallel robots. Section 8.3 introduces the
Quanser’s Hexapod robot, while Sects. 8.4 and 8.5 describe the derivation of
the kinematics and dynamics models of such mechanism, respectively. The vali-
dation of such models is provided in Sect. 8.6, and the real-time experiments are
described in Sect. 8.7. Finally, Sect. 8.8 gives concluding remarks.
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8.2 Modeling of Parallel Robots

8.2.1 Pose Kinematics Modeling

Let q 2 R
m be the vector of generalized coordinates employed to describe the

configuration of an n-DOF platform-type parallel robot (with m� n). If m[ n then
q is known as the vector of non-minimal generalized coordinates, and there should
exist r ¼ m� n independent holonomic constraints among the elements of q. We
must recall here that a holonomic constraint among the set of variables
fq1; q2; . . .qmg is an equation of the form cðq1; q2; . . .; qmÞ ¼ 0, where
c : Rm ! R. Thus, for a parallel robot described by non-minimal generalized
coordinates, the r holonomic constraints ciðqÞ, with i ¼ 1; 2; . . .; r, can be grouped
in a vector given by

cðqÞ ¼ 0 2 R
r: ð8:1Þ

Now consider the particular case where we choose a set of m ¼ n generalized
coordinates to describe the system; in order to highlight its relevance, in such a case
we will use q instead of q, so that q 2 R

n will be the vector of minimal generalized
coordinates. And, as it is common that those minimal coordinates correspond to the
variables associated with each of the actuated (or active) joints in a fully actuated
robot, then q is also known as the vector of active joint coordinates. Furthermore, it
is important to notice that in this case there are no holonomic constraints.

For the forthcoming analysis, let us assume that the relation between q and q is
given by

q ¼ aðqÞ ð8:2Þ

where a : Rm ! R
n is a given smooth function.

According to Ghorbel et al. (2000), as the non-minimal generalized coordinates
are suitably chosen to be readily visual, then function a in Eq. (8.2) is usually easy to
obtain explicitly. And following the analysis in Ghorbel et al. (2000), we can write:

wðqÞ ¼ aðqÞ
cðqÞ

� �
2 R

m

and

JwðqÞ ¼ @wðqÞ
@q

¼
@aðqÞ
@q

@cðqÞ
@q

" #
¼ JaðqÞ

JcðqÞ
� �

2 R
m�m: ð8:3Þ

Let us now define the set

Xq ¼ q 2 R
m : cðqÞ ¼ 0; detðJwðqÞÞ 6¼ 0

� �
:
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It follows that Xq is the workspace region in the q coordinates where the
mechanical system satisfies the holonomic constraints and, in addition, the columns
of JaðqÞT (indicating the direction of maximum growth of the n minimal general-
ized coordinates) and those of JcðqÞT (which indicate the direction of the r con-
straint forces) are linearly independent.

Moreover, from Eq. (8.2), if we define

�wðq; qÞ ¼ wðqÞ � q
0

� �
¼ aðqÞ � q

cðqÞ
� �

¼ 0 2 R
m ð8:4Þ

and notice that

@ �wðq; qÞ
@q

¼ JwðqÞ; ð8:5Þ

then we can apply the implicit function theorem (see Dontchev and Rockafellar
2014) to show that, for any q0 2 Xq, there is a neighborhood Nq of q0, and a
neighborhood Nq of q0 ¼ aðq0Þ such that, for any q 2 Nq, there exist a unique
q 2 Nq and a continuously differentiable function r : Nq ! Nq such that

q ¼ rðqÞ ð8:6Þ

with Jacobian satisfying

AðqÞ ¼ @rðqÞ
@q

¼ � @ �wðq; qÞ
@q

� ��1
@ �wðq; qÞ

@q

���
q¼rðqÞ

so that, considering Eqs. (8.4) and (8.5):

AðqÞ ¼ JwðrðqÞÞ�1 I
O

� �
2 R

m�n: ð8:7Þ

where I 2 R
n�n and O 2 R

r�n are the identity and null matrices, respectively.
Let X�

q � Xq denote the largest subset of Xq containing q0 for which the unique
parameterization Eq. (8.6) holds, and let Xq be the corresponding domain of r.
Then we have a diffeomorphism from X�

q to Xq as follows:

X�
q !

a
Xq !r X�

q: ð8:8Þ

Notice that unlike a, which can be easily found, r cannot in general be expressed
explicitly in an analytical form (sometimes it can only be computed iteratively by
numerical methods), but the previous analysis shows that whenever q 2 Xq, there is
always a unique solution q ¼ rðqÞ 2 X�

q for which q ¼ aðqÞ 2 Xq holds (Ghorbel
et al. 2000). An estimate of the domain Xq is also proposed in Ghorbel et al. (2000).
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It is worth noting also that for a given q 2 Xq, we can also find other solutions
for the mapping Xq ! Xq different from r. Let us denote r0 any of those solutions,
then

q0 ¼ r0ðqÞ

is an element of Xq but not of X�
q:

On the other hand, let n 2 R
g be the vector of coordinates that describe the pose

(i.e., the position and orientation) of the robot’s platform. For computing such pose
coordinates, it is common to attach a frame RF to the platform, at a particular point
F; the pose of the platform can then be described by means of a position vector
rF 2 R

3 and a rotation matrix 0RF 2 SOð3Þ, which respectively give the position of
point F and the orientation of frame RF with respect to a fixed frame R0, usually
placed at the robot base; the pose coordinates usually employed in robotics are the
Cartesian coordinates (x, y, z) taken from the position vector rF 2 R

3, and the Euler
angles (k, l, m), which can be extracted from 0RF using standard formulas (see, e.g.,
Siciliano et al. 2009).

In sum, we usually have g ¼ 6 and

n ¼ x y z k l m½ �T2 R
6;

although it is also possible to employ any other parameterization of the orientation
(see Campa and de la Torre 2009).

For the purpose of this paper, the problem of forward pose kinematics consists on
determining the vector of pose coordinates of the platform n as a function of the vector
of minimal generalized coordinates q; that is to say, we need to find the FPK model:

n ¼ h qð Þ; ð8:9Þ

where h : Xq ! Xn (with Xn being the set of all admissible poses of the platform) is
known as the FPK function of the robot. But it is a well-known fact that in the case
of parallel robots, the FPK model has multiple solutions, in the sense that a single
set of active joints can produce different poses of the platform.

Now, let us define a function v : Xq ! Xn. For q 2 X�
q � Xq, we can write

n ¼ vðqÞ 2 X�
n � Xn, and using Eq. (8.6) we get

n ¼ vðrðqÞÞ; ð8:10Þ

while for those q0 2 Xq and q0 62 X�
q, we have

n0 ¼ vðq0Þ ¼ v r0 qð Þð Þ; ð8:11Þ

comparing Eqs. (8.10) and (8.11) with Eq. (8.9) we conclude that the FPK function
h can be either h ¼ v 	 r or h ¼ v 	 r0 with 	 the standard symbol for function
composition.
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Figure 8.2 shows the diagram of sets Xq, Xq, Xn and the functions among them.
The relevance of sets X�

q and X�
q lies in the fact that they can correspond to actual

(or real) configurations of the robot. Indeed, if q0 2 Xq is chosen to be a known
configuration of the real robot (e.g., its home configuration), then the definition of a
smooth function a and the implicit function theorem guarantee the existence of sets
X�

q, X
�
n and functions r and v.

In general, the computation of the FPK model becomes a major problem due to
the complexity of the equations involved and the difficulty to find a closed set of
solutions. The methods for solving the FPK model can be classified into analytical
and numerical methods. The analytical methods allow to get all the possible
solutions of the FPK model (even those that are not physically realizable, due to
mechanical constraints); however, we are often interested in knowing only the
solution that describes the actual pose of the platform (corresponding to n�), so
iterative numerical methods are sufficient. Several analytical methods can be
employed for solving the FPK model of a parallel robot (see, e.g., Merlet 2006);
among them, the so-called elimination methods are of particular interest (Kapur
1995).

The main idea of an elimination method is to manipulate the equations of the
FPK in order to reduce the problem to the solution of a univariate polynomial
whose real roots enable to determine all the possible poses of the platform.
A drawback of this procedure is that it can be performed in several different ways,
not all of them leading to the same degree of the resulting polynomial (Merlet
1999). Therefore, it is necessary to find the univariate polynomial with the least
degree. Such degree can be obtained, for example, using the Bezout’s theorem
(Merlet 2006). But once the roots of the polynomial are computed, it is necessary to
determine which one gives the actual configuration of the robot. We will consider
that such configuration (given by q 2 X�

q) and the corresponding pose of the
platform (n 2 X�

n) can be determined by considering the diffeomorphism Eq. (8.8).
It is worth mentioning here that the FPK of a large number of mechanisms can

be determined by studying equivalent mechanisms for which the univariate poly-
nomial can be easily extracted (Merlet 2006). For example, in the case of the
mechanism under study, its 6-3-PUS structure can be analyzed as a 3-PRPS type
(Carbonari et al. 2011).

Fig. 8.2 Relations among
sets Xq; Xq and Xn
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8.2.2 Velocity Kinematics Modeling

Now, let t 2 R
3 and x 2 R

3 be, respectively, the vectors of linear and angular
velocities of the center of mass (com) of the platform. Then the forward velocity
kinematics (FVK) model can be written as:

t
x

� �
¼ JðqÞ _q

where _q ¼ d
dtq 2 R

n, and JðqÞ 2 R
6�n is known as the geometric Jacobian matrix

of the robot.
Taking the time derivative of Eq. (8.1), we get

JcðqÞ _q ¼ 0 2 R
r ð8:12Þ

where

JcðqÞ ¼ @cðqÞ
@q

2 R
r�m ð8:13Þ

denoted here as the constraint Jacobian, was already used in Eq. (8.3). Moreover,
taking the time derivative of Eq. (8.6) we get the relation between the vectors of
minimal and non-minimal generalized velocities, i.e.,

_q ¼ AðqÞ _q 2 R
m ð8:14Þ

where AðqÞ is the transformation Jacobian matrix given by:

AðqÞ ¼ @rðqÞ
@q

2 R
m�n ð8:15Þ

which can be also computed in terms of c and a as in Eq. (8.7).
Combining Eqs. (8.12) and (8.14), we have

Jc qð ÞA qð Þ _q ¼ 0 2 R
r ð8:16Þ

and it can be shown (see, e.g., Blajer 1997) that Eq. (8.16) implies:

Jc qð ÞA qð Þ ¼ O 2 R
r�n

or equivalently

A qð ÞTJc qð ÞT¼ O 2 R
n�r ð8:17Þ

which is a very useful property, as will be shown in the following subsection.
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Now let us assume that the pose of the platform is known, and given in terms of
the position vector rF and the rotation matrix 0RF , as functions of q; in other words,
we know rFðqÞ, and 0RFðqÞ (which is a parameterization of vðqÞ). Then the linear
velocity vector t is simply computed as

t ¼ _rFðqÞ ¼ @rFðqÞ
@q

_q ¼ @rFðqÞ
@q

AðqÞ _q; ð8:18Þ

where we have employed the chain rule and Eq. (8.14). And if the columns of
matrix 0RFðqÞ are the orthonormal vectors x̂FðqÞ, ŷFðqÞ and ẑFðqÞ, i.e.,

0RFðqÞ ¼ x̂FðqÞ½ ŷFðqÞ ẑFðqÞ� 2 SOð3Þ;

then it is possible to show (see Campa and de la Torre 2009) that the angular
velocity vector x can be obtained using the following:

x ¼ 1
2

Sðx̂FðqÞÞ _̂xFðqÞþ SðŷFðqÞÞ _̂yFðqÞþ SðẑFðqÞÞ _̂zFðqÞ
h i

ð8:19Þ

where for a vector v ¼ v1 v2 v3½ �T2 R
3, the skew-symmetric matrix operator

SðvÞ is given by

SðvÞ ¼
0 �v3 v2
v3 0 �v1
�v2 v1 0

2
4

3
5:

Again, using the chain rule and Eq. (8.14), we can rewrite Eq. (8.19) as

x ¼ 1
2

Sðx̂FðqÞÞ @x̂FðqÞ
@q

þ SðŷFðqÞÞ
@ŷFðqÞ
@q

þ
�

SðbzFðqÞÞ � @bzFðqÞ
@q

�
AðqÞ _q ð8:20Þ

To complete this section, let us consider the time derivative of the FPK model
Eq. (8.9), i.e.,

_n ¼ @hðqÞ
@q

_q ¼ JAðqÞ _q

where JAðqÞ is known as the analytical Jacobian.

8.2.3 Dynamics Modeling

The minimal dynamics model of a robot manipulator is the mapping between the
generalized forces exerted on the links by the active joints (named here as sq), and
the minimal generalized coordinates, velocities, and accelerations (i.e., q, _q, and €q,
respectively).
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According to Siciliano et al. (2009), the direct dynamics problem consists of
determining, for t� to, the vectors qðtÞ, _qðtÞ, and €qðtÞ, resulting from a given sqðtÞ,
once the initial state of the system, given by qðtoÞ and _qðtoÞ, is known. On the other
hand, the inverse dynamics problem consists of determining the sqðtÞ needed to
generate the motion specified by qðtÞ, _qðtÞ, and €qðtÞ. We are interested in the
inverse dynamics in this document.

There are several methods (aka formulations) for computing the inverse
dynamics model of a robot, being the most common the Newton–Euler and the
Euler–Lagrange formulations. In this paper, we use the latter for computing the
inverse dynamics model of the 6-3-PUS parallel robot.

Let us start by considering a general platform-type n-DOF parallel manipulator
described either by a minimal (q 2 R

n) or by a non-minimal (q 2 R
m) set of coor-

dinates. Let K be the total kinetic energy, and U be the total potential energy of such
a system (without arguments for the sake of generalization). If the robot is com-
posed of b rigid bodies (links), then the total kinetic and potential energies are simply:

K ¼
Xb
l¼1

Kl; U ¼
Xb
l¼1

U l ð8:21Þ

where Kl and U l are, respectively, the kinetic and potential energies of the l-th rigid
body.

In order to compute Kl and U l, it is customary to consider again the fixed
(inertial) coordinate frame Ro and a coordinate frame Rl attached to the l-th body,
usually in accordance with the Denavit–Hartenberg convention (see, e.g., Siciliano
et al. 2009). We now can write:

Kl ¼ 1
2

mlt
T
l tl þ lxT

l I
l
lxl

	 
 ð8:22Þ

U l ¼ �mlpTl g0 ð8:23Þ

where

ml mass of the l-th body.
Il inertia tensor of the l-th body with respect to a frame with origin at its com, but

oriented as Rl.
pl position vector of the com of the l-th body, with respect to frame Ro.
tl linear velocity vector of the com of the l-th body, with respect to frame

Ro(tl ¼ _pl).
lxl angular velocity vector of the l-th body, with respect to frame Ro, expressed in

the coordinates of Rl.
go constant vector of gravitational acceleration, with respect to frame Ro.

Consider the case where the system is described by the minimal set of gener-
alized coordinates q 2 R

n. If the pose of the l-th rigid body is given by the position
vector plðqÞ 2 R

3, and the rotation matrix
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0RlðqÞ ¼ x̂lðqÞ½ ŷlðqÞ ẑlðqÞ� 2 SOð3Þ;

then the linear velocity vector is simply tl ¼ _pl, and the angular velocity vector lxl

can be computed using an expression like Eq. (8.19), i.e.,

1
2
0RT

F Sðx̂lðqÞÞ _̂xlðqÞþ SðŷlðqÞÞ _̂ylðqÞþ SðẑlðqÞÞ _̂zlðqÞ
h i

where the left-multiplying rotation matrix allows to express the angular velocity
vector xl (computed with respect to Ro) in the coordinates of Rl.

By using Eqs. (8.21)–(8.23), we can now compute the total kinetic and potential
energies, Kðq; _qÞ and UðqÞ.

Then the Lagrangian function of the robot is defined as

Lðq; _qÞ ¼ Kðq; _qÞ � UðqÞ

and it can be shown that the inverse dynamics model of such a system is given by
the so-called Euler–Lagrange equations of motion:

d
dt

@L q; _qð Þ
@ _q

� �
� @L q; _qð Þ

@q
¼ sq: ð8:24Þ

By expanding and collecting terms, Eq. (8.24) can be rewritten as:

MqðqÞ€qþCqðq; _qÞ _qþ gqðqÞ ¼ sq;

where MqðqÞ 2 R
n�n is known as the robot inertia matrix, Cqðq; _qÞ 2 R

n�n is the
matrix of terms arising from the centrifugal and Coriolis forces, and gqðqÞ 2 R

n

represents the vector of forces due to gravity.
But if we choose a non-minimal set of generalized coordinates, given by q 2 R

m

to describe the same system, then the dynamics must also include the holonomic
constraints given by Eq. (8.1). The total kinetic and potential energies should now
be Kðq; _qÞ and UðqÞ, respectively, and for their computation we can also use
Eqs. (8.21)–(8.23).

If the pose of the l-th rigid body is given by plðqÞ 2 R
3 and 0RlðqÞ ¼

x̂lðqÞ½ ŷlðqÞ ẑlðqÞ� 2 SOð3Þ; then tl and lxl can be computed using the fol-
lowing expressions

tl ¼ @plðqÞ
@q

AðqÞ _q ð8:25Þ

lxl ¼ 1
2
0RlðqÞT Sðx̂lðqÞÞ @x̂lðqÞ

@q
þ SðŷlðqÞÞ

@ŷlðqÞ
@q

þ
�

SðẑlðqÞÞ @ẑlðqÞ
@q

�
AðqÞ _q

ð8:26Þ
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where the time derivative of q is not explicitly required (and, as will be shown in
Sect. 8.5, that fact is useful when computing the dynamics model of parallel
robots).

The Lagrangian function would become

Lðq; _qÞ ¼ K q; _qð Þ � U qð Þ;

and the expansion of the Lagrange equations of motion in this case leads to the
following expression:

MqðqÞ€qþCqðq; _qÞ _qþ gqðqÞ ¼ sq þ JTc ðqÞk ð8:27Þ

where now MqðqÞ 2 R
m�m represents the inertia matrix, Cqðq; _qÞ 2 R

m�m the
matrix of centrifugal and Coriolis forces, and gqðqÞ 2 R

m the vector of gravitational
forces; JcðqÞ is defined in Eq. (8.13), and k is the vector of Lagrange multipliers,
which ensures that the constraints in Eq. (8.1) are fulfilled.

It is worth mentioning that an alternative for computing matrices MqðqÞ,
Cqðq; _qÞ, and gðqÞ, without explicitly expanding the Lagrange’s equations of
motion, is employing the following properties (Kelly et al. 2005):

Kðq; _qÞ ¼ 1
2
_qTMqðqÞ _q ð8:28Þ

@Kðq; _qÞ
@q

¼ _MqðqÞ � Cqðq; _qÞ
	 


_q ð8:29Þ

@UðqÞ
@q

¼ gqðqÞ ð8:30Þ

Notice that given the total kinetic Kðq; _qÞ and potential UðqÞ energies, we can
use Eqs. (8.28), (8.29), and (8.30) to, respectively, get MqðqÞ, Cqðq; _qÞ, and gqðqÞ.

Now if we left-multiply Eq. (8.27) by AðqÞT, and employ Eq. (8.17), together
with Eq. (8.14) and its time derivative, we get the following minimal dynamics
model:

MqðqÞ€qþCqðq; _qÞ _qþ �gqðqÞ ¼ sq: ð8:31Þ

where

MqðqÞ ¼ AðqÞTMqðqÞAðqÞ; ð8:32Þ

Cq q; _qð Þ ¼ A qð ÞTCq q; _qð ÞA qð ÞþA qð ÞTMq qð Þ _A q; _qð Þ ð8:33Þ
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gq ¼ AðqÞTgqðqÞ; ð8:34Þ

sq ¼ AðqÞTsq: ð8:35Þ

This last step is known in general as the projection method and has been
employed by different authors (see Arczewski and Blajer 1996; Blajer 1997;
Ghorbel et al. 2000; Betsch 2005) to reduce the dynamics of constrained
mechanical systems. It should be clear that Eq. (8.31) represents the minimal
inverse dynamics model of the robot.

As mentioned in Ghorbel et al. (2000), however, the reduced dynamics model
described above in Eq. (8.31) has two special characteristics which make it different
from regular dynamics models of open-chain mechanical systems. First, the above
reduced model is valid only (locally) for q in the compact set Xq. Second, since the
parameterization q ¼ rðqÞ is implicit, it is an implicit model.

Now, after mentioning the above concepts, we can list the necessary steps to get
the dynamics model of a system subject to holonomic constraints using the Euler–
Lagrange formulation and the projection method:

1. Define the sets of minimal and non-minimal coordinates so that q 2 Xq � R
n

and q 2 X�
q � R

m.
2. Determine functions cðqÞ, aðqÞ, and rðqÞ (if possible), so that Eqs. (8.1), (8.2),

and (8.6) are met.
3. Compute JwðqÞ and AðqÞ using Eqs. (8.3) and (8.7) (or Eq. (8.15), if possible).
4. Express the pose of each of the b rigid bodies in the robot in terms of q, i.e., find

plðqÞ and 0RlðqÞ.
5. Compute the vectors of linear velocity tl and angular velocity lxl, using

Eqs. (8.25) to (8.26).
6. Compute the total kinetic Kðq; q: Þ and potential UðqÞ energies using Eqs. (8.21)–

(8.23).
7. Find the matrices of the non-minimal model Eq. (8.27) either expanding

Eq. (8.24) or using Eqs. (8.28)–(8.30).
8. Left-multiply model Eq. (8.27) by AðqÞT to get the minimal dynamics model

Eq. (8.31).

8.3 Hexapod’s Geometric Description

Figure 8.3 is again a picture of the Hexapod mechanism, but now with some marks
which will be useful for modeling the robot kinematics. These marks will be
described in the following paragraphs.

Points T1, T2, and T3 define the vertices of an equilateral triangle which is fixed
to the base and has a side length LB. For simplicity, it is assumed that the centers of
the six universal joints (labeled D0;D1; :::;D5 in Fig. 8.3) lie in one of the sides of
the T1T2T3 triangle. Attached to the center of this base triangle is the reference
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frame R0ðX0; Y0; Z0Þ, with an orientation such that the X0 axis points toward the
vertex T2, the Y0 axis is parallel to the side T1T3, and the Z0 axis points upward.

The points denoted as Q1, Q2, and Q3 are placed where the last axis of each
spherical joint meets the surface of the mobile platform, and they form a rigid
equilateral triangle. The coordinate frame RFðXF ; YF ; ZFÞ is attached to the mobile
platform, with its origin placed at the geometric center of triangle Q1Q2Q3, and its
orientation is such that the XF axis points to the center of the Q2Q3 side, and the ZF
axis is normal to the Q1Q2Q3 triangle, and points upward. Due to the mechanical
design of the spherical joints, the triangle defined by the points P1, P2, and P3

(points located at the center of the spherical joints) is rigid and equilateral (see
Fig. 8.3); moreover, the P1P2P3 triangle is always parallel to the Q1Q2Q3 triangle
and has its same dimensions, so that they together constitute a rigid right triangular
prism whose length of each side is LP ¼ LB=2, and its height is HPQ.

The intrinsic symmetry of this mechanism greatly simplifies its kinematic
analysis. Assuming hereinafter that the triad ði; j; kÞ is an element of the set
fð1; 2; 3Þ; ð2; 3; 1Þ; ð3; 1; 2Þg 
 S3 of cyclic permutations, it is possible to obtain
expressions for one side of the base equilateral triangle which are similar to those of
the other two sides, simply changing the indexes in the corresponding expressions.

In order to simplify the forthcoming analysis, a frame RTiðXTi ; YTi ; ZTiÞ is
assigned to each vertex Ti of the base triangle. And, as it is shown in the schematic
diagram of Fig. 8.4a, this frame is such that the axis XTi has the direction of the
vector rTkTi , which goes from the point Tk to the point Ti (hereinafter, unless
otherwise indicated, this vector notation will be used), and the axis ZTi is always

Fig. 8.3 Hexapod robot with
describing marks
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perpendicular to the base, and points upward. The matrix relating the orientation of
frames RTi and R0 is:

0RTiðbiÞ ¼
cosðbiÞ � sinðbiÞ 0
sinðbiÞ cosðbiÞ 0

0 0 1

2
4

3
5; ð8:36Þ

where bi is the angle from X0 to XTi, around the Z0 axis, so that b1 = 270°,
b2 = 30°, and b3 = 150°.

Besides the centers of the six universal joints, denoted by D0; D1; . . .; D5,
Fig. 8.4 also shows the midpoints of the segments TkTi, indicated by Bi. The active

Fig. 8.4 Schematic diagram
of the Hexapod: a top view
(in home position) and
b perspective view
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joint variables are named q0; q1; . . .; q5 (see Fig. 8.4a). Note that q2i�2 and q2i�1

ði ¼ 1; 2; 3Þ are the distances from the point Bi to points D2i�2 and D2i�1,
respectively, which are on the same side of the T1T2T3 triangle.

The active joint variables can be grouped into the following vector of active joint
coordinates:

q ¼ q0 q1 q2 q3 q4 q5½ �T2 R
6:

As mentioned before, each universal joint is connected to a spherical joint
through a rigid link with length L. In this way, as can be seen in Fig. 8.4b, the
points D2i�2 and D2i�1 (along to the XTi axis) form an isosceles triangle together
with the vertex Pi of the mobile platform triangle. The segment D2i�2D2i�1 has a
length equal to q2i�2 þ q2i�1, and its midpoint is denoted by Ci. Moreover, it should
be noted that vector rCiPi , which is the height of the triangle D2i�2PiD2i�1, is always
perpendicular to the XTi axis and forms an angle /i with the YTi axis.

In addition, on each side i of the robot base the following coordinate frames were
assigned (see Fig. 8.5):

• The frame RCiðXCi ; YCi ; ZCiÞ gives the inclination of the triangle D2i�2PiD2i�1,
and its orientation corresponds to that of frame RTi but after a rotation of an
angle /i around the XTi axis;

• The frames RD2i�2ðXD2i�2 ; YD2i�2 ; ZD2i�2Þ and RD2i�1ðXD2i�1 ; YD2i�1 ; ZD2i�1Þ give the
inclination of the segments D2i�2 � Pi and D2i�1 � Pi, respectively; their ori-
entation corresponds to that of the frame RCi but after a rotation of the corre-
sponding angle, �ai or ai around the ZD2i�2 or ZD2i�1 axis, respectively (see
Fig. 8.5).

Fig. 8.5 Frames used for the
orientation of the robot legs
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8.4 Kinematics

In this section, we describe the computation of the pose and velocity kinematics
models of the Hexapod parallel robot. It is worth mentioning that the kinematics
analysis of this mechanism has been previously reported in Campa et al. (2016).

8.4.1 Forward Pose Kinematics

As mentioned in Sect. 8.2.1, to get the FPK model of a parallel robot we require to
calculate the position and orientation of the mobile platform, given respectively by
rFðqÞ and 0RFðqÞ. In order to get these expressions, we will first compute the
position vector with respect to frame R0 of each point Pi, i.e., rPi , as a function of q.

From Fig. 8.4b, we can verify that the vector rPi is given by:

rPi ¼ rBi þ rBiCi þ rCiPi ð8:37Þ

In the following, we explain how to obtain rBi , rBiCi , and rCiPi .
From Fig. 8.4, considering Eq. (8.36) and recalling that the distance of the

center of an equilateral triangle of side l0 to each of its vertices is l0
� ffiffiffi

3
p

, it is
possible to verify that:

rBi ¼ 0RTiðbiÞirBi ¼ � LB
2

ffiffiffi
3

p 0RTiðbiÞ
0
1
0

2
4

3
5: ð8:38Þ

Vectors rBiCi and rCiPi can be expressed in terms of the joint variables of the
corresponding side (i.e., q2i�2 and q2i�1) as:

rBiCi ¼ 0RTiðbiÞirBiCi ¼
q2i�1 � q2i�2

2


 �
0RTiðbiÞ

1
0
0

2
4

3
5 ð8:39Þ

while rCiPi is given by:

rCiPi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4L2 � ðq2i�1 þ q2i�2Þ2

q
2

0
@

1
A 0RTiðbiÞ

0
cosð/iÞ
sinð/iÞ

2
4

3
5; ð8:40Þ

where /i (the angle between YCi and YTi around XTi) is in general a function of q.
Substituting Eqs. (8.38), (8.39), and (8.40) in Eq. (8.37), we get:
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rPi ¼0 RTiðbiÞ
rBiCi

� LB
2
ffiffi
3

p þ rCiPi cosð/iÞ
rCiPi sinð/iÞ

2
4

3
5 ð8:41Þ

where

rBiCi ¼
q2i�1 � q2i�2

2
; ð8:42Þ

rCiPi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4L2 � �q2i

p
2

; ð8:43Þ

with

�qi ¼ q2i�1 þ q2i�2 ð8:44Þ

It is worth noticing here that Eqs. (8.42) and (8.43) can be considered to perform a
change of coordinates from (q2i�1; q2i�2) to (rBiCi; rCiPi) and, as shown in Eq. (8.41),
rBiCi and rCiPi together with /i can be used to describe the position of point Pi. The
same rationale is applied in Carbonari et al. (2011) to transform the 2-1-PUS
mechanisms in each side of the Hexapod into the equivalent PRPS structure.

Further, it should be noted that given the vectors rPi, it is possible to compute:

rij ¼ rPj � rPi ð8:45Þ

whose magnitude is constant and equals to Lp:

rij
�� �� ¼ rPj � rPi

�� �� ¼ Lp; 8ði; j; kÞ 2 S3: ð8:46Þ

On the other hand, from the geometry of the robot, it is possible to verify that the
rotation matrix 0RF (whose columns 1, 2, and 3 are unit vectors in the direction of
the axes XF , YF , and ZF , respectively, with respect to R0) is given by:

0RF ¼ 2ffiffi
3

p
L3P
r23 � ðr23 � r21Þ 1

LP
r23 2ffiffi

3
p

L2P
r23 � r21

h i
; ð8:47Þ

or, by using the cross-product identity a� ðb� cÞ ¼ bðaTcÞ � cðaTbÞ, with
a; b; c 2 R

3, we get:

0RF ¼ x̂FðqÞ½ ŷFðqÞ ẑFðqÞ� ð8:48Þ

where

x̂FðqÞ ¼ 2ffiffiffi
3

p
LP

1
2
r23 � r21

� �
; ŷFðqÞ ¼

1
LP

r23; ẑFðqÞ ¼ 2ffiffiffi
3

p
L2P

r23 � r21 ð8:49Þ
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Besides, the position vector rF is given by

rF ¼ rP1 þ rP1F ¼ rP1 þ 0RF
FrP1F ; ð8:50Þ

where FrP1F is the vector from P1 to F with respect to frame RF ; but it should be
noted that rP1F has components only in the direction of the XF and ZF axes, i.e.,
FrP1F ¼ Lp=

ffiffiffi
3

p
0 HPQ

	 
T
; so that substituting Eq. (8.48) in Eq. (8.50) we get:

rF ¼ rP1 þ
1
3
r23 � 2

3
r21 þ 2HPQffiffiffi

3
p

L2P
ðr23 � r21Þ;

or considering Eq. (8.45) and the definition of ẑF in Eq. (8.48):

rF ¼ 1
3
ðrP1 þ rP2 þ rP3ÞþHPQẑF : ð8:51Þ

From Eqs. (8.45), (8.47), and (8.51), we have that in order to get the FPK model
of the Hexapod it is sufficient to know the vectors rP1 , rP2 , and rP3 . However, to
obtain rPi as functions of q, from Eq. (8.41) we have that we need to compute /1,
/2, and /3 as functions of q, and that is precisely the most difficult task when
obtaining the FPK model in this robot.

In order to do so, we start by noticing that substituting Eq. (8.41) in Eq. (8.46),
we can get three expressions of the form

aicð/iÞþ bicð/jÞþ cicð/iÞcð/jÞþ disð/iÞsð/jÞþ ei ¼ 0 ð8:52Þ

where ði; j; kÞ 2 S3 cð�Þ ¼ cosð�Þ, sð�Þ ¼ sinð�Þ, and the coefficients:

ai ¼ �
ffiffiffi
3

p
rCiPi rBjCj þ

1
2
LB

� �
ð8:53Þ

bi ¼
ffiffiffi
3

p
rCjPj rBiCi �

1
2
LB

� �
; ð8:54Þ

ci ¼ rCiPi rCjPj ; ð8:55Þ

di ¼ �2rCiPi rCjPj ð8:56Þ

ei ¼ 1
4
L2B þ

1
2
LBðrBjCj � rBiCiÞþ rBiCi rBjCj þ r2BiCi

þ r2CiPi
þ r2BjCj

þ r2CjPj
� L2P

ð8:57Þ

are in general functions of q, and we have employed the fact that bj � bi ¼ 120
	
,

for all ði; j; kÞ 2 S3.
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It is worth noticing here that if we choose the vector of non-minimal generalized
coordinates to be

q ¼ q0 q1 q2 q3 q4 q5 /1 /2 /3½ �T2 R
9 ð8:58Þ

or, in a compact form

q ¼ qT /T
	 
T

with / ¼ /1 /2 /3½ �T2 R
3; /1; /2, and /3 being the actual inclination angles

of the isosceles triangles formed by the legs (see Fig. 8.4b), then the three
expressions in Eq. (8.52) can be taken as the holonomic constraints to be fulfilled.
That is to say that the constraint vector cðqÞ ¼ 0 would be:

cðqÞ ¼
a1ðqÞcð/1Þþ b1ðqÞcð/2Þþ c1ðqÞcð/1Þcð/2Þþ d1ðqÞsð/1Þsð/2Þþ e1ðqÞ
a2ðqÞcð/2Þþ b2ðqÞcð/3Þþ c2ðqÞcð/2Þcð/3Þþ d2ðqÞsð/2Þsð/3Þþ e2ðqÞ
a3ðqÞcð/3Þþ b3ðqÞcð/1Þþ c3ðqÞcð/3Þcð/1Þþ d3ðqÞsð/3Þsð/1Þþ e3ðqÞ

2
4

3
5

¼ 0;

ð8:59Þ

Moreover, notice that for the given selection of q, we can choose

q ¼ aðqÞ ¼ I O½ �q ¼ q1 q2 q3 q4 q5 q6½ �T;

which clearly is a smooth (or continuously differentiable) function; then the
application of the implicit function theorem ensures the existence of function
q ¼ rðqÞ.

In the following, we explain how to solve the system of equations given by
Eq. (8.52) using an analytic method. To start, all the sine and cosine trigonometric
functions in Eq. (8.52) are replaced according to:

cð/iÞ ¼
1� x2i
1þ x2i

and sð/iÞ ¼
2xi

1þ x2i

where xi ¼ tan /i=2ð Þ. Rearranging terms in c1ðqÞ, c2ðqÞ, and c3ðqÞ, we obtain the
equations

x22ðf1x21 þ g1Þþ h1x21 þ 4d1x1x2 þ k1 ¼ 0 ð8:60Þ

x23ðf2x22 þ g2Þþ h2x
2
2 þ 4d2x2x3 þ k2 ¼ 0 ð8:61Þ

x21ðf3x23 þ g3Þþ h3x
2
3 þ 4d3x3x1 þ k3 ¼ 0 ð8:62Þ
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where fi ¼ �ai � bi þ ci þ ei, gi ¼ ai � bi � ci þ ei, hi ¼ ai þ bi � ci þ ei, and
ki ¼ ai þ bi þ ci þ ei, with ai, bi, ci, di, and ei are given by Eqs. (8.53)–(8.57).

In order to obtain a polynomial that depends only on the variable x1; first, we
will eliminate x3 from Eqs. (8.61) and (8.62), obtaining an equation that contains
only x1 and x2, using the Bezout’s method (Nanua et al. 1990). Finally, employing
Bezout’s method again, from the equation obtained in the previous step and
Eq. (8.60), it is possible to get an equation that depends only on x1.

For the sake of simplicity, we rewrite Eqs. (8.61) and (8.62) as:

A1x
2
3 þB1x3 þC1 ¼ 0 ð8:63Þ

A2x
2
3 þB2x3 þC2 ¼ 0 ð8:64Þ

where A1 ¼ f2x22 þ g2, B1 ¼ 4d2x2, C1 ¼ h2x22 þ k2, A2 ¼ f3x21 þ h3, B2 ¼ 4d3x1,
and C2 ¼ g3x21 þ k3.

Now, following the procedure described in Nanua et al. (1990), from Eqs. (8.63)
and (8.64) we can get the equation:

det
det

A1 C1

A2 C2

� �
det

B2 B1

A2 A1

� �

det
B1 C1

B2 C2

� �
det

A1 C1

A2 C2

� �
2
664

3
775 ¼ Dx42 þEx32 þFx22 þGx2 þH ¼ 0 ð8:65Þ

where det �½ � denotes the determinant of the matrix in its argument,
D ¼ l1x41 þ n1x21 þ o1, E ¼ m1x31 þ p1x1, F ¼ l2x41 n2x21 þ o2, G ¼ m2x31 þ p2x1, and
H ¼ l3x41 þ n3x21 þ o3, with

l1 ¼ f 22 g
2
3 � 2f2f3g3h2 þ f 23 h

2
2

m1 ¼ �16d2d3f2g3 � 16d2d3f3h2

n1 ¼ 16d23 f2h2 þ 2f 22 g3k3 � 2f2f3h2k3 � 2f2g3h2h3 þ 2f3h22h3

o1 ¼ f 22 k
2
3 � 2f2h2h3k3 þ h22h

2
3

p1 ¼ �16d2d3f2k3 � 16d2d3h2h3

l2 ¼ 16d22 f3g3 � 2f2f3g3k2 þ 2f2g2g23 þ 2f 23 h2k2 � 2f3g2g3h2m2 � 16d2d3f3k2 � 16d2d3g2g3

n2 ¼ 16d22 f3k3 þ 16d22g3h3 þ 16d23 f2k2 þ 16d23g2h2 � 2f2f3k2k3 þ 4f2g2g3k3
� 2f2g3h3k2 � 2f3g2h2k3 þ 4f3h2h3k2 � 2g2g3h2h3

o2 ¼ 16d22h3k3 þ 2f2g2k23 � 2f2h3k2k3
p2 ¼ �16d2d3g2k3 � 16d2d3h3k2

l3 ¼ f 23 k
2
2 � 2f3g2g3k2 þ g22g

2
3

n3 ¼ 16d23g2k2 � 2f3g2k2k3 þ 2f3h3k22 þ 2g22g3k3 � 2g2g3h3k2 � 2g2g3h3k2

o3 ¼ g22k
2
3 � 2g2h3k2k3 þ h23k

2
2
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After following a similar method to the one given in Nanua et al. (1990), we can
eliminate x2 from Eqs. (8.60) and (8.65) and get the following equation:

r1x
16
1 þ r2x

14
1 þ r3x

12
1 þ r4x

10
1 þ r5x

8
1 þ r6x

6
1 þ r7x

4
1 þ r8x

2
1 þ r9 ¼ 0 ð8:66Þ

where the coefficients can be computed through the expression:

det

EA3 � DB3 FA3 � DC3 GA3 HA3

FA3 � DC3 FB3 � EC3 þGA3 GB3 þHA3 HB3

A3 B3 C3 0
0 A3 B3 C3

2
664

3
775 ¼ 0

where A3 ¼ f1x21 þ g1, B3 ¼ 4d1x1, and C3 ¼ h1x21 þ k1.
Given the kinematics parameters of the robot, it is possible to compute the 16

roots of Eq. (8.66) through software. Note that each root of Eq. (8.66) is equal to
tanð/i=2Þ, so it is possible to solve /1,/2, and /3. It is worth noticing that the
degree of the polynomial in Eq. (8.66) can be reduced using a new variable 1 ¼ x21,
and solving for 1 we finally get x1 ¼ � ffiffiffi

1
p

. That means that the 16 solutions of
Eq. (8.66) come in pairs (i.e., if �x1 is a solution of Eq. (8.66), then also ��x1 is).

It is worth mentioning that only one of these 16 solutions correspond to the
angles of the real configuration of the robot (i.e., only one is part of q� 2 X�

q). To
determine which is the real solution, we can evaluate the FPK model for each of the
solutions and compare with the actual configuration of the robot. A complete study
of the singularities of the Hexapod, including those configurations for which JwðqÞ
is singular, is to be performed, although intuition seems to indicate that due to the
symmetry of the robot and the physical limits of each active joint variable, the
whole real workspace of the Hexapod is a subset of X�

q.
Finally, notice that JwðqÞ for the Hexapod robot becomes:

JwðqÞ ¼
@aðqÞ
@q

@cðqÞ
@q

" #
¼

@aðqÞðq;/Þ
@q

@aðqÞðq;/Þ
@/

@cðqÞðq;/Þ
@q

@cðqÞðq;/Þ
@/

" #
¼ I O

@cðqÞðq;/Þ
@q

@cðqÞðq;/Þ
@/

� �
2 R

9�9

so that JwðqÞ is invertible if and only if @cðq;/Þ
@/ is invertible, that is to say

det JwðqÞ
	 
 6¼ 0 , det

@cðq;/Þ
@/

� �
6¼ 0: ð8:67Þ

8.4.2 Forward Velocity Kinematics

The vectors of linear velocity t and angular velocity x of the Hexapod’s platform
can be computed using Eqs. (8.18) and (8.20).
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Thus, considering Eqs. (8.48) and (8.51) we have

t ¼ _rF ¼ 1
3
ðJ1 þ J2 þ J3ÞþHPQJz

� �
AðqÞ _q

x ¼ 1
2

Sðx̂FÞJx þ SðŷFÞJy þ SðẑFÞJz
	 


AðqÞ _q

where

Ji ¼ @rPi

@q
ði ¼ 1; 2; 3Þ ð8:68Þ

and

Jx ¼ @x̂F
@q

; Jy ¼ @ŷF
@q

; Jz ¼ @ẑF
@q

ð8:69Þ

For the computation of matrix AðqÞ, let us consider the following analysis,
which is a contribution of this work.

The constraint vector for the Hexapod robot is given by Eq. (8.59), and taking its
time derivative, we get

@cðq;/Þ
@q

_qþ @cðq;/Þ
@/

_/ ¼ 0; ð8:70Þ

assuming that / is chosen to satisfy q ¼ q /½ �T� X�
q, then JwðqÞ 6¼ 0 and we can

use Eq. (8.67) to solve Eq. (8.70) for _/ to get

_/ ¼ @/ðqÞ
@q

_q ¼ � @cðq;/Þ
@/

� ��1@cðq;/Þ
@q

_q ð8:71Þ

or

@/ðqÞ
@q

¼ � @cðq;/Þ
@/

� ��1
@cðq;/Þ

@q
:

Besides, as function rðqÞ is given by

rðqÞ ¼ q
/ðqÞ

� �
ð8:72Þ

then from Eq. (8.72) the matrix AðqÞ is

AðqÞ ¼ @rðqÞ
@q

¼ I
@/ðqÞ
@q

� �
¼

I
� @cðq;/Þ

@/


 ��1
@cðq;/Þ

@q

" #
2 R

9�6: ð8:73Þ
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It is worth noticing that Eq. (8.73) allows to compute matrix AðqÞ without
explicitly knowing function rðqÞ. The key for this useful result was the selection of
the non-minimal coordinates given by Eq. (8.58), and this suggests that a similar
procedure could be applied to other types of parallel robots.

Now, for the computation of the analytical Jacobian of the Hexapod robot
(which will be required for the implementation of the two-loop controller described
in Sect. 8.7.1), let us consider the fact that the pose of the platform can be written in
terms of q and /, i.e.,

n ¼ vðqÞ ¼ vðq;/Þ;

and taking the time derivative:

_n ¼ @vðq;/Þ
@q

_qþ @vðq;/Þ
@/

_/ ð8:74Þ

Substituting _/ in Eq. (8.74), we get

_n ¼ @vðq;/Þ
@q

_q� @vðq;/Þ
@/

@cðq;/Þ
@/

� ��1
@cðq;/Þ

@q
_q

and the analytical Jacobian becomes

JAðqÞ ¼ @vðq;/Þ
@q

� @vðq;/Þ
@/

@cðq;/Þ
@/

� ��1@cðq;/Þ
@q

ð8:75Þ

8.5 Dynamics

In this section, we show the application of the procedure described in Sect. 8.2.3 for
computing the inverse dynamics model of the Hexapod parallel robot.

The analysis considers that the Hexapod robot consists of a total of b ¼ 25
mobile rigid bodies, distributed as indicated below:

• The platform: 1.
• The legs: 6.
• The links between a P joint and a U joint: 6.
• The links between the two ends of a U joint: 6.
• The two links between the two ends of an S joint: 2 � 3 = 6.
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8.5.1 Computation of the Linear and Angular Velocities
for Each Body

The following subsections explain how to compute tl and lxl for the different rigid
bodies in the Hexapod. In each subsection, we first show how to describe the pose
of the rigid body l, via the position vector pl 2 R

3 and the rotation matrix
0Rl 2 SOð3Þ; after that, we compute tl and lxl using Eqs. (8.25) and (8.26). But in
order to simplify the subsequent analysis, we employ the Jacobians JGl and KGl

satisfying

tl
lxl

� �
¼ JGl

KGl

� �
_q ð8:76Þ

so that

JGl ¼
@plðqÞ
@q

ð8:77Þ

KGl ¼
1
2
0RlðqÞT Sðx̂lðqÞÞ @x̂lðqÞ

@q
þ SðŷlðqÞÞ

@ŷlðqÞ
@q

�
þ SðẑlðqÞÞ @ẑlðqÞ

@q

�
ð8:78Þ

8.5.1.1 Platform

Let us consider that l ¼ 1 in the case of the platform. From Eq. (8.51), the position
vector of its com is

p1 ¼
1
3
ðrP1 þ rP2 þ rP3ÞþH�ẑF

where H� is the distance from the center of the triangle P1P2P3 to the com of the
platform. As we can choose frame RF to compute the angular velocity of the
platform, we can write

0R1 ¼ 0RF ¼ x̂FðqÞ ŷFðqÞ ẑFðqÞ½ �;

considering Eqs. (8.48) and (8.49).
Thus, the linear and angular velocity vectors can be computed via Eq. (8.76),

with l ¼ 1, using:

JG1 ¼
1
3

J1 þ J2 þ J3ð ÞþH�Jz ð8:79Þ
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and

KG1 ¼
1
2
0RT

F Sðx̂FÞJx þ SðŷFÞJy þ SðẑFÞJz
	 
 ð8:80Þ

where the auxiliary Jacobians Ji, Jx, Jy, and Jz are defined in Eqs. (8.68) and (8.69).

8.5.1.2 Legs

There are six legs in the Hexapod robot, two in each side of the base triangle.
Figure 8.6 shows the side i (i ¼ 1; 2; 3) with the legs 2i� 2 and 2i� 1 (which are
coupled to the active joints with the same number). For the analysis, let us consider
that the leg 2i� 2 corresponds to the body l ¼ 2i and the leg 2i� 1 to the body
l ¼ 2iþ 1. Thus, in the count of b ¼ 25 rigid bodies, the legs are those with the
numbers l ¼ 2; 3; . . .; 7.

For the sake of simplicity, let us assume that each of the legs is symmetric, so
that its com, labeled either as G2i�2 or G2i�1, is at the midpoint of the corresponding
segment, either PiD2i�2 or PiD2i�2.

As it can be seen in Fig. 8.6, E2i�2 and E2i�1 are the midpoints of the segments
CiD2i�2 and CiD2i�1, respectively, therefore rCiE2i�1 ¼ �rCiE2i�2 ¼
ð�qi=4Þ0RTiðbiÞ 1 0 0½ �T and rE2i�1G2i�1 ¼ rE2i�2G2i�2 ¼ ð1=2ÞrCiPi ; therefore, the
position vectors of G2i�2 and G2i�1, rG2i�2 and rG2i�1 , are given by:

p2i ¼ rG2i�2 ¼ rCi þ rCiE2i�2 þ rE2i�2G2i�2

¼ 0RTiðbiÞ
rBiCi � �qi

4

� LB
2
ffiffi
3

p þ 1
2 rCiPi cosð/iÞ

1
2 rCiPi sinð/iÞ

2
664

3
775 ¼ 1

2
rPi þ 0RTiðbiÞ

� q2i�2
2

� LB
4
ffiffi
3

p

0

2
64

3
75

p2iþ 1 ¼ rG2i�1 ¼ rCi þ rCiE2i�1 þ rE2i�1G2i�1

¼0 RTiðbiÞ
rBiCi þ �qi

4

� LB
2
ffiffi
3

p þ 1
2 rCiPi cosð/iÞ

1
2 rCiPi sinð/iÞ

2
664

3
775 ¼ 1

2
rPi þ 0RTiðbiÞ

q2i�1
2

� LB
4
ffiffi
3

p

0

2
64

3
75

Now, by considering frames RCi , RD2i�2 , and RD2i�1 , defined at the end of
Sect. 8.3 and shown in Fig. 8.5, we have that the orientation of the legs 2i� 1 and
2i� 2, with respect to the base frame, is respectively given by
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0R2i ¼ 0RD2i�1 ¼ 0RTiðbiÞRxð/iÞRzðaiÞ;
0R2iþ 1 ¼ 0RD2i�2 ¼ 0RTiðbiÞRxð/iÞRzð�aiÞ;

where we employ some elementary rotation matrices, defined as

Rxð�Þ ¼
1 0 0

0 cosð�Þ � sinð�Þ
0 sinð�Þ cosð�Þ

2
64

3
75; Ryð�Þ ¼

cosð�Þ 0 sinð�Þ
0 1 0

� sinð�Þ 0 cosð�Þ

2
64

3
75;

Rzð�Þ ¼
cosð�Þ � sinð�Þ 0

sinð�Þ cosð�Þ 0

0 0 1

2
64

3
75;

ð8:81Þ

and we apply sinðaiÞ ¼ rCiD2i�1k k
L ¼ �qi

2L, cosðaiÞ ¼ rCiPi
L , with rCiPi and �qi being defined in

Eqs. (8.43) and (8.44), respectively, and L the length of the link.
Now, applying Eqs. (8.77) and (8.78) for l ¼ 2i and l ¼ 2iþ 1, we can verify

that

JG2i ¼
1
2
Ji þ 0RTiðbiÞ

@

@q
� q2i�2

2 0 0
	 
T

;

JG2iþ 1 ¼
1
2
Ji þ 0RTiðbiÞ

@

@q
q2i�1
2 0 0

	 
T
;

KG2i ¼
rCiPi
L

@

@q

/i

0

0

2
64

3
75þ �qi

2L
@

@q

0

/i

0

2
64

3
75� 1

2rCiPi

@

@q

0

0

�qi

2
64

3
75;

ð8:82Þ

Fig. 8.6 Localization of the
centers of mass of the
Hexapod’s legs 2i� 2 and
2i� 1
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and

KG2iþ 1 ¼
rCiPi
L

@

@q

/i
0
0

2
4

3
5� �qi

2L
@

@q

0
/i
0

2
4

3
5þ 1

2rCiPi

@

@q

0
0
�qi

2
4

3
5; ð8:83Þ

where rCiPi and �qi are defined in Eqs. (8.43) and (8.44), respectively, so that

t2i ¼ 1
2
_rPi þ 0RTiðbiÞ � _�q2i�2

2 0 0
h iT

;

t2iþ 1 ¼ 1
2
_rPi þ 0RTiðbiÞ _�q2i�1

2 0 0
h iT

;

2ix2i ¼ rCiPi
L

_/i
�qi
2L

_/i � 1
2rCiPi

_�qi
h iT

; and

2iþ 1x2iþ 1 ¼ rCiPi
L

_/i � �qi
2L

_/i
1

2rCiPi
_�qi

h iT
:

8.5.1.3 P and U Joints

Notice that the prismatic (P) and the universal (U) joints can be seen as a 2-DOF
compound joint between the robot base and each of its legs. Each PU joint contains
two intermediate rigid bodies (or parts) which can be appreciated in Fig. 8.7a:

• Part 1 of PU joint: This is the base of the U joint, which moves along the side of
the base triangle; its configuration depends only on the active joint coordinate
corresponding to the P joint.

• Part 2 of PU joint: This is the coupling link between the part 1 of a PU joint and
the corresponding leg; its configuration depends on the active joint coordinate of
the P joint and the corresponding /i angle, which gives a rotation around the
same axis.

Fig. 8.7 Rigid bodies in the Hexapod’s joints: a PU joint and b S joint
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Part 1 of PU joints

Let us consider that the part 1 of the PU joint 2i� 2 corresponds to the body
l ¼ 2iþ 6 and the same part of the PU joint 2i� 1 to the body l ¼ 2iþ 7. Thus, the
first parts of the PU joints of the Hexapod are those rigid bodies with the numbers
l ¼ 8; 9; . . .; 13.

Notice that the position vector of the com for the first part of a PU joint is either

p2iþ 6 ¼ 0RTiðbiÞ �q2i�2 d �lc1½ �T or
p2iþ 7 ¼ 0RTiðbiÞ q2i�1 d �lc1½ �T

where d ¼ �LB=2
ffiffiffi
3

p
and lc1 is the distance from either point D2i�2 or D2i�1 (with

i ¼ 1; 2; 3) to the com of the corresponding PU joint part 1. Thus

JG2iþ 6 ¼ 0RTiðbiÞ
@

@q
�q2i�2 d �lc1½ �T and

JG2iþ 7 ¼ 0RTiðbiÞ
@

@q
�q2i�1 d �lc1½ �T

ð8:84Þ

And as these parts do not rotate, then

KG2iþ 6 ¼ KG2iþ 7 ¼ O 2 R
3�9: ð8:85Þ

Part 2 of PU joints

For the count of rigid bodies, let us consider that the part 2 of the PU joint 2i� 2
corresponds to the body l ¼ 2iþ 12 and the same part of the PU joint 2i� 1 to the
body l ¼ 2iþ 13. Thus, the second parts of the PU joints are those rigid bodies with
the numbers l ¼ 14; 15; . . .; 19.

The position vector of the second part of a PU joint is either

p2iþ 12 ¼ 0RTiðbiÞ �q2i�2 d 0½ �T or p2iþ 13 ¼ 0RTiðbiÞ �q2i�1 d 0½ �T

where d ¼ �LB=ð2
ffiffiffi
3

p Þ. Thus

JG2iþ 12 ¼ 0RTiðbiÞ
@

@q
�q2i�2 d 0½ �T and

JG2iþ 13 ¼ 0RTiðbiÞ
@

@q
q2i�1 d 0½ �T

ð8:86Þ

The orientation of this part for either l ¼ 2iþ 12 or l ¼ 2iþ 13 is given by

224 R. Campa et al.



0R2iþ 12 ¼ 0R2iþ 13 ¼ 0RTiðbiÞRð/iÞ

thus

KG2iþ 12 ¼ KG2iþ 13 ¼
@

@q
/i 0 0½ �T: ð8:87Þ

8.5.1.4 S Joints

There are only three spherical joints in the Hexapod robot. The spherical joint i is
placed in the side i of the base triangle, and it joins the vertex Qi of the platform
triangle with the legs 2i� 2 and 2i� 1. Figure 8.8 shows this side of the robot in
foreground.

Each spherical joint is assumed to be formed by three independent rotational
joints; let h1i, h2i, and h3i be the joint coordinates of the S joint in the i side of the
robot. Notice in Fig. 8.8 that these three angles can be considered as the Euler
angles of the XYZ convention, which allow to express the relative orientation of
frame RF with respect to a frame denoted in the same figure as RNi . In other words,
h1i, h2i, and h3i are the angles that RNi has to be rotated in order to have the same
orientation as RF .

Fig. 8.8 Coordinate frames
for modeling the spherical
joints
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Now, with respect to the pose of frame RNi , it is worth noticing that the origin of
this frame is at the point Pi, and its orientation is given by the following compo-
sition of rotation matrices:

0RNi ¼ 0RTiðbiÞRxð/iÞCiRNi

where

CiRNi ¼
0 1 0
0 0 1
1 0 0

2
4

3
5 2 SOð3Þ

is the rotation matrix giving the relative orientation of frame RNi with respect to RCi

Analyzing the coordinate frames in Fig. 8.8, it should be clear that the following
expression is valid:

0RF ¼ 0RTiðbiÞRxð/iÞCiRNiRxðh1iÞRyðh2iÞRzðh3iÞ ð8:88Þ

where the elementary rotation matrices Rxð�Þ, Ryð�Þ, and Rzð�Þ were defined in
Eq. (8.81).

Applying the property R�1 ¼ RT of any rotation matrix R 2 SOð3Þ, we can
rewrite Eq. (8.88) as

Rxðh1iÞRyðh2iÞRzðh3iÞ ¼ CiRT
Ni
Rxð/iÞT 0RTiðbiÞT 0RF ¼ NiRFðqÞ ð8:89Þ

The (Euler) angles h1i, h2i, and h3i can now be computed using the standard
formulas for the XYZ convention (see Craig 2004), that is:

h1i ¼ atan2 �R2;3ðqÞ;R3;3ðqÞ
� � ð8:90Þ

h2i ¼ atan2 R1;3ðqÞ;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2;3ðqÞ2 þR3;3ðqÞ2

q� �
ð8:91Þ

h3i ¼ atan2 �R1;2ðqÞ;R1;1ðqÞ
� �

where Ru;vðqÞ is the element ðu; vÞ of the matrix NiRFðqÞ defined in Eq. (8.89).
Moreover, there are two rigid bodies (parts) in every spherical joint (see

Fig. 8.7b):

• Part 1 of S joint: This is the link between the legs and the second part of the S
joint; its configuration can be computed from the corresponding leg’s config-
uration and the angle h1i.

• Part 2 of S joint: This is the link between the part 1 of the same S joint and the
platform; its configuration can be computed from the configuration of the part 1
and the angle h2i.
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Part 1 of S joints

The first parts of the S joints correspond to the rigid bodies with l ¼ 20; 21; 22,
or, in terms of i, l ¼ 19þ i. For the sake of simplicity, let us consider that the com
of the S joint part 1 is at point Pi, that is to say that

p19þ i ¼ rPi

so that

JG19þ i ¼ Ji; ð8:92Þ

with Ji ¼ @rPi
@q .

The frame attached to this body is labeled as R1i in Fig. 8.8, and its orientation is
given by

0R19þ iðqÞ ¼ 0RTiðbiÞRxð/iÞCiRNiRxðh1iÞ;

it can be shown that

KG19þ i ¼ Rxðh1iÞTCiRT
Ni

@

@q
/i 0 0½ �T þ @

@q
h1i 0 0½ �T ð8:93Þ

where the term @h1i
@q can be computed by taking the partial derivative of Eq. (8.90)

and results in

@h1i
@q

¼
R2;3ðqÞ @R3;3ðqÞ

@q � R3;3ðqÞ @R2;3ðqÞ
@q

R2;3ðqÞ2 þR3;3ðqÞ2
:

The angular velocity thus becomes:

19þ ix19þ i ¼ Rxðh1iÞTCiRT
Ni

_/i
0
0

2
4

3
5þ

_hi1
0
0

2
4

3
5

Part 2 of S joints

The second parts of the S joints correspond to the rigid bodies with
l ¼ 23; 24; 25, or, in terms of i, l ¼ 22þ i. In this case, the com of the S joint part 2
is not at point Pi but at a distance lc in the direction of ẑF , that is to say that

p22þ i ¼ rPi þ lcẑF
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so that
JG22þ i ¼ Ji þ lcJz; ð8:94Þ

where Ji ¼ @rPi
@q and Jz ¼ @ẑF

@q .
The frame attached to this body is labeled as R2i in Fig. 8.8, and its orientation is

given by

0R22þ iðqÞ ¼0 RTiðbiÞRxð/iÞCiRNiRxðh1iÞRyðh2iÞ;

it can be shown that

KG22þ i ¼ Ryðh2iÞTKG19þ i þ
@

@q
0 h2i 0½ �T ð8:95Þ

where the term @h2i
@q can be computed by taking the partial derivative of Eq. (8.91)

and results in

@h2i
@q

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2;3ðqÞ2 þR3;3ðqÞ2

q R2;3ðqÞ2 þR3;3ðqÞ2

 � @R1;3ðqÞ

@q

�

� R1;3ðqÞ R2;3ðqÞ @R2;3ðqÞ
@q

þR3;3ðqÞ @R3;3ðqÞ
@q

� ��

The angular velocity thus becomes:

22þ ix22þ i ¼ Ryðh2iÞT 19þ ix19þ i þ
0
_h2i
0

2
4

3
5

Notice that the angular velocity of the part 2 of each S joint is given as a function
of the angular velocity of the part 1 of the same S joint.

8.5.2 Computation of the Inverse Dynamics Model

According to Eqs. (8.21)–(8.23), the total kinetic and potential energies of the
Hexapod robot are given by:

Kðq; _qÞ ¼
X25
l¼1

Kl ¼ 1
2

X25
l¼1

mlt
T
l tl þ lxlIllxl

	 
 ð8:96Þ

and

UðqÞ ¼
X25
l¼1

U l ¼ �
X25
l¼1

mlpTl

" #
go; ð8:97Þ
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Now, replacing Eq. (8.76) in Eq. (8.96) we get

Kðq; _qÞ ¼ 1
2
_qT

X25
l¼1

mlJTGl
JGl þKT

Gl
IlKGl

" #
_q

and comparing with Eq. (8.28), it should be clear that

MðqÞ ¼
X25
l¼1

mlJTGl
JGl þKT

Gl
IlKGl

h i
ð8:98Þ

where the Jacobians JGl and KGl , with l ¼ 1; 2; . . .; 25, for the Hexapod robot were
found in the previous subsection [Eqs. (8.79), (8.80), (8.82)–(8.87), and (8.92)–
(8.95)], and the dynamics parameters ml and Il are to be determined for the
Hexapod robot either by an experimental procedure or via CAD modeling.

Once MðqÞ is computed, the vector of centrifugal and Coriolis forces can be
obtained by rewriting Eq. (8.29) as:

Cðq; _qÞ _q ¼ M
:
ðqÞ _q� @

@q
1
2
_qTMðqÞ _q

� �

and taking _q out:

Cðq; _qÞ ¼ M
:
ðqÞ � 1

2
@

@q
ð _qTMðqÞÞ ð8:99Þ

Finally, the vector of gravitational forces can be obtained from (8.30) and (8.97),
i.e.,

gðqÞ ¼ @UðqÞ
@q

¼ �
X25
l¼1

ml
@plðqÞ
@q

T
" #

go ¼ �
X25
l¼1

mlJTGl

" #
go ð8:100Þ

where go ¼ 0 0 go½ �T, with go ¼ 9:81½m/s2�, is the gravitational acceleration
vector for the Hexapod robot.

Once the matrices of the non-minimal dynamics model given by Eqs. (8.98),
(8.99), and (8.100) are computed, we can use the matrix AðqÞ given by Eq. (8.73),
i.e.,

AðqÞ ¼ I
� @cðq;/Þ

@/

�1 @cðq;/Þ
@q

� �
2 R

9�6;

to find the corresponding matrices of the minimal dynamics model Eq. (8.31) using
Eqs. (8.32)–(8.35).
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8.6 Validation of the Models

In order to show the validity of the Hexapod’s forward kinematics model and
inverse dynamics model, obtained in the previous sections, we carried out some
simulations in which the results produced by our analytical models for a given
motion were compared with the results generated by the SolidWorks Motion
software tool.

SolidWorks Motion is a module of the SolidWorks® product family which is
useful for the analysis and design of mechanisms, when their SolidWorks CAD
model is provided. SolidWorks Motion can compute the solution of kinematics and
dynamics models numerically for a time-based motion.

For the validation of the kinematics and dynamics models, we designed a motion
profile in which the active joint variables were taken as inputs and time-varying
functions were applied to them. Such motion profile was then used in simulations
employing the analytical expressions of the FPK and inverse dynamics models,
developed in Sects. 8.4 and 8.5, respectively, and compared with the results given
by SolidWorks Motion.

The trajectory for the active joints is given by the vector

qdðtÞ ¼ qð0Þþ u ½m�

where u ¼ ½u1 u2 u3 u4 u5 u6�T 2 R
6, with components ui ¼ cið1� e�jt3Þ

sinðxitÞ, and qð0Þ corresponds to the vector of active joints at the home configu-
ration (where the robot starts at t ¼ 0) which, according to the specifications of the
Hexapod robot, is given by qð0Þ ¼ 0:1765 1 1 1 1 1 1½ �Tm, which corre-
sponds to the home pose of the platform given by rFð0Þ ¼ xð0Þ yð0Þ zð0Þ½ �T¼
0 0 0:424½ �Tm and 0RF ¼ I (or kð0Þ lð0Þ mð0Þ½ �T¼ 0 0 0½ �Trad).
Then, by using SolidWorks Motion, we computed: (a) the vector n 2 R

6 of
coordinates describing the pose of the platform (the three Cartesian coordinates and
the three ZYX-convention Euler angles), which is the output of the FPK model; and
(b) the vector of active joint generalized forces sq, which is the output of the inverse
dynamics model.

The parameters of the trajectory were chosen to be c1 ¼ c4 ¼ c6 ¼ 0:05 ½m�,
c2 ¼ c3 ¼ c5 ¼ 0:08 ½m�, j ¼ 1 ½s�3�, and x1 ¼ x2 ¼ 2x3 ¼ 2x4 ¼ 4x5 ¼
4x6 ¼ 3 ½rad/s�. It is worth noticing that this trajectory starts at the home config-
uration with null velocity and null acceleration (i.e., qdðtÞ ¼ _qdðtÞ ¼ €qdðtÞ ¼ 0 for
t ¼ 0). Also notice that as t ! 1, the desired trajectory reduces to simple sinu-
soidal functions in each axis.

Once the position vector rF and the rotation matrix 0RF were computed by
following the steps at the end of Sect. 8.4.1, the ZYX Euler angles were determined
using the following expressions:
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k ¼ atan
0RF2;1

0RF1;1

� �
; l ¼ atan

�0RF3;1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0R2

F 1;1
þ 0R2

F2;1

q
0
B@

1
CA; m ¼ atan

0RF3;2

0RF3;3

� �

where 0RFu;v is the element ðu; vÞ of matrix 0RF , and we take LB ¼ 0:866 ½m�,
L ¼ 0:3689 ½m�, and HPQ ¼ 0:090 ½m� as kinematic parameters.

Figure 8.9 shows the time evolution of the six variables giving the pose of the
platform obtained by SolidWorks and our analytical expressions. It should be noticed
that the graphs for each coordinate are very similar. Figure 8.10 shows the norm of
the vectors giving the difference between the SolidWorks and analytical models for
both the position and orientation parts of the pose. If we consider the first 20 s shown
in Fig. 8.9, the maximum deviation between both graphs is given by ~x ¼ 0:55 [mm],
~y ¼ 1:28 and ~x ¼ 0:235 [mm], ~a ¼ 0:1314

	
, ~b ¼ 0:1050

	
and ~c ¼ 0:1317

	
.

In the case of the dynamics model, we also employed H� ¼ 0:0791 ½m�, lc1 ¼
0:0287 ½m�, lc2 ¼ 0:03081 ½m�, and the dynamics parameters given in Table 8.1.
Notice in this table that the last column gives the moment of inertia tensor with
respect to the frame associated with the corresponding body (i.e., Il), but only the
terms in its diagonal are considered.

Figure 8.11 shows the time evolution of the resulting joint generalized forces
obtained from SolidWorks and using the minimal dynamics model Eq. (8.32).

Fig. 8.9 Pose coordinates of the platform, computed by both the analytical model (black solid
line) and the CAD model (green circled line)
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Figure 8.12 shows the time evolution of the norm of the vector formed by the
difference between the generalized forces computed by those models for all the six
joints. The maximum deviation from both graphs is given by: ~s0 ¼ 0:179 [N],
~s1 ¼ 0:239 [N], ~s2 ¼ 0:143 [N], ~s3 ¼ 0:116 [N], ~s4 ¼ 0:094 [N], ~s5 ¼ 0:096 [N].

It is clear, by the results presented in this section, that the analytical expressions
we obtained for the FPK model and inverse dynamics model of the Hexapod robot
are validated by the SolidWorks Motion software.

8.7 Real-Time Experiments

In this section, we describe the implementation and the results of real-time
experiments carried out in the Hexapod parallel robot of the Mechatronics and
Control Laboratory of the Instituto Tecnológico de la Laguna.

Fig. 8.10 Norm of the vector giving the difference between the analytical and the CAD model for
the platform’s a position and b orientation

Table 8.1 Dynamics
parameters of the Hexapod

Rigid body Mass [Kg] (Ixx, Iyy, Izz)[Kg cm2]

Mobile platform 2.085 (198.58, 199.84, 396.31)

Leg k 0.44917 (54.66, 0.50, 54.78)

PU joint part 1 0.3194 (4.94, 5.51, 2.51)

PU joint part 2 0.2200 (1.76, 3.36, 1.75)

S joint part 1 0.2200 (1.75, 1.76, 3.36)

S joint part 2 0.3025 (5.864, 1.22, 5.218)
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Two controllers were tested:

1. A two-loop hierarchical controller consisting of a kinematic controller (one
whose output is the vector of desired joint velocities) of the type known as
resolved-rate motion control (RMRC) in the outer loop, and a PI joint velocity
controller in the inner loop.

2. An inverse dynamics controller, whose output is the vector of desired joint
torques required to cancel the nonlinear dynamics of the robot.

Fig. 8.11 Active joint generalized forces, computed by both the analytical model (black solid
line) and the CAD model (green circled line)

Fig. 8.12 Norm of the vector
giving the difference between
the active joint generalized
forces computed by the
analytical and CAD models

8 Modeling and Motion Control of the 6-3-PUS-Type … 233



It is worth mentioning that the kinematic controller requires the computation of
the inverse of the analytical Jacobian while the dynamic controller uses the inverse
dynamics model of the robot.

Experiments were implemented using the software provided by Quanser, via the
MATLAB/Simulink platform and the QUARC toolbox for real-time control.

8.7.1 Two-Loop Controller

Figure 8.13 shows the block diagram of the two-loop controller proposed as a
tracking controller for the Hexapod robot. This controller, applied to serial robot
manipulators, has been studied, and its stability is analyzed by Camarillo et al.
(2008).

By kinematic control, we refer to any scheme that uses an inverse Jacobian
algorithm to resolve the desired joint velocities directly from the pose variables of
the desired task. Thus, a kinematic controller is often employed as the outer loop of
a two-loop controller such as the one in Fig. 8.13. In this paper, we use as kinematic
controller the so-called resolved motion rate controller (RMRC), which was first
proposed by Whitney (1969). Using this scheme, the desired joint velocity for the
inner loop can be written as

md ¼ JAðqÞ�1 _nd þK~n
h i

; ð8:101Þ

where md 2 R
n is the desired joint velocity vector, _nd 2 R

6 is the time derivative of
the nd , ~n ¼ nd � n 2 R

6 is the pose error vector, and K 2 R
6�6 is a symmetric

positive definite matrix of control gains.
Under the assumption of perfect velocity tracking, that is, _q 
 md ,

pre-multiplying both sides of Eq. (8.101) by JAðqÞ and substituting _n ¼ JAðqÞ _q, we
can write

_~n ¼ �K~n: ð8:102Þ

As K is a symmetric positive definite matrix, we conclude that n ! 0 as t ! 1.
However, a real joint velocity controller does not ensure the instantaneous

tracking of the desired velocity md . In practice, we get asymptotic velocity tracking

Fig. 8.13 Block diagram of the two-loop controller
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instead of ideal velocity tracking. So, the implementation of the kinematic control
given by Eq. (8.101) requires the design of a joint velocity controller. To this end,
let us define the joint velocity error as

~m ¼ md � _q 2 R
n: ð8:103Þ

From n ¼ JAðqÞ _q, Eqs. (8.101) and (8.103), we get

_~n ¼ �K~nþ JðqÞ~m;

instead o Eq. (8.102).
For the inner loop in Fig. 8.13, we consider the classical joint-velocity

proportional-integral (PI) controller commonly used in industrial robots, which can
be written as

s ¼ Kp~mþKi

Z t

0
~mdt;

where Kp and Ki 2 R
6�6 are diagonal positive definite matrices.

8.7.1.1 Experiments

Experiments started at the home configuration of the Hexapod, which is given by
the following vector of joint coordinates:

qð0Þ ¼ 0:1765 1 1 1 1 1 1½ �Tm;

which corresponds to:

rFð0Þ ¼ 0 0 0:424½ �Tm
wð0Þ ¼ 0 0 0½ �T rad ð8:104Þ

As desired trajectory we employed:

pd ¼
c1ð1� e�ct3Þ cosðxtÞ
c2ð1� e�ct3Þ sinðxtÞ

c3ð1� e�ct3ÞðsinðxtÞ � z0
c3
Þþ 0:424

2
664

3
775m

wd ¼
c4ð1� e�ct3Þ cosðxtÞ
c5ð1� e�ct3Þ sinðxtÞ
c6ð1� e�ct3Þ sinðxtÞ

2
64

3
75rad
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with c1 ¼ c2 ¼ c3 ¼ z0 ¼ 0:02 ½m�, c ¼ :01 ½s�3�, x ¼ 0:20p ½rad/s�, and
c4 ¼ c5 ¼ c6 ¼ p=60 ½rad�. It is worth noticing that this trajectory was chosen so

that the corresponding vectors of pose coordinates nd ¼ pTd /
T
d

	 
T
started from the

home position, while the vectors of pose velocities _nd and accelerations €nd at t ¼ 0
are zero. Also notice that as t ! 1, the desired trajectory reduces to simple
sinusoidal functions in each axis.

For the experiments, the gain matrix for the kinematic controller was chosen to
be diagonal and equal to K ¼ diag f15; 15; 10; 15; 10; 10g, and for the velocity
controller the matrices were Kp ¼ 3000 I ½Nms/rad�, and Ki ¼ 4750:6 I ½Nm/rad�,
where I 2 R

6�6 is the identity matrix.
Figures 8.14 and 8.15 show, respectively, the time evolution of the norm of the

position error vector (in Cartesian coordinates) and the orientation error vector (in
ZYX Euler angles). Notice that the whole pose error is close to zero meaning that
the end effector pose of the mobile platform follows the desired trajectory.
Figure 8.16 shows the torques applied to the actuated prismatic joints.

8.7.2 Inverse Dynamics Control

Inverse dynamics control is a classical technique to perform tracking control of
robots manipulators whose objective is to find a control law that linearizes and

Fig. 8.14 Two-loop
controller: norm of the
position error vector

Fig. 8.15 Two-loop
controller: norm of the
orientation error vector
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decouples the mechanical system, by adding the necessary nonlinear terms to the
control law (Cheah and Haghighi 2014).

In this work, we employ the inverse dynamics controller in operational space
proposed by Khatib (1987), which uses Euler angles to parameterize the orientation.
This controller is given by:

sq ¼ �MqðqÞJAðqÞ�1 €nd þKV
_~nþKP

~n� _JAðqÞ _q
h i

þ �Cqðq; _qÞ _qþ �gqðqÞ; ð8:105Þ

where JAðqÞ is the analytical Jacobian; KP and KV are diagonal matrices of control
gains, and ~n ¼ nd � n, being nd , _nd , €nd the vectors of desired pose coordinates,
velocities, and accelerations, respectively.

Figure 8.17 shows the block diagram of the controller given by Eq. (8.105).
Substituting this control law in the minimal robot dynamics Eq. (8.31), and

assuming that JAðqÞ is invertible in the region of the workspace where the robot
operates, it is possible to demonstrate, using _n ¼ JAðqÞ _q and its time derivative,

that the closed-loop system is €~nþKV
_~nþKP

~n ¼ 0 2 R
6, which is a linear system

whose stability is easy to demonstrate.

Fig. 8.16 Two-loop controller: forces applied to the prismatic joints

Fig. 8.17 Block diagram of the inverse dynamics controller
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8.7.2.1 Experiments

For the implementation of the inverse dynamics controller, we used the same
desired trajectory and initial conditions as for the two-loop controller. Moreover,
the gain matrices were defined as KP ¼ diagf35; 35; 50; 80; 100; 90g½103=s2� and
KV ¼ diagf190; 250; 120; 550; 500g½1=s�.

Figures 8.18 and 8.19 show the time evolution of the norm of the position error
(in Cartesian coordinates) and the orientation error (in ZYX Euler angles) parts of ~n:
Note that both norms are kept bounded, meaning that the position of the mobile
platform follows the desired path with a relatively small error.

Figure 8.20 shows the generalized forces applied to the prismatic joints.

Fig. 8.18 Inverse dynamics
controller: norm of the
position error vector

Fig. 8.19 Inverse dynamics
controller: norm of the
orientation error vector

Fig. 8.20 Inverse dynamics controller: forces applied to prismatic joints
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8.8 Conclusions

This work first recalls the kinematics and dynamics modeling of platform-type
parallel manipulators. The Lagrangian formulation, together with the projection
method, is suggested for obtaining the minimal dynamics model. The proposed
methodology is then employed to model a 6-3-PUS-type parallel robot, known as
Hexapod. The effect of all mechanical parts of the robot (including those of the
joints) is taken into account, and the computed kinematics and dynamics models are
validated by comparing them with numerical simulations using SolidWorks
Motion. It is worth noticing that the proposed method can be used for similar
parallel robotic structures.

Additionally, we show how to implement in the Hexapod robot two tracking
controllers in operational space (i.e., employing Euler angles for describing the
orientation). The first controller has a two-loop structure: a resolved motion rate
controller (RMRC) in the outer loop and a joint velocity PI controller in the inner
loop. The second controller is of the inverse dynamics type, and it requires the
computation of the inverse dynamics model. The experimental results show a good
performance for both controllers, and this also allows to conclude the validity of the
kinematics and dynamics models we have obtained for the mechanism under study.
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Chapter 9
A Finite-Time Nonlinear PID Set-Point
Controller for a Parallel Manipulator

Francisco Salas, Israel Soto, Raymundo Juarez and Israel U. Ponce

Abstract In recent years, finite-time controllers have attracted attention from some
researchers in control, who have formulated applications to several processes and
systems, including serial robotic manipulators. In this work, we report the appli-
cation of a finite-time nonlinear PID controller to a Five-Bar Mechanism, which is a
parallel manipulator, for set-point controller. The stability analysis of the
closed-loop system shows global finite-time stability of the system. The dynamic
model of the Five-Bar Mechanism developed in this work is a so-called reduced
model, which has a structure similar to a serial robot. Moreover, the results of the
numerical simulations carried out confirm the usefulness of the proposed applica-
tion. The contribution of this work is to show the feasibility of the application of a
finite-time nonlinear controller to a Five-Bar Mechanism and the usefulness of the
proposed approach by numerical simulations.

Keywords Nonlinear controller � Finite-time PID � Parallel manipulator

9.1 Introduction

In recent years, finite-time controllers have attracted attention from some
researchers in control.

As a result, the fundamental theory has been developed (Dorato 1961; Michel
1970; Weiss and Infante 1967) and enriched by many contributions (Bhat and
Bernstein 1998, 2000, 2005; Polyakov and Poznyak 2009; Polyakov 2014).
According to Amato et al. (2013), the finite-time stability is a property related to the
quantitative behavior of the states of a system over a period of time.
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A system is finite-time stable if, given a bound on an initial condition, the
weighted norm of the state does not exceed a certain threshold over a specific time
period. Moreover, finite-time stability and Lyapunov asymptotic stability are
independent concepts, although not exclusively one from another. The existence of
one does not imply the existence of the other. Some advantages of the finite-time
stabilization of dynamic systems are that it can produce faster transient responses
and high-precision performance, as well as convergence to the equilibrium in finite
time. Some previous works in applications of finite-time controllers to robotic
manipulators are Feng et al. (2002), Gruyitch and Kokosy (1999), Hong et al.
(2002), Yu et al. (2005), Su and Zheng (2009, 2010), Zhao et al. (2010). In Su and
Zheng (2009), a finite-time nonlinear PID-like control for regulation of robotic
manipulators is presented. The authors propose a not model-based controller, to
take advantage of the robustness to parametric uncertainty of the model. This work
is improved in Su and Zheng (2010) by adding a nonlinear filter to estimate velocity
when measurements are not available.

On the other hand, parallel robots are closed-chain mechanisms that possess
some particular features such as high-speed capabilities and high stiffness that make
them useful for some tasks as machining (Barnfather et al. 2017; Kelaiaia 2017),
welding (Li et al. 2015; Wu et al. 2008), packaging (Pierrot et al. 1990; Xie and Liu
2016) as well as flight simulators (Huang and Cao 2005) and telescopes (Enferadi
and Shahi 2016; Nan et al. 2011). Some recent approaches of control of this kind of
robotic manipulators include not model-based controllers (Bourbonnais et al. 2015;
Ren et al. 2007) and model-based controllers (Diaz-Rodriguez et al. 2013; Ren et al.
2007; Salinas et al. 2016). In Ren et al. (2007), a comparison of several control
approaches for robot tracking of three degrees of freedom (DOF) parallel robot is
presented. They compare the performance of an adaptive controller, a PI-type
synchronized controller (model-based), a conventional PID controller, and an
adaptive synchronized controller (not model-based). In Bourbonnais et al. (2015), a
computed torque controller and a conventional PID controller are implemented for a
novel Five-Bar parallel robot. In Diaz-Rodriguez et al. (2013), a reduced
model-based controller of a three DOF parallel robot is proposed. The reduced
model is obtained by considering a simplified model with a set of relevant
parameters. In Salinas et al. (2016), a family of nonlinear PID-like controllers in
which an integral action of a nonlinear function of the position error is added to the
control signal.

In this work, inspired in the work of Su and Zheng (2017) on a finite-time
controller for set-point controller of a serial robot, we propose the application of this
controller to a parallel manipulator, in order to prove the finite-time stability of the
closed-loop system by developing the stability analysis and to prove the feasibility
and the usefulness of such an application. The dynamic model of the Five-Bar
Mechanism constitutes a set of differential algebraic equations (DAEs). Based on
Soto and Campa (2014) and Khan et al. (2005), a procedure is carried out in order
to transform the set of DAEs into a set of ordinary differential equations (ODEs).
By using such a model, the Lyapunov stability analysis and the finite-time stability
analysis of the closed-loop system can be developed. As a result, the global
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finite-time stability of the closed-loop system is proven. Moreover, such a model of
ODEs representing the dynamics of the Five-Bar Mechanism let us to carry out
numerical simulations of the system. The results of the simulations confirm the
validity and usefulness of the application.

9.1.1 Mathematical Preliminaries

In this work, vectors are denoted with italic–bold lowercase letters, e.g., x or x.
Matrices are denoted with italic capital letters, e.g., A. xk k ¼

ffiffiffiffiffiffiffiffi
xTx

p
represents the

Euclidean norm of vector x. kmax Af g and kmin Af g represent the largest and the
smallest eigenvalues of matrix A, respectively.

In the following, based on Su and Zheng (2017) we define some useful vectors
and vector functions, as well as a definition for the control design and analysis.

SigaðxÞ ¼ x1j jasignðx1Þ; . . .; xnj jasignðxnÞ½ �T2 <n ð9:1Þ

SechðxÞ ¼ diagðsechðx1Þ; . . .; sechðxnÞÞ 2 <n�n ð9:2Þ

where a0 and a are positive constants, and x 2 <n. Furthermore, 0\a\1, signð�Þ,
and sechð�Þ are the standard scalar functions signum and hyperbolic secant,
respectively, and diagð�Þ denotes a diagonal matrix. By defining the vector function

TanhðxÞ ¼ ½tanhðx1Þ; . . .; tanhðxnÞ�T 2 <n; ð9:3Þ

the validity of the following expressions

xTSigaðxÞ ¼
Xn
i¼1

xij jaþ 1 �TanhTðxÞSigaðxÞ� 0 ð9:4Þ

xij jaþ 1 � tanh2ðxiÞ ð9:5Þ

ðSech2ðxÞÞM ¼ 1 ð9:6Þ

can be proven for all x 6¼ 0 2 <n.

9.1.2 Fundamentals of Finite-Time Stability Analysis

Although finite-time stability concepts in control systems literature can be traced
back to decade of the 1960s, it was until the works reported in Bhat and Bernstein
(1998) and (2000) when the foundations of finite-time stability theory were
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rigorously established. In Bhat and Bernstein (2005) were further studied some
conditions for finite-time stability, in relation to the homogeneity of a system. In the
following, some definitions will be exposed in order to clarify the concepts of
finite-time stability.

Definition 1 A function V : <n ! < is homogeneous of degree d with respect to
the weights p ¼ p1; . . .; pnð Þ 2 <n if for any given d[ 0;Vðdp1x1; . . .; dpnxnÞ ¼
ddVðxÞ; 8x 2 <n. A vector field h is homogeneous of degree d with respect to the
weights p ¼ p1; . . .; pnð Þ 2 <n

þ , if for all 1� i� n, the ith component hi is a
homogeneous function of degree pi þ d.

Definition 2 Consider the system

_x ¼ hðxÞ; hð0Þ ¼ 0; x 2 <n ð9:7Þ

with h : U0 ! <n continuous on an open neighborhood U0 of the origin. Suppose
that system Eq. (9.1) possesses unique solutions in forward time for all initial
condition. The equilibrium x ¼ 0 of system Eq. (9.1) is (locally) finite-time stable if
it is Lyapunov stable and finite-time convergent in a neighborhood U � U0 of the
origin. The finite-time convergence means the existence of a function
Tðx0Þ : Un 0f g ! ð0;1Þ, such that, 8x0 2 U � <n, the solution of Eq. (9.1)
denoted by stðx0Þ with x0 as the initial condition is defined and stðx0Þ 2 Un 0f g for
t 2 ½0; Tðx0ÞÞ and limt!Tðx0Þ stðx0Þ ¼ 0. When U ¼ <n, the global finite-time sta-
bility is obtained.

Remark 1 The system (7) is homogeneous if hð�Þ is homogeneous.
The following results represent sufficient conditions for finite-time stability of

the closed-loop system.

Lemma 1 (Hong et al. 2002; Huang and Cao 2005)
Consider the system

_x ¼ hðxÞþ ĥðxÞ; hð0Þ ¼ 0; ĥð0Þ ¼ 0; x 2 <n ð9:8Þ

where hðxÞ is a continuous homogeneous vector field of degree d\0, with respect to
ðp1; . . .; pnÞ. Assume that x ¼ 0 is an asymptotically stable equilibrium of system
Eq. (9.7). Then, x ¼ 0 is a locally finite-time stable equilibrium of system Eq. (9.8) if

lim
d!0

f̂iðdp1x1; . . .; dpnxnÞ
ddþ pi

¼ 0; i ¼ 1; . . .; n; 8x 6¼ 0 ð9:9Þ

Lemma 2 (Hong et al. 2002; Su and Zheng (2017)
Global asymptotical stability and finite-time stability imply global finite-time

stability.
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9.2 Dynamic Model of a Parallel Robot Manipulator

A parallel robot manipulator is a closed-chain mechanism (CCM) that consists of
kinematic chains which are connected in loops. Consider a CCM with n actuated
joints. Due to its closed configuration, the CCM is subject to holonomic constraints.
In this work, the actuated joints are represented by the vector q 2 <n, while the
non-actuated joints are represented by the vector b 2 <m and the holonomic con-
straints are represented by the vector c 2 <r. Let us define the vector of generalized
coordinates q that fully explicitly represents the configuration of the CCM as

q ¼ qTbT
� �T2 <s

with s ¼ nþm. By applying the Euler–Lagrange formulation, the dynamic model
of a parallel robot with viscous friction is in general formulated as

M0ðqÞ€qþC0ðq; _qÞ _qþ g0ðqÞþF0 _q ¼ s0 þDTðqÞk
cðqÞ ¼ 0

ð9:10Þ

where M0ðqÞ 2 <s�s represents the inertia matrix, C0ðq; _qÞ 2 <s�s is the matrix of
terms arising from the centripetal and Coriolis forces, g0ðqÞ 2 <s represents the
vector of forces due to gravity, F0 2 <s�s represents the diagonal matrix of viscous
friction coefficients, s0 2 Rs is the vector of generalized forces associated with

scalar variables of q,DðqÞ ¼ @cðqÞ
@q 2 <r�s is the Jacobian matrix of the system

holonomic constraints cðqÞ 2 <r, or the constraint Jacobian, and k 2 <r is the
vector of Lagrange multipliers.

Notice that Eq. (9.1) constitutes a set of DAEs. There are several methods to
transform the DAEs into ODEs (Khan et al. 2005; Soto and Campa 2014). The
purpose of such a transformation is to be able to apply standard numerical methods
for solving the ODEs rather than the DAEs. One of the most important methods is
the method of projection via the constraint Jacobian. According to Soto and Campa
(2014, 2015), this method consists of finding a matrix RðqÞ whose column space
belongs to the null space of DðqÞ, i.e., DðqÞRðqÞ ¼ 0. By considering _q ¼ dq=dt as
the vector of independent velocities and _q ¼ dq=dt as the vector of feasible
dependent velocities of a constrained body that belong to the space spanned by the
columns of RðqÞ, we obtain the expression

_q ¼ RðqÞ _q ð9:11Þ

with RðqÞ 2 <s�n. Notice that, given the differential kinematic model _b ¼ JbðqÞ _q,
the matrix RðqÞ can be constructed as

RðqÞ ¼ In
JbðqÞ

� �
ð9:12Þ
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where In is the identity matrix of dimensions n� n. It can be proven that, by
substituting the expression in Eq. (9.11) and its temporal derivative in model
Eq. (9.10), it can be written as

MðqÞqþCðq; _qÞ _qþ gðqÞþF _q ¼ s ð9:13Þ

where

MðqÞ ¼ RTðqÞM0ðqÞRðqÞ ð9:14Þ

Cðq; _qÞ ¼ RTðqÞM0ðqÞ _RðqÞþRTðqÞC0ðq; _qÞRðqÞ ð9:15Þ

gðqÞ ¼ RTðqÞg0ðqÞ ð9:16Þ

F ¼ RTðqÞF0RðqÞ ð9:17Þ

s ¼ RTðqÞs0 ð9:18Þ

Notice that the term of Eq. (9.10) containing the product of the constraint
Jacobian by the Lagrange multipliers vanishes because it belongs to the null space
of RðqÞ, as it was pointed above.

Ghorbel et al. (2000) proven that there exist a unique parametrization q ¼ gðqÞ
of q 2 Nq inside a neighborhood Nq, whenever the system is not in a singular
configuration. Moreover, Muller (2005) established that, for a parallel machine, a
subset q of n joint variables determines its configuration, in virtue of that exist a
smooth mapping u that assigns to each q the parallel machine configuration as
q ¼ uðqÞ, where the map u�1 is a local parametrization of the n dimensional
manifold V, such as V ¼ q 2 Vn; cðqÞ ¼ 0f g, where V represents the set of all
admissible configurations of the parallel machine, and cðqÞ ¼ 0 represents the
holonomic constraints.

In consequence, we can write down, without loss of generality, the matrices and
vectors of the dynamic model MðqÞ; Cðq; _qÞ and gðqÞ as MðqÞ; Cðq; _qÞ and gðqÞ,
respectively. Thus, the dynamic model Eq. (9.10) takes the form

MðqÞqþCðq; _qÞ _qþ gðqÞþF _q ¼ s ð9:19Þ

The model Eq. (9.19) exhibits the following properties.

Property 1 Cheng et al. 2003
The inertia matrix MðqÞ is symmetric and positive definite.

Property 2 The inertia matrix MðqÞ is bounded as

MðqÞk k�MM
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where MM is a positive finite constant, whenever the robot is not in singular
configuration.

Proof Since ATBk k� Ak k Bk k, from Eq. (9.14) we can write

RTM0R
�� ��� RT

�� �� M0k k Rk k

Norm M0k k is upper bounded whenever its entries are finite. For robots with
only revolute joints, this is assured because entries of matrix M0 are sinusoidal
functions of joint variables with constant coefficients. On the other hand, Rk k is
upper bounded whenever its entries are finite, that is to say, matrix Rk k is well
posed. From Eq. (9.12) it can be noticed that Rk k is well posed whenever there
exists a continuous mapping between _q and _q; i.e., the robot is not in singular
configuration.

Property 3 (Ghorbel et al. 2000; Cheng et al. 2003)
The matrix 1

2
_MðqÞ � Cðq; _qÞ is skew-symmetric.

Property 4 (Khalil and Dombre 2004)
There exists a constant kC [ 0 such that Crðq; _qÞk k� kC _qk k, for all q 2 <n.

Property 5 The friction matrix F can be bounded as

fmI�F� fMI

9.3 Finite-Time Nonlinear PID Controller

The solution of the problem of global finite-time regulation of a robot manipulator
implies finding input torques for the actuators of the manipulator in order to reach a
desired position qd , such that for any initial state ðqð0Þ; _qð0ÞÞ; ~q ¼ q� qd ! 0 and
_qðtÞ ! 0 in finite time.

In this work, we propose to apply the finite-time regulation controller, inspired in
Su and Zheng (2017)

s ¼ �Kp Siga1ð~qÞ � Kd Siga2ðgÞ � kp0 � KI

Z t

0

gðrÞ dr� kd0 _q ð9:20Þ

to a CCM, with

g ¼ _qþ a0 tanh ð~qÞ ð9:21Þ
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and

u ¼
Z t

0

gðrÞ dr ð9:22Þ

Kp; KI and Kd are positive definite constant diagonal control gain matrices,
respectively; kp0 and kd0 are positive constants and 0\a1\1, while
a2 ¼ 2a1=ða1 þ 1Þ. By substituting Eqs. (9.20) and (9.22) in Eq. (9.19), we obtain

MðqÞ€qþCðq; _qÞ _qþF _q

þKp Siga1ð~qÞþKd Siga2ðgÞþ kp0~qþ kd0 _qþKIu ¼ 0
ð9:23Þ

With Eqs. (9.22) and (9.23), and taking into account that _~q ¼ _q when qd ¼ 0,
the closed-loop equation can be written as

d
dt

~q
_q
u

2
4

3
5 ¼

_q
�M�1ðqÞ½Cðq; _qÞ _qþF _qþKp Siga1ð~qÞþKd Siga2ðgÞ
þKIuþ kp0~qþ kd0 _q�

_qþ a0 Tanhð~qÞ

2
664

3
775 ð9:24Þ

Notice that the origin of the system Eq. (9.24) is the only equilibrium of the
system.

9.3.1 Stability Analysis of the Closed-Loop System

By proceeding inspired in Su and Zheng (2017), we study the global asymptotical
stability of Eq. (9.24). First, we propose the Lyapunov function candidate

Vð~q; _q;uÞ ¼ 1
2
_qTMðqÞ _qþ a0 TanhTð~qÞMðqÞ _qþ 1

2
kp0~qT~q

þ 1
a1 þ 1

Xn
i¼1

kpi ~qij ja1 þ 1 þ a0
Xn
i¼1

ðfi þ kd0Þ ln ðcoshð~qiÞÞþ 1
2
uTKIu

ð9:25Þ

where fi is the ith entry of friction matrix F. In order to investigate positive defi-
niteness of Eq. (9.25), notice that in virtue of

1
4
_qTMðqÞ _qþ a0 TanhTð~qÞMðqÞ _qþ 1

2ða1 þ 1Þ
Xn
i¼1

kpi ~qij ja1 þ 1

� 1
2ða1 þ 1Þ

Xn
i¼1

kpi � 2ða1 þ 1Þa20MM
� �

tanh2ð~qiÞ
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where we have used Property 2 and Eq. (9.5), we can lower bound Eq. (9.25) as

V � 1
2ða1 þ 1Þ

Xn
i¼1

kpi � 2ða1 þ 1Þa20MM
� �

tanh2ð~qiÞþ 1
2
kp0~qT~q

þ 1
2
uTKIuþ 1

4
_qTMðqÞ _qþ a0

Xn
i¼1

ðfi þ kd0Þ ln ðcosh ð~qiÞÞ
ð9:26Þ

The three last terms of the right side of inequality Eq. (9.26) can be lower
bounded as

1
2
uTKIu� 1

2
kmin KIf g uk k2 [ 0; 8u 6¼ 0 2 <n

1
4
_qTMðqÞ _q� 1

4
kmin MðqÞf g _qk k2 [ 0; 8 _q 6¼ 0 2 <n

a0
Xn
i¼1

ðfi þ kd0Þ ln ðcosh ð~qiÞÞ� a0
Xn
i¼1

ðfi þ kd0Þe[ 0

The second term of the right side of inequality Eq. (9.26) is positive definite
since 1

2 kp0~q
T~q ¼ 1

2 kp0 ~qk k2. Notice that the first term or the right side of Eq. (9.26) is
positive as long as kpi � 2ða1 þ 1Þa20MM is positive, i.e.,

kpi [ 2ða1 þ 1Þa20MM ð9:27Þ

Therefore, since the fourth last terms of the right side of Eq. (9.26) are positive
definite for all ~q; _q;u 6¼ 0 2 <n, the Lyapunov candidate function Eq. (9.25) is
positive definite while Eq. (9.27) is satisfied.

The temporal derivative of the Lyapunov function candidate Eq. (9.25) is as
follows:

_Vð~q; _q;uÞ ¼ 1
2
_qT _MðqÞ _qþ _qTMðqÞ€qþ a0ðSech2ð~qÞ _~qÞTMðqÞ _q

þ a0TanhTð~qÞ _MðqÞ _qþ a0TanhTð~qÞMðqÞ€qþ kp0 _~qT~q

þ _~qTKp Siga1ð~qÞþ a0TanhTð~qÞðFþ kd0IÞ _~qþ _uTKIu

ð9:28Þ

Along the trajectories of the closed-loop system in Eq. (9.24), we obtain

_V ¼ � _qTF _q� kd0 _qT _q� a0Tanhð~qÞKp Siga1ð~qÞ � gTKd Siga2ðgÞ
þ a0½Tanhð~qÞCðq; _qÞ _qþðSech2ð~qÞ _qÞTMðqÞ _q� � a0kp0Tanhð~qÞ~q

ð9:29Þ

where we have used the Property 3 (skew symmetry). Here, we neglect the grav-
itational forces vector from Eq. (9.24) since the CCM is a horizontal Five-Bar
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Mechanism, in which motion of interest is not subject to gravitational forces. The
two parts of the fifth term of the right side of Eq. (9.29) can be upper bounded as

Tanhð~qÞCðq; _qÞ _q� Tanhð~qÞCðq; _qÞ _qk k
� Tanhð~qÞk k Cðq; _qÞk k _qk k
� ffiffiffi

n
p

kC _qk k2
ðSech2ð~qÞ _qÞTMðqÞ _q� ðSech2ð~qÞ _qÞTMðqÞ _q�� ��

� ðSech2ð~qÞ _qÞT�� �� MðqÞk k _qk k
�MM _qk k2

where we have used Eq. (9.2), Property 2, and Property 4. Thus, the fifth term of
the right side of Eq. (9.29) can be upper bounded as

a0½Tanhð~qÞCðq; _qÞ _qþðSech2ð~qÞ _qÞTMðqÞ _q�
� a0ð

ffiffiffi
n

p
kC þMMÞ _qk k2

ð9:30Þ

In addition, by using Property 5 the first term of the right side of Eq. (9.29) can
be upper bounded as

� _qTF _q� � fm _qk k2 ð9:31Þ

After substituting Eqs. (9.30) and (9.31) in Eq. (9.29) and rearranging terms, we
can upper bound Eq. (9.29) as

_V � � fm þ kd0 � a0
ffiffiffi
n

p
kC þMM

� 	� �
_qk k2�a0Tanh ð~qÞKp Siga1ð~qÞ

� gTKd Siga2ðgÞ � a0kp0Tanhð~qÞ~q

In virtue of that, tanhðxÞ and x have the same sign, and then
Tanhð~qÞ~q[ 0; 8~q 6¼ 0. Therefore, we can write

_V � � fm þ kd0 � a0
ffiffiffi
n

p
kC þMM

� 	� �
_qk k2�a0Tanhð~qÞKp Siga1ð~qÞ

� gTKd Siga2ðgÞ
ð9:32Þ

After using the expression in Eq. (9.4), Eq. (9.32) can be rewritten as

_V � � fm þ kd0 � a0
ffiffiffi
n

p
kC þMM

� 	� �
_qk k2�a0

Xn
i¼1

kpi tanhð~qiÞj j ~qij ja1

�
Xn
i¼1

kdi gij ja2 þ 1

ð9:33Þ
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where kpi and kdi represent the ith diagonal elements of matrices Kp and Kd ,
respectively. Therefore, we can conclude that _V � 0 as long as

kd0 [ a0ð
ffiffiffi
n

p
kC þMMÞ � fm ð9:34Þ

is satisfied. In order to conclude the global asymptotical stability of the closed-loop
system Eq. (9.24), by LaSalle’s theorem (Kelly et al. 2005), we have that ~qðtÞ !
0; _qðtÞ ! 0 and uðtÞ ! 0 when t ! 1 for any initial state. Thus, we conclude the
global asymptotical stability of origin of the closed-loop system Eq. (9.24).

9.3.2 Finite-Time Stability

In this section, we will apply the concepts of finite-time stability in order to
establish, in a similar way to Su and Zheng (2017), the stability of the closed-loop

system in finite time. We first define the state vector y ¼ yT1 yT2 yT3
� �T

where
y1 ¼ ~q, y2 ¼ g and y3 ¼ u. The closed-loop system of state vector y can be written
as

d
dt

y1
y2
y3

2
4

3
5 ¼

y2 � a0Tanhðy1Þ
�M�1ðy1 þ qdÞ½ðCðy1 þ qd; y2 � a0 Tanhðy1ÞÞ
þFþ kd0IÞðy2 � a0 Tanhðy1ÞÞþKp Siga1ðy1Þ
þKdSiga2ðy2Þþ kp0y1 þKIy3�
þ a0ðSech2ðy1Þðy2 � a0 Tanhðy1ÞÞÞ

y2

2
66666664

3
77777775

ð9:35Þ

Notice that the origin y ¼ 0 2 <3n is the equilibrium of Eq. (9.35).
Equation (9.35) can be rewritten as

d
dt

y1
y2
y3

2
4

3
5 ¼

y2 þ ĥ1ðyÞ
�M�1ðqdÞ Kp Siga1ðy1ÞþKdSiga2ðy2Þ

� �þ ĥ2ðyÞ
y2

2
4

3
5 ð9:36Þ

where

ĥ1 ¼ �a0Tanhðy1Þ ð9:37Þ

ĥ2 ¼ �M�1ðy1 þ qdÞ½ðCðy1 þ qd; y2 � a0Tanhðy1ÞÞ
þFþ kd0IÞðy2 � a0Tanhðy1ÞÞþ kp0y1 þKIðy3Þy3�
� eMðy1; qdÞ½Kp Siga1ðy1ÞþKd Siga2ðy2Þ�
þ a0ðSech2ðy1Þðy2 � a0 Tanh ðy1ÞÞÞ

ð9:38Þ
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eMðy1; qdÞ ¼ �M�1ðy1 þ qdÞ �M�1ðy1 þ qdÞ ð9:39Þ

Now consider the closed-loop system

d
dt

y1
y2
y3

2
4

3
5 ¼

y2
�M�1ðqdÞ Kp Siga1ðy1ÞþKd Siga2ðy2Þ

� �
y2

2
4

3
5 ð9:40Þ

which, according to Definition 1, is homogeneous if the following expressions are
satisfied:

p2 ¼ dþ p1
a1p1 ¼ a2p2 ¼ dþ p2
p2 ¼ dþ p3

ð9:41Þ

It can be verified that with the values p1 ¼ 2; p2 ¼ a1 þ 1,
p3 ¼ 2; a2 ¼ 2a1=ða1 þ 1Þ, and d ¼ a1 � 1, Eq. (9.41) is satisfied. Moreover,
selecting a1 such that 0\a1\1 results in d ¼ a1 � 1\0. Then, it can be concluded
that Eq. (9.40) is homogeneous of degree d ¼ a1 � 1\0. Notice that hð0Þ ¼ 0,
from Eq. (9.40), and ĥð0Þ ¼ 0 from Eqs. (9.37) to (9.38).

In order to prove the asymptotical stability of the equilibrium y ¼ 0 of the
system Eq. (9.40), we propose the positive definite Lyapunov candidate function

V2 ¼ 1
a1 þ 1

Xn
i¼1

kpi y1ij ja1 þ 1 þ 1
2
yT2MðqdÞy2 þ 1

2
ðy1 � y3ÞTðy1 � y3Þ ð9:42Þ

where y1i denotes the ith component of vector y1. The temporal derivative of
Eq. (9.42) is

_V2 ¼ _yT1Kp Siga1ðy1Þþ yT2MðqdÞ _y2 þð _y1 � _y3ÞTðy1 � y3Þ ð9:43Þ

where it was taken into account the fact that _MðqdÞ ¼ 0 when qd is constant. After
substituting Eq. (9.40) in Eq. (9.43), we have

_V2 ¼ yT2Kd Siga2ðy2Þ ð9:44Þ

By using Eq. (9.4) in Eq. (9.44), it can be concluded that _V2 � 0, which implies
that the origin is a stable equilibrium. By using the LaSalle invariance theorem
(Kelly et al. 2005), the global asymptotical stability of the origin can be concluded.
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Now consider the hyperbolic tangent function:

Tanhðep1y1Þ ¼ oðep1y1Þ ð9:45Þ

where oðep1y1Þ means to be of order ep1y1 as ep1y1 ! 0. Therefore, for any fixed
y ¼ ðyT1 yT2 yT3 ÞT 2 <3n, we have

lim
e!0

ĥ1ðep1y1; ep2y2; ep3y3Þ
edþ p1

¼ �a0 lim
e!0

Tanhðep1y1Þ
edþ p1

¼ �a0 lim
e!0

oðe�dy1Þ ¼ 0
ð9:46Þ

Since M�1ðy1 þ qdÞ and Cðy1 þ qd; y2Þ are smooth [see Hong et al. (2002); Su
and Zheng (2009)], we obtain

lim
e!0

�M�1ðep1y1 þ qdÞ
edþ p2

½ðCðep1y1 þ qd ; e
p2y2 � a0 Tanh ðep1y1ÞÞ

þFþ kd0IÞðep2y2 � a0 Tanhðep1y1ÞÞ�
¼ �M�1ðqdÞ½ðCðqd ; 0ÞþFþ kd0IÞ
� ðy2 lim

e!0
e�d � a0 lim

e!0
oðep1�d�p2y1ÞÞ� ¼ 0

ð9:47Þ

and

lim
e!0

�M�1ðep1y1 þ qdÞ
edþ p2

½kp0ep1y1 þKIðep3y3Þ�

¼ �M�1ðqdÞ kp0y1 lim
e!0

ep1�d�p2 � KIy3 lim
e!0

ep3�d�p2

� �
¼ 0

After applying the mean value theorem to each entry of eMðy1; qdÞ yields

eMðep1y1; qdÞ ¼ M�1ðep1y1 þ qdÞ �M�1ðqdÞ ¼ oðep1Þ ð9:48Þ

which results in

lim
e!0

�
eMðep1y1; qdÞ Kp Siga1ðep1y1ÞþKd Siga2ðep2y2Þ


 �
edþ p2

¼ lim
e!0

oðep1�d�p2Þ ¼ 0
ð9:49Þ

Moreover, in virtue of a property of the ordinary hyperbolic secant function
applied to Eq. (9.2), Sech2ð0Þ ¼ I. Then,
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lim
e!0

� a0ðSech2ðep1y1Þðep2y2 � a0Tanhðy1ÞÞÞ
edþ p2

¼ a0y2 lim
e!0

e�d � a20 lime!0
oðep1�d�p2y1Þ ¼ 0

ð9:50Þ

where p3 � d � p2 ¼ p1 � d � p2 ¼ 2ð1� a1Þ[ 0 and �d ¼ 1� a1 [ 0 for
0\a1\1. Then, for any fixed y ¼ ðyT1 yT2 yT3 ÞT 2 <3n, we have

lim
e!0

ĥ2ðep1y1; ep2y2; ep3y3Þ
edþ p2

¼ 0 ð9:51Þ

Thus, according to Lemma 1, the finite-time stability of the system Eq. (9.35) is
proven. Moreover, by invoking Lemma 2, the global finite-time stability of the
system Eq. (9.35) is proven.

9.4 Simulations

In order to show the feasibility of the proposed application of the finite-time reg-
ulation controller for a parallel manipulator, we carried out numerical simulations.
Simulations of the finite-time nonlinear PID controller applied to the model of a real
horizontal Five-Bar Mechanism were carried out.

9.4.1 Model of the Five-Bar Mechanism

A Five-Bar Mechanism is a planar parallel manipulator of two degrees of freedom.
A scheme of the Five-Bar Mechanism is shown in Fig. 9.1. Notice that the structure
of the mechanism is shown as an open structure. However, the extreme ends of the
links 3 and 4 are joined. In the current section, the matrices M0ðqÞ; C0ðq; _qÞ of the
model Eq. (9.10) and the matrices MðqÞ Eq. (9.14), Cðq; _qÞ Eq. (9.15) and FðqÞ
Eq. (9.17) of the model Eq. (9.19) (Soto and Campa 2014), including the trans-
formation matrix RðqÞ Eq. (9.12) and its temporal derivative, are shown. Note that
since the Five-Bar Mechanism is horizontal, the gravitational forces vector is zero.
The matrices of the model Eq. (9.10) are

M0ðqÞ ¼
m0

11 0 m0
13 0

0 m0
22 0 m0

24
m0

31 0 m0
33 0

0 m0
42 0 m0

44

2
664

3
775;C0ðq; _qÞ ¼

c011 0 c013 0
0 c022 0 c024
c031 0 0 0
0 c042 0 0

2
664

3
775
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where

m0
11 ¼ m1l

2
c1 þm3ðL21 þ l2c3 þ 2L1lc3 cos ðb1ÞÞþ I1 þ I3

m0
13 ¼ m3ðl2c3 þ L1lc3 cos ðb1ÞÞþ I3

m0
31 ¼ m0

13

m0
22 ¼ m2l

2
c2 þm4ðL22 þ l2c4 þ 2L2lc4 cosðb2ÞÞþ I2 þ I4

m0
24 ¼ m4ðl2c4 þ L2lc4 cosðb2ÞÞþ I4

m0
42 ¼ m0

24

m0
33 ¼ m3l

2
c3 þ I3

m0
44 ¼ m4l

2
c4 þ I4

and

c011 ¼ �m3L1lc3 sinðb1Þ _b1
c013 ¼ �m3L1lc3 sinðb1Þð _q1 þ _b1Þ
c022 ¼ �m4L2lc4 sinðb2Þ _b2
c024 ¼ �m4L2lc4 sinðb2Þð _q2 þ _b2Þ
c031 ¼ m3L1lc3 sinðb1Þ _q1
c042 ¼ m4L2lc4 sinðb2Þ _b2

Fig. 9.1 Five-Bar
Mechanism
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The transformation matrix RðqÞ and its temporal derivative _RðqÞ are

RðqÞ ¼
1 0
0 1

r11 r12
r21 r22

2
664

3
775; _RðqÞ ¼

0 0
0 0

_r11 _r12
_r21 _r22

2
664

3
775

where

r11 ¼ � sinðq1 � q2 � b2Þ
sinðq1 � q2 þ b1 � b2Þ

� 1

r12 ¼ � sinðb2Þ
sinðq1 � q2 þ b1 � b2Þ

r21 ¼ sinðb1Þ
sinðq1 � q2 þ b1 � b2Þ

r22 ¼ � sinðq1 � q2 � b1Þ
sinðq1 � q2 þ b1 � b2Þ

� 1

The matrices of the model Eq. (9.19) are

MðqÞ ¼ m11 m12

m21 m22

� �
Cðq; _qÞ ¼ c11 c12

c21 c22

� �
;

where

m11 ¼ m0
44r

2
22 þm0

11 þm0
13r11 þ r11ðm0

13 þm0
33r11Þ

m12 ¼ m0
24r21 þ r12ðm0

13 þm0
33r11Þþm0

44r21r22
m21 ¼ m0

24r21 þ r12ðm0
13 þm33r11Þþm0

44r21r22

m22 ¼ m0
33r

2
12 þm0

22 þm0
24r22 þ r22ðm0

24 þm0
44r22Þ

and

c11 ¼ c011 þ c013r11 þ c031r11 þ _r11ðm0
13 þm0

33r11Þþm0
44r21 _r21

c12 ¼ c013r12 þ c042r21 þ _r12ðm0
13 þm0

33r11Þþm0
44r21 _r22

c21 ¼ c031r12 þ c024r21 þ _r21ðm0
24 þm0

44r22Þþm0
33r12 _r11

c22 ¼ c022 þ c024r22 þ c042r22 þ _r22ðm0
24 þm0

44r22Þþm0
33r12 _r12

The friction coefficients matrices of the model Eq. (9.10) and of the model
Eq. (9.19) are

F0 ¼
f 011 0 0 0
0 f 022 0 0
0 0 f 033 0
0 0 0 f 044

2
664

3
775;F ¼ f11 f12

f21 f22

� �

256 F. Salas et al.



where

f11 ¼ f 011 þ r211 f
0
33 þ r221 f

0
44

f12 ¼ r11r12 f
0
33 þ r21r22 f

0
44

f21 ¼ r11r12 f
0
33 þ r21r22 f

0
44

f22 ¼ f 022 þ r212 f
0
33 þ r222 f

0
44

The parameters of the dynamic model are shown in Table 9.1.
The elements of the matrix F of friction coefficients of the model Eq. (9.10) are

shown in Table 9.2.
The desired values of the joint variables were computed using the inverse

kinematic model [see Soto and Campa (2015)] based on the desired position of the
end effector to reach a point P1 ¼ ðxh � D; yh þDÞ from the initial or home position
Ph ¼ ðxh; yhÞ. Notice that D ¼ 0:02 (m). The coordinates of the initial position are
xh ¼ L1; yh ¼ L2, with respect to the origin located at the rotation axis of the joint
q1 (see Fig. 9.1). The values of the joint variables that correspond to the home
position are q1 ¼ 0 (rad) and q2 ¼ 1:5708 (rad), while the values that correspond to
the point P1 are q1 ¼ 0:1686 (rad) and q2 ¼ 1:7441 (rad). The gains and parameters
of the finite-time nonlinear PID controller used in the simulations are shown in
Table 9.3. These gains were selected by try and error procedure in order to achieve
the best performance in terms of small position errors and at the same time,
avoiding to exceed a maximum value of torque of 0.2 Nm. This maximum torque
value is similar to the maximum values of electric motors that usually drive a small
Five-Bar Mechanism for academic purposes.

Table 9.1 Parameters of the dynamic model of the Five-Bar Mechanism

Parameter Value (units) Parameter Value (units)

L1, L2, L3, L4 0.127 (m) m2 0.121 (kg)

lc1 0.047 (m) m3 0.085 (kg)

lc2 0.045 (m) m4 0.063 (kg)

lc3 0.069 (m) I1 0.0017 (kgm2)

lc4 0.062 (m) I2 0.0014 (kgm2)

m1 0.126 (kg) I4 8.74 × 10−5 (kgm2)

Table 9.2 Friction parameters of the Five-Bar mechanism

Parameter Value (units)

f 011 0.01 (Nm/rad s)

f 022 0.01 (Nm/rad s)

f 033 0.00001 (Nm/rad s)

f 044 0.00001 (Nm/rad s)
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For comparison purposed, simulations of a PID-like controller inspired in Kelly
(1998) applied to the Five-Bar Mechanism were also conducted. The control law of
this controller is

s ¼ �Kp~q� Ki

Z t

0

Tanhð~qðrÞÞ dr� Kd _q

The gains used for this controller are shown in Table 9.4. These gains were
selected by try and test, in order to obtain the best performance of the controller and
avoiding to exceed the maximum torque values.

9.4.2 Simulations Results

The results of the simulations are shown in Figs. 9.2, 9.3, 9.4, 9.5, 9.6 and 9.7. In
Fig. 9.2, the position errors at joint 1 from both controllers, the finite-time nonlinear
PID controller (FNPID) and the nonlinear PID from Kelly (1998), are shown. In
Fig. 9.3, the position errors at joint 2 from both controllers are shown. From these
figures, notice that the position errors of the FNPID in steady state are smaller than
the position errors of the NPID. In Figs. 9.4 and 9.5, the commanded torques from
the FNPID for joint 1 and joint 2, respectively, are shown. In Figs. 9.6 and 9.7, the
commanded torques from the NPID for joint 1 and joint 2, respectively, are shown.

Table 9.3 Gains and parameters of the finite-time nonlinear PID controller

Gain Joint 1 Joint 2 Units

kp0 0.2 0.22 Nm/rad

kd0 0.5 0.5 Nms/rad

Kp 0.37 0.36 Nm/rad

KI 0.1 0.06 Nms/rad

Kd 0.1 0.01 Nm/rad

a0 0.1 0.1 s−1

a1 0.5 0.5 (dimensionless)

a2 0.6666 0.6666 (dimensionless)

Table 9.4 Gains of the nonlinear PID controller

Gain Joint 1 Joint 2 Units

Kp 1.15 1.15 Nm/rad

Kd 0.5 0.5 Nms/rad

Ki 0.08 0.03 Nm/rads
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Notice that the torque signals from the NPID controller for both joints last longer
times than the torque signals from the FNPID controller. This may imply smaller
and shorter control efforts from the FNPID controller, which may result in
improved durability of the drives and motors of the parallel machine. Notice that, as
was pointed above, in the simulations we were careful in avoiding exceeding the
maximum torque value of 0.2 (Nm).

0 1 2 3 4
-0.2

-0.15

-0.1

-0.05

0

0.05
FNPID
NPID

Fig. 9.2 Position errors in joint 1 from both controllers, FNPID and NPID

0 1 2 3 4
-0.2

-0.15

-0.1

-0.05

0

0.05

FNPID
NPID

Fig. 9.3 Position errors in joint 2 from both controllers, FNPID and NPID
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Fig. 9.4 Commanded torque from the FNPID controller, for joint 1

0 1 2 3 4
0

0.05

0.1

0.15

0.2

Fig. 9.5 Commanded torque from the FNPID controller, for joint 2
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9.5 Conclusion

In this work, we have reported the application of a finite-time nonlinear PID reg-
ulation controller to a Five-Bar Mechanism. The stability analysis of the system has
been carried out, resulting in the global finite-time stability of the closed-loop
system.

A dynamic model of a parallel robot, which is subject to mechanical constraints,
has been obtained in structure similar to that of a serial robot. This let us analyze the
closed-loop system in a similar way to analyzing a system with a serial robot.

0 1 2 3 4
0

0.05

0.1

0.15

0.2

Fig. 9.6 Commanded torque from the NPID controller, for joint 1

0 1 2 3 4
0

0.05

0.1

0.15

0.2

Fig. 9.7 Commanded torque from the NPID controller, for joint 2
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Numerical simulations of the proposed controller applied to the model of a
Five-Bar Mechanism were conducted. The simulations’ results confirm the use-
fulness of the proposed approach.
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Chapter 10
Robust Control of a 3-DOF Helicopter
with Input Dead-Zone

Israel U. Ponce, Angel Flores-Abad and Manuel Nandayapa

Abstract This chapter deals with the tracking control problem of a
three-degree-of-freedom (3-DOF) helicopter. The system dynamics are given by a
mathematical model that considers the existence of a dead-zone phenomenon in the
actuators, as well as a first-order dynamic that adds a lag in the system input. This
leads to obtain an eighth-order model where the positions are the only available
measurements of the system. The control problem is solved using nonlinear H1
synthesis of time-varying systems, the dead-zone is compensated using its inverse
model, and a reference model is used to deal with the first-order dynamic in the
actuators. Numerical results show the effectiveness of the proposed method, which
also considers external perturbations and parametric variations.

Keywords Robust control � Helicopter � Input dead-zone

10.1 Introduction

Recently, there is a lot of attention on unmanned aerial vehicles (UAVs) due to their
potential applications. A large list of works can be found in the existing literature.
Unmanned helicopters have an advantage over other UAVs because of their unique
capabilities to perform tasks such as hover and vertical takeoff and land, needing for
that a very limited space (Isidori and Astolfi 1992; Avila et al. 2003; Marconi and
Naldi 2007; Gadewadikar et al. 2008).

In this work, we refer to a three-degree-of-freedom (3-DOF) laboratory heli-
copter developed by Quanser Company that is often used in control research for the
design and implementation of control concepts (Quanser 1998). The 3-DOF heli-
copter system consists of two DC motors mounted at the two ends of a rectangular
frame (helicopter frame) that drive two propellers (back and front propellers). There
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are two inputs voltages: one for the front motor and the other for the back motor.
The 3-DOF helicopter has three outputs, which correspond to the elevation angle,
the pitch angle, and the travel angle. This plant represents a typical underactuated
MIMO nonlinear system with large uncertainties which can be utilized as an ideal
platform to test effectiveness of control schemes. The system contains various
uncertainties such as nonlinearities, coupling effects, unmodeled dynamics, and
parametric perturbations which may further increase the difficulties of control.
Other important drawback to design a stable controller is the fact that the inputs are
aerodynamical forces/torques.

The simplest dynamical model of the 3-DOF helicopter is described in (Quanser
1998) where the friction and other dynamics of the system are neglected. When this
model is used to design a position controller, it is difficult to accurately reach the
desired position for the closed loop system. To improve the performance of the
system, different models are used to control the 3-DOF helicopter such as (Ishutkina
2004; Shan et al. 2005; Andrievsky et al. 2007; Ishitobi et al. 2010). In this work,
we consider input dynamics and a dead-zone phenomenon in a model based on
those given in (Ishutkina 2004; Andrievsky et al. 2007). These input dynamics
relate the input voltages with the torques, adding a lag to the system. These
dynamics augment the order of the system and equivalently the degrees of freedom.
None of the works referenced in this paper include these dynamics in the controller
design. We only can find a reference of this existing dynamic in (Ishutkina 2004).

Attitude control problem (elevation and pitch channels) or position control
problem (elevation and travel angles) can be selected as the controlled outputs. The
attitude control problem is solved taking into account only a partial dynamic of the
system, which simplify the problem (Zheng and Zhong 2011; Wang et al. 2013; Liu
et al. 2014) because a fully actuated system is obtained. The position control
problem focuses on tracking the references for the elevation and travel angles. To
solve the control position problem, different solutions have been proposed, for
example, in (Odelga et al. 2012; Liu et al. 2014) a hierarchical control is used. First,
the control problem for the travel angle is solved using the reference position for the
pitch angle as the control input, and then. the attitude control problem is solved.
Another solution for the position control problem is given in (Ishitobi et al. 2010),
where a reference model is used. In this paper, we solve the position control
problem, considering the pitch angle as dependent of the other desired positions.

Different control techniques have been applied to the 3-DOF helicopter, where
robust controllers are more popular, e.g., the PD control with a robust compensator
(Zheng and Zhong 2011; Ferreira et al. 2012), the H2;H1 or LQR controllers (Li
and Shen 2007; Raafat and Akmeliawati 2012; Wang et al. 2013; Liu et al. 2014),
and sliding mode controllers (Starkov et al. 2008; Meza-Sanchez et al. 2012a, b;
Odelga et al. 2012). Beside these, adaptive controllers are used for this plant
(Andrievsky et al. 2007; Gao and Fang 2012). In this work, a H1-synthesis is
applied for a nonlinear time-varying system obtained from the model of the plant.
Static H1-controllers, which take into account the linearized system, are given by
(Ferreira et al. 2012; Wang et al. 2013). The proposed H1-synthesis solves the
problem of having only position measurements, obtaining, through a filter, the

266 I. U. Ponce et al.



unknown velocities of the given outputs. Moreover, theH1 ensure a L2-gain of the
chosen output from the disturbances that affect the system.

The aim of this work is to develop a controller capable of ensuring that the
position of the system, given by the elevation and travel angles, tracks a desirable
smooth enough trajectory. The plant consists of a 3-DOF helicopter including a
dynamic and a dead-zone input which generates a system of eight-order equivalent
to a system with five degrees of freedom with two degrees of actuation. To simplify
the problem, the full system is decomposed, solving first the problem for the plant
without considering the input dynamics, and then, a hierarchical control is used to
track the reference control, obtained from H1 synthesis, employing the input
voltages as the input of the full system.

10.2 Preliminaries

10.2.1 Linear H1 Synthesis of Time-Varying Systems

Let us consider the following state-space representation of a given linear
time-varying system

_xðtÞ ¼ AðtÞxðtÞþB1ðtÞwðtÞþB2ðtÞuðtÞ;
zðtÞ ¼ C1ðtÞxðtÞþD12ðtÞuðtÞ;
yðtÞ ¼ C2ðtÞxðtÞþD21ðtÞwðtÞ

ð10:1Þ

with the state vector xðtÞ 2 R
n, the control input uðtÞ 2 R

m, the unknown distur-
bance wðtÞ 2 R

r, the output zðtÞ 2 R
l to be controlled, and the available mea-

surement yðtÞ 2 R
p, imposed on the system, and with matrices AðtÞ; B1ðtÞ; B2ðtÞ;

C1ðtÞ; C2ðtÞ; D12ðtÞ; D21ðtÞ of appropriate dimensions.
For convenience for the reader, recall that the system Eq. (10.1) possesses a L2-

gain less than c if the following inequality holds

Z T

0
zðtÞk k2dt\c2

Z T

0
wðtÞk k2dt ð10:2Þ

for all T [ 0, for all the system trajectories initialized at the origin, and for all
piecewise continuous functions wðtÞ 2 L2ð0; TÞ such that the state trajectories
remain in a vicinity of the origin.

The H1-control problem for the system Eq. (10.1) is to find all admissible
controllers

u ¼ Kðn; tÞ;
_n ¼ Fðn; y; tÞ;

ð10:3Þ
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with internal state n 2 R
s such that the L2-gain of the closed-loop system

Eq. (10.1), driven by Eq. (10.3), is less than c. Solving the above problem under c
approaching the infimal achievable level c� in Eq. (10.2) yields a (sub)optimal H1-
controller with the (sub)optimal disturbance attenuation level c� (c[ c�).

The following assumptions are imposed on the system Eq. (10.1).

A1. ðAðtÞ;B1ðtÞÞ is stabilizable, and ðC1ðtÞ;AðtÞÞ is detectable,
A2. ðAðtÞ;B2ðtÞÞ is stabilizable, and ðC2ðtÞ;AðtÞÞ is detectable,
A3. DT

12ðtÞC1ðtÞ � 0 and DT
12ðtÞD12ðtÞ � I,

A4. B1ðtÞDT
21ðtÞ � 0 and DT

21ðtÞD21ðtÞ � I.

which are made to simplify the solution to the H1-control problem.
Necessary and sufficient conditions, for the above H1 suboptimal control

problem, are formulated in terms of the existence of appropriate solution of certain
differential Riccati equations to have a solution with a disturbance attenuation level
c[ 0:

C1. There exists a positive constant e0 such that the perturbed differential Riccati
equation

_PeðtÞ ¼ PeðtÞAðtÞþATðtÞPeðtÞþCT
1 ðtÞC1ðtÞ

þPeðtÞ
1
c2

B1BT
1 � B2BT

2

� �
ðtÞPeðtÞþ eI;

ð10:4Þ

possesses a positive-definite symmetric solution PeðtÞ for each e 2 ð0; e0Þ;

C2. While coupled to Eq. (10.4), the perturbed Riccati equation

_QeðtÞ ¼ AeðtÞQeðtÞþQeðtÞAT
e ðtÞþB1ðtÞBT

1 ðtÞ

þQeðtÞ
1

c2PeB2BT
2Pe � CT

2C2

� �
ðtÞQeðtÞþ eI

ð10:5Þ

possesses a positive-definite symmetric solution QeðtÞ for each e 2 ð0; e0Þ with
AeðtÞ ¼ AðtÞþ 1

c2 B1ðtÞBT
1 ðtÞPeðtÞ.

Equations (10.4) and (10.5) are utilized to derive a solution of the linear H1-
control problem for time-varying systems Eq. (10.1). Under partial state measure-
ments, the H1 synthesis is augmented with a dynamic compensator running in
parallel. The compensator is derived by means of the perturbed differential Riccati
equations Eqs. (10.4) and (10.5). Summarizing, the following result, extracted from
(Orlov and Aguilar 2014), is in force.

Theorem 1 The H1 suboptimal control problem possesses a solution for the system
Eq. (10.1) with assumptions A1–A4 and a disturbance attenuation level c[ 0 if and
only if Conditions C1 and C2, coupled together, are satisfied. Then, the causal
dynamic output feedback compensator
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_n ¼ Anþ 1
c2

B1B
T
1 � B2B

T
2

� �
PnþQCT

2 y� C2nð Þ;

u ¼ �BT
2 ðtÞPðtÞnðtÞ

ð10:6Þ

yields a solution to the problem in question.

10.2.2 Nonlinear H1 Synthesis of Time-Varying Systems

We consider a system of the form

_xðtÞ ¼ f ðxðtÞ; tÞþ g1ðxðtÞ; tÞwðtÞþ g2ðxðtÞ; tÞ~uðtÞ;
zðtÞ ¼ h1ðxðtÞ; tÞþ k12ðxðtÞ; tÞuðtÞ;
yðtÞ ¼ h2ðxðtÞ; tÞþ k21ðxðtÞ; tÞwðtÞ;

ð10:7Þ

where xðtÞ 2 R
n is the state vector, uðtÞ 2 R

m is the control input, wðtÞ 2 R
r is the

unknown disturbance, zðtÞ 2 R
l is the unknown output to be controlled, and yðtÞ 2

R
p is the only available measurement on the system.
The nonlinear H1-control problem for a system Eq. (10.7) is to find a locally

stabilizing output feedback controller of the form

_~n ¼ eF ð~n; y; tÞ;
~u ¼ eKð~n; tÞ

ð10:8Þ

with internal state ~n 2 R
s such that the L2-gain of the closed-loop system

Eq. (10.7) driven by Eq. (10.8) is locally less than c.
The following assumptions are made on the system Eq. (10.8):

A5. The functions f ðxðtÞ; tÞ, g1ðxðtÞ; tÞ, g2ðxðtÞ; tÞ, h1ðxðtÞ; tÞ, h2ðxðtÞ; tÞ,
k12ðxðtÞ; tÞ, and k21ðxðtÞ; tÞ are of appropriate dimensions and of class C1;

A6. f ð0; tÞ ¼ 0, h1ð0; tÞ ¼ 0, and h2ð0; tÞ ¼ 0 for all t;
A7. hT1 ðxðtÞ; tÞk12ðxðtÞ; tÞ ¼ 0; kT12ðxðtÞ; tÞk12ðxðtÞ; tÞ ¼ I,

k21ðxðtÞ; tÞgT1 ðxðtÞ; tÞ ¼ 0; k21ðxðtÞ; tÞkT21ðxðtÞ; tÞ ¼ I.

Assumptions A5 and A6 are typical for the nonlinear treatment (Isidori and
Astolfi 1992), whereas assumption A7 contains simplified assumptions related with
the linear treatment.

The local synthesis involves the linear H1-control problem of time-varying
systems for the linearized system Eq. (10.1), where
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AðtÞ ¼ @f
@x

ð0; tÞ; B1ðtÞ ¼ g1ð0; tÞ; B2ðtÞ ¼ g2ð0; tÞ;

C1ðtÞ ¼
@h1
@x

ð0; tÞ; C2ðtÞ ¼
@h2
@x

ð0; tÞ;

D12ðtÞ ¼ k12ð0; tÞ; D21ðtÞ ¼ k21ð0; tÞ:

ð10:9Þ

A solution for the nonlinear H1-control problem of time-varying system is
stated in the following result inspired from (Orlov and Aguilar 2014).

Theorem 2 Consider system Eq. (10.7) with Assumptions A5–A7. Let conditions
C1 and C2 be satisfied with a certain c[ 0 and with ðPeðtÞ;QeðtÞÞ, being a
uniformly bounded positive-definite symmetric solution of Eqs. (10.4) and (10.5),
corresponding to some e 2 ð0; e0Þ. Then, the causal dynamic output feedback
compensator

_n ¼ f ðn; tÞþ 1
c2

g1ðn; tÞgT1 ðn; tÞ � g2ðn; tÞgT2 ðn; tÞ
� �

PeðtÞn

þQeðtÞCT
2 ðtÞ yðtÞ � h2ðn; tÞ½ �;

u ¼ �gT2 ðn; tÞPeðtÞn;

ð10:10Þ

is a local solution of the afore-stated H1-control problem with the disturbance
attenuation level c.

Proof The validation of Theorem 2 is confined to the specification of Theorem 24
given in Orlov and Aguilar (2014) to the present case.

10.2.3 High Gain Around the Origin Control

We present a controller that globally stabilizes the perturbed system of first order

_xðtÞ ¼ tðxÞþwðtÞ ð10:11Þ

with state xðtÞ 2 R, a feedback law uðxÞ 2 R referred as high gain around the origin
(HGAO) control, and the bounded disturbance wðtÞ 2 R.

The following state feedback

tðxÞ ¼ �GðxÞx ¼ �j1 �þ xj jð Þ�ax ð10:12Þ

with parameters j1 [ 0, �[ 0, and 0\a\1 are proposed to globally stabilize the
first-order system Eq. (10.11). If the controller were specified with � ¼ 0, and
a ¼ 1, the resulting controller would become a discontinuous one
tðxÞ ¼ �j1signðxÞ, and the resulting closed-loop system is capable of rejecting
bounded disturbances with jwj\M\j1, whereas for a ¼ 0, we would obtain the
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simple control law tðxÞ ¼ �j1x. Therefore, using adequate parameter values of the
proposed controller Eq. (10.12), we can get the benefits of a discontinuous con-
troller, given by tðxÞ ¼ �j1signðxÞ, avoiding undesirable chattering effects of the
control signal.

The HGAO controller is more robust than the linear controller and can reach a
similar performance to the discontinuous one. The following result states the
robustness properties for of the HGAO controller.

Theorem 3 Given j1 [ 0, �[ 0, and 0\a\1, the continuous closed-loop system
Eqs. (10.11)–(10.12) is globally asymptotically stable for any disturbance w that
satisfy the growth condition

jwðtÞj � j0
jxj

ð�þ jxjÞa ¼ rðxÞ ð10:13Þ

for an arbitrary j0\j1.

Proof Satisfying the given conditions of the theorem, the time derivative of the
Lyapunov function

Vðx; tÞ ¼ 1
2
x2 ð10:14Þ

computed along the trajectories of Eqs. (10.11)–(10.12) is given by

_Vðx; tÞ ¼ �j1ð�þ jxjÞ�ax2 þwx� � ðj1 � j0Þð�þ jxjÞ�ajxj ð10:15Þ

and since that j1 [ j0 by a condition of the theorem, the global asymptotic stability
of Eqs. (10.11)–(10.12) is then established.

Figure 10.1 depicts an example of rejected disturbances using the following
parameter values: j1 ¼ 1, a ¼ 0:9, and � ¼ 0:001. This example shows that the
closed-loop system can reject almost disturbances with magnitude less of 1 unit.

The � term is added to avoid singularities in the dynamic model Eqs. (10.11)–
(10.12). Furthermore, this term limits the linear gain, GðxÞ, of the control input
Eq. (10.12), reaching its maximum value at the origin with Gð0Þ ¼ j1

�a . The
parameter a let us move the border of the rejected disturbances around the origin
(see Fig. 10.1).

Fig. 10.1 Example of
rejected disturbances (j1 ¼ 1,
a ¼ 0:9, and � ¼ 0:001)
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10.2.4 Supertwisting Observer

We consider a system of the form

€xðtÞ ¼ f ðx; _x; u;w; tÞ;
yðtÞ ¼ xðtÞ;

ð10:16Þ

which can be expressed in the state space as

_v ¼
v2

f ðx; _x; u;w; tÞ

� �
;

y ¼ v1

ð10:17Þ

where v ¼ xðtÞ _xðtÞ½ �T represent the state vector of the system, t 2 R is the time
variable, uðtÞ 2 R and wðtÞ 2 R are unknown inputs of the given system,
f ðx; u;w; tÞ : R� R� R� R ! R is a bounded function, and yðtÞ 2 R represent
the output of the system.

For the described system, we state the following problem: using the only
available information of the system, xðtÞ, and knowing the bound

jf ð�Þj �C ð10:18Þ

we have to construct a robust estimator of velocity. This problem can be solved
using the supertwisting observer, first proposed in (Davila et al. 2005), and given by

_̂v1 ¼ �k1jv̂1 � v1j
1
2signðv̂1 � v1Þþ v̂2

_̂v2 ¼ �k2signðv̂1 � v1Þ
ð10:19Þ

where v̂1 and v̂2 are the state estimations.
The following result is in force.

Theorem 4 Suppose that the parameters of the observer Eq. (10.19) are selected
according to

k1 [minfC; 2g; k2 [ 2C; ð10:20Þ

and condition Eq. (10.18) holds for system Eq. (10.16). Then the state estimations
(v̂1; v̂2) of system Eq. (10.19) converge globally asymptotically to the states ( v1; v2)
of system (10.17).

Proof First, we define the observation error as

1 ¼ 11
12

� �
¼ v̂1 � v1

v̂2 � v2

� �
; ð10:21Þ
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where dynamic defined by (10.17) and (10.19) is governed by the following
second-order system:

_1 ¼ �k1j11j
1
2signð11Þþ 12

�k2signð11Þ � f ð�Þ

� �
: ð10:22Þ

It is required to demonstrate that given the conditions of the theorem,

lim
t!1

1 ¼ 0 ð10:23Þ

Let us consider the Lyapunov candidate function (Moreno and Osorio 2008)

V ¼ 2k2j11j þ
1
2
122 þ

1
2
s2 ð10:24Þ

with

s ¼ �k1j11j
1
2signð11Þþ 12 ð10:25Þ

By computing the time derivative of this function along the trajectories of system
Eq. (10.22), we arrive at

_V ¼ �k1k2j11j
1
2 � 1

2
k1j11j�

1
2s2 � 2sf ð�Þ � k1j11j

1
2 signð11Þf ð�Þ;

� � k1k2j11j
1
2 � 1

2
k1j11j�

1
2s2 þ 2sjf ð�Þj þ k1j11j

1
2jf ð�Þj:

ð10:26Þ

Employing the well-known inequality 2ab� a2 þ b2; a; b 2 R and taking into
account Eq. (10.18), one arrives at

_V � � ðk1k2 � C2 � k1CÞj11j
1
2 � 1

2
ðk1 � 2Þj11j�

1
2s2 ð10:27Þ

which is negative semidefinite when condition Eq. (10.20) holds. By applying the
Invariance Principle (Khalil 2002) and since x � 0 is the largest invariant set for
11 ¼ 0; the origin is globally asymptotically stable.

In addition to the robustness given by the above theorem, it can be showed that this
velocity observer, using adequate parameter values, possesses finite-time convergence
(Moreno and Osorio 2008; Orlov et al. 2011), which is a desirable feature.

10.2.5 Inverse Dead-Zone Model

The input dead-zone phenomenon is a non-smooth characteristic that appears
commonly in physical components such as mechanical connections and electric
servomotors. This phenomenon produces delays and inaccuracies, resulting in poor
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performance of the system. The inverse model can be used to compensate the
effects of the dead-zone on the system (Tao and Kokotovic 1997).

The dead-zone characteristic Dð�Þ is described by

ZðtÞ ¼ DðYðtÞÞ ¼
mlðYðtÞþ jlÞ if YðtÞ\� jl
0 if � jl �YðtÞ� jr
mrðYðtÞ � jrÞ if YðtÞ[ jr

8<
: ð10:28Þ

where jl and jr represent the size of the dead-zone, whereas ml and mr are the linear
ratios between input and output. This model is shown in Fig. 10.2.

The inverse model D of the dead-zone characteristic, depicted in Fig. 10.3, is
specified by

YðtÞ ¼ DðZðtÞÞ ¼
�ZðtÞ��ml�jl

�ml
if ZðtÞ\0

0 if ZðtÞ ¼ 0
ZðtÞþ �mr�jr

�mr
if ZðtÞ[ 0

8><
>: : ð10:29Þ

where terms �jl;�jr; �ml and �mr are analogous to those of the model Eq. (10.28).

Fig. 10.2 Dead-zone model

Fig. 10.3 Inverse dead-zone
model
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When the parameters of the inverse model coincide with those of the dead-zone
model, the dead-zone effect is canceled. If this does not happen, the effects of the
dead-zone are at least minimized.

10.3 Tracking Control of a 3-DOF Helicopter

The 3-DOF helicopter model, as shown in Fig. 10.4, used in this work is analogous
to a tandem rotor helicopter such as the Boeing CH-47 Chinook illustrated in
Fig. 10.5.

Fig. 10.4 Quanser 3-DOF helicopter prototype

Fig. 10.5 Boeing CH-47 Chinook Helicopter (from Wikipedia)
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10.3.1 Dynamic Model

The dynamical model derived from (Quanser 1998; Ishutkina 2004) is given by

Je€h ¼ �fe _h� ce sinðhÞþKf Lb cosð/Þðsf þ sbÞþwe

Jp€/ ¼ �fp _/� cp sinð/ÞþKf Lhðsf � sbÞþwp

Jt€w ¼ �ft _w� KpLb sinð/Þþwt;

ð10:30Þ

where h;/ and w 2 R are the elevation, pitch, and travel angles. Je; Jp; Jt 2 R
þ and

fe; fp; ft are the inertia and viscous friction coefficients of the elevation, pitch, and
rotation axis. The terms ce sinðhÞ and cp sinð/Þ represent the restorative spring
torque relative to the elevation and pitch axis, respectively. Kf is the force constant
of the motor/propeller combination, and Kp is the force required to maintain the
helicopter in flight. Lb is the distance from the pivot point to the helicopter body,
and Lh is the distance from the pitch axis to any of the motors. The input torques sf
and sb represent the control action of the front and back DC motors applied to the
system. Finally, we;wp and wt 2 L2 are introduced to take into account different
perturbations affecting the system.

The elevation angle, h, corresponds to the angular displacement of the main
sustentation arm with respect to the horizontal axis y. The movement range of the
elevation h is limited between around �1 and 1 rad due to the hardware restriction.
The pitch angle, /, defines the movement of the helicopter body and is confined to
the domain / 2 � p

2 ;
p
2

� �
. The travel angle corresponds to the rotation of the entire

system around the vertical axis. The inertia model of the system is simplified to
point masses associated with the two motors and to the counterweight. In addition,
friction and aerodynamics drag effects are assumed to be negligible. The force
generated by each motor–propeller is assumed to be normal to the propeller plane.
The system is controlled by the action of two rotors driven by a corresponding
electric DC motor. The collective operation of the two rotors produces two actions
acting simultaneously in the system, the lifting system given by the sum of the
torques, and the rolling system given by the difference of the torques.

The torques sf and sb (sf ;b) applied to the system are the result of the torques ~sf
and ~sb (~sf ;b) affected by dead-zone phenomena, which are described as follows

sf ;b ¼ Dð~sf ;bÞ ¼
0 if j~sf ;bj � jf ; jb
~sf ;b � jf ;b otherwise

�
; ð10:31Þ

where jf and jb (jf ;b) are the size of the dead-zone.
The electric voltages Vf and Vb are the actuation control inputs of the front and

back DC motors, respectively. The relation between the voltages (Vf and Vb) and
torques (~sf and ~sb) that includes an inertial electric lag is given by the following
first-order dynamics
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_~sf ¼ �d1~sf þ d2Vf ; ð10:32Þ

_~sb ¼ �e1~sb þ e2Vb: ð10:33Þ

where d1; d2; e1 and e2 2 R
þ are some given constants.

The open-loop system described above can be represented using the block
diagram given in Fig. 10.6.

10.3.2 Problem Statement

The objective of the control system is achieved such that the system position, (h;w),
tracks a desirable smooth enough trajectory, T ðhdðtÞ;wdðtÞÞ, while also attenuating
the system disturbances and the measurement errors wh;w/ and ww.

The only available measurements of the system are defined by the positions of
the system states corrupted by some measurement errors, defining the system output
as

y ¼
hþwh

/þw/

wþww

2
4

3
5 ð10:34Þ

where wh;w/ and ww 2 L2 are measurement errors.
To state the control problem, we introduce the error state vector x 2 R

6, defined
as

x ¼

x1
x2
x3
x4
x5
x6

2
6666664

3
7777775
¼

h� hdðtÞ
_h� _hdðtÞ

/� /dðwdðtÞ; tÞ
_/� _/dðwdðtÞ; tÞ

w� wdðtÞ
_w� _wdðtÞ

2
6666664

3
7777775

ð10:35Þ

where hd and wd are prespecified trajectories to be tracked, whereas /d is a tra-
jectory defined by the restrictions of the system.

Fig. 10.6 Block diagram of the plant
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Rewriting the state equations Eqs. (10.30)–(10.32) in terms of the deviation
Eq. (10.35), we have the following time-varying system

_x ¼

x2
J�1
e ð�feðx2 þ _hdÞ � ce sinðx1 þ hdÞþKf Lb cosðx3 þ/dÞðDð~sf ÞþDð~sbÞÞþweÞ � €hd

x4
J�1
p ð�fpðx4 þ _/dÞ � cp sinðx3 þ/dÞþKf LhðDð~sf Þ � Dð~sbÞÞþwpÞ � €/d

x6
J�1
t ð�ftðx6 þ _wdÞ � KbLb sinðx3 þ/dÞþwtÞ � €wd

2
666666664

3
777777775
;

ð10:36Þ

_~sf ¼ �d1~sf þ d2Vf ;

_~sb ¼ �e1~sb þ e2Vb:
ð10:37Þ

where Dð~sf ;bÞ is given by (10.31). The system (10.36)–(10.37) of eighth order
represents the dynamics of the entire system, i.e., including the actuator dynamics.
The control problem is stated in terms of the dynamics of the 3-DOF helicopter
(10.36), as follows.

Let the output to be controlled be given as

z ¼ sf þ sb sf � sb q1x1 q2x2 q3x3 q4x4 q5x5 q6x6½ �T ; ð10:38Þ

Then, the H1 tracking problem is stated in terms of the state deviation vector
x 2 R

6. Given the error system Eq. (10.36) with the system output Eq. (10.34) and
a real number c[ 0, it is required to find (if any) a causal dynamic output
Eq. (10.38) with internal state n 2 R

6 such that the closed-loop system is internally
uniformly asymptotically stable around the origin, whereas its L2-gain is locally
less than c.

The solution of the above problem only solves the control problem of the plant
without considering the actuator dynamics. Therefore, it is necessary to develop a
strategy to generate voltages Vf and Vb produced by the torques sf and sb that are
obtained from the proposed H1-synthesis.

10.3.3 Control Strategy

The tracking control problem is solved in two steps. In the first stage, we consider
the plant without taking into account the dynamics of the actuator, in this stage is
required to find the input torques sf and sb such that the H1 control problem is
solved for the system Eqs. (10.36) and (10.38). The second stage consists of finding
the voltages Vf and Vb such that the input torques sf and sb, derived with H1
synthesis, will be generated by the actuators.
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The first stage of the proposed control problem involves a system of six order
Eq. (10.36), i.e., considers a system of 3-DOF with two degrees of actuation. To
simplifying the control problem of this system, the following control inputs are
proposed

sf þ sb ¼ v1 ¼
1

Kf Lb cosð/Þ
u1 þ fe _hd þ ce sinðhÞþ Je€hd

	 

;

sf � sb ¼ v2 ¼
1

Kf Lh
u2 þ fp _/d þ cp sinð/Þþ Jp€/d

	 

;

ð10:39Þ

with u1 and u2 to be determined from the resulting system obtained by applying
Eq. (10.39) on Eq. (10.36)

_X1 ¼
x2

J�1
e ð�fex2 þ u1 þweÞ

� �
; ð10:40Þ

_X2 ¼

x4
J�1
p ð�fpx4 þ u2 þwpÞ

x6
J�1
t ð�ftðx6 þ _wdÞ � KbLb sinðx3 þ/dÞþwtÞ � €wd

2
664

3
775; ð10:41Þ

where X1 ¼ x1 x2½ �T and X2 ¼ x3 x4 x5 x6½ �T . With the proposed control
inputs Eq. (10.39), the system Eq. (10.36) is partially linearized to simplify the
H1-control since the system is decomposed into two independent subsystems, one
of the linear type.

From dynamics described in Eqs. (10.40)–(10.41), the control objective is
focused in two independent subsystems R1 and R2, defined as

R1 :

_X1

Y1
Z1

8<
: ; R2 :

_X2

Y2
Z2

8<
: ; ð10:42Þ

where the available measurements are represented as

Y1 ¼ h� hd þwh; ð10:43Þ

Y2 ¼
/� /d þw/

w� wd þww

� �
; ð10:44Þ

and the outputs to be controlled are given as

Z1 ¼ u1 q1x1 q2x2½ �T ; ð10:45Þ

Z2 ¼ u2 q3x3 q4x4 q5x5 q6x6½ �T : ð10:46Þ
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For each system, R1 and R2, the H1 tracking problem is restated in terms of the
state deviation vector X1 and X2. Given the error systems R1 and R2 and real
numbers c1; c2 [ 0, it is required to find (if any) causal dynamic outputs
Eqs. (10.45) and (10.46) with internal states N1 and N2 such that the closed-loop
systems are internally uniformly asymptotically stable around the origin, whereas
their L2-gains are locally less than c1 and c2, respectively.

Solving the H1 problem allows us to find the control inputs sf and sb from
Eq. (10.39), where

sf ¼
1
2

v1 þ v2ð Þ; ð10:47Þ

sb ¼
1
2

v1 � v2ð Þ; ð10:48Þ

correspond to the input torques of the plant.
To achieve the objective of control, it is necessary to find the input voltages Vf

and Vb that produce torques Eqs. (10.47) and (10.48). Then, firstly the dead-zone
phenomenon is compensated using the inverse dead-zone model, and the input
torques ~sf and ~sb are obtained. From these obtained torques, ~sf and ~sb, and using the
reference model

_̂sf ¼ �d1ŝf þ d2Vf ; ð10:49Þ

_̂sb ¼ �e1ŝb þ e2Vb: ð10:50Þ

the voltages Vf and Vb are obtained such that the torques ŝf and ŝb fulfill the
condition

lim
t!1

ŝf � ~sf
ŝb � ~sb

� �����
���� ¼ 0: ð10:51Þ

In this sense, and in terms of the given error vector

f ¼ ff
fb

� �
¼ ŝf � ~sf

ŝb � ~sb

� �
; ð10:52Þ

the dynamics Eqs. (10.32)–(10.33) are governed by the system

_f ¼ �d1ff � d1~sf � _~sf þ d2Vf

�e1fb � e1~sb � _~sb þ e2Vb

� �
: ð10:53Þ

280 I. U. Ponce et al.



To stabilize the system Eq. (10.53), we use the control law

Vf ¼
1
d2

d1~sf þ _�sf þ tf
� �

; ð10:54Þ

Vb ¼
1
e2

e1~sb þ _�sb þ tbð Þ; ð10:55Þ

where _�sf and _�sb are estimated values of _~sf and _~sb, whereas tf and tb are defined by
the control law Eq. (10.12), i.e.,

tf ¼ �j1f �f þ jff j
� ��af ff

tb ¼ �j1b �b þ jfbjð Þ�abfb:
ð10:56Þ

The estimated values _�sf and _�sb are obtained by applying the supertwisting
observer Eq. (10.19), i.e.,

_.f ¼ �k1f j.f � ~sf j
1
2 signð.f � ~sf Þþ _�sf

€�sf ¼ �k2f signð.f � ~sf Þ

_.b ¼ �k1bj.b � ~sbj
1
2 signð.b � ~sbÞþ _�sb

€�sb ¼ �k2b signð.b � ~sbÞ

ð10:57Þ

The inverse model Eq. (10.29) is used to compensate the dead-zone Eq. (10.31).
We consider a symmetric dead-zone model, i.e., jl ¼ jr and ml ¼ mr. In this case, it
is necessary to estimate the gap of the dead-zone for both motors (front and back)
which correspond to values jf and jb.

The complete system controller is well described in Fig. 10.7.

Fig. 10.7 Block diagram of the proposed control
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10.3.4 H1 Tracking Control

For subsystems R1 and R2, we apply two different strategies of H1-control.
Subsystem R1 corresponds to a linear time-invariant system, and a linear H1-
control is applied to stabilize it. The error system R1 is then represented in the form
Eq. (10.1) specified by

A ¼
0 1

�feJ�1
e 0

� �
; B1 ¼

0 0

Je�1 0

� �
; B2 ¼

0

Je�1

� �
;

C1 ¼
0 0

q1 0

0 q2

2
64

3
75; D12 ¼

1

0

0

2
64

3
75;

C2 ¼ 1 0½ �; D21 ¼ 0 1½ �;
u ¼ u1; w ¼ we wh½ �Tn

ð10:58Þ

and its H1-control solution is obtained by applying Theorem 1.
Subsystem R2 correspond a nonlinear time-variant system, and a time-varying

nonlinear H1-control is applied to stabilize it. For this subsystem, we use the form
Eq. (10.7), where

f ðx; tÞ ¼

x4
�fpJ�1

p x4
x6

J�1
t ð�ftðx6 þ _wdÞ � KbLb sinðx3 þ/dÞÞ � €wd

2
6664

3
7775;

g1ðx; tÞ ¼

0 0 0 0

J�1
p 0 0 0

0 0 0 0

0 J�1
t 0 0

2
6664

3
7775; g2ðx; tÞ ¼

0

J�1
p

0

0

2
6664

3
7775;

h1ðx; tÞ ¼

0

q3x3
q4x4
q5x5
q6x6

2
6666664

3
7777775
; k12ðx; tÞ ¼

1

0

0

0

0

2
6666664

3
7777775
;

h2ðx; tÞ ¼
x3
x5

� �
; k21ðx; tÞ ¼

0 0 1 0

0 0 0 1

� �
;

uðtÞ ¼ u1 u2½ �T ; wðtÞ ¼ wp wt w/ ww½ �T

ð10:59Þ
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and to fulfill requirement A6, the trajectory /d and its time derivatives are pre-
specified in the form

/d ¼ sin�1 Jt
KpLb

�ftJ
�1
t

_wd � €wd

	 
� �
;

_/d ¼
Jt

KpLb cosð/dÞ
�ftJ

�1
t

€wd � wð3Þ
d

	 

;

€/d ¼ tanð/dÞ _/2
d þ

Jt
KpLb cosð/dÞ

�ftJ
�1
t wð3Þ

d � wð4Þ
d

	 

:

ð10:60Þ

The solution for this nonlinear H1-control problem is obtained by applying
Theorem 1.

10.4 Numerical Results

Some numerical simulations were performed to show the efficacy of the proposed
method. The parameters of the helicopter, drown from the Quanser 3-DOF heli-
copter manual (Quanser 1998), are given in Table 10.1. The numerical setup was
implemented using Simulink Version 7.5 (R2010a) from MATLAB 7.10.0.499
(R2010a) for 64-bit (win64) running on a personal computer with Intel Core
i3-3120, 2.50-2.50 GHz, 4 GB processor.

The parameter values for the input dynamics were obtained from (Ishutkina
2004), where d1 ¼ 7:3; d2 ¼ 1; e1 ¼ 6:2, and e2 ¼ 1.

We consider a perturbed system with parametric variations. The H1-controller
parameters used in the numerical simulations were c1 ¼ 320, q1 ¼ 300 0½ �,

Table 10.1 Parameter values
of the 3-DOF helicopter

Notation Value Units

fe 0.4 N � m � s/rad
fp 0.013 N � m � s/rad
ft 0.457 N � m � s/rad
Je 0.91 kg � m2

Jp 0.0364 kg � m2

Jt 0.91 kg � m2

ce 0.5 N � m
cp 0.5 N � m
Kp 0.686 N

Kf 0.5 N/V

Lb 0.66 m

Lh 0.177 m

jf 0.25 N-m

jb 0.25 N-m
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c2 ¼ 800, q2 ¼ 200 0 280 0½ �, and e1 ¼ e2 ¼ 0:001, whereas the HGAO
controller parameters were j1f ¼ j1b ¼ 10; �f ¼ �b ¼ 0:001 and af ¼ ab ¼ 0:999,
and the supertwisting observer parameters were k1f ¼ k1b ¼ 10 and
k2f ¼ k2b ¼ 15.

The disturbances affecting the system were given by

we ¼ 0:05 sinð0:4ptÞ;

wp ¼ 0:02 sin
2
7
pt

� �
;

wt ¼ 0:01 sinð0:25ptÞ

ð10:61Þ

To design the controller, we consider parametric variations, i.e., considering the
following parameter values of the plant: fe ¼ 0:44, fp ¼ 0:011, ft ¼ 0:35, Je ¼ 0:8,
Jp ¼ 0:04, Jt ¼ 1:1, ce ¼ 0:53, cp ¼ 0:53, Kp ¼ 0:9, Kf ¼ 0:53, Lb ¼ 0:7,
Lh ¼ 0:17, jf ¼ 0:3, jb ¼ 0:3, d1 ¼ 7, d2 ¼ 1,e1 ¼ 6, y e2 ¼ 1.

The trajectory to track was given by

T ¼ hdðtÞ ¼ 0:3 sinð0:2ptÞ;
wdðtÞ ¼ 0:3 sinð0:1ptÞ:

�
ð10:62Þ

The position behavior is shown in Figs. 10.8, 10.9, and 10.10, and the control
input is shown in Fig. 10.11. These figures demonstrate the effectiveness of the
proposed control method.

Fig. 10.8 hðtÞ position behavior
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Fig. 10.10 wðtÞ � hðtÞ trajectory behavior

Fig. 10.11 Control signals

Fig. 10.9 wðtÞ position behavior
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10.5 Conclusions

The tracking control problem for a 3-DOF helicopter was solved using H1 syn-
thesis. For this problem, the elevation and travel angles were selected as the outputs
to be controlled, while the desired trajectory for the pitch angle was obtained from
condition A6. The input dead-zone was compensated using its inverse model, and a
reference model was used to compensate the first-order dynamics in the actuators,
where a first-order controller was developed from a discontinuous one. For this
problem, the system positions (h; /, w) were the only available measurements of
the system, and external disturbances and parametric variations were considered.
Numerical results show the effectiveness of the proposed control.
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Chapter 11
Mechatronic Integral Ankle
Rehabilitation System: Ankle
Rehabilitation Robot, Serious Game,
and Facial Expression Recognition
System

Andrea Magadán Salazar, Andrés Blanco Ortega,
Karen Gama Velasco and Arturo Abúndez Pliego

Abstract People who have suffered an injury require a rehabilitation process of the
affected muscle. Rehabilitation machines have been proposed to recover and
strengthen the affected muscle. In this chapter, we propose a novel ankle rehabil-
itation parallel robot of two degrees of freedom consisting of two linear guides. For
the integral rehabilitation, a serious game and a facial expression recognition sys-
tem are added for entertainment and to improve patient engagement in the reha-
bilitation process. The serious game has a simple design. This game has three levels
and it is controlled with an impedance control, which specific command allowing
character game jumps the obstacles. Facial expressions recognition system assists to
the serious game. We propose to recognize three different facial expressions to the
basic expressions. Based on the experiment results, we concluded that our system is
good because it has a performance of 0.95%.

Keywords Parallel robot � Ankle rehabilitation � Facial expression recognition
Serious game

11.1 Introduction

Ligamentous ankle injuries are the most common sports trauma, its frequency
approximately represents between 10 and 30% of all sports injuries (Zoch et al.
2003), according to data from different publications. The ankle sprain occurs
when the ankle unexpectedly twists or turns in an awkward way beyond what the
ligaments can tolerate, being the most common due to an excess of inversion
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movement, which damages the ankle lateral ligaments. It was observed that sprain
occurs when the ankle unexpectedly twists or turns in an awkward way by that
when a muscle remains on immobilization tends to weaken, caused stiffness and
therefore loses tone and shortened. Salter recommended that all joint affections
should be moved continuously through a full range of motion. Salter invented the
concept of continuous passive motion, known as CPM (O’Discoll and Giori 2000).

Rehabilitation is the process of restoration of skills by a person who has had an
illness or injury so as to regain maximum self-sufficiency and function in a normal
or as near normal manner as possible. The rehabilitation is beneficial to reduce
spasticity, to increase the muscle mass, and to control the muscle movement.

Robotic ankle rehabilitation devices like CPM machines are used to perform
smooth and control motions in rehabilitation therapies to help patients to perform
repetitive movements in a well-defined interval and a given speed.

Consequently, there is an increasing research interest in developing rehabilita-
tion machines by technology development companies, institutions, and universities
around the world. The main objectives of these machines are (a) rehabilitate the
affected part (e.g., knee, ankle, hands, hip), (b) restore mobility, (c) reduce repet-
itive work of a therapist, (d) increasing the number of therapy services, (e) reduce
recovery time and offer a wider range of personalized therapies with precise, and
(f) insurance movements (Blanco-Ortega et al. 2012).

The repetitive nature of exercises in therapy sessions is another problem. The
patients tend to pull out the rehabilitation process. To solve this problem, serious
games have been proposed. Serious games refer to the use of computer games that
have a main purpose that is not pure entertainment. These games contribute to
increase motivation in rehabilitation sessions (Rego et al. 2010). Our game has
simple rules to minimize learning period. Also, it is important the accuracy
detecting patient’s emotions. Automatic facial expressions recognition provides
information nonverbal of patient. Facial expression recognition is a topic widely
discussed in Computer Vision. Many researchers have been interested in the
analysis of the six basic facial expressions for different applications. We proposed
facial expression recognition as interface between serious game and rehabilitator.
For this interaction, we recognize three expressions different to basic facial
expressions.

In this chapter, we propose a novel comprehensive rehabilitation system that
considers an ankle rehabilitation of two degrees of freedom (DOF) (dorsiflexion–
plantarflexion and inversion–eversion), a serious game and an artificial vision
system for the detection of facial expressions of the patient, which improves the
rehabilitation process of the ankle. The movement of dorsiflexion–plantarflexion is
considered in this game. Figure 11.1 shows the integration scheme of the proposed
integral rehabilitation system.

The main contributions of this chapter are: an ankle rehabilitation system for
young people, which allow 25° of dorsiflexion, 45° of plantarflexion, 25° of
inversion, 15° degrees of eversion. One serious game with three different levels of
difficulty according to the stages of rehabilitation, it helps that the ankle increases
his strength and mobility, with a rehabilitation process entertained. Finally, it is also
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proposed a system for recognizing facial expressions different from the basic
expressions as motivated, unmotivated, and pain, which gives feedback to the
serious game by indicating whether to increase or decrease the frequency of
obstacles.

The rest of the chapter is organized as follows: Sect. 11.2 reviews the state of the
art of ankle rehabilitation systems, serious games, and facial expressions recogni-
tion. Section 11.3 explains the design of the proposed rehabilitator. In Sect. 11.4,
serious games design is shown; in Sect. 11.5, the proposed facial expressions
recognition system is presented. Section 11.6 explains the methodology followed in
the experimentation and the results obtained are analyzed. Finally, we provide the
conclusions in Sect. 11.7.

11.2 Literature Review

11.2.1 Parallel Robots for Ankle Rehabilitation

Mechatronics has been defined as a synergy of several engineering disciplines. It
relates to the design and manufacture of intelligent electromechanical products and
devices (Hsu 1997). The adoption of mechatronics or robotized devices for assis-
tance and rehabilitation have given the possibility to improve diagnoses and therapy
both in structured places like hospitals or re-education centers as well as at the

Fig. 11.1 Integration scheme of the proposed rehabilitation system
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patient’s own home. With respect to manual therapy, the robotized one is more
reproducible, more repeatable, and less dependent to the therapist ability; less tiring
for the therapist and sometimes may be remotely performed at the patient home.
The results are a better quality of life and a reduction of health expenses (Perdereau
et al. 2011).

Mechatronic systems for rehabilitation are devices that seek to improve the
recovery of a patient after suffering some kind of illness or injury in any part of the
body. Some ankle rehabilitation machines proposed are based on configuration of
parallel robot whose mechanical structure is formed by a mechanism of closed
chain in which the end effector is attached to the fixed base by at least two inde-
pendent kinematic chains.

In Rutgers University, a rehabilitation ankle device called “The Rutgers Ankle”
was proposed, see Fig. 11.2a. This device is a parallel robot with 6-DOF, despite
the ankle only has 3-DOF and uses pneumatic actuators. This device includes an
interface where the patient interacts virtually through simulation games during their
rehabilitation process. This device helps to improve balance, flexibility, and
increase muscle strength. It has been used in patients for determining the effec-
tiveness of this rehabilitation device, where they have concluded that require a large
capacity compressor to maintain pressure and prevent overheating and low loads in
the system (Girone et al. 1999, 2000; Deutsch et al. 2001). A new Rutgers Ankle

Fig. 11.2 Parallel robots for ankle rehabilitation: a 6-DOF (Cioi et al. 2011), b 4-DOF (Yoon and
Ryu 2005), c 2-DOF (Saglia et al. 2009), d 3-DOF (Liu et al. 2006), and e 1-DOF (Chou-Ching
et al. 2008)
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device was used to train ankle strength and improved motor control for children
with cerebral palsy (CP) (Cioi et al. 2011).

As shown in Fig. 11.2b, the parallel mechanism for ankle rehabilitation com-
prises two plates for supporting the foot and provides flexion–extension of the
fingers. The parallel mechanism is of 4-DOF and uses four pneumatic actuators,
which provide dorsi/plantarflexion and inversion/eversion movements for the ankle
(Yoon and Ryu 2005). A parallel robot of 2-DOF for ankle rehabilitation is shown
in Fig. 11.2c (Saglia et al. 2009). Using a PD control , the parallel robot is operated
redundantly to avoid singularities and this way to provide dorsi/plantarflexion and
inversion/eversion movements. In Saglia et al. (2010) presents the development of
an admittance-based assistive controller for this ankle rehabilitation system. An
admittance control technique is used to perform patient-active exercises with and
without motion assistance. Electromyography (EMG) signals are used to evaluate
patient’s effort during training/exercising.

Another parallel robot of 3-DOF (Liu et al. 2006) with a link in the central part
to connect the mobile base with fixed base and thus give greater rigidity to the
structure and limiting movement is shown in Fig. 11.2d. The authors present
simulation results in MSC ADAMS of a virtual prototype and also present the
physical prototype.

A robot assistant in ankle rehabilitation of 1-DOF, shown in Fig. 11.2e, provides
dorsi/plantarflexion movement to reduce spasticity, increase muscle tone, and
improve motor control (Chou-Ching et al. 2008). The authors implemented a
proportional-derivative (PD) fuzzy controller combined with a conventional inte-
grated control with feedback of the angular position and torque exerted by the
patient through his foot on the robot base.

11.2.2 Serious Games

Ankle rehabilitation consists of several repetitive sessions and intensive activities
that become tedious after hundreds of repetitions. On the other hand, serious games
are interactive tools, which his goal is to develop a lost ability, and not only fun and
entertainment, although they include them. Serious games are a good solution when
you want to motive the patient to complete his rehabilitation (Rego et al. 2010).

Several works about serious games for the rehabilitation have been published in
the last few years. As can be seen in Table 11.1, the development of this type of
games is not new and can be used in multiple areas such as training in a work or
learning environment. The development of serious games focused on the rehabil-
itation area to support the rehabilitation of different parts of the body and specifi-
cally the ankle is growing. In this analysis, we found that most of the implemented
systems consider the feedback of the patient, used mirror feedback, in which
through an avatar the patient can observe the movements made on the screen,
facilitating the interaction with the game (Jaume-i-capó and Samčović 2014), while
in other works a database stores the number of movements realized in each session.
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In ankle rehabilitation, the therapy must be performed through the repetition of
specific movements (RSMs) such as movements of dorsiflexion–plantarflexion or
eversion–inversion (Girone et al. 1999; Michmizos and Krebs 2012; Burdea et al.
2013; Farjadian et al. 2014; Garcia and Navarro 2014; Goncalves et al. 2014;
Menezes et al. 2014; Zhang et al. 2014; Pasqual et al. 2016). The main tools used
for the game’s implementations are Microsoft XNA Game Studio, Visual Studio .
Net, C#, C++, OpenNI by Kinect, OpenCV and Q+.

The objective of the serious game developed here is to propose a rehabilitation
of the ankle, in a fun and attractive way to have a better interaction between the
patient, the rehabilitation system, and the specialist; proposing an integral system of
simple rehabilitation so that it can be used both in the home and in the clinic.

11.2.3 Facial Expression Recognition

According to Fasel and Luettin (2003), a facial expression is a visible manifestation
of the affective state, cognitive activity, intention, personality, and psychopathology
of a person. Facial expressions in the human are a natural mechanism to express
their state of mind that anyone can detect regardless of race, age, or sex. Several
factors influence in the formation of facial expressions (Fasel and Luettin 2003), as
shown in Fig. 11.3.

According to Ekman and Friesen (1978), the facial expressions are categorized
into six emotions: anger, disgust, fear, happiness, sadness, surprise, with 13 action

Fig. 11.3 Factors that influence facial expressions formation (Fasel and Luettin 2003)
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units, where the automatic detection of the facial components is done through the
regions of interest (ROI) of the face, which are mainly the eyes, the mouth, nose,
and eyebrows. The development of facial expression recognition systems can be
made classifying expressions based on facial action coding system and direct or
indirect interpretation of facial expressions.

Facial action coding system (FACS) is a coding system created by Paul Ekman
and Freisen (Kumari et al. 2015) for describing facial movements. The FACS
identifies the facial muscles that individually or in groups cause changes in facial
behaviors. These changes in the face are called action units (AU); then, the FACS is
made up of several such action units. This facial action coding system has become a
standard for the automatic facial expression recognition (FER).

FER has been a line of research addressed in recent decades, obtaining nonverbal
information about the behavior of people. Generally, facial expression automatic
systems are carried out by modeling the action units. However, the expression
analysis is still complex for current systems of automatic recognition through units
of action or specific points, since determining the internal state of a person through
their facial muscle movements requires pondering many variables (Porras-Luraschi
2005).

Table 11.2 shows a summary of the state-of-the-art recognition of facial
expressions, it can be seen that the most popular techniques for the extraction of
these characteristics are: Gabor filters, local binary patterns, principal component
analysis (PCA), independent component analysis (ICA) linear discriminant analysis
(LDA), local gradient code (LGC), and local directional pattern (LDP).

The most popular classification techniques are, but not limited to support vector
machines (SVM), nearest neighbor (NN), artificial neural networks (ANN), and
decision trees. We can also observe that in recent years the use of the Kinect sensor
for the acquisition of images of facial expressions has increased.

11.3 Design of the Parallel Robot

11.3.1 Mechanical Design of the Parallel Robot

The parallel robot proposed for the ankle rehabilitation consisting of two linear
guides actuated with CD geared motors for vertical movements, resulting in a
mechanism of 2-DOF. This robot has a movable platform where the foot-ankle is
supported. Spherical and translation joints are used to link the movable base
through bars. The strut plays an important role in the mechanical design, since it is
positioned to counterbalance the foot-leg weight of the patient, and is attached to
the movable base by means of a spherical union. The ankle rehabilitation robot
provides dorsiflexion/plantarflexion and inversion/eversion movements, as can be
observed in Fig. 11.4.
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As a first stage, is a kind of CPM machine, i.e., independent movements will be
providedby the movable platform. Only basic and independent movements of
dorsiflexion/plantarflexion and inversion/eversion for passive rehabilitation are
considered as it is shown in Figs. 11.4 and 11.5. Table 11.3 shows the ankle range
of motion.

11.3.2 Kinematic Analysis

Consider the schematic diagram of the parallel robot shown in Fig. 11.6, where r1,
r2, r3, and r4 are the distances of the mobile platform, driven link, mobile base, and

Fig. 11.5 Parallel robot for
ankle rehabilitation based on
linear guides

Fig. 11.4 Rotational ankle movements
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ground link, respectively. The kinematic model can be expressed in polar form by
means of Eq. (11.1).

r1ejh1 þ r2ejh2 þ r3ejh3 ¼ r4ejh4 ð11:1Þ

Using Euler identity and solving simultaneously for the unknown displacements,
which are the displacements of the driven link and the mobile base of the linear
guide. Note that r1 and r4 are constant vectors, see Fig. 11.6.

r2 ¼ r4 þ r1 cos h1
r3 ¼ r1 sin h1

ð11:2Þ

Table 11.3 Range of ankle movements

Type of motion Max. allowable motion

Dorsiflexion 20.3° a 29.8°

Plantarflexion 37.6° a 45.8°

Inversion 14.5° a 22.0°

Eversion 10.0° a 17.0°

Abduction 15.4° a 25.9°

Adduction 22.0° a 36.0°

Fig. 11.6 Kinematic analysis based on the vector loop
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Taking time derivative of the vector loop in Eq. (11.2), using Euler identity and
solving for the velocities of the driven link and the mobile base, we obtain

_r2 ¼ _h sin h1

_r3 ¼ r1 _h cos h1
ð11:3Þ

11.3.3 Dynamic Analysis

Consider Fig. 11.7 where a positive angle h1 corresponds to dorsiflexion movement
and negative angle h1 corresponds to plantarflexion movement, on the y-axis.
Similarly, for the other linear guide a positive angle u represents an eversion
movement and negative angle u an inversion movement.

The mathematical model governing the dynamic for the dorsiflexion–plan-
tarflexion movement (similar for eversion–inversion movement) can be obtained by
applying Newton equation, which is given by:

Je€h1 ¼ F1d1 � P ð11:4Þ

where Je is the inertia moment of the movable platform, d1 is the distance between
the strut and Acme screw. The control force is F1 and P is an unknown disturbance
(e.g., ankle stiffness, viscous damping, friction forces).

Fig. 11.7 Schematic diagram
for a dorsiflexionmovement h1
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The differential Eq. (11.4) is a linear equation, considering P as constant dis-
turbance. A control strategy can be designed to track a time-varying reference
trajectory for each axis independently. Gravity effects are neglected due to frictional
forces in the screw, the screw is self-locking.

11.3.4 PID-Type Control

For planning trajectory tracking, the following PD-type controller is proposed to
obtain the desired position h1d:

vh ¼ €h1d � a2 _h� _h1d
� �

� a1 h� h1dð Þ � a0

Z
h� h1dð Þdt ð11:5Þ

The control input is given by,

F1 ¼ Je
d1

vh ð11:6Þ

The use of this PID-type controller yields the following closed-loop dynamics
for trajectory tracking errors given by eh ¼ h� h1d :

veh þ a2€eh þ a1 _eh þ a0eh ¼ 0 ð11:7Þ

The controller gains a0; a1 and a2 were selected such that the associated char-
acteristic polynomial for the closed-loop system Eq. (11.3) be Hurwitz polynomial
(polynomial whose roots are located in the left half-plane of the complex plane),
one guarantees that the error dynamics be globally asymptotically stable. The
controller gains were set to coincide with those of the desired characteristic poly-
nomial s2 þ 2fxnsþx2

n

� �
sþ bð Þ with xn ¼ 10; f ¼ 0:7; b ¼ 10.

Desired position trajectory to provide dorsi/plantarflexion movements is given
by the following Bézier polynomial:

h1d tð Þ ¼ hi þ hf � hi
� �

r t; ti; tf
� �

l5p

r t; ti; tf
� � ¼ c1 � c2lp þ c3l

2
p � � � � þ c6l

5
p

lp ¼
t � ti
tf � ti

ð11:8Þ

where hi ¼ h1d tið Þ and hf ¼ h1d tfð Þ are the initial and final desired positions, so that
the basis of rehabilitation starts from an initial position and goes to a final position
with a smooth change, such that:

h1d tð Þ ¼
0 0� t\ti
r t; ti; tf
� �

hf ti � t\tf
hf t[ tf

8<
: ð11:9Þ
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Parameters of the Bézier polynomial function h1d tð Þ (4) are c1 = 252, c2 = 1050,
c3 = 1800, c4 = 1575, c5 = 700 and c6 = 126.

11.3.5 Robust GPI Control

Initially, generalized proportional integral (GPI) control was introduced in the
context of predictive control of differential flat systems (Fliess and Join 2008). In
recent years, GPI controllers have been implemented in power electronics problems
and multivariable cases (Franco-González et al. 2007), as well as active vibration
control of rotating machinery (Blanco-Ortega et al. 2010). For instance, a GPI
controller was proposed in a controlled mass system which was connected to
uncertain mass-spring-damper systems in order to reject an unknown disturbance
input (Sira-Ramírez et al. 2008).

The unknown disturbance can be included in the rotational equation described
by Eq. (11.4) and can be represented as follows:

€h1 ¼ uh þPm ð11:10Þ
where

uh ¼ F1d1
Je

Pm ¼ � P
Je

ð11:11Þ

Considering the disturbance as a third-order polynomial, given by:

Pm ¼ a3t
3 þ a2t

2 þ a1tþ a0 ð11:12Þ

The control strategy is given by the following equation:

uh ¼ €h1d � k5 _h
_

1 � _h1d

� �
� k4 h1 � h1dð Þþ

� k3

Z t

0

h1 � h1dð Þ ds� k2

Z t

0

Zs

0

h1 � h1dð Þdkds

� k1

Z t

0

Zs

0

Zk

0

h1 � h1dð Þdrdkds

� k0

Z t

0

Zs

0

Zk

0

Zr

0

h1 � h1dð Þdqdrdkds

ð11:13Þ
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where

_h
_

1 ¼
Z t

0
uxds

_h1 ¼ _h
_

1 þ _h1 0ð Þ
ð11:14Þ

Substituting the controller Eq. (11.13) and the disturbance Eq. (11.12) in
Eq. (11.4), besides, if we consider the error, e ¼ h1 � h1d , and its respective
derivatives, then we obtain:

eVI þ k5e
V þ k4e

IV þ k3veþ k2€eþ k1 _eþ k0e ¼ 0 ð11:15Þ

The associated characteristic polynomial for the closed-loop system Eq. (11.15)
is given by:

s6 þ k5s
5 þ k4s

4 þ k3s
3 þ k2s

2 þ k1sþ k0 ¼ 0 ð11:16Þ

The parameters were selected to ensure that the error dynamics was globally
asymptotically stable and were set to coincide with those of the desired charac-

teristic polynomial s2 þ 2fxn þx2
n

� �3
with xn ¼ 10; f ¼ 0:7.

11.4 Serious Game Design

The serious game needs to be interesting, entertaining, and interactive (Zhang et al.
2014), to motivate the patient. According to the recommendations given in
(Michmizos and Krebs 2012), we considered to have a simple visual interface and
simple control so that the learning period is short, helping the patient to be
autonomous and if possible, that he/she can perform the therapy at home.

The game developed is aimed at young people, ranging from 12 to 20 years old,
who need motivation not to abandon their rehabilitation process, having a more
attractive and fun therapy. The tool used for its development was Unity3D because
it is a flexible development platform that can be implemented in all operating
systems (Linux, Mac, Windows, etc.).

The serious game developed is of 1-DOF corresponding to dorsiflexion and
plantarflexion movements. The game is proposed to use in active and resistive
rehabilitation (strengthening or resistance training). On these rehabilitation modes,
the individual realizes all the effort in the exercises. The parallel robot presents an
opposing force to the active patient movement, which is gradually increased to
improve muscular endurance, see Table 11.4. Contains three levels of difficulty and
each level has a game character. The force and angle the patient must apply on the
mobile platform increases as level up. The obstacles that must skip the game
character also increase its frequency as the game level increases, see Fig. 11.8.
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The obstacles that must skip the game character also increase its frequency is
increasing as the game level. The relations between game character, angle of the
movable platform, and force that the patient must apply depending on the game
level is shown in Table 11.4.

The purpose of the first game level is for the patient to regain mobility in a small
range of motion by applying a small force that does not cause discomfort or pain. In
the second level, the patient must apply a greater force to strengthen the affected
muscle. Finally, the third level helps both mobility and strengthening the muscles; the
range of motion and the force that the patient must apply in the mobile platform are
increased. In Fig. 11.9, the relation between angular displacement of the movable
platform and the linear displacement of the mobile base of the linear guide is shown.

Another thing is that blue and green tones are used to convey a feeling of
well-being and red obstacles, with the intention of capturing the attention of the
players, see Fig. 11.10.

Finally, our ankle rehabilitation system contemplates store the aforementioned
information about strength, number of movements performed, and therapy time.
This information allows for supervision by the therapist. Additionally, improving
interaction between rehabilitation prototype and serious game was proposed to

Table 11.4 Serious game specifications

Level 1 2 3

Characteristic
game

Objective Mobility Force Mobility and force

Angle 8 � h � 10 18 � h � 20 28 � h � 30

Force F � 10 F � 20 F � 30

Fig. 11.8 Levels of serious game corresponding to dorsiflexion and plantarflexion movements
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recognize and interpret of facial expressions under naturalistic conditions. Then, if
he feels discomfort or pain, the game decreases the strength and frequency of the
movement, and if patient is boring, the game increases the frequency of movements
and the strength. Of course, we considered the level and supervision of the therapist
for these changes.

11.5 Facial Expressions Recognition Proposed

As already mentioned, the system of recognition of facial expressions is a support
system for the serious game and the ankle rehabilitator, which is necessary to
perform the detection of mental states motivated and unmotivated, and a

Fig. 11.10 Psychology color of game characters

Fig. 11.9 Relationship between angular and linear displacement
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psychological activity such as the pain. According to Fasel and Luettin (2003), this
mental and physical information can be identified visually through facial
expressions.

In this paper, the steps considered in facial expression automatic recognition
system are (a) Face acquisition, (b) Detection and descriptions of FACS, and finally
(c) Facial expression recognition. We used Kinect sensor for the first and second
step.

The Kinect sensor was built to revolutionize the way you play video games and
the entertainment experience; however, now it has more uses. In recent years,
Kinect has been used for other areas such as the recognition of facial expressions,
helping to obtain nonverbal information of what a person is feeling.

Kinect provides the Microsoft Face Tracking SDK development tool for the
detection, tracking and description of the components of the face and their move-
ments. This software enables us to develop our application for the tracking of the
face in real time. This library makes the description of the face using different action
units. We proposed to recognize only tree expression: pain, motivated or concen-
trate, and unmotivated or distracted. For the facial expressions recognition, we used
six action units and two movements of the head, these are shown in Fig. 11.11.

Fig. 11.11 Action units and movements that Kinect sensor recognizes

11 Mechatronic Integral Ankle Rehabilitation System: Ankle … 309



The unit of action UA0 refers to lifting the upper lip, the UA1 to lower the jaw,
the UA2 to tighten the lips, the UA3 to lower the eyebrows, the UA4 to lower the
corners of the lips, and the UA5 to raise the eyebrows. These units of action are
measured in a range of −1 to 1. The head movements that Kinect sensor recognized
is Pitch (which refers to raising and lowering the head) and Yaw (moving the head
from left to right and Roll turning the head), which are measured in a range of −90°
to 90°. For the detection of these movements and action units, Candide-3 is used,
which is a parameterized mask of 113 vertices and 168 surfaces (see Fig. 11.12).

The FACS system proposed by Ekman is a complete description of the facial
muscles. However, the set of facial actions considered by the Kinect sensor to carry
out the recognition of facial expressions is smaller, so it was necessary to make a
table of equivalences of both systems. It is important to mention that we only made
this table of equivalences for those action units that are part of the three facial
expressions considered in this project, see Table 11.5.

Generally, the recognition of basic facial expressions is based on the description
made by Ekman (through the FACS) for these emotions. However, we did not find
in the literature of the area a description of which action units are involved for the
recognition of the three facial expressions considered in this paper. We made an
analysis of the data and we propose a description for the three facial expressions

Fig. 11.12 Candide-3 mask

Table 11.5 Equivalent of the
action units proposed by Paul
Ekman and Kinect sensor for
facial expression considered
in this paper

Kinect sensor Ekman Description

AU0 AU5 Upper lip raiser

AU1 AU26 Jaw drop

AU2 AU20 Lip stretcher

AU3 AU4 Brow lowerer

AU4 AU15 Lip corner depressor

AU5 AU2 Outer brow raiser
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under study from four action units and two head movements. The face is a dynamic
object that usually changed by blinking, yawn, move the head from one side to
another, lower the head, etc. For these movements, we considered necessary to have
another class and it was named transitions. In Table 11.6, you can see this
description proposal.

Then, the feature vector of each expression is composed of eight attributes: six
action units and two positions of Kinect sensor: x = {AU0, AU1, AU2, AU3, AU4,
AU5, Pitch, Yaw}.

11.6 Experimentation

In this section, three tests are presented. First, we can provide simulations results
about ankle rehabilitation. The second test is about the facial expression recognition
system, and finally, the last test is about integration of all the systems proposed.

11.6.1 Simulation Results

The ankle rehabilitation parallel robot can provide a passive rehabilitation using the
PID-type controller or robust GPI controller. In passive exercises, the patient effort
is not required, due to the parallel robot moves the ankle-foot in a smooth way.
Table 11.7 shows the simulation parameters obtained from the virtual prototype,
see Fig. 11.13.

In Fig. 11.13, the real and desired dorsiflexion response and control forces are
shown, using the virtual prototype (see Fig. 11.5) and PID-type controller of
Eq. (11.6). It shows how smooth movement of 0° to 15° (p/12 rad) is obtained

Table 11.6 Proposed description of the facial expressions pain, concentrate or motivated,
distraction or unmotivated and transitions

Class Description

Pain (class 1) Lip corner depressor (AU4) with values greater than 0.01
Brow lowerer (AU3) and jaw drop (AU1) with values greater
than 0.25
Brow lowerer (AU3) and lip stretcher (AU29) with values
greater than 0.25

Distraction or unmotivated
(class 2)

Pitch with values greater than 35°
Pitch with values lower than −10°
Yaw with values greater than 35°
Yaw with values lower than −25°

Concentrate or motivated
(class 3)

Neutral: all units of action between −0.20 and 0.20
Happy: lip corner depressor (AU3) with values lower than
−0.35

Transitions (class 4) Those are not included in any of the previous class
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using Bézier polynomial of Eq. (11.8). The aim is that the physiotherapist could set
the angle interval at the desired time in order that parallel robot provides the
required speed based on the process of rehabilitation and improvement of the
affected part. It can be seen that for the dorsiflexion movement, the tracking error
tends to zero and that the movement is performed smoothly, 15° in 5 s.

The simulation results are shown in Fig. 11.14, corresponding to dorsiflexion
movement considering a constant disturbance (P = 0.5 Nm). It can be seen that the
control force does not compensate the disturbance.

Fig. 11.13 Dorsiflexion response using the PID-type controller for P = 0 Nm

Fig. 11.14 Dorsiflexion response using the PID-type controller for P = 0.5 Nm

Table 11.7 Simulation parameters

Je = 0.015 kg m2 Inertia moment of movable platform

P = 0.5 Nm Perturbation force due to foot weight

d1 = 0.185 m Distance from the strut to acme screw
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Figure 11.15 corresponds to the dorsiflexion movement. It can be observed how
smooth movement of 0° to 15°, with a displacement of 0.03 m on the linear guide,
is obtained. The trajectory tracking based on Bézier polynomial Eq. (11.8)
smoothly interpolating between zero and a final position located at fifteen degrees
from the initial rest position in approximately 5 s.

The simulation results shown in Fig. 11.16 correspond to dorsiflexion movement
considering a constant disturbance (P = 0.5 Nm). It can be seen that the robust GPI
controller compensate the disturbance, the tracking error tends to zero, and that the
movement is performed smoothly, 15° in 5 s.

11.6.2 Database

A training database was created with 2303 instances and a database for tests with
306 instances. The images were captured using the Kinect sensor, at 30 frames in
one second. We recorded only three expressions for 45 people (15 women and 30
men) between 22 and 30 years old, from México. The facial expression images are
true color (24 bits) with measure 640 � 480 pixels. All images have a frontal-view

Fig. 11.15 Dorsiflexion response using the robust GPI controller, P = 0 N

Fig. 11.16 Dorsiflexion response using the robust GPI controller, P = 0.5 N
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of a single person. The images were acquired under various lighting conditions, in a
natural environment.

Kinect sensor has some restrictions for building the database. First, Kinect needs
a distance from 60 cm to 1.20 m between volunteers and the Kinect camera. If there
is a greater or lesser distance, the Candide-3 mask is not positioned on the face to
tracking her. Second, the Kinect sensor does not work correctly with the presence of
accessories on the face such as mustache, hair in face, glasses, caps. In this case, our
volunteers did not have these accessories.

11.6.3 Facial Expression Recognition

The goal of this test was evaluating the facial expression recognition system. In this
work, we provide a comparison with three classification algorithms in the two
frameworks in such a way that the best model for the recognition of facial
expressions was obtained. Weka (Waikao 2017) is open source software that
contains a collection of machine learning algorithms for data mining tasks, Weka
3.8 was used and for all algorithms we considered the option cross validation.
Language R (Foundation 2017) is a free software environment for statistical
computing and graphics. It compiles and runs on a wide variety of platforms. The
algorithms evaluated were Naïve Bayes, C4.5, and Support vector machines
(SVMs) using an RBF kernel. We use the default values from frameworks for the
cost and gamma.

Database was divided into two parts. For the training, we used a database with
captures of 30 people, the test phase was carried out with an integrated database of
15 people different from those considered in the training base. Table 11.8 shows the
performance achieved by each of the classification algorithms considered.

Classifier with the lowest performance was the Bayes algorithm. This algorithm
was considered for its simplicity to implement it in the integration of the rehabil-
itation system. The results obtained by Bayes on both platforms are similar.

The algorithm with the best performance, in both Weka and R, is C4.5 reaching
in the training phase a value 99% of success in both platforms, but his performance
decrease in the test phase up to 90% in the R language. In Weka, the algorithm
maintained the good result in the test phase. The tree generated for this model is
shown in Fig. 11.17. We decided to consider this decision tree for its integration in

Table 11.8 Comparison of the results obtained with classification algorithms

Classification algorithm Weka R

Train (%) CV (%) Train (%) Test (%)

Naïve Bayes 83.5866 82.0669 83.2826 83.6601

MSV 89.6657 85.7154 93.0881 91.5032

J48 99.0881 95.7447 99.0881 90.8496

314 A. M. Salazar et al.



the rehabilitation system for its simplicity in the rules, its easy represents, for its
rapid response and for achieving a close performance to accomplish by the SVM in
test phase, in R.

Support vector machines obtain a good result, according the literature; however,
it is interesting to note that the implementation carried out in each platform affects
the results obtained. SVM achieves a better performance in R. However, this model
had not considered because its implementation and integration is more difficult.

Analyzing the confusion matrix of the evaluated algorithms, we conclude that
the two main problems in the recognition of facial expressions are due to changes in
the luminous intensity and the large number of movements that the face presents
continuously, such as blinking, yawn, move the head from one side to another,
lower the look.

11.6.4 Integrated Systems

For the development and integration of these three systems, different software and
hardware tools were used.We used a laptopwithWindows 10 operating system,Kinect
sensor, 1-DOF ankle rehabilitation, force sensor, Unity Engine C#, Visual C++,
Kinect SDK, and an Arduino.

Fig. 11.17 Tree generated for C4.5 in Weka
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The main elements of the ankle rehabilitation integral system are shown in
Fig. 11.18. The system consists of a serious game, a Kinect sensor, ankle reha-
bilitation parallel robot, and the facial expression recognition system. The parallel
robot has a force sensor to acquire the force applied by the patient on the movable
platform.

The interaction between the patient and the serious game is performed by the
Kinect sensor, which by means of the facial expression recognition system detects
the patient’s condition to increase or decrease the game level based on the fre-
quency of appearance of obstacles, which the serious game character must jump. If
the game level is modified, the patient must exert force in the movable platform so
that the game character jumps the obstacles. By means of a force sensor placed on
the mobile platform, the force magnitude that should be depending on the level of
the game is detected. That is, if the required force is not exerted, the angle
amplitude will not be achieved and therefore cannot jump the obstacle. On the
contrary, if the force is applied, the angle amplitude is achieved, and the character
of the game skips the obstacle.

Integral system was evaluated with six healthy people, for two 10-min therapies.
Each person used the rehabilitator and play with the developed game, while the
automatic recognition of their facial expressions was performed. The results
obtained show that the game entertains them while performing therapy. The
interface of the game is simple and easy to understand and learn quickly; however,
it is necessary to add more challenges to the concentration of the person during a
longer period. The communication between the rehabilitator and the game is carried
out in time close to the real, with responses less than 10 s. The rehabilitator fulfills
its objective by providing the necessary movements for the rehabilitation of the
ankle. Finally, the facial expression recognition system makes the recognition of
nonverbal information of the patient’s face, allowing the levels of the game to be
modified depending on their emotional state.

Fig. 11.18 Components of
the ankle rehabilitation
integral system
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11.7 Conclusions

Mechatronics is a discipline that has had a great impact on the development of
technology; product development to facilitate the activities of human beings. In
recent years, there has been a great development and interest in the rehabilitation
area. In the last decade, many mechatronic systems that contribute to the rehabil-
itation in both upper and lower extremities have been developed.

An integral rehabilitation system for ankle is proposed, which is based on a
serious game and facial expression recognition for entertainment and to improve
patient engagement in the rehabilitation process. The tests performance showed that
integration of proposed system was successful. In addition, it is proposed and
successfully implemented our method for three facial expressions recognition,
different to the basic expressions, using FACS and C4.5. Based on the experiment
results, we can be concluded that performance is good because it can recognize
facial expressions of single person with error between 0 and 10% under naturalistic
conditions. As future work, the other two movements of the ankle that the reha-
bilitator can execute will be included in the serious game.
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Chapter 12
Cognitive Robotics: The New Challenges
in Artificial Intelligence

Bruno Lara, Alejandra Ciria, Esau Escobar, Wilmer Gaona
and Jorge Hermosillo

Abstract Recent technological advances have provided the manufacturing industry
with precise and robust machines that perform better than their human counterparts
in tiresome and tedious jobs. Likewise, robots can perform high precision tasks
including in hazardous environments. However, a new area of research in robotics
has emerged in the last decades, namely cognitive robotics. The main interest in this
area is the study of cognitive processes in humans and their implementation and
modeling in artificial agents. In cognitive robotics, the use of robots as platforms, in
the study of cognition, is the best-suited mechanism as they naturally interact with
their environment and learn through this interaction. Following these ideas, in these
works, two low-level cognitive tasks are modeled and implemented in an artificial
agent. Based on the ecological framework of perception, in the first experiment, an
agent learns its body map. In the second experiment, the agent acquires a
distance-to-obstacles concept. The agent is let to interact with its environment and
allowed to build multimodal representations of its surroundings, known as affor-
dances. Internal models are proposed as a conceptual mechanism which performs
associations between different modalities. The results presented here provide the
basis for further research on the capabilities of internal models as a constituent
cognitive base for higher capabilities in artificial agents.
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12.1 Introduction

The main aim of this chapter is to present a different type of robotics research,
namely cognitive robotics. The development of machines for automation has
always been inspired by the imitation of human agents. Robot arms, in their attempt
to perform tasks traditionally performed by human operators, have a close resem-
blance to their human counterparts. Moreover, after many years of successful
development, industrial arms are capable of performing a wide range of tasks with
very high precision, with minimum wear and no boredom.

However, there still exists the issue of imitation, as this is not addressed in depth
in all these industrial developments. To a certain extent, the concept of intelligence
for industrial robots is, if not irrelevant, very limited. It is in this quest that robotics
and artificial intelligence come together. Research in cognitive robotics aims at
making use of artificial agents to model, simulate, and understand cognitive
processes.

This chapter is organized as follows. Section 12.2 provides a short story of
industrial robotics highlighting its limitations in their exploration of human-level
intelligence and cognitive processes. It is followed by a quick review of the
problems in artificial intelligence, its shortcomings, and changes of paradigm.
Section 12.3 then presents the new field of embodied cognition and robotics and
their attempt to understand cognition studying low-level cognitive processes.
Section 12.4 presents two significant studies that try to model very specific and
basic human cognitive abilities. Finally, Sect. 12.5 presents the conclusions of this
chapter.

12.2 Robotics and Artificial Intelligence

In one of the first patents registered, the inventor Devol (1967) put forward some of
the first ideas for the automation of machinery and manufacturing processes. The
first manufacturing robot was sold to the Ford Company, which used it to tend a
die-casting machine (Mortimer and Rooks 1987). The company was UNIMATION,
creators of the Programmable Universal Machine for Assembly (PUMA) robot
developed in 1978.

Since then, robot companies in this field have come out with a variety of
automated machines to fulfill manufacturing tasks. Nowadays, robots are sophis-
ticated apparatus that can operate in different environments performing tasks
deemed too tiring or too dangerous for human operators such as painting (Graca
et al. 2016; Li et al. 2016), assembling of heavy loads (Chuyet al. 2017), or
soldering (Draghiciu et al. 2017). They can also perform highly precise work such
as in the biosciences (Wu et al. 2016; Zhuanget al. 2018) or medicine (Brown et al.
2017; Rosen et al. 2017).
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During all this time and development, a parallel quest has always been present
and relates to a universal and far older curiosity: Can we build a machine that acts
and thinks as a human being? This has been a central question in what became
known as artificial intelligence (AI). The definition of AI has been a topic of debate
and analysis since the creation of the field. In general, it is possible to define AI as
the field devoted to building tools or agents capable of displaying intelligent
behaviors. In 1997, IBM designed Deep Blue, a computer chess system that
defeated Garry Kasparov, the then world chess champion. Later on, in 2011,
Watson a “question answering machine” defeated the two human champions on the
quiz show Jeopardy, a game that implies the answering of complex natural lan-
guage questions very quickly. Intuitively, playing chess or a quiz game is the
activities that require intelligence. However, do these computer programs show
genuine, intelligent behavior? A deep philosophical question arises in terms of
defining what intelligence behavior is, and even more problematic, what it means to
have a mind and how the mind is capable of performing intelligent behavior in
different contexts and circumstances.

Turing (1950), one of the most influential computer science theoreticians asked
the question “Can machines think?” He proposed what became known as the
“Turing Test” and claimed that a computer able to pass this test could be considered
an intelligent machine. The Turing Test can be described in terms of an imitation
game, which is played by three people: a man, a woman, and an interrogator. The
aim of the game is for the interrogator to identify which of the two players is the
man and which is the woman. The role of the man in the game is to confuse
the interrogator to cause a wrong identification. In the other hand, the role of the
woman is to help the interrogator in the identification task. During the game, the
interrogator stays in a different room and is allowed to pose questions about
the identity of the two players. The answers of the two players should be type-
written so that the voice may not help the identification. Now, it is possible to ask
the question:

“What will happen when a machine takes the part of A (the man) in this game?” Will the
interrogator decide wrongly as often when the game is played like this as he does when the
game is played between a man and a woman? These questions replace our original, “Can
machines think?”. (Turing1950, p. 443)

The idea of declaring a machine as intelligent by means of a successful Turing
Test result is controversial but is irrefutable that linguistic behavior required by the
test is at the heart of human cognition (Arkoudas and Bringsjord 2014). Actually, in
1970s some AI researchers argued that computers could understand natural lan-
guage. Schank and Abelson (1977) developed a technique called “conceptual
representation” arguing that understanding language involves causally connecting
sentences. In general terms, the conceptual representation technique used scripts,
which were defined as a stereotyped sequence of actions and events to represent
conceptual relations. Schank and Abelson proposed that the best way to approach
the problem of building an intelligent machine is to emulate the human conceptual
mechanisms that deal with language. This approach lays in the intersection of
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psychology and computer science. In this sense, the psychologist Johnson-Laird
(1977) suggested a theory of semantics based on the analogy between natural and
computer programming languages:

Artificial languages, which are used to communicate programs of instructions to computers,
have both a syntax and a semantics. Their syntax consists of rules for writing well-formed
programs that a computer can interpret and execute. Their semantics consists of the pro-
cedures that the computer is instructed to execute. (Johnson-Laird 1977, p. 189)

Johnson-Laird (1977) argued that AI researchers were radical by favoring either
a purely declarative knowledge based on a set of assertions used in problem-solving
or a purely procedural knowledge in terms of procedures. He proposed a procedural
semantics methodology, where declarative knowledge is coupled with procedures
that can convert its constituents into procedures. Despite the difficulties of whether
or not there are semantic primitives into which meanings of words are decomposed,
Johnson-Laird believed that this framework can be utterly useful in developing
psychological theories about the meanings of words and can be modeled in the form
of computer programs. Procedural semantics deal with the meaning of procedures
that computers are told to execute (Johnson-Laird 1977, p. 190).

Fodor (1978) made a substantial critique of the procedural semantic methodol-
ogy. The main critique lies in the argument that procedural semantics confuses
semantic theories with theories of sentence comprehension. Mistakenly, the pro-
cedural semantics supposed that a theory of how a sentence is understood can be the
same as a theory of what the sentence means. In response to Johnson-Laird
assumptions about semantics, Fodor wrote:

The computer models provide no semantic theory at all, if what you mean by a semantic
theory is an account of the relation between language and the world (Fodor 1978, p. 229)
…. A fortiori, we don’t know how to build a robot which can use ‘chair’ to refer to
chairs…. Nobody has the foggiest idea of how to connect this system to the world (how to
do the semantics of internal representations)…. (Fodor 1978, p. 246–248)

Fodor’s statement that computer models provide no meaning to words at all
anticipated the Chinese Room argument proposed by the philosopher Searle (1980),
which tries to prove that syntax is not sufficient for semantics.

Searle asks the reader to imaging him locked inside a room. The room contains
baskets full of symbols and a book of rules. The rules in the book relate certain
strings of symbols to other strings of symbols based only on their shapes. Searle is
handed a string of these symbols and is expected to find a corresponding string
according to the rules. Once he finds it in the book, he is supposed to compose it
with the symbols in the baskets and hand it back. The rules relate the symbols in the
form of “Take a squiggle-squiggle sign from basket number one and put it next to a
squiggle-squiggle sign from basket number two” (Searle 1990, p. 26). Now, Searle
explains that the incoming strings of symbols are questions written in the Chinese
language and the corresponding handed out strings are the answers to the respective
questions. Searle does not speak Chinese; however, for any external Chinese
observer outside the room, Searle perfectly understood the questions and the
respective answers. Searle proposed that the rule book is the “computer program,”
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the people who wrote the rules are the “programmers,” Searle is the “computer,” the
boxes with symbols are the “database,” and the bunches of symbols that are handed
to Searle are the “questions,” and the bunches handed out are the “answers.”

The Chinese Room argument claims that despite the fact that Searle does not
understand a word of Chinese the outputs are indistinguishable from those of a
native Chinese speaker. Although this “computer program” actually passes the
Turing Test, this does not mean that the computer understands the meaning of the
symbols. Just manipulating the Chinese symbols is not enough to guarantee cog-
nition, perception, understanding, and thinking (Searle 1990). Human minds have
mental contents (semantics), and manipulating the symbols (syntax) is not sufficient
for having semantics. Computers would have semantics and not just syntax if their
inputs and outputs were put in an appropriate causal relation to the rest of the world
(Searle 1990, p. 30).

The Chinese Room was put forward mainly as a response to the work of Schank
and Abelson (1977) about “conceptual representation” which claims that computer
programs understand the meaning of the words and sentences they are programmed
to respond to. However, the main argument also applies to Winograd’s SHRDLU
(Winograd 1973), Weizenbaum’s ELIZA (Weizenbaum 1965), and of course the
Turing Test (Turing 1950).

Harnad (1989) defended Searle’s argument arguing that symbol meaning is
grounded in perceptuomotor categories. Specifically, Harnad (1990) aimed to
answer how symbol meaning is to be grounded in something other than just more
meaningless symbols. This came to be known as the symbol grounding problem.
The standard reply to the symbol grounding problem is that the meaning of the
symbols comes from connecting the system with the world (Fodor 1978). However,
this assumption underestimates the difficulty of selecting the proper objects, events,
and states that symbols refer to (Harnad 1990). He proposes as a possible solution a
hybrid nonsymbolic/symbolic system. The nonsymbolic part of the hybrid system
refers to the ability to discriminate inputs which depends on the “iconic represen-
tations” that are analogs of the proximal sensory projections of distal objects and
events. The symbolic part of the system refers to the ability to identify an input
reducing the icons to those “invariant features” that will reliably distinguish a
member of a category. The output of the category-specific feature detector is the
“category representation.” With this hybrid system, the match between the words
and the world is grounded in perceptual categories or “categorical representations”
which are based on the invariants “iconic representations.” How does the hybrid
system find the invariant features of the sensory projection that makes it possible to
categorize and identify objects correctly? The names of the elementary symbols
(categorical representations) are connected to nonsymbolic representations (iconic
representations) via connectionist networks that extract the invariant features of
their analog sensory projections, so that is possible to select the objects to which
they refer.

The main focus of AI research turned toward the physical grounding hypothesis,
which states that to build a system with intelligent behavior it is necessary to have
its representations grounded in the physical world. However, Brooks (1990)
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suggested that when this approach is implemented, the need for traditional symbolic
representations fades entirely.

The main assumption is that the world is the best model of itself as it contains
every detail that has to be known. Likewise, an agent must respond continuously to
its inputs using its perception of the world instead of a world model (Brooks
1991a). This is the key element of situatedness. Therefore, in this framework,
intelligence is determined by the total behavior of the system and how that behavior
emerges in relation to the environment. Now, the line between intelligence and
environmental interaction disappears.

The idea that intelligence can be conceived as no representational (Brooks
1991b) is often criticized. However, what Brooks suggested relies on the idea that
there are representations, but they are partial models of the world. These repre-
sentations extract only those aspects of the world that are relevant within the
context and the specific task. Nevertheless, he highlighted the idea that if the world
is the best model of itself, it is necessary to sense it appropriately, so that building a
system that is connected to the world via a set of sensors and actuators turns out to
be fundamental. In this framework, the agent has a body, sensors, and a motor
system, so that it is embodied (Brooks 1991a). Two main reasons make the
embodiment of an intelligent system critical. First, only an embodied intelligent
agent can deal with the real world. Second, only with a physical grounding
framework can any internal symbolic system give meaning to the processing going
on within the system.

Pfiefer and Bongard (2007) proposed that only agents that are embodied, whose
behavior can be observed as they interact with the environment, are intelligent.
Having a body is a prerequisite for any kind of intelligence, and it is necessary for
cognition. The embodied cognition framework requires working with real-world
physical systems, like robots. Autonomous robots, which are independent of human
control, have to be situated by being able to learn about the world through their
sensory system during interaction. The ideas around the concept of embodiment
produced a major shift in research in AI, which is addressed in the next section.

12.3 Embodied Cognition and Robotics

In the last decades, a new paradigm has started to surface in the sciences concerned
with the study of the brain. In this, the body and the environment take an important
role in the shaping of the mind. Known globally as embodied cognition, this new
way of thinking puts forward the idea that agents are entities that have a body and
interact with their environment as they develop (Wilson 2002). It is through this
interaction that knowledge arises and forms the basis of cognitive abilities.

In this chapter, two telling examples are presented where an artificial agent
acquires specific cognitive abilities through the interaction with the world. In these
examples, we explore the concept of affordances, a term coined by psychologist
Gibson in his seminal (1979) book. According to the ecological approach to
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perception, an affordance is what the environment provides an individual. When we
perceive a chair, we perceive its sit-ability, all possibilities of interaction with the
object are activated to form what we know as the concept chair. Furthermore, our
actions with the object are also conceived as a modal input to the system, just as is
the visual information, the smell and even possible memories of such objects
(Barsalou 2008).

In the cognitive sciences, the concept of internal models has been put forward as
the means to code affordances. An internal model naturally associates different
sensorimotor modalities through the interaction with the world. Here, the work is
concerned mainly with the concept of forward models. A forward model is an
internal model which incorporates knowledge about sensory changes produced by
self-generated actions of an agent. Given a sensory situation St and a motor com-
mand Mt (intended or actual action), the forward model predicts the next sensory
situation St + 1.

These models have been found to be a constituent of the self, giving clear
explanations of the functioning of several behaviors and characteristics of the brain.
The importance of this type of models stems from the relevance of the prediction of
the consequences of our actions for seemingly trivial tasks such as planning and
avoiding undesired situations (Blakemore et al. 1998).

Much research has been done on computational forward models for action
preparation and movement (Wolpert and Ghahramani 2000; Escobar et al. 2016;
Jamone et al. 2016), with highly functional models that account, for example, for
hand trajectory planning taking into account different contexts (Wolpert et al.
2003), navigation (Pezzulo and Cisek 2016), and mirror systems computational
modeling (Thill et al. 2013). On the other hand, prediction and simulation processes
occurring in the brain seem to play a central role in cognition (Barsalou 2009).
A thorough review of the importance of these models and their implementations is
found in Schillaci et al. (2016).

In this work, two affordances are explored. First, the acquisition of a self body
map as an affordance of the agents own body and its basic interaction with the
world and second the acquisition of a distance affordance.

12.3.1 Self Body Mapping

The faculties, capabilities, and skills to dynamically interact with the world, which
as adult humans we possess, emerge through a long process of tuning and
rehearsing of sensorimotor schemes. This idea has taken a central role in research in
the cognitive sciences.

A very important example is the acquisition of the sensorimotor schemes that
code for the capabilities and reaches of our body. This set of schemes provide us
with many cognitive tools, among them the knowledge and coding of our body
map, essential for navigating around the environment.
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This is exemplified by the telling experiment presented by Warren and Whang
(1987), showing that humans have a physically embodied notion of distance when
asked to pass through an aperture gap. They found that there is a relation between
the subject’s shoulder’s size and the gap size which translates into an affordance to
pass through (passability affordance in their own terms). These results point to the
use of measures of the world based on the capabilities given to agents by means of
the construction of self body-based mappings, in short body mappings. In this
construction, forward models as proposed herein play a fundamental role.

In the context of the experiment presented here a robot is provided with a
simulation process through a chain of forward models. Chains of forward models
have been used in the past (Hoffmann 2007; Möller and Schenk 2008).

A chain of forward models was used by Lara et al. (2007) to avoid collisions and
let the robot obtain information on the ownership of its actions. The visual input in
these experiments was the data coming from a simulated linear camera. A major
drawback of this approach is the need for three time steps to disassociate size and
distance of objects in the field of view (Lara and Rendon 2006).

In this work, the experiment goes a step further and uses a stereo vision pair to
obtain a disparity map as the input sensory situation and provide the robot with a
simulation process in order to evaluate the affordability of passing through a gap.

12.3.2 Distance Perception Using Visuomotor Cycles

Distance perception has been studied for long in cognitive sciences and stills a
complex problem (Turvey 2004). According to some research hypothesis, the
perception of distance is not a geometrical process but an association of multimodal
(visual and tactile) sensory information (Braund 2007), influenced by the body,
self-motion (Profitt 2006), and the environment (Lappin et al. 2006).

To the best of our knowledge, modeling distance perception without a geo-
metrical framework is an issue that has not been addressed in cognitive robotics.
Indeed, the study of spatial cognition in robotics has a long history, and several
different techniques have been proposed (see Thrun and Leonard (2008) for an
exhaustive review). In the frame of cognitive robotics, the work presented here
differs from the brain-anatomical approaches (Tolman 1948; Arleo et al. 2004) in
that here the work models basic cognitive functions through internal models (Miall
and Wolpert 1996; Wolpert et al. 2001), where the sensorimotor cycle is considered
the fundamental unit of cognition and from which, it is hypothesized the modeling
of cognitive processes should start (Lungarella et al. 2003).

Instead of giving the robot the explicit means to model the external metric or
topology of the free space or to exploit geometrical information from stereo vision
techniques (Moons 1998), as in Experiment 1, this experiment goes a step further.
Here, the aim is to validate internal models that associate sensorimotor relationships
which code distance. The distance affordance is obtained by means of the prediction
and reenaction of visuomotor cycles.
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Spatial cognitive abilities using internal models and visual sensors have been
proposed in the past for particular space features recognition and for localization
purposes (Hoffmann and Möller 2004; Möller and Schenck 2008). These works
used refined data structures from preprocessed visual information together with
forward models. The work presented here differs from these approaches in that here
foveated images are used as the sensory situation together with current motor
commands as input to a forward model that predicts the next images and a proximal
tactile sensory situation. In this way, a notion of distance is coded in robot motor
coordinates (i.e., a distance perception in robot’s own body-scale units) repre-
senting the spatial relationships between the artificial agent and the objects in the
environment.

We provide details of the implemented cognitive process in the next section.

12.4 Affordance Acquisition Experiments

In light of the evidence presented above, coherent action is attributable to the
existence of basic mechanisms of anticipation in sensorimotor coordination pro-
cesses. The experiments presented in this section are representative examples in the
framework of cognitive robotics and aim at showing how forward models provide
an agent with basic capabilities (Escobar et al. 2012; Gaona et al. 2012). In par-
ticular, two experimental designs are presented. Firstly, it is shown how forward
models constitute a framework for self body mapping allowing the robot to acquire
a passability affordance. Then, methodological steps are presented for building
distance perception capabilities not as a geometrical process but as an association of
multimodal (visual and tactile) sensory information during the agent’s interaction
with its environment.

12.4.1 Experimental Platform

The artificial agent used is a Pioneer 3-DX showed in Fig. 12.1. It has two
wheeled-motors, a frontal ring of sonars and a stereoscopic camera. The robot can
execute forward and backward movements as well as turn to the right or left with
velocities controlled independently for each wheel.

The range sensors are 8 SensComp sonars series 600 with a sensing range of
0.15–5 m with a covering angle of 15°. The sonars are arranged in a ring around the
sides and front of the robot, with sonar number 1 pointing to the left of the robot,
sonar number 8 to the right, and the remaining six distributed evenly in between.

The stereoscopic camera pair is a STOC-9CM from Videre Design with a res-
olution of 640 � 480 pixels and a baseline of 9 cms. It has two 1.4f/6.0 mm lenses
which give it a 57.3° horizontal field of view (HFOV). The stereoscopic pair is
arranged as two digital cameras placed at the same height with parallel optical axis

12 Cognitive Robotics: The New Challenges in Artificial Intelligence 329



separated a known distance, and whose intrinsic parameters are irrelevant in our
framework. Both cameras provide a monochromatic image (320 � 240) of the
scene with values between [0–255]. An example of an acquired image pair on the
environment designed for the experiments is shown in Fig. 12.2.

12.4.2 Distance Perception Using Visuomotor Cycles

In stereo vision, the basic principle is that, having two simultaneous images from a
scene, a matching is made between features from one image and features from the
other. The disparity found between the features from the images is a relative
measure of the distance these have to the camera pair or any other pre-defined
reference frame. The disparity d of a point X in 3-D with coordinates (xl,yl) and
(xr,yr) in the left and right projections for each of the cameras respectively is found

Sonars

Stereo
Camera

Fig. 12.1 Robot Pioneer 3D-X

Fig. 12.2 Stereo pair images from the left (a), and respectively right (b) camera
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by computing d = xl − xr. As can be seen from Fig. 12.3, d comes from Eq. 12.1
and is obtained by doing basic geometric correspondence when all other parameters
are known, which is the case for a calibrated pair (Hartley and Zisserman 2003).

b� xl � xrð Þ
Z � f

¼ b
Z

ð12:1Þ

A disparity map is formed by the set of points that overlap in the two images.
Autonomous navigation strategies based on stereo vision have been used with

different rates of success (Collins and Kornhauser 2006; Murarka and Kuipers
2009). In particular, the work of Hasan et al. (2009) presents a system that is
capable of navigating its way among obstacles. However, the decisions the system
takes are strictly based on the values of the disparity map.

All of these works represent a background on the use of traditional computer
vision methods to solve autonomous navigation. However, the issue in this work is
the use of cognitive models and their applicability. In this exercise, the attempt is
made to try to understand their relevance in the search for artificial intelligence. In
particular, the aim is providing the robot with the cognitive tools allowing it to
anticipate collisions by means of reenacted visuomotor cycles predicting proximal
tactile situations without actually moving. To test the proposed model, a
look-for-an-output experimental task is constructed.

Fig. 12.3 Basic stereo vision geometry
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12.4.2.1 Proposed Model

The model presented here does the learning of a basic body map using a forward
model. The model takes as input sensory information and a constant motor com-
mand and predicts the next sensory situation. The input sensory data is formed by
visual information coming from the disparity map of two images (Dt). The output is
formed by the predicted visual information (Dt+1) and simulated tactile stimuli
(Bt+1) coded from threshold capped sonar values (Fig. 12.4).

Visual information and tactile data form a representation of the obstacles in the
arena of the robot. Making use of this representation the agent is capable of per-
forming predictions about the sensory changes in the environment. The motor
command in Fig. 12.4 can be an executed command or a planned action that is not
necessarily executed. This planned action allows the execution of long-term pre-
dictions as the output of the forward model can be used as input to a next forward
model.

12.4.2.2 Data Preprocessing

Tactile information is obtained by thresholding the values of the sonars. Given the size
of the robot and the characteristics of the visual data (see below) a value of 440 or less
is defined as a collision, meaning an obstacle is 44 cm away or closer to the robot.

The necessary steps to acquire the visual data from the two images coming from
the stereo camera can be seen in Fig. 12.5 and can be described as follows:

Image Acquisition Using a calibrated camera pair STOC-9CM, two simultaneous
320 � 240 images of the scene are obtained. These images are rectified to correct
for the distortion caused by the lenses and sensor geometries.

Disparity Map The disparity map for two images is based on the difference in
pixels between the projection of the same point in the left and the right images. The
matching of each point in one of the images with its pair in the other image is done
using the sum of absolute differences (SAD):

/SAD x; y; dð Þ ¼
Xm

j¼1

Xn

i¼1

abs Vr i; jð Þ � Vl i; jð Þ½ � ð12:2Þ

Fig. 12.4 Implemented
forward model
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where Vl i; jð Þ is the pixel i; jð Þ in the n� m window Vl with center in the x; yð Þ
pixel from the left image Il, likewise, Vr i; jð Þ is a window on the right image with
center at Ir xþ d; yð Þ. The central pixels of the two most similar windows are
considered to represent the same point in the three-dimensional world.

Several parameters define the maximum and minimum number of disparity
values that can be calculated from a pair of images, and this number directly relates
to the distance that will be coded in the disparity map. For this work, a good and
safe compromise, considering the size of the robot and the parameters of the
stereoscopic pair, was set to look for 64 values of disparity. For our system, this
means disparities will be found in the range between 34 and 215 cm. (The inter-
ested reader can refer to Konolige (1997)).

Region of Interest (ROI) From the disparity map, a 228 � 6 ROI is extracted.
The upper limit of the ROI is located at line 152 of the image which, in a scene
without obstacles, is located at 2.15 m from the robot; this is the maximum distance
for which a disparity value can be calculated. In the horizontal direction, 228 pixels
are taken as they are the effective processed area of the image given the size of the
masks used for calculating the disparity.

Maximum Disparity Vector (MDV) This vector is formed by taking the maxi-
mum disparity for each column of the ROI and represents the closest obstacles in
the final 57.3° of the visible field of the camera.

Low Pass Filter Finally, a Gaussian filter with a five-pixel mask is applied to the
MDV. This is done primarily to facilitate the learning of the forward model.

12.4.2.3 Network Architecture

To obtain the forward model, we used 57 MLPs which are trained using resilient
back-propagation (Riedmiller and Braun 1993). The input is a 228 values vector
(VDM) for time t and the output is the VDM for the time t + 1 and the bumper state

Fig. 12.5 Main steps of visual preprocessing
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Bt+1; each of these two vectors has 228 values. Each of the 57 MLP takes as input a
14 value window from the 228 values of the MDV and predicts the central four
values of the next time step (Lara et al. 2007). The 57.3° of the MDV is covered by
the two front sonars of the Pioneer, which corresponds to sonars 4 and 5, so a vector
is composed of 228 binary values depending on whether any of these two sonars
present the pre-defined activation. It is important to note that all of the values of the
MDV are set to 1 when there is a collision disregarding which of the sonars
detected it and to 0 otherwise.

12.4.2.4 Experiments and Results of Experiment 1

The MLPs are trained offline using data collected during walks of the robot in an
arena filled with obstacles. The obstacles are texturized to ease the stereo matching
problem; they vary in shape and range in height from 30 to 60 cm, which ensures
their visibility by the camera pair given that this is mounted on top of the robot.

The robot has a diameter of 38 cm and performs steps of 15 cm. For every step,
it takes a snapshot of the scene and does a one-step prediction (OSP) using the
forward model. A threshold is set so that if 35 or more neurons are predicting the
MVD show activation of 0.45 or higher a long-term prediction (LTP) is triggered.
This threshold serves as a warning for a possible future collision. A second
threshold is set: four or more neurons predicting the bumper with activation of 0.95
or higher is considered a collision.

The LTP is an internal simulation of the trajectory and consists of using the
predicted VMD as input to a next forward model which in turns predict the next
VMD. This process can be carried out for a small number of steps as insignificant
errors in the OSP accumulate turning the VMD into noise.

Figure 12.6 shows the results of a typical run of the system. The first column
shows the VMDs as the agents move in the environment with t = 0 at the top of the
image. The next column shows the prediction of the forward model, the network is
very accurate, with an average sum squared error of SSE = 0.0043, still, small errors
are apparent. After a few steps, the system triggers the LTP. In the example, the
LTP is triggered correctly, and a collision is detected after four steps of internal
simulation, which is sufficient distance for the agent to take corrective action.

Fig. 12.6 System evaluation with a collision in the right

334 B. Lara et al.



The increase in activation of the output neurons coding for the bumper states in
the trajectory shown in Fig. 12.6 can be seen in Fig. 12.7. The activation corre-
sponds to the time steps where LTP is performed, which is an internal simulation of
the events.

A remarkable emergent property of the system and not predetermined by design
is the fact that the activation of the neurons coding for bumper states corresponds to
the proximity of the obstacles in the MVD. This is, the activation of right and left
bumper corresponds to obstacles in the right and left image regions, respectively.
This activation can actually be interpreted as a body map.

Navigation

The robot is programmed to perform a straight trajectory in an arena with obstacles.
In case the MVD prediction shows high activation, the LTP is triggered to check
whether continuing with that path will lead to a collision. The LTP performs the
internal simulation of four steps if a future collision is predicted the robot performs
a turn to the opposite side from where the activation is found to be high. It is
important to note that the decision on which direction to turn is based on the
activation of the neurons coding for bumper activation. As it has been shown, this
activation hints to the position of the obstacles in the arena.

The agent is capable of navigating safely in 21 trajectories with different starting
points and obstacle configurations. A typical scenario for this experiment can be
seen in Fig. 12.8. It is worth noting that the LTP was never triggered falsely; this is,
every time it was triggered, there would be a collision in the future. In all cases, the
prediction of a collision was made with at least three steps in advance, giving
enough room for the agent to make a decision.

Fig. 12.7 LTP for neurons
coding bumper states
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Toward a Self-Acquired Body Map

To further evaluate the capabilities of the forward model the agent was set in the
center of the arena with obstacles all around. The obstacles had a single passage
where the robot could go out. The distances between the obstacles varied from
10 cm to up to approximately 60 cm of the free passage. With an acquired body
map, the agent should be able to find the gap in the obstacles where it can pass
through.

This experiment allowed us to test the following hypothesis: with an acquired
basic body map, the agent should be able to find the gap in the obstacles where it
can pass through without the need to move in that direction.

The agent turns around its axis for 360°, every 10° it takes a snapshot of the
scene and performs a long-term prediction, recording the number of steps it can
predict without registering a collision. Once the robot has completed a whole turn, it
heads in the direction where a collision was not detected while performing LTP or
where this was detected after the largest number of steps. At this point, the behavior
of obstacle avoidance from the previous experiment takes over taking the robot out
of the circle of obstacles.

Figure 12.9 shows a typical run of the experiment. In Fig. 12.9a, the agent is
turning around in the circle of obstacles, performing the internal simulation of
heading in that direction. After completing a whole turn, the robot heads in the
direction where the gap between the obstacles is sufficient to pass through. The
agent undertakes a small correction in the path as it predicts a possible future
collision. This is due to the errors in encoders’ measurements and the skidding of
the wheels when the agent rotates toward the desired direction. Finally, in
Fig. 12.9b, the agent reaches the output.

The system was tried in different obstacle configurations with a 100% success
rate. The final path toward the exit was corrected 90% of the times due, again, to the

Fig. 12.8 Agent facing an
obstacle in a typical scenario
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accumulation of errors in encoder readings and the inaccuracy of consecutive motor
commands during the exploration phase of the experiments.

12.4.3 Experiment 2: Distance Perception Using
Visuomotor Cycles

In this second experiment, the methodological steps for building distance perception
capabilities are explored, not as a geometrical process but as an association of
multimodal (visual and tactile) sensory information during the agent’s interaction
with its environment.

12.4.3.1 Proposed Forward Model

A schematic view of the proposed forward model is shown in Fig. 12.10. This
model receives the two images from the stereo pair (VL and VR) and a motor
command (M) at time t and produces as output the sensory consequences were that
motor command being executed. The consequences of that execution are two
resulting sensory states, visual (for both cameras), and tactile (B), at time t + 1.

The tactile output is coded as a continuous value in the range 0–1 and represents
a measure of the proximity the agent has to objects in its arena.

Fig. 12.9 Typical scene for self map experiment

Fig. 12.10 Schematic view
of the proposed forward
model

12 Cognitive Robotics: The New Challenges in Artificial Intelligence 337



The proposed forward model associates future visual and tactile modalities from
present visual and motor information. Hence, creating a multimodal sensory rep-
resentation, the system is relating different sensory modalities around the same
perceived situation together with the executed or thought action.

The proposed model produces a notion of distance for navigation through the
agent’s interaction with the environment. This notion of distance is coded by the
multimodal sensory representation, and its units are grounded in the physical
capabilities and characteristics of the agent.

12.4.3.2 Data Preprocessing

As a first step, the images were inverted, in the original coding a high pixel value
represents white and 0 codes the presence of an obstacle. To reduce the dimen-
sionality of the visual data, we use a foveated imaging technique based on a
Gaussian distribution. The fovealisation process is a weighted mask which produces
images with high resolution at the center, decreasing it toward the periphery. This
technique allowed us to reduce the size and enhance the central region of the images
provided by the cameras. The result of applying this process was two final images
of size 23 � 24 pixels and is shown in Fig. 12.11.

The motor commands were chosen from three classes, turn 5° to left or to the
right, and a forward movement of a step-size, in this case 15 cm: each of these
commands was transformed into a vector of values given by three Gaussian
functions with the same standard deviation but with different mean according to
each type of motor command as can be seen in Fig. 12.12.

Fig. 12.11 a Original image ( 320 � 240) and b Foveated image (23 � 24)
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12.4.3.3 Artificial Neural Network

The forward model was coded using artificial neural networks and is made out of
120 local predictors. Each of these network predictors receives two windows of
5 � 5 pixels from the left and right images and a vector of 21 values for the motor
command as input. The output for each network is two windows of 3 � 3 pixels for
the left and right images and one value representing the tactile output. Each input
image (left and right) is divided into 120 windows, 10 in the x-direction and 12 in
the y-direction and predicts a 3 � 3 window of the next time step.

The inputs and outputs of the system are overlapped in the vertical and hori-
zontal direction, allowing a prediction of a fully sized output image. This
arrangement can be seen in Fig. 12.13, where three different input windows map to
their respective output windows. In effect, we have local predictors that take a
window of the whole scene and predict a smaller region of the next time step, the
system as a whole predicts two full images. The tactile state of the system is
represented by a vector of 10 values: a bumpers vector. Each of the ten columns
composed of 12 predictors contributes equally to one of the bumper values. The
whole vector contains binary values and is 0 when there is no collision and 1 when
any of the four front sonars detects a collision.

The training patterns were recollected through random and manual movements
executed by the robot with a combination of the previously specified motor com-
mands. As before, the training of the system was done using resilient
back-propagation (Riedmiller and Braun 1993).

Fig. 12.12 Motor commands transformation
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12.4.3.4 Results from Experiment 2

Short-Term Prediction

The first test to the trained system was to perform short-term prediction, this is,
given a sensory situation (visual) and a motor command, perform a prediction of the
next sensory situation (visual and tactile states). A typical result can be seen in
Fig. 12.14 where in subfigure (a) we see the initial sensory state. The bright strip
running from top to bottom in both images represents an obstacle. It is clear from
the images that the obstacle is to the left of the robot.

After a turn to the left, subfigure (b) shows the state of the visual data and
subfigure (c) shows the prediction of the system. The prediction for the tactile state,
represented by the bumpers vector, can be seen in Fig. 12.15. It shows a clear

Fig. 12.13 Distribution of input and output windows for the local predictors
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correspondence between the real and predicted state, with a maximum activation
value near to 0:05 (5% of the activation range), indicating there is no imminent
collision.

Long-Term Prediction

To provide the artificial agent with a long internal simulation process or long-term
prediction, the forward model described above can be chained a number of times.
This means a consecutive sensorimotor reenaction is performed where the output of

Fig. 12.14 Short-term prediction for the visual state

Fig. 12.15 Short-term
prediction for the tactile state
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the model is used as input for the next time step. For a given initial visual state and
a motor command, the system performs the prediction for of the next visual and
tactile states. The predicted visual state is then used, together with a respective
motor command as input to the model to produce the prediction for the next time
step.

In the example shown in Fig. 12.16, the initial visual state is shown in
Fig. 12.16a. A chain of motor commands right-right-forward is used as covert
actions; i.e., the actions are not executed but internally simulated. The long-term

(a) 

(b) + 1 (c) + 1

(d) + 2 (e) + 2

Fig. 12.16 Long-term prediction for the visual states
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predictions of the system for the next three time steps are shown in the right column
of Fig. 12.16; the left column shows the sensory situations once the robot executes
the chain of motor commands.

The tactile prediction of the system is shown in Fig. 12.17 for the execution of
the three internally simulated motor commands. It is worth noting that the tactile
prediction encodes the position of the obstacle in the arena. At time t + 3, the
neurons of the bumpers vector on the right of the agent produce high activation. As
it was the case, if the robot had continued forward on that path, it would have
collided with the obstacle.

These results allow us to conclude that the bumpers vector values is coding, at
least in an incipient way, the body-reference perception of distance that we are
looking for, due to the fact that given the previous sequence of three movements,
the system is able to predict a possible collision expressed in terms of the robot’s
own motor capabilities.

It is worth noting that in no way in the training examples there is a coding for the
spatial position of the obstacles related to the tactile data. The whole tactile vector is
set to 1 when an obstacle is encountered. As an emergent property, the tactile
prediction is an indication of the position of the obstacles in the arena and repro-
duces previous results (Lara et al. 2007).

It is evident, however, that the visual prediction deteriorates due to the fact that
the errors for each step accumulate, distorting the visual input and therefore making
more uncertain longer predictions. Nevertheless, the prediction of three time steps
allows the robot preventive action. The agent does not need to approach a dan-
gerous or undesired situation, as an internal simulation of its actions allots it
knowledge of its surroundings.

Fig. 12.17 Long-term prediction for the tactile state from time t + 1 to t + 3
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12.5 Conclusions

In this work, a different area in the robotics literature is addressed, namely cognitive
robotics, which can be considered as the artificial intelligence branch of the cog-
nitive sciences. Cognitive robotics uses artificial autonomous agents to shed light
on processes such as perception, learning through sensorimotor interactions with
the world, intelligent adaptive behaviour in dynamic environment. The work in the
area is framed in the embodied cognition thesis.

Throughout its history, artificial intelligence has suffered a significant number of
paradigm turns. This story started in the mid of last century attempting to emulate
high-level human cognitive abilities. These turned out to be relatively easy to
imitate and sooner rather than later, we had machines capable of defeating chess
world champions, general problem solvers and very smart conversationalists.

However, low-level abilities such as walking in uneven terrain, distinguishing a
rotten fruit from a ripe one or something as basic as calculating distance to an
object, turned out to be very complicated tasks for machines. Artificial intelligence
research, for many decades, failed to deliver in this quest.

It is only recently that research in artificial intelligence has turned to the findings
and results from the other cognitive sciences searching for a different approach to
understand, model and then implement basic behaviors in artificial agents. It is in
this framework that two telling examples are presented here.

In the first, an artificial agent making use of a stereo camera and the disparity
map calculated from its images learns sensorimotor associations which endow it
with safe navigation abilities. The agent of the first example learns the conse-
quences of performing forward movements on the environment that surrounds it. At
the same time, the changes in the disparity map are associated with the feeling of
crashes with obstacles. The associations are coded by means of a forward model.

The second example brings the capabilities of the forward model a step further
by making use of important characteristics of the images coming from the stereo
camera. Here, the agent learns associations between visual stimuli, a range of motor
commands and the feeling of touching obstacles. These associations allow the agent
navigation in complex corridors and sets of obstacles. The predicted tactile values
show an important association between the visual data representing the obstacles
and their actual position in the space, without this being explicitly coded in the
training data.

Both examples have shown that a system of local predictors successfully forms
what is known as multimodal sensory representations allotting the agent with a self
body map and a notion of distance. Without needing to perform any motor com-
mand, the agent is capable of predicting the sensory consequences of its actions.
The agent learns these representations by means of its interaction with the envi-
ronment. Furthermore, the self body knowledge and distance affordances are
learned with regards to the agent’s own sensorimotor capabilities. To state it
plainly, distance to an object is not learned as, for example, centimeters but as
number of motor commands to touch the object. It is argued here that this type of
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knowledge is grounded by the agent providing it with an association between its
internal processes and the external world.

The hypothesis put forward in this work is that artificial intelligence can be
accounted for by a combination of low-level sensory motor schemes. Furthermore,
it is claimed that these primitive sensory motor schemes are coded by means of
forward models; forward models represent one of the lowest level requirements in
the search for artificial intelligence.
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Chapter 13
Applications of Haptic Systems
in Virtual Environments: A Brief
Review

Alma G. Rodríguez Ramírez, Francesco J. García Luna,
Osslan Osiris Vergara Villegas and Manuel Nandayapa

Abstract Haptic systems and virtual environments represent two innovative
technologies that have been attractive for the development of applications where the
immersion of the user is the main concern. This chapter presents a brief review
about applications of haptic systems in virtual environments. Virtual environments
will be considered either virtual reality (VR) or augmented reality (AR) by their
virtual nature. Even if AR is usually considered an extension of VR, since most of
the augmentations of reality are computer graphics, the nature of AR is also virtual
and will be taken as a virtual environment. The applications are divided in two main
categories, training and assistance. Each category has subsections for the use of
haptic systems in virtual environments in education, medicine, and industry.
Finally, an alternative category of entertainment is also discussed. Some repre-
sentative research on each area of application is described to analyze and to discuss
which are the trends and challenges related to the applications of haptic systems in
virtual environments.

Keywords Haptic systems � Virtual environments � Augmented reality
Virtual reality

13.1 Introduction

Humans are in constant interaction with different environments. The interaction is
possible through the sense of sight, touch, taste, hearing, and smell. Basic
knowledge is learned through the five senses. Particularly, sight, hearing, and touch
are essential to acquire knowledge based on the fact that people learn best when
they see, hear, and do (Volunteer Development 4H-CLUB-100 2016).
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Actually, 90% of what is learned by doing is kept by the person who is learning
(Volunteer Development 4H-CLUB-100 2016). So, sigh, hearing, and touch are the
main senses that allow us to recognize and perceive an environment. When it comes
to virtual environments, such as virtual reality (VR) and augmented reality (AR),
the user interacts fully or partially with virtual objects only through sight and
sometimes also with hearing. The addition of the sense of touch as haptic feedback
from a virtual environment could enhance the recognition and perception of the
virtual environment. The computational requirements are essential to accomplish
this integration.

The evolution of computers in terms of better processing, graphics, and
peripherals has allowed the development of virtual environments. Nowadays, vir-
tual environments have been studied and have been applied in different areas such
as medicine, education, industry, military, entertainment, aeronautics, among oth-
ers. All the areas of applications look forward representing a realistic environment,
but interaction of users in virtual environments usually misses the feeling of touch
which is essential for a realistic experience.

Part of the human experience of interaction with any environment is touching.
A common reaction in users, immersed in a virtual environment, is trying to touch
the objects in it. Given the importance of senses for interacting in an environment,
some robotic systems represent or simulate senses through the integration of dif-
ferent devices and systems like sensors and actuators. For example, the use of
vision, acoustic, and haptic systems are commonly used for simulating sight,
hearing, and touch, respectively.

The systems, that represent senses in an artificial way, require either unilateral or
bilateral transmission of information through an interface as it is shown in
Fig. 13.1. The interface works as a means for the exchange of information. For
example, a camera as a vision system may represent sight. A camera, just as sight,

Fig. 13.1 Acoustic, visual, and haptic information acquisition and reproduction
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requires a unilateral communication since it captures visual information and dis-
plays it on a screen; what was capture does not receive any feedback. When it
comes to acoustic systems, the communication is also unilateral. The acoustic
system may record an acoustic information and play it through a speaker without
having a feedback from the recorder or speaker.

Unlike other senses and systems, touch and haptics require a bilateral commu-
nication between the entity and its physical environment. Bilateral communication
entails an exchange of information; for example, the feeling a user has when
dragging a pencil along a surface involves the exchange of information of the
movement of the pencil and the roughness of the surface. Some examples of haptic
systems are buttons, vibrators, or complex electromechanical devices that generate
reaction forces to emulate the feeling of touch. When it comes to virtual environ-
ments such as VR and AR, haptic systems seek to contribute to the immersion of
the user by adding information to the interactions with environment. Immersion is a
deep mental involvement in something (Oxford University Press 2017). For a user
to be involved in an activity, the interaction with the environment is essential.

This chapter is focused on two technologies with the objective of showing how
haptic systems have been applied in virtual environments. The interaction of a user
in a virtual environment with a haptic system is described in Fig. 13.2. The user
will be able to see and touch objects in the virtual environment with a haptic
system. So, the immersion is pursued through sight and touch as the user interacts
with the environment. The graphic and haptic information is computer rendered so
all the information has to be synchronized for the use to feel immersed. Figure 13.2
shows how the graphic rendering generates the virtual object while the haptic
rendering generates the haptic information, but both are related; the virtual object
generated in the virtual environment is needed to generate the haptic information.

Fig. 13.2 Haptic systems in
virtual environments
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The virtual environments discussed in this chapter are visual systems based on
VR and AR. Haptic systems will be represented as haptic feedback either kines-
thetics or cutaneous (discussed in Sect. 13.1.1). Many systems developed by the
scientific community, that integrate the feeling of touch, use haptic interfaces. The
haptic interface captures information from the environment and sends it to the user
to make him/her have the feeling of touch through a device while the device senses
the position and force of the user (Lin and Otaduy 2008).

In a virtual environment, users can see and touch rendered objects. Artificial
vision systems are carried out by digital image processing techniques, and the
generation of images in computer graphics is called graphic rendering. In the case
of haptics, haptic rendering is the calculus and simulation of force and/or torque that
the user feels when manipulates an object in a virtual environment through a haptic
device in real time (Luo and Xiao 2004).

In general, a mathematical model is required to represent the behavior of an
object or a system from the real world. A mathematical model of a dynamic system
is defined as a set of equations that represent the dynamics of the system (Ogata
1998). When the behavior of an object is mathematically modeled, it is possible to
simulate it in a virtual environment. Mathematical models allow to obtain an answer
from the interaction between virtual objects and send it to the user through an
interface, giving the sensation of touching a virtual object.

There is another way to perceive haptic feedback in a virtual environment; some
authors call it pseudo-haptics (Lecuyer et al. 2008; Punpongsanon et al. 2015; Li
et al. 2016; Neupert et al. 2016). Pseudo-haptics is the simulation of the haptic
sensation when the user interacts in a virtual environment usually through sight.
This technique has been proven to enhance the interaction with different materials,
helping the user to distinguish them.

The use of haptic systems in virtual environments has increased in the last
decades. In Sects. 13.1.1 and 13.1.2, haptic systems and virtual environments are
described, respectively.

13.1.1 Haptic Systems

The word haptic refers to the capability to sense a natural or synthetic mechanical
environment through touch (Hayward et al. 2004). A haptic system works as a
teleoperated system by its bilateral communication nature. Just like teleoperated
systems, haptic systems have a master and a slave robot. The master controls the
slave’s moves; the slave sends feedback to the master in response to the interaction
with the remote environment. The objective is that the user, through the master,
feels an object even if is not in direct contact with it, the one in contact would be the
slave. When it comes to haptic systems in virtual environment, the slave and remote
environment are computed, meaning they are virtual (Hayward et al. 2004).

Most of the commercial haptic devices developed are force-feedback based. The
lack of realistic touch sensations in the applications is largely due to limitations in
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traditional force-feedback haptic devices and rendering methods (Aleotti et al.
2016). These are mainly limited in space and transparency.

The fidelity of a system relies on how the feedback is reality like. In haptic
systems, the fidelity is called transparency. Some applications require more trans-
parency than others depending on the kind of task carried on. For example, medical
assistance applications require more fidelity than entertainment since the user in a
medical application interacts with a living patient. In teleoperation applications, if
the user is immersed in the remote environment and has the actual feeling of being
there, the term of telepresence takes place (Pacchierotti et al. 2014). Telepresence is
possible through the feedback that the user receives from the remote environment.
The most common feedback in teleoperation is visual and acoustic. To represent
completely the human interaction in an environment, all senses should be included.
The sense of touch has been taken in count in the last decades though haptic
feedback systems.

Haptic feedback may be kinesthetic (position/force feedback) or cutaneous
(pressure/temperature feedback). Kinesthetics haptic systems represent the sense of
touch through the calculus of contact forces following the physics laws that govern
their behavior. Cutaneous feedback is related to the stimuli detected by the skin and
relies on measures of the location, intensity, direction, and timing of the contact
forces on the fingertips (Pacchierotti et al. 2016).

Ideally, the combination of the two kinds of haptic feedback would represent
completely the sense of touch with the constraints of the haptic devices used. For
example, Paccierotti et al. (2014) integrated kinesthetic feedback using an Omega 3
(Force Dimension 2017) haptic device and the cutaneous feedback with a
non-commercial device developed by the authors. The cutaneous haptic interface
consisted of two platforms; one is fixed to the back of the finger and another in the
fingertip integrating a force sensor and three 0615S DC micromotors (Faulhaber
Group 2017). The system was tested in a virtual environment displaying an object
in a computer screen for manipulation. The main objective of this study was to
analyze the role of each haptic feedback. Since the stability of a teleoperation
system is crucial, it was determined through several experiments that the kinesthetic
feedback may bring instability to the system, but it creates more realistic illusion of
touch. The cutaneous feedback does not affect the stability of the overall system,
but it provides less realism than kinesthetic. The compensation for the feedbacks
was not validated for their use in teleoperation tasks because of the performance of
cutaneous channel, besides they only considered one degree of freedom
(DOF) teleoperation task so it was not realistic for common operations.

13.1.2 Virtual Environments

In this chapter, virtual environments refer to either VR or AR. AR is a mean used to
add information to the physical world (Craig 2013) while VR involves only the
visual environment without the physical world. Both technologies have in common
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the generation of virtual information fully or partially in the environment.
Typically, virtual objects are computer-generated graphics, so they only represent
real objects visually. If the virtual object is programmed to simulate the behavior of
its real counterpart, the user will be able to feel it through a haptic interface. We can
see virtual objects that are just visual as virtual inert object and the ones pro-
grammed with a mathematical model of its behavior as virtual dynamic objects.

On the other hand, motion tracking is an important requirement since its pre-
cision, accuracy, speed, and latency affect directly the immersion of the user on its
interaction with a virtual environment. AR and VR on their need to place virtual
information, either in the real world for AR or keep track of the user in VR, uses
image recognition to identify where to place the virtual information and know
where the user is. The main techniques are marker and markerless based. Either of
these techniques track a mark, and the difference is that marker based uses a digital
image processing to identify a physical mark such as an optical square marker, a
coated marker with a reflective material (usually a small round object) an array of
blinking LEDs, among others. Optical square markers are very popular for their low
cost and easy implementation; they consist in a back-square box, of known
dimensions, within a white square with an ID mark inside (specific draw, QR code,
barcode). Markerless-based technique uses pattern recognition for identify body
parts and specific objects to superimpose the virtual information, and also, it could
use an external signal such as global positioning system (GPS) to identify where to
place the virtual information.

The interaction of a user in a virtual environment requires technology that can
accurately measure position and orientation of users and objects of interest as they
move in the virtual environment (Rolland et al. 2001). For further information on
user tracking technologies and techniques for virtual environments, Rolland et al.
(2001) proposed a classification based on the principles of the techniques. The
characteristics, limitations, and advantages of each user tracking technique are also
described. In Table 13.1, a summary of the classification is shown.

The rest of the chapter is organized as follows. In Sect. 13.2, the objective of the
research is presented and so as the databases and selection criteria for the articles
described. In Sect. 13.3, the categories of training, assistance, and entertainment for
the applications of haptic systems in virtual environments are presented with the
description of particular cases. In Sect. 13.4, the discussion about trends and
challenges in the integration of haptic systems and virtual environments is pre-
sented. Finally, in Sect. 13.5, the conclusions about the issues discussed in the
chapter are presented.

13.2 Research Method

The objective of the search presented in this chapter is to show how haptic systems
have been applied in virtual environments. When these two technologies are
combined, a whole world of application emerges, all seeking for the immersion of
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the user in the activity performed. For this research, a virtual environment can be
either VR or AR. Four main areas were identified for the application of haptics in
virtual environments. Certainly, there are many other areas of applications, but the
one described in this chapter circles most of them in a global way.

The databases used for the search were IEEE Xplore (IEEE 2017), ScienceDirect
(Elsevier B.V. 2017), ACM Digital Library (ACM Inc. 2017) EMERALD (Emerald
Publishing 2017), and Springer (Springer International Publishing AG 2017). These
databases are related in general to the areas of computation, technology, engi-
neering, electronics, having also the advantage of having them in the repertory of
the UACJ Data Base BIVIR (Biblioteca virtual, virtual library). From the start of
the search, the main key words used in the databases were haptics and virtual since
this is the technologies of interest. Throughout the investigation, other key words
like augmented reality, visuo-haptic, pseudo-haptics, mixed reality, virtual educa-
tion, virtual training, haptics augmented surgery, and virtual haptics entertainment
was used.

Table 13.1 Classification of user tracking in virtual environments based on (Rolland et al. 2001)

Principle Classification Sub-classification

Time of flight
(TOF)

Ultrasonic
measurements

Pulse infrared laser
diode

GPS

Optical gyroscope

Spatial scan Outside-in

Inside-out Videometric

Beam scanning

Inertial sensing Mechanical gyroscope

Accelerometer

Mechanical
linkages

Phase difference

Direct field
sensing

Magnetic field sensing Sinusoidal alternating current

Pulse direct current

Magnetometer/compass

Gravitational field
sensing

Hybrid inertial platforms

Inside-out inertial

Magnetic/videometric

Hybrid systems TOF/mechanical linkages/videometric
position tracker

TOF/mechanical linkages/videometric 5-DOF
tracker
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The selection criteria for the articles were first based on four areas of application:
education, medicine, industry, and entertainment. The researches were not older
than 2007 and were taken from journals and conferences related to the two tech-
nologies (haptic systems and virtual environments). Finally, other sources used
were books, for the fundamental theory and online links, for commercial trends and
identification of haptic devices and interfaces.

13.3 Applications of Haptic Systems in Virtual
Environments

In this chapter, some works related to haptic systems in virtual environments are
described. Three categories are presented: training, assistance, and entertainment. In
the first two categories, applications related to education, medicine, and industry
will be mentioned. The category of training is based on the application of haptic
systems in virtual environments as tools or strategies for acquiring knowledge about
a specific task/topic. In contrast, the category of assistance focuses on the appli-
cation oriented to help during an activity having in count that the user already has
the knowledge and experience to do it, but the system is expected to enhance the
performance. The final category presented is entertainment. Entertainment industry
has played an important role in the development of haptic systems and virtual
environments since they have the same objective, the immersion of the final user.

13.3.1 Training

Along their lives, humans are in constant learning. Since humans are born, the
process of learning is important, and it starts with the interaction with other human
beings and the environment in general. Later, when humans want to acquire an
explicit knowledge, they proceed to training activities where the user interacts with
a given environment. Haptic systems in virtual environments can be applied in
training applications where the user obtains knowledge through interaction and
immersion, Fig. 13.3. The user carries on a certain interactive activity; trough sigh
and touch, the user is immersed in the activity; the immersion enhances the process
of learning; finally, the objective is to acquire certain knowledge. Training is the
action of teaching a person or animal a specific skill or type of behavior (Oxford
University Press 2017). To enhance the process of training, the integration of
different technologies has taken place in the last decades. That is the case of haptic
systems and virtual environments.

In general, virtual trainings reproduce an activity and give feedback to the user to
get the feeling of doing it on real life. The purpose of training applications is
transferring user’s knowledge from the virtual experience to real-life operations.
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This purpose can be achieved through immersion and interaction. If the user has the
feeling of reality, he/she will gain certain degree of experience and the ability even
if the environment is controlled and safe.

Haptic systems as the feeling of touch in artificial systems work through a haptic
interface, while virtual environments simulate the physical surroundings humans
interact with trough computer graphics. In combination, these two technologies
have tried to enhance different experiences of the user such as the process of
training. In the following subsections, some cases of training application are
described particularly in the areas of education, medicine, and industry.

13.3.1.1 Education

In general, human machine interfaces (HMIs) are the link between the user and an
artificial system, allowing the interaction with computers and machines. Currently,
tangible interfaces offer new ways of interaction with virtual objects. Nevertheless,
the design of this interface has not been much studied with an educational approach

Fig. 13.3 Training
applications of haptic systems
in virtual environments

13 Applications of Haptic Systems in Virtual Environments: A Brief … 357



in a spatial learning context (Skulmowski et al. 2016). Lindgren et al. (2016)
considered that simulations that use more than one digital technology (mixed
reality) help to improve the learning process since they bring with them cognitive
and motivational benefits related to immersion and interaction capacity.

Han and Black (2011) incorporated haptic feedback in a physics learning sim-
ulator. The study proposed an instructional model for embodied understanding, a
theory that suggested that people with perceptual experiences construct multimodal
representations to later be able to mentally simulate what is being presented. The
instructional model is based on the fact that the first approach to knowledge should
be multimodal (visual, auditory, and haptic) and the following instructions had less
sensory modalities. The simulator was for experimenting with force transmission
through gears. The system included Sidewinder Force-Feedback Joystick II by
Microsoft as a haptic interface to generate the feeling of force magnitude needed to
spin a gear given an input force. Students could change the configuration of the
transmission, composed by four gears, to see how the gears move and the in and out
force level (high, medium, and low). The results of recalls, inferences, and transfer
tests applied indicated that the addition of haptic feedback had a positive effect in
student’s comprehension of later instructions with less sensory modalities so as in
transfer knowledge to new learning situations.

Potkonjak et al. (2016) discussed about twenty virtual laboratories software
based, highlighting the advantages and problems. Some of the advantages detected
were the economic saving, the flexibility, the multiple access, the easy adjust of
parameters, the resistance to damage, and the capacity to show black boxes.
Likewise, some of the problems identified were the computer capacity required, the
lack of seriousness from the students caused by the virtual nature of the system, and
the fact that the abilities acquired by real experience are different to a simulated
experience.

Skulmowski et al. (2016) developed an educational software of 3D (three
dimensions) learning that shows a 3D model of a heart with interactive labels of the
names of each part. The system consisted in a camera tracking of a plastic heart, and
the user held it in one hand while a stylus pen or computer mouse in the other to
select a specific part of the heart. The system had two modalities: display and
selective. The display mode sets permanent labels in the heart’s parts; the user could
see all the labels all the time while manipulating the heart’s position. In the selective
position, the user pointed and clicked the label that wanted to see. The overall
system included a Polhemus FASTRAK (Polhemus 2017) motion tracking system
and a stylus pen. The comprehension aid of the additional haptic input (plastic
heart) is argued to be considerable since it represents a complex structure. In
comparison to the subjects who just saw, clicked, and manipulated the heart on a
screen, the subjects who had the haptic input required less mental effort according
to the tests’ results. Also, the selective mode resulted in higher learning perfor-
mance than permanent display, under certain circumstances.
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13.3.1.2 Medicine

Medical applications for training have become popular in the last decades. The
benefits that haptic systems and virtual environments bring to the students are
mainly based on the possibility of experience a medical procedure without the
dangers of treating a living patient. It is certainly difficult to gain the same
knowledge through a real experience than through a simulation due to the limita-
tions of the systems in terms of perception of the world and the lack of realistic
experiences. With the integration of haptic systems in virtual environments, the user
could have a more realistic experience having visual and haptic feedback for
medical training.

Rhienmora et al. (2010) developed a dental surgery training simulator. The
simulator was developed in two virtual environments using two haptic devices. The
system had two modalities, one with VR and the other with AR. In the VR mode,
the environment was displayed in a computer screen; the user was able to interact
with dental pieces for extraction training. The AR mode used a head-mounted
display (HMD); the user manipulated the dental pieces shown also for extraction
training. In the second mode, the virtual objects were set using markers. Both
modalities required two haptic interfaces Phantom Omni (Sensable Technologies
2016c). It was reported that an experienced dentist confirmed that AR environment
had many advantages over VR for dental surgical simulations like the realistic
clinical setting.

Lin et al. (2014) developed and validated a surgical training simulator with
haptic feedback for safe, repeatable, and cost-effective alternative in learning
bone-sawing skill. The system had an Omega.6 as haptic interface and a
Display300 as the 3D stereo display. For the haptic rendering, spindle speed, feed
velocity, and bone density were considered as variables and multi-point collision
detection is method applied. The position and orientation of the virtual tool were
continuously updated, according to the position of the end effector of the haptic
device. A multi-threading computation environment was applied to maintain,
1000 Hz for haptic rendering and 30 Hz for graphic rendering, update rates.
Acoustic feedback was also added. Finally, the validation was based on three
experiments: the first proved that the systems were able to differentiate between
experimented and novice participants and also improved the performance with
repeated practice by decreasing the operative time; the second to prove if the
simulator acted as expected; and the third validated the knowledge transfer from
training to real procedure in terms of maximal acceleration, and the trained group
with lower maximal acceleration suggested that the simulator had positive effects
on real sawing.

Chowriappa et al. (2015) developed and tested a training system AR and haptic
based for robot-assisted urethrovesical anastomosis (needle driving, needle posi-
tioning, and suture placement). The environment called hands-on surgical training
(HoST) consisted on a simulator that helps the trainees step by step on the pro-
cedures with simultaneous proctoring throughout the training. The experience of the
user is visual, auditive, and haptic enable for didactic explanations, annotations, and
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illustrations in critical steps of the procedure. To evaluate the performance of the
training, three tools were used: the Global Evaluative Assessment of Robotic Skills
(GEARS) assessment score, the urethrovesical anastomosis evaluation score, and
the National Aeronautics and Space Administration (NASA) Task Load Index
assessment. Three groups were used for the analysis, the HoST group (received
HoST-based training), the control group (video training, not HoST-based), and the
cross over group (participants of the control group complete HoST-based training).
The urethrovesical anastomosis (UVA) performed in HoST environment was
resembled to da Vinci Surgical System. Among all results, according to 70% of all
the participants, HoST AR-based environment was as realistic as the actual surgical
procedure and 76% felt it was appropriate for learning. In general, HoST and
crossover groups had better results in all tests which lead to the conclusion of the
improvement in skill acquisition with minimal cognitive demand.

13.3.1.3 Industry

Industry has encounter solutions to train personnel in simulators with haptic
feedback. Training personnel is a time- and resource-consuming activity that
requires user immersion for it to have an impact on the user’s knowledge.

Han et al. (2010) presented the construction of a visuo-haptic training system to
satisfy the necessity of training personnel for a production line in manufacturing
plants before the actual production begins. The effect of the haptic information for
memorize the order of certain positions selected in a plane was studied. The work
area covered the reach of an adult person’s arm. The haptic interface was a robotic
arm, WAM™ Arm. The system was tested in three training modes: visual, visual
with haptic feedback, and visual with haptic guide. The visual with haptic feedback
had the best results. An observation made was that the haptic guidance annulled the
learning performance enhancement under the conditions taken. Passive haptic
guidance and alternative guidance algorithms were recommended for better results.

On the other hand, there are industrial training applications for assembly oper-
ations. Xia et al. (2012) developed a training system for assembly operations of
complex products. The system integrated Phantom and CyberGlove for the haptic
feedback in a virtual reality environment. The configuration allowed the user to
move freely in a relatively large area. All the data was automatically transferred
through a graphic user interface (GUI) from a computer-aided design (CAD) to the
virtual environment. The model for the simulation was physics-based taking in
count the hierarchical constraints allowing a realistic simulation of the assembly
operations. It was proved that the haptic feedback was valuable for the virtual
training in the assembly process, using separately Phantom and CyberGlove
interfaces. The combination of the two haptic interfaces was not viable for the
application since it affected the virtual interaction.

Abidi et al. (2015) identified the assembly operations as the vital process of
manufacturing. They developed an assembly training system for the chassis of a
blower motor. The development was modular, including the graphic motor module,
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the physical motor module, and the haptic motor module. In the first module, the
virtual environment and objects were developed. In the second module, the physical
behavior of the objects was programmed. Finally, the third module was related to
the haptic device Phantom Desktop (Sensable Technologies 2016b), now called
Geomagic Touch X. In a screen, the user saw the correct order for assembly and
then had to do the assembly having the haptic feedback for improving the expe-
rience of the virtual assembly task. The case study presented resulted in the iden-
tification of the haptic feedback as a beneficial technology for virtual assembly
tasks. The importance of the physical features was also identified for the realistic
simulation of the assembly task, features like restitution coefficient, control spring
stiffness, and other should have been included; so, as a stereoscopic visualization
for enhancing the user’s immersion.

Carlson et al. (2016) evaluated a virtual assembly task using different combi-
nations of interfaces used by the user. The task consisted in manipulating two
different pieces at the same time with two haptic interfaces for insert one in the
other. The haptic interfaces used for the first experiment were a Phantom Omni
(Sensable Technologies 2016c) and a 5DT Data Glove (Virtual Realities, LLC
2017) and for the second one two Phantom Omni. Several combinations related to
the device used by the dominant hand were also made, but it was not proved that
there was any significant difference in this combination. The insertion in assembly
tasks is a difficult operation for training simulation for the complexity in syn-
chronizing the instruments. In general, it was reported that participants performed
equally well in all treatment conditions. The tests did not include gravity force in
the objects; the haptic feedback was limited to object’s collisions. Either way, the
participants showed interest in the experiments.

13.3.2 Assistance

The combination of haptic systems and virtual environments, such as VR and AR,
has attracted the attention of assistance applications, mainly in the areas of edu-
cation, medicine, and industry. Assistance is the action of helping someone by
sharing work (Oxford University Press 2017). In this subsection, the cases pre-
sented are related to systems developed with the purpose of assisting in different
tasks for enhancing the performance, productivity, and/or precision of the user.

Figure 13.4 described how the user interacts with a system through sight and
touch with the integration of haptic systems and virtual environments, respectively.
The integration of these two technologies contributes to the user’s immersion in the
task carried on. The overall system has the purpose of aiding the user in a specific
task, taking in count that the user already has the knowledge and skills to do it. For
example, if the task involves a dangerous procedure, the system could help by
warning the user, visually and tangibly, if danger is close. The final objective of this
application, and mentioned before, is to enhance the performance, productivity,
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and/or precision of the user. Unlike training applications, assistance applications
assume the user already have the ability or skill to carry on the task and the systems
are developed to help the user have a better result.

13.3.2.1 Education

In education, the teachers usually use different tools and strategies to improve the
process of teaching. Unlike training applications for education, assistance appli-
cations are focused on facilitating the teaching–learning process more than teaching
a specific topic. For example, Csongei et al. (2012) developed a system called
ClonAR that allowed the user to clone and to edit objects from real world. First, the
real object was scanned by a Kinect Fusion (Microsoft 2017). Then, the object was
rendered and could be edited in a visuo-haptic AR environment. The information
for the rendering was not managed in meshes, instead signed distance fields
(SDF) were used because of the Kinect Fusion. They assured the information flow
was faster than meshes. The system was tested as a didactic tool, but other possible
applications were identified such as medical training a medical education.

Fig. 13.4 Assistance
applications of haptic systems
in virtual environments
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Eck and Sandor (2013) defined the term visuo-haptic augmented reality (VHAR)
as a technology that allows the user to see and to touch virtual objects. The authors
presented a software development platform called HARP that allowed to program
VHAR applications. The platform worked either as an educational tool or just for
application development. The authors used H3DAPI (SenseGraphics AB 2012), a
haptic software development platform that is open source and they complemented it
with the Phantom Omni haptic device (Sensable Technologies 2016c). The platform
developed was tested and validated by undergraduate students who used it for
making different projects. The applications developed in HARP were limited to 30
FPS (frames per second) so the image was reported as looking shaky. Another
limitation was that it did not allow the use of more efficient rendering techniques.

Murphy and Darrah (2015) created a set of twenty applications for teaching math
and science to students with visual impairments. Certainly, the objective is to teach
the students, but the haptic feedback was taken as tool/strategy to improve the
teaching–learning process in students with visual difficulties. The haptic device
used was the Novint Falcon (Novint 2017). The applications were developed with
the haptics software developers kit (HSDK) and the game engine GameStudio. The
students were able to select the application of interest and interact with the virtual
objects on the simulator through the haptic device having the feeling of touching
the objects, and also, acoustic and visual feedback was included. Some of the
applications were a plant cell nucleus, volume of shapes, gravity of planets, and
exploration of atoms. Six applications were tested in classroom with pre- and
post-tests for each application. The results showed, in general, a significant learning
gain for all the applications tested, and most of the teachers agreed in the easy to use
characteristic of the whole system.

13.3.2.2 Medicine

The rehabilitation of patients is a motivation for the development of systems with
haptic feedback in virtual environments. Other important motivation for integrating
robotic systems in medical assistance, particularly in surgery application, is having
the capacity to perform minimally invasive procedures. The precision of a machine
combined with the intuition and ability of a medical doctor is a powerful combi-
nation when it comes to surgery. The following researches described are examples
of assistance application in medicine.

Atif and Saddik (2010) developed a rehabilitation system based on AR tech-
nology and adopted the concept of tangible objects. When a person has a partial
paralysis in the body, usually they require rehabilitation assistance. In the system
proposed, the user had to manipulate objects in such way that gradually could
increase the complexity of the movements based on daily life activities such as
handling and moving a cup. The user obtained the haptic feedback through the
haptic interfaces Phantom (Sensable Technologies 2016b) and CyberGrasp
(CyberGlove Systems Inc. 2017); the visual feedback was obtained from a
head-mounted display (HMD) iWear VR920 (Vuzix 2017). The results of the tests
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coincide with the motivation of the subjects to do the exercises besides the difficulty
in depth perception (overcame with practice of the participants). Some of the
participants felt arm fatigue because of the weight of the tangible object, but this
could be changed in customized exercises depending on the subject’s capabilities.
In general, the study showed efficiently motivation in patients and the capability of
the system to measure important performance factors for the assess of the patient’s
treatment progress such as task completion time.

Unilateral spatial neglect (USN) is a post-stroke neurological disorder that
causes a failure in stimuli response of the brain hemisphere damaged. The patients
who have USN present spatial deficits such as stepping into objects when walking
and only can dress on side of their body. Tsirlin et al. (2010) studied a therapy
application based on a string haptic workbench. The technique for rehabilitation
included a space interface device for artificial reality (SPIDAR) and a Fastrack
stylus attached. SPIDAR is a device that has a ring suspended by wires, a pair of red
and green glasses, and a large screen. An object was displayed on the screen and
perceived as a 3D object by the user. Then, the user moved the ring with the finger
and had the feeling of touching the object. This occurred when the position of the
ring and the object was the same. This illusion was possible because the motion of
the string was restricted when the collision occurred. The study revealed that spatial
biases could be induced when the user was in a scenario where he/she should avoid
a perturbed sensorimotor experience in one side of space. The tests were made with
subjects who had to draw a trajectory with the Fastrak stylus and felt a disturbance
on one side of the space. For example, when the user traced a line from left to right
and the right hemispace as disturbed, they induced a significant bias to the left.

Yamamoto et al. (2012) presented a system for surgical robotic assistance tested
in artificial tissue. The system had a pair of haptic devices Phantom Premium
(Sensable Technologies 2016a) communicated with a master–slave control and a
Bumblebee2 IEEE-1394 stereo-vision camera (FLIR Integrated Imaging Solutions,
Inc. 2017). The authors made a prohibited-region user-defined to make sure the
procedure was minimally invasive, and the healthy tissues stayed safe. The region
of interest was augmented so the user could carry out the task easily and reliability.
For the tests, the artificial prostate tissue was reconstructed as the user interacted
with it. The task consisted in a teleoperated palpation of tissue to differentiate soft
and hardener surfaces, in real time. The forbidden region virtual fixture was found
to be useful in the procedure and so as the haptic feedback during the experiments.
The force feedback resulted in discontinuities; this could be fixed with modification
of impedance and edge geometry of the virtual fixtures according to the authors.

Haptic devices allow users to interact with a remote or virtual environment
through the sense of touch (Díaz et al. 2014). Since some surgery devices are
manipulated by pedal, Díaz et al. (2014) proposed the use of a pedal with a double
haptic channel. The double haptic channel was referred to the hand and foot haptic
feedback received during a procedure. The haptic feedback would help the surgeon
perform the necessary task not only visual based but also tactile since the surgeon
cannot feel what the instrument is touching. The one DOF pedal system proposed
consisted in a Maxon RE40 DC motor and a transmission cable (26.66:1), with a
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Quantum Devices QD145 encoder. The pedal had a peak torque of 10.72 Nm, a
continuous torque of 5.36 Nm, and 15° of workspace. The performance of the
haptic pedal was validated on a user-study, with warning signals and resistance to
tool’s penetration, during a drilling procedure with a double haptic channel. The
hand haptic feedback was acquired through a PHANToM 1.0 device with a
micro-vibrating electric motor attached at the tip of the PHANToM’s stylus. The
haptic pedal controlled the speed of the drill, and the resistance torque of the tool’s
penetration was emulated back to the pedal, so the user could feel that resistance. In
general, during the experiments, the users with haptic feedback had a faster reaction
to warning signals. The results indicated that the haptic information is helpful
during a drilling procedure, and it improves the surgeon accuracy.

Also, haptic systems in combination with VR have helped in diagnosis task and
medical analysis. This is the case of the cephalometric diagnosis and analysis, and
the current 2D and 3D tools are often complicated, impractical, and not intuitive
(Medellín-Castillo et al. 2016). Medellín-Castillo et al. (2016) presented a solution
to the disadvantages of the cephalography analysis based on a haptic approach. The
proposed system required a haptic device, either a Phantom Omni (Sensable
Technologies 2016c) or a Falcon (Novint 2017). Since they used the platform
H3DAPI (SenseGraphics AB 2012) (open source haptics software development
platform that uses the open standards OpenGL and X3D), the system could interact
with any of the two haptic devices. The 2D and 3D crane models were imported in
the interface where the haptic interaction was integrated. The user manipulated the
crane and had the feeling of touch through a pencil/pen easing the processes of
diagnose and surgery planning.

13.3.2.3 Industry

The assistance in industrial applications, by virtual environments and haptic sys-
tems, is presented in the cases of assistance for path planning in maintenance
assembly/disassembly, motion-impaired operators, and welding. Certainly, the
combination of virtual environments and haptic systems could be used in other
assistance cases, for example design, manufacturing, and data analysis.

Hassan and Yoon (2010) presented a haptic-based approach for path planning in
virtual maintenance assembly/disassembly (MAD). This approach consisted on an
automatic system that processed MAD starting by loading the CAD models and
then assemble them to their final position to get a sequence table and afterward
apply a path planning algorithm; finally, the haptic control mode is applied in the
virtual environment. The haptic mode guides the user throughout the maintenance
for revision. The 3D algorithm for MAD optimization was based on 3D potential
field and genetic algorithm. Computational time was considerable but, the expected
results were optimal for the MAD. The haptic feedback was reported as very useful
for assisting the user in the simulation process.

Asque et al. (2014), looking to reduce of error rates and targeting times in GUIs
for motion-impaired operators in human-computer interaction, presented two haptic
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assistive techniques using the Phantom Omni. The reduction of this error rates and
time targeting in industrial applications could improve productivity and efficiency
in human–computer interaction operations. The techniques are based on a virtual
plane designed with deformable cones and deformable switches to develop a haptic
virtual switch for implementation on existing GUIs. For the experimentation of the
techniques, six measurements were defined in terms of characteristics of the
clicking operation. Gravity wells and haptic cones were implemented: the first,
based on a bounding volume with a spring force toward the center of that volume
(Asque et al. 2014); the second, based on the cursor clamping to the apex at the
target center by extracting the button position to embed the cones correctly into the
mesh of a virtual plane. Finally, deformable virtual switches were developed to help
people with physical disabilities target and operate accurately different devices and
interfaces. The first experiment of cursor analysis of the haptic assistance proved
significant improvements in the measures. The second experiment of the effect of
target size (small, medium, and large) and shape showed that only in small and
medium, the haptic condition has a significant effect and that target shape has less
significant effect on the participant’s performance than the haptic condition and the
target size.

Ni et al. (2017) noticed that programming remote robots for welding manipu-
lation becomes difficult when the only feedback, from the remote site, is visual
information. They proposed an AR application with a haptic device integrated.
They used a display for showing the real robot and augment a virtual arm and the
end effector. The robot was manipulated by moving the haptic device (PHANToM)
remotely. The user got the feedback from the remote robot to the haptic device
before the end effector reached the welding surface. This helped keeping a constant
distance while the user defined the welding path. The workpiece was captured by a
Kinect camera for a 3D point cloud data acquisition. The virtual robotic arm was
placed in scene using a marker in the physical workspace of the real robot. The
system was tested by ten users with no background in welding or robot program-
ming. The test consisted in recording the path followed to weld two workpieces.
The user could choose the welding points as they moved the remote virtual arm as
they saw the real scene with the augmented robot on a display. The user-defined
paths from the actual welding path were within ±15 mm of the actual path.

13.3.3 Entertainment

Entertainment has become such an important part of our lives that new studies have
pursuit the understanding of the “Psychology of Entertainment” (Invitto et al.
2016). Entertainment has been studied with a multidisciplinary approach having in
mind that is related to learning, perception, emotions, communication, marketing,
science, therapy, and others (Ricciardi and Paolis 2014). That might be the reason
why entertainment is an attractive area of application for the developers of haptic
systems in virtual environments. In general, the applications of entertainment seek
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for the user to feel comfortable and immerse in the environment given as described
in Fig. 13.5. In the case of video games, immersion is usually accomplished
through audio, graphics, and simple haptic feedback like vibration.

Other application of entertainment includes haptic systems like the one devel-
oped by Magnenat-Thalmann et al. (2007). The system consisted in an interactive
virtual environment where the user could fix the hair of a virtual character. The user
had the feeling of manipulating the hair by using different virtual tools to comb,
wet, dry, and cut. A SpaceBall 5000 (Spacemice 2017) and a Phantom Desktop
(Sensable Technologies 2016b) were used, so as an algorithm called virtual cou-
pling based on physics modeling for the haptic representation. The algorithm was
also used to link the haptic device with the virtual tools in a stable way.

From Disney Research Laboratories, Bau and Poupyrev (2012) developed a
system they called REVEL. The system was based on AR combining visual and
haptic feedback to virtual and real objects inserted in the reality. The visual feed-
back was delivered through a display that allowed the user to see the reality with
virtual objects inserted. The haptic feedback allowed the user feeling the virtual
object through reverse electrovibration (induce AC signal in the user instead of in
the object). The system maintained a constant tactile sensation by adjusting the
signal amplitude dynamically to compensate all the varied impedances. The signals

Fig. 13.5 Entertainment
applications of haptic systems
in virtual environments
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generated and applied to the user were safe since the current applied to the user was
in the microampere range (max. 150 lA). When the user touched a real object, a
capacitive sensing of the touch occurred, and the haptic augmented feedback was
delivered from a database. The touch sensing of virtual objects was optical, a user
finger tracking through a Kinect. The virtual objects were inserted with markers.
The system required an infrastructure previously prepared for the tactile augmen-
tation when touching an object.

Sodhi et al. (2013), also from Disney Research Laboratories, developed the
project AIREAL. AIREAL was a device that gave the user the feeling of free air
textures. The device consisted of a servo actuated flexible nozzle that generated an
air vortex and a camera to measure the target’s distance, and the camera was
mounted over a gimbal structure. The vortex control was based on four dimensions
mainly: pulse frequency, intensity, location, and multiplicity. The experiences of
the users consisted on having a projection, for example, over the hand, of an object
and the air haptic feedback should coincide with it in space and time. The system
could synchronize with others of the same type to create a whole atmosphere. The
authors tested the systems simulating an environment where the user felt seagulls
flying around while seeing it on a computer game. The system presented by Sodhi
et al. (2013) made considerable sound considered as noisy and could make the user
feel uncomfortable because of the position of the devices.

On the other hand, Ouarti et al. (2014) developed a test platform to differentiate
between a visual, haptic, and visuo-haptic experience of a user in a virtual world.
The experiment of interest was the visuo-haptic one where the system had the
capacity to make the user feel like being inside of an accelerating car. The user
could see on a screen a video generated in a graphic engine for simulating the
movement. The system had a Virtuose (Haption 2017) haptic device connected to a
mechanism to simulate the movement when the car accelerated. The authors con-
cluded about the importance of the haptic feedback synchronized with the video for
the user to be immersed in the game.

Israr et al. (2014) presented a story-telling application. Just like any other
entertainment application, immersion was important for the user to have a satisfying
experience. The application was kids oriented. The system was capable of making
the user felt like it was raining, something walked around, started a motor, and
others. Each feeling was classified within a haptic vocabulary list, and it could be
intensified as wanted. The effects were also visual and auditory. The system had
two modules. The first module was an arrangement of tactile vibrators called tactors
C-2 (Engineering Acoustics Inc. 2017) aligned in the back and waist (arranged in a
vest). The second module was a graphic interface for the manipulation of param-
eters of vibrators (mainly time and intensity), this could be shown in a computer or
a mobile device. When someone said a phrase of the haptic vocabulary, a vibration
corresponding to it was produced.

Punpongsanon et al. (2015) developed a system called SoftAR which was an
application of AR where the user could feel the softness of an object. The user
could see a projection of a surface over a real object and when the user touched it,
he/she saw the deformation of the material projected. The projection created the
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haptic illusion. The author also identified marketing and design applications of the
system, to show clients or designers different options of materials to select based on
the softness simulated.

13.4 Trends and Challenges

In Tables 13.2, 13.3, 13.4 and 13.5, a summary of the researches, described in
representation of each area of application, is shown. From Tables 13.2, 13.3, 13.4
and 13.5 it should be noted that most of the applications use commercial haptic
interfaces, so there are opportunities in the development of customized haptic
devices. The design of customized devices could help in the development of more
complex, cheapest, specialized, and/or precise applications to enhance the immer-
sion of the user given a specific application. In a future, people will be able to touch
virtual information and do it in a natural way just like interacting with the natural
environment.

Nowadays, the educational applications, of haptic systems in virtual environ-
ments, have impact in society since currently digital technologies are been more
incorporated as strategies for teaching. Nevertheless, the access to some tech-
nologies may not be at hand for everyone yet one day the use of haptic systems and
virtual environments will be used as didactic materials like today we use books and
computers. Certainly, with the advantage of access to intelligent mobile devices, it
seems feasible to scale different applications in the classroom or for the common
use. When it comes to apply haptic systems in virtual environment in training for
education, it seemed to be difficult. The difficulty resided in the fact that a virtual
experience might not be as good as gaining real experience. Multisensorial feed-
back has recently been taken as a solution to this problem, integrating different
technologies such as computer vision, haptic feedback, and audio effects; it is
possible to have a close approach to real tasks. On the other hand, assistance
applications for education have big potential for simplifying the teaching–learning
process. Teachers will be benefited with the flexibility of educational tool based on
haptic systems in virtual environments. The use of multisensorial experiences
trough haptic systems and virtual environments has also taken place in medical
applications.

On one hand, training medical applications have become very popular in the last
decades. The main limitation is the use of commercial haptic devices. The next step
in haptic systems development for medical applications is to develop customized
devices. The transparency is the main factor of a haptic device; it could be
improved by implementing low friction actuators. The development of realistic
simulators in virtual environments with haptic feedback has become an important
trend given the fact that user in this field requires the feeling of touch to gain the
experience needed. On the other hand, medical assistance applications focus on
enhancing the performance of the user with multiple feedback of sensory infor-
mation such as visual and haptic.
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Finally, the entertainment industry has a considerable contribution in the
development of haptic systems in virtual environment. These applications have
worked as development platform since their customers demand more immersive
experiences in every way, every day. The game developers have proposed them-
selves to make systems with more quality in graphics, sound, haptic feedback, and
more.

If researchers keep looking for new ways to make more realistic environments,
more transparent haptic systems and find a way to combine these two technologies
in a natural way, the possibilities to have all these applications in our common life
grow.

13.5 Conclusions

The technologies of VR, AR, and haptics are in fast growing and have been of great
interest of technology innovators. There are infinite possibilities of application in
the use of this technology. The researches described were classified in training,
assistance, and entertainment with a sub-classification for the first and second one,
according to their area of application in educational, medical, and industrial.
Nevertheless, some of the authors coincide with the fact that the development of a
haptic system in a virtual environment may have a multidisciplinary impact.

Users in all areas demand immersive experiences. The lack of the feeling of
touch in virtual environment limits the user immersion and could lead to a
low-interest response from the user. Besides the enhancement of immersive
experiences, haptic virtual environment-based trainings can improve safe acquisi-
tion of technical and basic skills. On the other hand, assistance application meets
the benefits of haptic systems in virtual environments by the enhancements of
operations in all areas of application.
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Chapter 14
Experimental Analysis of a 3-DOF
Articulated Flat Empennage

Miguel Angel García-Terán, Ernesto Olguín-Díaz,
Mauricio Gamboa-Marrufo, Angel Flores-Abad
and Fidencio Tapia-Rodríguez

Abstract This paper presents the aerodynamic analysis of a bio-inspired empen-
nage, which mimics the way that the tail of some birds moves. To avoid a kinematic
chain in the proposed design, the three axes of rotation intersect in a single point.
To define the relationship between the attitude of the empennage and the aerody-
namic coefficients, different tests were conducted in an open-circuit wind tunnel at
low velocity, where the attitude of the empennage was changed, and the aerody-
namic effects were measured by means of a force sensor and expressed with six
dimensional wrenches, including forces and torques. Wrenches were transformed
from the sensor’s reference frame to a frame located at the aerodynamic center of
the empennage to compute the aerodynamic coefficients. A multiple regression
analysis revealed a coupling effect between the aerodynamic coefficients and the
attitude of the proposed empennage, as changes in any of the three Euler angles
modify the aerodynamic coefficients. Besides, it is shown that both the longitudinal
and the translational motion of the vehicle can be controlled by the proposed
bio-inspired empennage.

M. A. García-Terán (&)
UACJ Department of Manufacturing and Industrial Engineering, Ciudad Juárez, Mexico
e-mail: angel.garcia@uacj.mx

M. A. García-Terán
CINVESTAV Ramos Arizpe, Coahuila, Mexico

E. Olguín-Díaz
Department of Robotics and Advanced Manufacturing, CINVESTAV,
Ramos Arizpe, Coahuila, Mexico

M. Gamboa-Marrufo
Department of Structures and Materials, UADY, Mérida, Yucatán, Mexico

A. Flores-Abad
University of Texas at El Paso, El Paso TX, USA

F. Tapia-Rodríguez
Department of Engineering, Universidad Panamericana de Guadalajara,
Zapopan, Jalisco, Mexico

© Springer International Publishing AG, part of Springer Nature 2018
O. O. Vergara Villegas et al. (eds.), Advanced Topics on
Computer Vision, Control and Robotics in Mechatronics,
https://doi.org/10.1007/978-3-319-77770-2_14

379

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77770-2_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77770-2_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77770-2_14&amp;domain=pdf


Keywords Flat empennage � Bio-inspired empennage � Aerodynamic sectional
approach

14.1 Introduction

Birds have the ability to modify position, attitude, and shape of both the wings and
the tail independently, as well as the shape of their bodies in order to develop a
specific flight mode. Furthermore, birds change the attitude of their feathers during
the flapping wings. It is noteworthy that flight modes of birds depend on the species
of bird and flight technique is particular of each individual bird no matter if they
belong to the same species, (Gatesy and Dial 1993; Alexander 2002; Biewener
2003; Gottfried 2007; Tobalske 2007). After this, the definition of a bio-inspired
morphing unmanned aerial vehicle (UAV) arises naturally as a UAV that changes
its external shape during flight to adapt to the environment (Valasek 2011).

There are two opinions concerning the function of the tail during bird flight.
Pennycuick in (Pennycuick 2008) affirms that the effects of the bird’s tail are not
significant during the flight; then, flight modes of the birds are developed by means
of the wings. On the other hand, in Tucker (1992), Gatesy and Dial (1993), Thomas
(1993), Gottfried (2007), Su et al. (2012) show that this element is very important
during different locomotion movements. In the same sense, these establish that it is
necessary to develop studies about the physic contributions because of the com-
plexity for understanding its functions during the flight (Tucker 1992; Kirmse 1998;
Biewener 2003; Videler 2005; Shyy et al. 2008).

The work proposed by (Alexander 2002) established that birds used the tilt
movement of the tail to counteract the tilting of the wings. It is noteworthy that
results showed that the effects of the wings were predominant and the effects of the
tail were not important. In the same sense, in Pennycuick (2008) it was stated that
the tail of the birds produces neither a lift force nor a moment; then the tail does not
improve the stability of the birds. Notwithstanding, the results suggested that birds
modify the angle of attack of each wing for controlling their movements. On the
other hand, in Tucker (1992), Gatesy and Dial (1993), Su et al. (2012), it has been
established that the tail of the birds is an important element for taking off, for
landing, for developing acrobatic movements, and different flight modes. Last
works concluded that the interaction between the tail and wings is not clear because
of the problems which represent the process of measurement. Then, in Su et al.
(2012), the hover flight was studied because this flight mode was considered
appropriate to analyze the interactions between tail and wings. In accordance with
Su et al. (2012), the birds changed both: attitude and area of the tail (spread and
folded tail) for modifying the aerodynamic forces. These changes improved the
stability and maneuverability of the birds, because the lift and drag forces were
related to the area and the angle of attack of the tail. Then, the birds synchronized
the tilt, folded, and spread of the tail with the wings to recover the body posture.
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On the other hand, in Gottfried (2007) it was defined that the contribution of the tail
to the directional stability is a function of the sideslip angle and the lift coefficient.

The electrical activity of the tail muscles of pigeons for different locomotion
movements and flight modes were presented in Gatesy and Dial (1993). The results
showed that the electrical activity changed during the transition phase from the
take-off to flight, the flight to landing and between flight modes. It is noteworthy
that in accordance with the results the flapping flight requires more contributions
from the tail. Tucker (1992) analyzed the pitching equilibrium of the Harris hawk
where the primary wing feathers were clipped. The hawks presented problems to
achieve the equilibrium when gliding while increasing the percentage of clipped
feathers. Results showed that the hawks spread the tail and changed the position of
the wings to achieve the longitudinal stability. On the other hand, in Thomas (1993)
the aerodynamic properties of a tail of bird were determined. The work proposed a
model based on slender lifting surface theory, and it concluded that there are two
situations where the birds need the forces produced by the tail. The first is at slow
velocities where the longitudinal instability is presented; the second during acro-
batic movements and hover flight where high forces are required to control. These
effects were produced by both the upward and downward movements of the tail to
cancel the longitudinal unbalance and the banking motion.

14.2 State of the Art

The study and development of bio-inspired morphing UAVs are focused on new
designs, materials, mechanism, dynamic modeling, and controllers, all of them
implemented typically on the wings, (Valasek 2011; Paranjape et al. 2011a, b,
2012a, b). However, the studies about the bio-inspired empennage or bio-inspired
tail are limited because most of the times, the aerodynamic effects of the empennage
are considered negligible. However, the main contributions of the empennage to a
fixed-wing aerial vehicle are given by the moments produced by the aerodynamic
forces, which are important for both the longitudinal and lateral–directional
stability.

The analysis of stability of soaring birds using a RC model airplane with similar
dimensions and weight of a Raven is presented in Hoey (1992). The vehicle
included an articulated empennage, which can develop both the bank motion and
the tilt motion, as well as flaps on the lower surface of the wings. The results
showed that the direction of the lateral force was defined by the attitude of the
empennage. Moreover, there were at least two combinations that produce the same
sign. Bank motion of the empennage affects not only the lateral–directional stability
but also the airplane pitch motion. Results suggested that soaring birds control their
lateral stability by means of the adverse-yaw effects, and also that they use the
dihedral angles and the motion of the tail when performing rapid turns. The work
affirms that soaring birds used more the dihedral angle to stabilize the flight when
soaring than when gliding.
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In Leveron (2005), Higgs (2005), Rivera-Parga et al. (2007) the design, test, and
dynamic model of a micro-aerial vehicle (MAV) with a 2-DOF articulate empen-
nage, to develop a portable aerial vehicle, were presented. The work determined the
behavior of the MAV and the aerodynamic effects produced by the attitude changes
of the empennage. Tail included both bank and tilt motions with respect to the
MAV body. Tests were developed in a wind tunnel at low velocity, where the
forces and moments on the vehicle were measured for different empennages and
different attitude settings. Results showed that both longitudinal stability and lat-
eral–directional stability of the vehicle were affected by the empennage. Results
suggested that the empennage acted as a spoiler under specific conditions because
the lift did not increase despite the attitude changes; however, the longitudinal
stability was not compromised because the lift, drag, and pitching moment were
mildly affected. On the other hand, both the direction of the lateral force as well as
the yaw moment were affected by the empennage tilt movement, whose values were
similar to those of a typical airplane. Notice that these results were consistent with
the results of Hoey (1992). In the same sense, the attitude of the empennage
produces slight changes on the roll moment of the vehicle, but these effects can
improve the orientation. The research showed that the empennage motions modify
the attitude of the MAV; nevertheless, both the longitudinal and lateral–directional
stability are coupled, and it is necessary to define a control strategy.

The longitudinal stability and the controllability of an ornithopter, that included
a variable tail with one DOF, were presented in Han et al. (2008). The work
proposed the dynamic model of the vehicle and using a path following control the
flapping frequency and the tilt angle of the tail are adjusted. The results suggested
that the synchronization of the wings and the tail guarantees the longitudinal sta-
bility, it is important to comment that the lateral stability was not analyzed. In the
same sense, the design, the perching control, and the experimental test of MAVs
having articulated wings and variable tilt horizontal flat tail (lacking the vertical
stabilizer) (Paranjape et al. 2011a, b, 2012a, b). The dynamic model included the
inertial effects produced by the attitude changes of wings; furthermore, a perching
control strategy was proposed based on the variable dihedral angles of the wings
and the tilt motion of the tail. Experimental results showed that while the lateral–
directional motion was stabilized, the system required large control effort and the
yaw dynamics become slow because of the lack of the vertical stabilizer.

The design of a bio-inspired autonomous aircraft with a rotatable empennage was
presented in (Muller et al. 2015). The vehicle includes five different airfoils per wing
and an empennage with two DOF, which consist of an open chain, and a set of
ailerons as control surfaces. The vehicle was tested in a wind tunnel, and the results
were consistent with the results presented previously in Hoey (1992), Rivera-Parga
et al. (2007). The previous works consider that the tail of birds has two degrees of
freedom (the bank and tilt motions). However, in accordance with the observation
process, there are at least two more DOF which correspond to the pan motion and the
capability of both folding and spreading the tail. Then in this work, the design of a
bio-inspired empennage which includes the bank, tilt, and pan motion is presented in
order to mimic the mainmovements on the tail of the birds and to analyze their effects.
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14.3 Background

The aerodynamic forces and moments arise from the interaction between a body
and the air (fluid) flow. These effects are defined to be function of a set of
dimensionless coefficients which depend on the shape of the airfoil, and they are
weighted by some geometric parameters, the relative velocity, the angle of attack,
the sideslip angle, and their rate of change (Stevens and Lewis 2003; Stengel 2004;
Cook 2007). The aerodynamic coefficients of an aerial vehicle include the aero-
dynamic contribution of the vehicle components (the wings, the vertical stabilizer,
the horizontal stabilizer, and the fuselage) and the control surfaces. It is noteworthy
that the coefficients are affected by the position and attitude of that vehicle ele-
ments; then, there is a set of coefficients for each configuration over the same
vehicle. This is one of the reasons why the analysis of bio-inspired aerial vehicles is
complicated. However, an aerodynamic sectional approach can recover the quali-
tative behavior of an aerial vehicle, which defines the aerodynamic forces and
moment as the sum of the contribution acting on each vehicle component, (Noth
2008; Roscam 2003; Olguín-Díaz and García-Terán 2014). The aerodynamic
effects produced either by an articulated wing or an empennage can be expressed as
a function of its attitude using the appropriated transformations. Furthermore, the
aerodynamic effects can be expressed by means of either a pair of 3D vectors (force
and moment vectors) or a single 6D vector (which is known as wrench) that
includes both force and moment vectors.

14.3.1 The Rotation Matrix

The set of variables that define the position and attitude of a rigid body with respect
to either an inertial reference frame or a local reference frame are known as the pose
of the rigid body. Let R0 be an inertial reference frame (Earth-fixed frame) and R1 a
local reference frame rigidly attached to a body at point 1 as shown in Fig. 14.1.
Vector rð0Þ ¼ ðx; y; zÞT 2 R

3 is the position of the local reference R1 with respect to
the inertial reference frame R0 expressed with coordinates of the inertial reference
frame R0. Both reference frames can be related by means of a rotation matrix
R1

0 hð Þ 2 SOð3Þ that is parameterized by an attitude vector h 2 R
m (for m ¼ 3; 4f g).

Notice that the dimension of the vector h depends on the attitude representation,
then there are multiple ways to parameterize the matrix R1

0 hð Þ. In aeronautic,
the attitude is represented typically by the “roll-pitch-yaw” angles vector
h ¼ /; h;wð ÞT . Therefore, for this attitude representation the rotation matrix R1

0 hð Þ
is given by (1), where the trigonometric functions sine xð Þ and cosine xð Þ are
abbreviated for simplification as sx ¼ sin xð Þ and cx ¼ cos xð Þ, (Stevens and Lewis
2003; Stengel 2004; Olguín-Díaz and García-Terán 2014).
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R hð Þ¼
cwch �swc/ þ cwshs/ sws/ þ cwshc/
swch cwc/ þ swshs/ �cws/ þ swshc/
�sh chs/ chc/

2
4

3
5 ð14:1Þ

Since the above-mentioned reference frame R1 may be used as the root frame of
the aerial vehicle, additional frames for each aerodynamic section may be of some
important use. Let the reference frame Ra be the aerodynamic frame as shown in
Fig. 14.1 which is placed at the aerodynamic center of the wing (or section) and
oriented along the chord line of the wing. This reference frame may be parameterized
by means of the dihedral angle u, the incidence angle �a, and the sweep angle Ki of
the section, (Olguín-Díaz and García-Terán 2014). In accordance with the aerody-
namic sectional modeling if the wing is hinged, the matrix Ra

1 is parameterized by
means of the additional movements; the rotation matrix Ra

1ðu; �a;KÞ 2 SOð3Þ is
constant for constant parameters: u; �a;K.

The absolute rotation matrix of the aerodynamic frame with respect to the
inertial one can be made by composed rotations in the appropriate order: Ra

0 ¼
R1

0R
a
1 (where arguments are excluded only for simplification purposes in the

notation). Moreover, since the rotation matrix is an orthogonal matrix it arises
ðRa

0Þ
�1 ¼ ðRa

0Þ
T . Notice that the position of Ra respects to R0 expressed in the

inertial reference frame R0 is the addition of the vector rð0Þ and the vector rðaÞa in
accordance with Eq. (14.2). Then, the position and attitude of any point that
belongs to the body can be determined by means of the last procedure (Siciliano
et al. 2009).

rð0Þa ¼ rð0Þ þR1
0R

a
1r

ðaÞ
a ¼ rð0Þ þRa

0r
ðaÞ
a ð14:2Þ

Fig. 14.1 General schematic of a wing and its reference frames
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14.3.2 The Extended Vectors

An extended vector is given by the pair ða; bÞ, where a 2 R
3 is a linear vector and

b 2 R
3 is a free vector, both belonging to the Euclidian space, and expressed in the

same reference frame. It is noteworthy that there are different extended vectors and
each one has a specificmeaning andmathematical properties (Featherstone 2010a, b).

Let mð1Þb 2 R6 be the extended velocity vector called twist, and Fð1Þ
b 2 R

6 the extended
force vector or wrench, both in the reference frame R1 (Fig. 14.1) and expressed by
Eqs. (14.3) and (14.4):

m
ð1Þ
b ¼ vð1Þb

xð1Þ
b

 !
2 M � R

6 ð14:3Þ

Fð1Þ
b ¼ fð1Þb

nð1Þb

 !
2 F � R

6 ð14:4Þ

where mð1Þb , which belongs to the motion space M � R
6, contains the linear

velocity vð1Þb 2 R
3 of the point b and the angular velocity of the body to which the

point belongs; notice that both vectors describe the motion of the body. On the

other hand, the wrench Fð1Þ
b , which belongs to the force space F � R

6, contains

the force vector fð1Þb 2 R
3 that acts on the point b and the moment vector nð1Þb 2 R

3

acting on the body, all of them expressed in the local reference frame R1.
The extended vectors can be expressed between any two reference frames, i.e.,

R0 and R1 by means of an extended rotation R1
0 and an extended translation

T rð1Þc=b

� �
that are presented by Eqs. (14.5) and (14.6), respectively:

R1
0 ¼

R1
0 0
0 R1

0

� �
ð14:5Þ

T rð1Þc=b

� �
¼ I � rð1Þc=b�

h i
0 I

" #
ð14:6Þ

where the operator a�½ � 2 soð3Þ is a third order skew-symmetric matrix
(i.e.: a�½ �T¼ � a�½ � ¼ �a�½ �) that expresses the 3D vector cross product

a�½ �b ¼ a� b, for all ða; bÞ 2 R
3. Notice that the vector rð1Þc=b is the distance from

R1 to R0, expressed with frame R1 coordinates, but it can be expressed in the
opposite way as rð0Þ. The term R1

0ðhÞ 2 SOð3Þ in Eq. (14.5) for this case is the
rotation matrix that is expressed in Eq. (14.1).
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Using the operators in Eqs. (14.5) and (14.6) both twists and wrenches can be
transformed between any two reference frames. For instance, between R0 and R1 it
follows, (Olguín-Díaz and García-Terán 2014):

mð1Þc ¼ T rð1Þc=b

� �
mð1Þb mð1Þb ¼ T �1ðrð1Þc=bÞ m

ð1Þ
c ¼ T ð�rð1Þc=bÞm

ð1Þ
c

mð0Þb ¼ R1
0 m

ð1Þ
b mð1Þb ¼ R1T

0 mð0Þb

Fð1Þ
c ¼ T T rð1Þc=b

� �
Fð1Þ
b Fð1Þ

b ¼ T �Tðrð1Þc=bÞ F
ð1Þ
c ¼ T Tð�rð1Þc=bÞF

ð1Þ
c

Fð0Þ
b ¼ R1

0 F
ð1Þ
b Fð1Þ

b ¼ R1T
0 Fð0Þ

b

It is noteworthy that the extended translation operator needs to be transposed to
translate the wrench. Most of the times, it is necessary to include both operations
(translation and rotation) to express an extended vector with respect to a different
reference frame. Extended motion operation (EMO) arises as a new operator that
includes both rotation and translation. EMO operator can be defined by different
ways; thus, a general expression is presented as follows, (Olguín-Díaz and
García-Terán 2014):

Xðda=b;Ri
jÞ,RiT

j T ðdðjÞa=bÞ ¼ T ðdðiÞa=bÞR
iT
j ð14:7Þ

The first term of Eq. (14.7) is defined by rotating an extended vector that was
translated previously, and the second one is obtained by translating the previous
rotated vector, then the twist and wrench are directly transformed as shown in the
following expression:

mðiÞa ¼ Xðda=b;Ri
jÞm

ðjÞ
b ð14:8Þ

FðiÞ
a ¼ X�Tðda=b;Ri

jÞF
ðjÞ
b ð14:9Þ

14.3.3 The Aerodynamic Wrench

Aerodynamic wrench is expressed as: FðaÞ
A ¼ ðfðaÞTA ; nðaÞTA ÞT 2 R

6, which includes

both the force vector fðaÞA 2 R
3 and the moment vector nðaÞA 2 R

3 that are expressed in
the local reference frame Ra (Olguín-Díaz and García-Terán 2014). It is noteworthy

that in aerodynamic bodies, while the aerodynamic moment vector nðaÞA 2 R
3 is

referred to the reference frame Ra [see Eq. (14.10)], the aerodynamic force vector
coordinates (and in consequence their aerodynamic coefficients) are computed with
respect to the relative wind velocity [see Eq. (14.11)]. Then, there must exist a fourth
reference frame Rw placed at some point in the body (normally the neutral pressure
point) such that the x-axis of this frame is aligned with the relative incidence velocity,
(Stengel 2004):
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fðwÞA ¼ �q S
�CDð�Þ
CYð�Þ
�CLð�Þ

0
@

1
A ð14:10Þ

nðaÞA ¼ �q S
b Clð�Þ
�c Cmð�Þ
b Cnð�Þ

0
@

1
A ð14:11Þ

In Eqs. (14.10) and (14.11) �q ¼ 1
2 q vrk k2 is the dynamic pressure that is a

function of the air density q and the relative wind velocity vr. The terms b, �c, and
S are the span, the mean aerodynamic chord and the area of the wing. Finally,
CDð�Þ, CYð�Þ, CLð�Þ, Clð�Þ, Cmð�Þ and Cnð�Þ are the aerodynamic coefficients which
are determined either by means of experimental procedures or computed fluid
dynamics (CFDs) software. These coefficients are functions of the aerodynamic
angles (the angle of attack a and the side slip angle b) and their time derivatives
( _a, _b); the angular velocity coordinates xðaÞ ¼ ðp; q; rÞT 2 R

3; the span b; the mean
aerodynamic chord �c; the aspect ratio AR; the cross-coupling effects representing by
some specific aerodynamic coefficients Cxzð�Þ; and the control surfaces, such as
ailerons da, elevator de, or rudder dr (Roscam 2003; Stevens and Lewis 2003; Cook
2007; Noth 2008).

The aerodynamic force vector needs a frame coordinates transformation

fðaÞA ¼ RaT
w ða; bÞfðwÞA , by some rotation matrix RA ,Ra

w 2 SOð3Þ that represents the
relative attitude of the aerodynamic frame Ra with respect to the wind frame Rw,
and which can be represented by the next matrix:

RAiða; bÞ ¼ Ra
w ¼

cacb sb cbsa
�casb cb �sasb
�sa 0 ca

2
4

3
5 2 SOð3Þ ð14:12Þ

being parameterized by means of the angle of attack a ¼ arctanðvrz=vrxÞ and the

side slip angle b ¼ arcsinðvrx= vðaÞr

��� ���Þ that are a function of the relative wind

velocity vector vðaÞr , (Stevens and Lewis 2003).

The relative velocity vðaÞr is computed by the difference between the section

(wing) velocity of the wing vðaÞa and the wind velocity vð0Þw . For proper addition both
velocities need to be expressed with respect to the same reference frame; for
instance, the aerodynamic frame of the section Ra:

vðaÞr ¼ vðaÞa � RaT
0 ðhÞvð0Þw ð14:13Þ

Based on the concept of the EMO operator, the aerodynamic wrench FðaÞ
A can be

expressed in any reference frame by means of Eq. (14.14), where XA is parame-
terized by the distance between Ra and R1 and the rotation matrix that related both
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reference frames. Notice that the wrench is a function of the relative wind twist mðaÞr

that is computed by means of Eq. (14.15).

Fð1Þ
A ¼ XT

A FðaÞ
A ðmðaÞr Þ ð14:14Þ

mðaÞr ¼ XA mð1Þ1 �RaT
0 mð0Þw ð14:15Þ

The term Ra
0 in Eq. (14.15) is the extended rotation which relates both R0 and

Ra reference frames. In the same expression, the term mð0Þw is the wind twist which
represents the environmental effects that is referred to the inertial reference frame.
Then, in accordance with Eq. (14.14), it is possible to express the aerodynamic
effects of an aerodynamic body with respect to any reference frame using the
appropriated transformations.

14.4 The Experimental Setup

The design of bio-inspired UAVs with articulated empennage typically considers that
this aerodynamic body includes two DOF; however, in accordance with the analysis of
the flight of birds, these living beings have the capability to develop at least four
movements. The design of a bio-inspired empennage presents different problems that
are related with the size, the weight, and the number of DOF, as well as the undesirable
effects that are related with the shape of the empennage. In these sections, the design of
a bio-inspired empennage is presented, where the PT-40 RC model from Great
Planes®was considered to define the dimension and the shape of the tail. Moreover, in
order to analyze the static stability of the bio-inspired empennage an experimental
testbed was built to measure the forces and moments for different attitudes.

14.4.1 Design of the Bio-inspired Empennage

Based on the dynamic flight of the birds and the movements of its tail, an
empennage with three DOF was designed. The empennage consisted of a flat single
surface, which corresponds with the horizontal stabilizer of the PT-40 RC model.

Figure 14.2 presents a 3D view of the mechanism that consists in a set of conical
gears, which allows to develop both bank (U) and tilt (H) movements by the
combination of the rotation of two servomotors. The third movement, which cor-
responds to the pan motion (W), is produced by a pair of conical gears that change
the rotation axis in order to produce a rotation along the vertical axis. This
arrangement reduces the size of the mechanism and allows that all of the axes of
rotation intersect at the same point, and then the complexity of the extended vectors
transformation is reduced.
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Figure 14.3 shows the design and manufacture of the tail that was made of two
wood plates, and in order to reduce weight some material was removed. Plates were
covered with polyester film.

14.4.2 Experimental Setup

In order to compute the static aerodynamic coefficients using a wind tunnel, an
experimental setup was built (see Fig. 14.4). The moving tail mechanism is
mounted on a column with a circular hollow section to reduce the wind flow
perturbations and undesirable aerodynamic forces and moments.

A 6D force sensor was mounted under this arrangement, with the use of steel
plates, which were manufactured in accordance with the specifications. In order to
avoid the perturbations produced by the boundary layers of the walls, an additional

Fig. 14.2 Design of the
mechanism for the
bio-inspired empennage

Fig. 14.3 Design of the
mechanism for the tail
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I-shaped beam was included to firmly fix and locate the bio-inspired empennage at
the center of the wind tunnel test section, as shown in Fig. 14.5. The pitot tube was
aligned with the wind flow in order to measure the wind velocity.

Reaction forces and moments were measured with a 6D force sensor JR3 (mod.
67M25A3-140-DH) and a DSP-based receiver PCI card that works at 33 MHz and
32-Bit. In Table 14.1, the most relevant characteristics of the force sensor are
presented.

Figure 14.6 presents a block diagram that exemplifies the instrumentation of the
system. The attitude of the bio-inspired empennage was controlled by an open
source electronic board, which receives the angular set points through the computer
serial port from MATLAB. The MATLAB program selects the direction, the
angular displacement, and the sequence of the rotations in order to achieve the
desired attitude. The wind velocity was measured by a manometer PCE-P01 of PCE
Instruments and a pitot tube. The reaction forces and moments and wind velocity
were recorded in a text file.

Fig. 14.4 Experimental test bed
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14.5 Test and Results

The objective of the experiments is to define the relationship between the attitude of
the bio-inspired empennage and the aerodynamic forces and moments. The tests
consist on measuring the reaction forces and moments produced by the

Fig. 14.5 Mounting of the experimental setup in the wind tunnel

Table 14.1 Characteristic of the 6D force sensor

Parameter

Measurement range of force along x-axis ±100 N

Measurement range of force along y-axis ±100 N

Measurement range of force along z-axis ±200 N

Digital resolution of the force along x and y-axes 0.025 N

Digital resolution of the force along z-axis 0.050 N

Measurement range of moment along x-axis ±6.3 Nm

Measurement range of moment along y-axis ±6.3 Nm

Measurement range of moment along z-axis ±6.3 Nm

Digital resolution of moment along x, y, and z-axes 0.0016 Nm
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aerodynamic effects for the given range of different attitudes combinations of the
empennage. A proper transformation from the center of the sensor, corresponding
to the experimental setup, must be performed to produce the appropriate coordinate
force measurements at the aerodynamic center of the bio-inspired empennage.
These transformations are computed considering the reference frames defined in
Fig. 14.7, which were computed by an EMO operator given by Eq. (14.7). The
force sensor’s reference frame is located at its own center and the aerodynamic
reference frame is at the aerodynamic center at 25% of the chord line.

Three tests at the same constant wind velocity of Vw = 20 km/h were designed.
By combining two movements, which are termed basic movement and secondary
movement, the attitude is changed. Table 14.2 presents a summary of the move-
ments, ranges, and increments (DB for basic and DS for secondary movement
respectively) for each test. The first test was developed considering the pan
motion W as basic movement and the bank U motion as secondary movement,

Fig. 14.6 Block diagram of electronic and instrumentation setup

Fig. 14.7 Relative position
and attitude of the empennage
relative to the sensor reference
frame
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the increments for both movements were DW ¼ DH ¼ 8�. The second and third
tests combine the pan-tilt (W�H) and tilt-bank (H� U) motions, respectively.
Both movements basic and secondary were either increased or decreased using
stepwise angular position.

Table 14.3 presents the sequence and the values for each step, where the first
column corresponds to the values for the basic movement and the first row contains
the values for the secondary movement, so that for each combination the forces and
moments were measured.

The next pseudocode summarizes the procedure that was followed for each test:

for i ¼ 1 : 1 : n

DB ið Þ ;

for j ¼ 1 : 1 : m

DS jð Þ ;

k = 1;

for t ¼; 0 : Dt : 20

FðSÞ i; j; kð Þ ¼ read Sensor JR3ð Þ ;

Table 14.2 Ranges of motion for the tests

Test Basic movement range Secondary movement range DBandDS

First test �40� �W� 40� �40� �U� 40� DW ¼ DU ¼ 8�

Second test �40� �W� 40� �40� �H� 40� DW ¼ DH ¼ 8�

Third test �30� �H� 30� �20� �U� 20� DH ¼ DU ¼ 5�

Table 14.3 Sequence of movements for each test

0 DS 2DS � � � Max Max� DS � � � Min MinþDS � � � 0

0 FR
1;1 FR

1;2 FR
1;3 � � � � � � � � � � � � � � � � � � � � � FR

1;j

DB FR
2;1 FR

2;2 FR
2;3 � � � � � � � � � � � � � � � � � � � � � FR

2;j

2DB FR
3;1 FR

3;2 FR
3;3 � � � � � � � � � � � � � � � � � � � � � FR

3;j

..

. ..
. ..

. ..
. . .

. ..
.

Max ..
. ..

. ..
. . .

. ..
.

Max� DB ..
. ..

. ..
. . .

. ..
.

..

. ..
. ..

. ..
. . .

. ..
.

Min ..
. ..

. ..
. . .

. ..
.

MinþDB ..
. ..

. ..
. . .

. ..
.

..

. ..
. ..

. ..
. . .

. ..
.

0 ..
. ..

. ..
. FR

i;j
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k ++

end

FðSÞ
A i; jð Þ ¼ mean FðSÞ i; j; kð Þ

� �
end

end

where i and j correspond to the rows (basic movement) and columns (secondary
movement) position, respectively. In accordance with the pseudocode, the test
consisted in establishing the value of the basic movement when selecting the ith
row. For each position of the basic movement, a sweep of all of the values of the
secondary movement was made when selecting the jth column. Forces and
moments were measured at a sampling period of 0.001 s during 20 s for each
combination, and the average of this measurements was recorded at the position
i; jð Þ in Table 14.3. This process defines a complete measurement and to guaranty
stable results, the average of six cycles was computed. Figure 14.8 presents the
attitude of the bio-inspired empennage for the first (left) and third (right) tests.

The data measured by the sensor were transformed in order to define the aero-
dynamic forces and moments in the aerodynamic center of the bio-inspired empen-
nage. The corresponding transformation was computed in accordance with (7), which
is a function of the attitude of the empennage and the position of the aerodynamic
center. The relationship between the attitude of the empennage and the aerodynamic
coefficients was defined by a multiple regression analysis, which is based on the least
square theory. The analysis of the results showed that the data can be approximated to
a high-order polynomial function (five order) where the model includes interaction
between the movements.

Each observed value is a function of the independent variables (U, H, and W)
and a set of regression coefficients in accordance with the next expression:

Fig. 14.8 Test two and three. Figure shows the attitude of the stabilizer due to the bank (left) and
tilt (right) motions
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Cxi ¼ MpBxi ð14:16Þ

where Mp is the predictors matrix and expresses the relationship between the
independent variables, and it is represented by Eq. (14.17) where n is the nth value
of the independent variables. In Eq. (14.16), the term Bxi represents the regression
coefficients vector and it is expressed by Eq. (14.18).

Mp ¼

1 U1 H1 W1 U2
1 U1H1 U1W1 H2

1 . . . W5
1

1 U2 H2 W2 U2
2 U2H2 U2W2 H2

2 . . . W5
2

1 U3 H3 W3 U2
3 U3H3 U3W3 H2

3 . . . W5
3

..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
. ..

. ..
.

1 Un Hn Wn U2
n UnHn UnWn H2

n . . . W5
n

0
BBBBB@

1
CCCCCA ð14:17Þ

Bxi ¼

b0ð�Þ
b1ð�Þ
b2ð�Þ
..
.

bnð�Þ

0
BBBBB@

1
CCCCCA ð14:18Þ

Finally, Cxi is the vector of observed values, which correspond with the
experimental data; see Eq. (14.19). Notice that both Eqs. (14.18) and (14.19) are
general expressions, then there is a pair of vector Bxi and Cxi for each aerodynamic
coefficient.

Cxi ¼

c0ð�Þ
c1ð�Þ
c2ð�Þ
..
.

cnð�Þ

0
BBBBB@

1
CCCCCA ð14:19Þ

Figure 14.9 shows the results from raw data of the experimental tests.
To facilitate the analysis of the experimental data, a multiple regression was

applied according to Eq. (14.16), which leads to the definition of the six coefficient
vectors given by Eq. (14.18). Numerical results are presented in Tables 14.3–14.8
of the appendix. It is noteworthy that the regression model has a correlation greater
than 95% for all of the cases. Using the obtained coefficients, the tests were
reproduced and the results are presented in Fig. 14.10.

Figure 14.11 presents the results for the first test, where one can observe that a
combination of both movements produces changes on all of the aerodynamic
coefficients. In accordance with the graph of drag coefficient CD, there are different
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combinations that produce the same output value. Notice that for the side force
coefficient CY , which affects the lateral–directional stability, its value changes in
magnitude and sign as a function of the pan motion. That means that it is possible to
change the direction of the lateral force by this movement. On the other hand, the
magnitude of the yawing moment coefficient Cn changes due to the pan motion and
for a specific value of the bank motion the pan motion changes the sign of the
coefficient. It is noteworthy that the combination of the maximum and minimum
values of these movements produces changes in both sign and amplitude of rolling
moment coefficient Cl. Bank motion changes the magnitude and direction of the lift
coefficient CL, and these effects are enhanced by the pan motion. Pitch moment
coefficient Cm exhibits both sign and amplitude changes and there are different
combinations that produce the same value. Notice that these combinations do not
produce the same values for the rest of the coefficients.

Figure 14.12 shows the results of the second test, where it is possible to observe
that the tilt motion affects principally the longitudinal stability CD;CL;Cmð Þ if the

Fig. 14.9 Experimental data
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pan motion is null; however, when this condition is not fulfilled, the lateral–di-
rectional stability is modified. Coefficients CD;CL;Cmð Þ are maximized due to the
pan motion in accordance with the graphs, where the maximum values are produced
by the combination of the maximum values of both motions, this behavior is
common due to the increase of the angle of attack. Notice that the aerodynamic
coefficients which are related with the lateral–directional stability CY ;Cl;Cnð Þ
exhibit slight changes for positive values of both movements; however, for negative
values of the movements the coefficients exhibit significant changes respect to the
rest of the possible combinations. Results of the third test are depicted in Fig. 14.13,
and these suggest that the drag coefficient CD is symmetrical with respect to the tilt
movement. Nevertheless, with respect to the bank motion, it seems that there are no
significant changes produced by this movement. Notice that as the rest of the tests
there are different combinations which produce the same drag value.

Lift coefficient CL exhibits significant changes due to H, this behavior is com-
mon because of the dependence of the lift with the angle of attack. Furthermore,
for the lift coefficient, the bank motion U produces minimum changes. However,

Fig. 14.10 Results from the multiple regression model
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the main contribution of U is seen in the lateral coefficient CY , where the direction
of the lateral force can be changed by the bank position of the empennage.

Lateral coefficient exhibits more changes for positive values of both H and U.
Graph of the roll moment coefficient shows that Cl varies its value mainly as a
response to positive values of the tilt motion H. In the same graph, it is observed
that there is no symmetry with respect to any of the movements. Nevertheless, the
effects are more significant for positive values of H. Pitch moment coefficient Cm is
symmetrical respect to H; however, the coefficient exhibits more changes when
combining positive values of H with the range of values of U. Notice that the bank
motions seem to produce no main effects on Cm; furthermore, it is important to
comment that there are more than two combinations that produce the same value.
The corresponding results to the yaw moment coefficient Cn suggest that the sig-
nificant changes are produced by positive values of H, in the same sense the bank
movement, for any value of H, affects the magnitude of Cn.

Fig. 14.11 Results pan Wð Þ-bank Uð Þ
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14.6 Conclusions

In this work, a 3-DOF empennage with the capability of aiding in the flight control
of aerial vehicles was introduced. The proposed design was bio-inspired on the way
that some birds move their tail to control their flight. The document focused on the
experimental aerodynamic analysis of the system to determine the aerodynamic
coefficients and their relationship with the attitude change of the empennage. The
spatial transformations of the six-axis force sensor from inertial to a local frame
located at the aerodynamic center of the empennage are performed using extended
vectors such that torque and force are treated in a single expression. A number of
experiments were conducted at low velocity in a wind tunnel. Experimental results
were fitted using a multiple regression method base on a least square approxima-
tion. Four-dimensional plots and contours were used to facilitate the visualization of
the connection between the attitude change and the variation on the aerodynamic

Fig. 14.12 Results pan Wð Þ-tilt Hð Þ
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coefficients. The obtained coefficients have potential application on the develop-
ment of control algorithms and will be the next assessment of the proposed
bio-inspired empennage.

Appendix

See Tables 14.4, 14.5, 14.6, 14.7, 14.8 and 14.9.

Fig. 14.13 Results tilt Hð Þ-bank Uð Þ
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Chapter 15
Consensus Strategy Applied
to Differential Mobile Robots
with Regulation Control
and Trajectory Tracking

Flabio Mirelez-Delgado

Abstract In this article, the problem of performing different tasks with a group of
mobile robots is addressed. To cope with issues like regulation to a point or tra-
jectory tracking, a consensus scheme is considered. Three topologies were tested in
simulation. The first goal was to make consensus in the group of robots, after the
consensus point was relocated to achieve a regulation control. The last objective
was to follow a desired trajectory moving the consensus point along the predefined
path. The proposal was validated through experimental test with a group of three
differential mobile robots.

Keywords Consensus strategy � Mobile robot � Trajectory tracking

15.1 Introduction

Nowadays, the abundance of resources in autonomous vehicles allows to increase
the effectiveness of tasks through cooperative work. Greater effectiveness and
operational capacity can be achieved by using autonomous coordinated vehicles.
The use of multiple coordinated robots has several advantages over single robot
systems. The most important are: The complexity of the task to be carried out may
be greater. The task can be distributed to the elements of the group in an equitable
manner. Building several simple robots is usually less expensive than building a
large and complex one. Multiple robots can solve problems faster by solving tasks
in parallel. The introduction of multiple robots adds robustness to the system
through redundancy (Chung and Slotine 2009).
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Historically, some of the earliest work in multiple robots grappled with the idea
of swarming robots to make formations (Desai et al. 2001; Yamaguchi et al. 2001;
Sun and Mills 2002; Takahashi et al. 2004; Sun and Mills 2007; Antonelli et al.
2009). Regulation to a fixed point is another research topic widely studied in mobile
robotics (Huijberts et al. 2000) as the trajectory tracking, with a single robot
(Nijmeijer and Rodríguez-Angeles 2004) or with a swarm (Siméon et al. 2002).
Interest in this area is due to the ability of biological societies to complete tasks
together faster than individually. One of the initial problems in the control of
cooperative robots comes from the need to share information. Sharing information
is a necessary condition for cooperation. For example, the relative position of the
robots among themselves, the speed of each vehicle, etc. The exchange of infor-
mation becomes a crucial part of the problem.

The structure of this chapter is as follows: Sect. 15.2 is related to the main
element in the group of robots, a differential mobile robot. In this section the
kinematic model is explained. Section 15.3 is about consensus strategy used in this
paper and the three different topologies. The control algorithms used to perform
consensus, regulation, and tracking are explained in Sect. 15.4. Section 15.5 pre-
sents the simulation results meanwhile Sect. 15.6 shows the experimental results.
Finally, Sect. 15.7 provides a conclusion for this work.

15.2 Differential Mobile Robot

Mobile robotic platforms are increasingly common at the industry and as service
robots. The most common are wheel robots with differential control (DMR). The
tasks in a general way for this class of mobile robots are:

• Movements from Point to Point: The robot is given a desired configuration and it
must reach it from an initial position.

• Trajectory Tracking: A reference point in the robot must follow a certain desired
trajectory in a Cartesian plane starting from a certain initial position.

Be q 2 Q the n-vector of generalized coordinates for an DMR. The simplest
model is that of the unicycle. It means a single tire rolling on a plane. The gen-
eralized coordinates are q ¼ ðx; y; hÞ 2 R2 � SO1ðn ¼ 3Þ. The non-holonomic
restriction which means that the tire cannot move laterally is given by:

AðqÞ _q ¼ _x sin h� _y cos h ¼ 0 ð15:1Þ

Kinematic model for a DMR, based on Fig. 15.1, is given by:

_x

_y
_h

0
B@

1
CA ¼ g1ðqÞvþ g2ðqÞx ¼

cos h

sin h

0

0
B@

1
CAvþ

0

0

1

0
B@

1
CAx ð15:2Þ

where v and x are the linear and angular velocities, respectively.
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15.3 Consensus Algorithm

When multiple vehicles agree on the value of a variable of interest, it is said that the
robots reached consensus. To reach consensus, there must be a variable of interest
which is being shared by all the robots involved. Examples include a representation
of the center of the figure of the formation, time of arrival at the desired point, the
direction of the movement, the size of the perimeter being monitored, among others.
By necessity the consensus is designed to be distributed, assuming only neigh-
boring neighbor interaction between the robots. The objective is to design an
updating law so that the status of each value of each vehicle converges to a common
point. If a n number of vehicles in the group are assumed, the topology of the
communication can be represented through a direct graph.

Gn , ðvn; nnÞ ð15:3Þ
where vn ¼ 1; 2; . . .; n is the set of nodes, and nn � vn � vn is the set of corners. The
most common algorithm of continuous dynamic consensus is:

_xiðtÞ ¼ �
Xn
j¼1

aijðtÞ xiðtÞ � xij
� �

; i ¼ 1; . . .; n ð15:4Þ

where aij is the input (ij) of the adjacent matrix an 2 Rn�n associated with Gn at
time t. xi is the information state of the vehicle ‘i’. If aij ¼ 0, the vehicle i does not
receive information from j. A consequence of Eq. (15.4) is that xiðtÞ is taken to the
information of its neighbors.

Fig. 15.1 Differential mobile
robot on a plane
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Equation (15.4) can be re-written as:

_xiðtÞ ¼ LnðtÞxðtÞ ð15:5Þ

where x ¼ ½x1; . . .; xn�T is the state. LnðtÞ ¼ ½lij� 2 Rn�n is the non-symmetric
Laplacian matrix associated with Gn. The consensus is reached by the vehicle group
if 8xið0Þ, 8vi;j ¼ 1; . . .; n, ½xiðtÞ � xjðtÞ� ! 0; t ! 1.

15.3.1 Communication Topologies

The topology of communication is the name given to the configuration or the way
in which the robot members of the team communicate or exchange information. For
this project, various topologies seen in Ren and Beard (2008) were used.

For the topology presented in Fig. 15.2a, we have the following system.

_x1 ¼ a12ðx1 � x2Þ
_x2 ¼ a23ðx2 � x3Þ
_x3 ¼ 0

ð15:6Þ

The Laplacian matrix is given by:

L ¼
1 �1 0
0 1:5 1:5
0 0 0

2
4

3
5 ð15:7Þ

The vector tðtÞ is obtained by SVD:

tðtÞ ¼
0
0
1

2
4

3
5 ð15:8Þ

For the topology presented in Fig. 15.2b, we have the following system.

Fig. 15.2 Communication topologies

412 F. Mirelez-Delgado



_x1 ¼ a12ðx1 � x2Þ
_x2 ¼ a23ðx2 � x3Þ
_x3 ¼ a32ðx3 � x2Þ

ð15:9Þ

The Laplacian matrix is given by:

L ¼
1 �1 0
0 1:5 1:5
0 �2 2

2
4

3
5 ð15:10Þ

The vector tðtÞ is obtained by SVD:

tðtÞ ¼
0

0:5714
0:4286

2
4

3
5 ð15:11Þ

For the topology presented in Fig. 15.2c, we have the following system.

_x1 ¼ a12ðx1 � x2Þ
_x2 ¼ a23ðx2 � x3Þ
_x3 ¼ a31ðx3 � x1Þ

ð15:12Þ

The Laplacian matrix is given by:

L ¼
1 �1 0
0 1:5 1:5
�2 0 2

2
4

3
5 ð15:13Þ

The vector tðtÞ is obtained by SVD:

tðtÞ ¼
0:4615
0:3077
0:2308

2
4

3
5 ð15:14Þ

15.4 Control Algorithms

15.4.1 Consensus

As previously mentioned, the consensus process is achieved when all the vehicles
agree and reach a variable of interest. Based on the topologies shown in the pre-
vious figures, the necessary control is shown so that each topology reaches
consensus.
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15.4.1.1 Topology 1

The Laplacian matrix for topology 1 is constructed according to the group con-
nections as shown in Eq. (15.7).

L ¼
1 �1 0
0 1:5 1:5
0 0 0

2
4

3
5

The control law needed to achieve consensus in the group is given by:

t1 ¼ � �ðx2 � x1Þð Þ cos h1ð Þþ � y2 � y1ð Þð Þ sin h1ð Þð Þ
x1 ¼ � h1 � arctan 2 y2 � y1ð Þ; x2 � x1ð Þð Þð Þ
t2 ¼ �1:5 � x3 � x2ð Þð Þ cos h2ð Þþ � y3 � y2ð Þð Þ sin h2ð Þð Þ
x1 ¼ �1:5 h2 � arctan 2 y3 � y2ð Þ; x3 � x2ð Þð Þð Þ
t3 ¼ 0

x3 ¼ 0

ð15:15Þ

15.4.1.2 Topology 2

For the second topology, we have that the Laplacian matrix is as Eq. (15.10):

L ¼
1 �1 0
0 1:5 �1:5
0 �2 2

2
4

3
5

That means the control law needed to achieve consensus in the group is given
by:

t1 ¼ � � x2 � x1ð Þð Þ cos h1ð Þþ � y2 � y1ð Þð Þ sin h1ð Þð Þ
x1 ¼ � h1 � arctan 2 y2 � y1ð Þ; x2 � x1ð Þð Þð Þ
t2 ¼ �1:5 � x3 � x2ð Þð Þ cos h2ð Þþ � y3 � y2ð Þð Þ sin h2ð Þð Þ
x1 ¼ �1:5 h2 � arctan 2 y3 � y2ð Þ; x3 � x2ð Þð Þð Þ
t3 ¼ �2 � x2 � x3ð Þð Þ cos h2ð Þþ � y2 � y3ð Þð Þ sin h2ð Þð Þ
x3 ¼ �2 h3 � arctan 2 y2 � y3ð Þ; x2 � x3ð Þð Þð Þ

ð15:16Þ

15.4.1.3 Topology 3

Last, the Laplacian matrix for third topology is as depicted in Eq. (15.13):
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L ¼
1 �1 0
0 1:5 �1:5
�2 0 2

2
4

3
5

and the control law needed to achieve consensus in the group is given by:

t1 ¼ � � x2 � x1ð Þð Þ cos h1ð Þþ � y2 � y1ð Þð Þ sin h1ð Þð Þ
x1 ¼ � h1 � arctan 2 y2 � y1ð Þ; x2 � x1ð Þð Þð Þ
t2 ¼ �1:5 � x3 � x2ð Þð Þ cos h2ð Þþ � y3 � y2ð Þð Þ sin h2ð Þð Þ
x1 ¼ �1:5 h2 � arctan 2 y3 � y2ð Þ; x3 � x2ð Þð Þð Þ
t3 ¼ �2 � x2 � x3ð Þð Þ cos h2ð Þþ � y2 � y3ð Þð Þ sin h2ð Þð Þ
x3 ¼ �2 h3 � arctan 2 y2 � y3ð Þ; x2 � x3ð Þð Þð Þ

ð15:17Þ

15.4.2 Regulation Control

The kinematic model presented in Eq. (15.2) cannot be transformed into a linear
controllable system using static state feedback. However, the system can be
transformed via feedback into simple integrators (De Luca et al. 2001).

n1 ¼ h

n2 ¼ x cos hþ y sin h

n3 ¼ x sin hþ y cos h

ð15:18Þ

The existence of a canonical form for the dynamic model of DMR allows a
general and systematic development of control strategies of open loop and closed
loop. The most useful structure is the so-called chain shape, which is obtained by
deriving the previous system:

_n1 ¼ h ¼ u1
_n2 ¼ _x cos h� x sinðhÞ _hþ _y sin hþ y cosðhÞ _h ¼ u2
_n3 ¼ _x sin h� x cosðhÞ _h� _y cos hþ y sinðhÞ _h ¼ n2u1

ð15:19Þ

This can be written as:

_n1 ¼ u1
_n2 ¼ u2
_n3 ¼ n2u1

ð15:20Þ
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Thus,
t ¼ u2 þ n3u1 ð15:21Þ

x ¼ u1 ð15:22Þ

15.4.3 Trajectory Tracking

For track tracking, it is assumed that the DMR is represented by a point ðx; yÞ.
Which must follow a trajectory in the Cartesian plane represented by xd tð Þ; yd tð Þð Þ
where t 2 ½0; T�, and possibly T ! 1. The reference trajectory parameterized in
the time used in this work is given by Eq. (15.23).

xd ¼ �0:5þ a
3 sin 2ð2pðtÞ=nð Þ

yd ¼ a sin 2ð2pðtÞÞð Þ
n=2

hd ¼ arctan 2ð _y; _xÞ

ð15:23Þ

where a is the width of the trajectory, t is the current time, and n the time in which it
is desired to complete the cycle; therefore, the commands of reference speeds are
given by:

td ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x2dðtÞþ _y2dðtÞ

q
ð15:24Þ

xd ¼ €ydðtÞ _xdðtÞ � €xdðtÞ _ydðtÞ
_x2dðtÞþ _y2dðtÞ

ð15:25Þ

State tracking errors are defined as Eq. (15.26).

e1
e2
e3

2
4

3
5 ¼

cos h sin h 0
� sin h cos h 0

0 0 1

2
4

3
5 xd � x

yd � y
hd � h

2
4

3
5 ð15:26Þ

Using the following nonlinear transformation of velocity inputs:

t ¼ td cos e3 � u1 ð15:27Þ

x ¼ xd � u2 ð15:28Þ
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the error dynamics becomes:

_e ¼
0 xd 0

�xd 0 0
0 0 0

2
4

3
5eþ

0
sin e3
0

2
4

3
5td þ

1 0
0 0
0 1

2
4

3
5 u1

u2

� �
ð15:29Þ

The law of feedback is given by:

u1 ¼ �k1e1 ð15:30Þ

u2 ¼ �k2signðtdðtÞÞe2 � k3e3 ð15:31Þ

In terms of the original inputs, the design leads to the nonlinear controller variant
in time (De Luca et al. 2001):

t ¼ td cosðhd � hÞþ k1 cos hðxd � xÞþ sin hðyd � yÞ½ � ð15:32Þ

x ¼ xd þ k2signðtdÞ cos hðxd � xÞ � sin hðyd � yÞþ k3ðhd � hÞ½ � ð15:33Þ

15.5 Simulations

Using the different topologies shown in Fig. 15.2 and the control laws from
Sect. 15.4, the following was achieved: Consensus, regulation, and trajectory
tracking for all robot members of the team.

15.5.1 Topology 1

15.5.1.1 Consensus

The consensus in position and orientation for the first topology on a plane was
simulated and Fig. 15.3 shows each robot behavior.

The circles denote where each robot begins, and the pentagon indicates where
the robots finish their movements. The (*) mark is used to represent the front of the
robot.

Figure 15.4 shows the orientation for the robots. At the end of the graph, it is
clear how the heading angles converge to the same value as the robot 1 has. This is
due to the connections made on topology 1.

The robots reached consensus as shown in the Figs. 15.3 and 15.4. The linear
and angular speeds of each robot to achieve the position and orientation consensus
are shown in Figs. 15.5 and 15.6.
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15.5.1.2 Regulation

Once the consensus process is over, the regulation stage continues, in which the
regulation control at a point leads to the states of the robots being modified in such a
way that they reach a desired position and orientation. Figure 15.7 shows how the
robots reach a desired position and orientation.

The evolution for orientation angles for each member of the group is depicted in
Fig. 15.8.

Fig. 15.3 Position consensus for robots in topology 1

Fig. 15.4 Orientation consensus for robot in topology 1
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The robots arrived at the desired position as shown in Figs. 15.7 and 15.8.
The linear and angular speeds of each robot to achieve this are shown in Figs. 15.9
and 15.10.

15.5.1.3 Trajectory Tracking

Once the robots reach a desired point on Cartesian plane, the next step is to apply a
tracking control that will guide the robots to follow a predetermined trajectory.
In this case, the desired trajectory is an 8 shape, also known as Lemniscata.

Fig. 15.5 Linear velocities for robots consensus in topology 1

Fig. 15.6 Angular velocities for robots consensus in topology 1
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The results of the simulation are shown in Fig. 15.11. Figure 15.12 represents the
orientation for each robot along the trajectory, and Figs. 15.13 and 15.14 show the
linear and angular velocity, respectively.

Fig. 15.7 Robots movements for regulation control on consensus for topology 1

Fig. 15.8 Robots orientation for regulation control on consensus for topology 1
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15.5.2 Simulation Results for Topologies 2 and 3

The simulations were performed for the topologies 2 and 3 to compare the behavior
for the group of robots. In Tables 15.1 and 15.2, the comparison between topology
2 and 3 is depicted. According to the procedure done for topology 1, the main
aspects to analyze are Cartesian plane movements, orientation, linear, and angular
velocity. These four points are presented in three scenarios; consensus, regulation,
and tracking.

Fig. 15.9 Linear velocities for robots, regulation on consensus for topology 1

Fig. 15.10 Angular velocities for robots, regulation on consensus for topology 1
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15.6 Experimental Results

The experimental results were obtained using the following equipment:

• Three differential mobile robots iRobot Create.

0.2605 [m] between wheels.
0.045 [m] wheel radius.

Fig. 15.11 Trajectory tracking for robots in consensus, topology 1

Fig. 15.12 Robots orientation for trajectory tracking in consensus, topology 1
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• Camera uEye-1220SE-M-CL (monocromatic).
• Field of view of 2.3 [m] � 1.7 [m].
• SO Ubuntu 12.04.
• C++ programming.
• Bluetooth centralized communication.

For implementation, topology 3 was selected with the following results.
Figure 15.15 shows the three stages (consensus, regulation, and tracking) for

three DMR. The circles denote the initial conditions and the pentagons are used to
mark where the robots finish their trajectories. The green line depicts the desired
trajectory which must be followed by the consensus point.

Fig. 15.13 Linear velocities for robots on trajectory tracking, topology 1

Fig. 15.14 Angular velocities for robots on trajectory tracking, topology 1
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Table 15.1 Simulations for topologies 2

Modality Topology 2

Consensus Cartesian plane

Orientations

Linear velocities

Angular velocities

(continued)
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Table 15.1 (continued)

Modality Topology 2

Regulation Cartesian plane

Orientations

Linear velocities

Angular velocities

(continued)
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Table 15.1 (continued)

Modality Topology 2

Tracking Cartesian plane

Orientations

Linear velocities

Angular velocities
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Table 15.2 Simulations for topologies 3

Modality Topology 3

Consensus Cartesian plane

Orientations

Linear velocities

Angular velocities

(continued)
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Table 15.2 (continued)

Modality Topology 3

Regulation Cartesian plane

Orientations

Linear velocities

Angular velocities

(continued)
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Table 15.2 (continued)

Modality Topology 3

Tracking Cartesian plane

Orientations

Linear velocities

Angular velocities
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Figure 15.16 shows the behavior for the heading angles of each robot during the
experiment. At the end of this graph, we can see how the robot has the same
orientation as they are following the desired path.

In Figs. 15.17 and 15.18, we can see the evolution for linear and angular
velocities in the robots during the experiment.

Fig. 15.15 Experimental result using topology 3 for consensus, regulation, and trajectory tracking

Fig. 15.16 Robots orientation for consensus, regulation and trajectory tracking with topology 3
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15.7 Conclusions

It was shown that three different mobile robots can achieve consensus in their three
states can perform regulation to a fixed point with consensus and follow a path with
only displacing the consensus point.

The weights or values of the coefficients of the Laplacian matrix influence not
only the value of the consensus point, but also in the robot’s behavior on regulation
and trajectory tracking. This aspect must be carefully handled at topology design.

Fig. 15.17 Linear velocities during the experiment

Fig. 15.18 Angular velocities during the experiment
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The results of the implementation differ from the simulations due to factors such
as lighting, physical limitations of the robots and other factors inherent to the
experimental platform. The experimental validation demonstrates that through
consensus cooperation techniques in mobile robots can be established.
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