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P R E FA C E

The primary focus of this book is to present the
basic physics of reservoir engineering using the
simplest and most straightforward of mathe-
matical techniques. It is only through having a
complete understanding of physics of reservoir
engineering that the engineer can hope to solve
complex reservoir problems in a practical man-
ner. The book is arranged so that it can be used
as a textbook for senior and graduate students
or as a reference book for practicing engineers.

Chapter 1 describes the theory and practice of
well testing and pressure analysis techniques,
which is probably one of the most important
subjects in reservoir engineering. Chapter 2 dis-
cusses various water influx models along with
detailed descriptions of the computational steps
involved in applying these models. Chapter 3
presents the mathematical treatment of uncon-
ventional gas reservoirs that include abnormally

pressured reservoirs, coalbed methane, tight gas,
gas hydrates, and shallow gas reservoirs.
Chapter 4 covers the basic principle of oil recov-
ery mechanisms and the various forms of the
material balance equation (MBE). Chapter 5
focuses on illustrating the practical application
of the MBE in predicting the oil reservoir perfor-
mance under different scenarios of driving
mechanisms. Chapter 6, is an overview of
enhanced oil recovery mechanisms and their
application.

Chapter 7 covers the fundamentals of oilfield
economic analysis including risk analysis, treat-
ment of various international fiscal regimes and
reserve reporting issues. Chapter 8 discusses the
financial reporting and merger and acquisition
topics relevant to reservoir engineers. Chapter 9
covers petroleum engineering professionalism
and ethics.

Acknowledgment: D. Nathan Meehan would like to express his appreciation to Baker Hughes, Incorporated for sup-
porting the development of the additions to this book.
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C HA P T E R

1
Well Testing Analysis

1.1 PRIMARY RESERVOIR
CHARACTERISTICS

Flow in porous media is a complex phenome-
non and cannot be described as explicitly as
flow through pipes or conduits. It is easy to
measure the length and diameter of a pipe and
compute its flow capacity as a function of pres-
sure; however, flow in porous media is different
in that there are no clear-cut flow paths which
lend themselves to measurement.

The analysis of fluid flow in porous media
has evolved throughout the years along two
fronts: experimental and analytical. Physicists,
engineers and hydrologists have experimentally
examined the behavior of various fluids as they
flow through porous media ranging from sand
packs to fused Pyrex glass. On the basis of their
analyses they have attempted to formulate laws
and correlations that can then be utilized to
make analytical predictions for similar systems.

The objective of this chapter is to present the
mathematical relationships designed to describe
flow behavior of reservoir fluids. The mathemat-
ical forms of these relationships will vary
depending upon characteristics of the reservoir.
The primary reservoir characteristics that must
be considered include:

• types of fluids in the reservoir;
• flow regimes;
• reservoir geometry;
• number of flowing fluids in the reservoir.

1.1.1 Types of Fluids

The isothermal compressibility coefficient is
essentially the controlling factor in identifying
the type of the reservoir fluid. In general, reser-
voir fluids are classified into three groups:

(1) incompressible fluids;
(2) slightly compressible fluids;
(3) compressible fluids.

The isothermal compressibility coefficient c
is described mathematically by the following
two equivalent expressions:

In terms of fluid volume:

c5
21

V

@V

@p
(1.1)

In terms of fluid density:

c5
1

ρ
@ρ
@p

(1.2)

where

V5 fluid volume
ρ5 fluid density
p5 pressure, psi
c5 isothermal compressibility coefficient, Ψ21

Incompressible Fluids. An incompressible fluid
is a fluid whose volume or density does not
change with pressure. That is:
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@V

@p
5 0 and

@ρ
@p

5 0

Incompressible fluids do not exist; however,
this behavior may be assumed in some cases to
simplify the derivation and the final form of
many flow equations.
Slightly Compressible Fluids. These “slightly”
compressible fluids exhibit small changes in vol-
ume, or density, with changes in pressure.
Knowing the volume Vref of a slightly compress-
ible liquid at a reference (initial) pressure pref,
the changes in the volumetric behavior of such
fluids as a function of pressure p can be mathe-
matically described by integrating Eq. (1.1), to
give:

2c
Ð p
pref

dp5
Ð V
Vref

dV

V

exp cðpref 2 pÞ½ �5 V

Vref

V 5 Vref exp½cðpref 2 pÞ�

(1.3)

where

p5 pressure, psia
V5 volume at pressure p, ft3

pref5 initial (reference) pressure, psia
Vref5 fluid volume at initial (reference) pressure,

psia

The exponential ex may be represented by a
series expansion as:

ex 5 11 x 1
x2

2!
1

x2

3!
1?1

xn

n!
(1.4)

Because the exponent x (which represents the
term c(pref2 p)) is very small, the ex term can be
approximated by truncating Eq. (1.4) to:

ex 5 11 x (1.5)

Combining Eq. (1.5) with (1.3) gives:

V 5Vref½11 cðpref 2 pÞ� (1.6)

A similar derivation is applied to Eq. (1.2),
to give:

ρ5 ρref½12 cðpref 2 pÞ� (1.7)

where

V5 volume at pressure p
ρ5 density at pressure p
Vref5 volume at initial (reference) pressure pref
ρref5 density at initial (reference) pressure pref

It should be pointed out that many crude oil
and water systems fit into this category.
Compressible Fluids. Compressible fluids are
defined as fluids that experience large changes
in volume as a function of pressure. All gases
and gas-liquid systems are considered compress-
ible fluids. The truncation of the series expan-
sion as given by Eq. (1.5) is not valid in this
category and the complete expansion as given
by Eq. (1.4) is used.

The isothermal compressibility of any vapor
phase fluid is described by the following
expression:

cg 5
1

p
2

1

Z

@Z

@p

� �
T

(1.8)

Figures 1.1 and 1.2 show schematic illustra-
tions of the volume and density changes as a
function of pressure for all three types of fluids.

1.1.2 Flow Regimes

There are basically three types of flow regimes
that must be recognized in order to describe the
fluid flow behavior and reservoir pressure distri-
bution as a function of time. These three flow
regimes are:

(1) steady-state flow;
(2) unsteady-state flow;
(3) pseudosteady-state flow.

Steady-state Flow. The flow regime is identi-
fied as a steady-state flow if the pressure at
every location in the reservoir remains constant,
i.e., does not change with time. Mathematically,
this condition is expressed as:

@p

@t

� �
i

5 0 (1.9)

This equation states that the rate of change of
pressure p with respect to time t at any location i
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is zero. In reservoirs, the steady-state flow condi-
tion can only occur when the reservoir is
completely recharged and supported by strong
aquifer or pressure maintenance operations.
Unsteady-state Flow. Unsteady-state flow
(frequently called transient flow) is defined as
the fluid flowing condition at which the rate of
change of pressure with respect to time at any

position in the reservoir is not zero or constant.
This definition suggests that the pressure deriva-
tive with respect to time is essentially a function
of both position i and time t, thus:

@p

@t

� �
5 f ði ; t Þ (1.10)
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FIGURE 1.2 Fluid density vs. pressure for different fluid types.
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FIGURE 1.1 Pressure�volume relationship.
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Pseudosteady-state Flow. When the pressure
at different locations in the reservoir is declining
linearly as a function of time, i.e., at a constant
declining rate, the flowing condition is charac-
terized as pseudosteady-state flow. Mathemati-
cally, this definition states that the rate of
change of pressure with respect to time at every
position is constant, or:

@p

@t

� �
i

5 constant (1.11)

It should be pointed out that pseudosteady-
state flow is commonly referred to as semistea-
dy-state flow and quasisteady-state flow and is
possible for slightly compressible fluids.

Figure 1.3 shows a schematic comparison of
the pressure declines as a function of time of the
three flow regimes.

1.1.3 Reservoir Geometry

The shape of a reservoir has a significant effect
on its flow behavior. Most reservoirs have

irregular boundaries and a rigorous mathemati-
cal description of their geometry is often possi-
ble only with the use of numerical simulators.
However, for many engineering purposes, the
actual flow geometry may be represented by
one of the following flow geometries:

• radial flow;
• linear flow;
• spherical and hemispherical flow.

Radial Flow. In the absence of severe reservoir
heterogeneities, flow into or away from a well-
bore will follow radial flow lines at a substan-
tial distance from the wellbore. Because fluids
move toward the well from all directions and
coverage at the wellbore, the term radial flow is
used to characterize the flow of fluid into the
wellbore. Figure 1.4 shows idealized flow lines
and isopotential lines for a radial flow system.
Linear Flow. Linear flow occurs when flow
paths are parallel and the fluid flows in a single
direction. In addition, the cross-sectional area
to flow must be constant. Figure 1.5 shows an
idealized linear flow system. A common

Time

Unsteady-state Flow

Location i

Semisteady-state Flow

Steady-state Flow

P
re

ss
ur

e

FIGURE 1.3 Flow regimes.
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application of linear flow equations is the fluid
flow into vertical hydraulic fractures as illus-
trated in Figure 1.6.
Spherical and Hemispherical Flow. Depend-
ing upon the type of wellbore completion config-
uration, it is possible to have spherical or
hemispherical flow near the wellbore. A well
with a limited perforated interval could result in
spherical flow in the vicinity of the perforations
as illustrated in Figure 1.7. A well which only
partially penetrates the pay zone, as shown in

Wellbore

pwfSide View

Plan View

Flow Lines

FIGURE 1.4 Ideal radial flow into a wellbore.

p1 p2

A

FIGURE 1.5 Linear flow. Wellbore

Fracture

h Isometric View

Well

Plan View

Fracture

FIGURE 1.6 Ideal linear flow into vertical fracture.

Wellbore

pwf
Side View Flow Lines

FIGURE 1.7 Spherical flow due to limited entry.
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Figure 1.8, could result in hemispherical flow.
The condition could arise where coning of
bottom water is important.

1.1.4 Number of Fluids Flowing in
the Reservoir

The mathematical expressions that are used to
predict the volumetric performance and pres-
sure behavior of a reservoir vary in form and
complexity depending upon the number of
mobile fluids in the reservoir. There are gener-
ally three cases of flowing system:

(1) single-phase flow (oil, water, or gas);
(2) two-phase flow (oil�water, oil�gas, or

gas�water);
(3) three-phase flow (oil, water, and gas).

The description of fluid flow and subsequent
analysis of pressure data becomes more difficult
as the number of mobile fluids increases.

1.2 FLUID FLOW EQUATIONS

The fluid flow equations are used to describe
flow behavior in a reservoir take many forms
depending upon the combination of variables
presented previously (i.e., types of flow, types
of fluids, etc.). By combining the conservation
of mass equation with the transport equation
(Darcy’s equation) and various equations of
state, the necessary flow equations can be devel-
oped. Since all flow equations to be considered
depend on Darcy’s law, it is important to con-
sider this transport relationship first.

1.2.1 Darcy’s Law

The fundamental law of fluid motion in porous
media is Darcy’s law. The mathematical expres-
sion developed by Darcy in 1856 states that the
velocity of a homogeneous fluid in a porous
medium is proportional to the pressure gradient,
and inversely proportional to the fluid viscosity.
For a horizontal linear system, this relationship is:

υ5
q

A
52

k

μ
dp

dx
(1.12a)

where

υ5 apparent velocity, cm/s
q5 volumetric flow rate, cm3/s
A5 total cross-sectional area of the rock, cm2

In other words, A includes the area of the
rock material as well as the area of the pore
channels. The fluid viscosity μ is expressed in
centipoise units, and the pressure gradient dp/
dx is in atmospheres per centimeter, taken in
the same direction as υ and q. The proportion-
ality constant k is the permeability of the rock
expressed in Darcy units.

The negative sign in Eq. (1.12a) is added
because the pressure gradient dp/dx is negative
in the direction of flow as shown in Figure 1.9.

For a horizontal-radial system, the pressure
gradient is positive (see Figure 1.10) and
Darcy’s equation can be expressed in the fol-
lowing generalized radial form:

υ5
qr
Ar

5
k

μ
@p

@r

� �
r

(1.12b)

Side View Flow Lines

Wellbore

FIGURE 1.8 Hemispherical flow in a partially penetrat-
ing well.
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p1
p2

FIGURE 1.9 Pressure vs. distance in a linear flow.

6 CHAPTER 1 Well Testing Analysis



where

qr5 volumetric flow rate at radius r
Ar5 cross-sectional area to flow at radius r
(@p/@r)r5 pressure gradient at radius r
υ5 apparent velocity at radius r

The cross-sectional area at radius r is essen-
tially the surface area of a cylinder. For a fully
penetrated well with a net thickness of h, the
cross-sectional area Ar is given by:

Ar 5 2πrh

Darcy’s law applies only when the following
conditions exist:

• laminar (viscous) flow;
• steady-state flow;
• incompressible fluids;
• homogeneous formation.

For turbulent flow, which occurs at higher
velocities, the pressure gradient increases at a
greater rate than does the flow rate and a spe-
cial modification of Darcy’s equation is needed.
When turbulent flow exists, the application of
Darcy’s equation can result in serious errors.
Modifications for turbulent flow will be dis-
cussed later in this chapter.

1.2.2 Steady-state Flow

As defined previously, steady-state flow repre-
sents the condition that exists when the pressure
throughout the reservoir does not change with
time. The applications of steady-state flow to
describe the flow behavior of several types of
fluid in different reservoir geometries are pre-
sented below. These include:

• linear flow of incompressible fluids;
• linear flow of slightly compressible fluids;
• linear flow of compressible fluids;
• radial flow of incompressible fluids;
• radial flow of slightly compressible fluids;
• radial flow of compressible fluids;
• multiphase flow.

Linear Flow of Incompressible Fluids. In a
linear system, it is assumed that the flow occurs
through a constant cross-sectional area A,
where both ends are entirely open to flow. It is
also assumed that no flow crosses the sides, top,
or bottom as shown in Figure 1.11. If an incom-
pressible fluid is flowing across the element dx,
then the fluid velocity υ and the flow rate q are
constant at all points. The flow behavior in this
system can be expressed by the differential
form of Darcy’s equation, i.e., Eq. (1.12a).
Separating the variables of Eq. (1.12a) and inte-
grating over the length of the linear system:

q

A

ðL
0
dx 52

k

u

ðp2
p1

dp

which results in:

q5
kAðp1 2 p2Þ

μL

r

Direction of Flow

pwf

rw re

pe

FIGURE 1.10 Pressure gradient in radial flow.

dx

L

p1 p2

FIGURE 1.11 Linear flow model.
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It is often desirable to express the above rela-
tionship in customary field units, or:

q5
0:001127kAðp1 2 p2Þ

μL
(1.13)

where

q5 flow rate, bbl/day
k5 absolute permeability, md
p5 pressure, psia
μ5 viscosity, cp
L5 distance, ft
A5 cross-sectional area, ft2

Example 1.1
An incompressible fluid flows in a linear porous
media with the following properties:

L5 2000 ft, h5 20 ft, width5 300 ft
k5 100 md, φ5 15%, μ5 2 cp
p15 2000 psi, p25 1990 psi

Calculate:

(a) flow rate in bbl/day;
(b) apparent fluid velocity in ft/day;
(c) actual fluid velocity in ft/day.

Solution

Calculate the cross-sectional area A:

A5 ðhÞðwidthÞ5 ð20Þð100Þ5 6000 ft2

(a) Calculate the flow rate from Eq. (1.13):

q5
0:001127kAðp1 2 p2Þ

μL

5
ð0:001127Þð100Þð6000Þð200021990Þ

ð2Þð2000Þ
5 1:6905 bbl=day

(b) Calculate the apparent velocity:

υ5
q

A
5

ð1:6905Þð5:615Þ
6000

5 0:0016 ft=day

(c) Calculate the actual fluid velocity:

υ5
q

φA
5

ð1:6905Þð5:615Þ
ð0:15Þð6000Þ 5 0:0105 ft=day

The difference in the pressure (p12 p2) in
Eq. (1.13) is not the only driving force in a
tilted reservoir. The gravitational force is the
other important driving force that must be
accounted for to determine the direction and
rate of flow. The fluid gradient force (gravita-
tional force) is always directed vertically down-
ward while the force that results from an
applied pressure drop may be in any direction.
The force causing flow would then be the vector
sum of these two. In practice, we obtain this
result by introducing a new parameter, called
“fluid potential” (given by symbol Φ), which
has the same dimensions as pressure, e.g., psi.
The fluid potential at any point in the reservoir
is defined as the pressure at that point less the
pressure that would be exerted by a fluid head
extending to an arbitrarily assigned datum level.
Let Δzi be the vertical distance from a point i in
the reservoir to this datum level:

Φi 5 pi 2
ρ
144

� �
Δzi (1.14)

where ρ is the density in lb/ft3.
Expressing the fluid density in g/cm3 in

Eq. (1.14) gives:

Φi 5 pi 2 0:433γ Δz (1.15)

where

Φi5 fluid potential at point i, psi
pi5 pressure at point i, psi
Δzi5 vertical distance from point i to the

selected datum level
ρ5 fluid density under reservoir conditions,

lb/ft3

γ5 fluid density under reservoir conditions,
g/cm3; this is not the fluid specific gravity

The datum is usually selected at the gas�oil
contact, oil�water contact, or the highest point
in formation. In using Eq. (1.14) or (1.15) to
calculate the fluid potential Φi at location i, the
vertical distance zi is assigned as a positive value
when the point i is below the datum level and
as a negative value when it is above the datum
level. That is:

8 CHAPTER 1 Well Testing Analysis



If point i is above the datum level:

Φi 5 pi 1
ρ
144

� �
Δzi

and equivalently:

Φi 5 pi 1 0:433γ Δzi

If point i is below the datum level:

Φi 5 pi 2
ρ
144

� �
Δzi

and equivalently:

Φi 5 pi 2 0:433γ Δzi

Applying the above-generalized concept to
Darcy’s equation (Eq. (1.13)) gives:

q5
0:001127kA ðΦ1 2Φ2Þ

μL
(1.16)

It should be pointed out that the fluid poten-
tial drop Φ1 2Φ2 is equal to the pressure drop
(p12 p2) only when the flow system is
horizontal.

Example 1.2
Assume that the porous media with the
properties as given in the previous example are
tilted with a dip angle of 5�, as shown in
Figure 1.12. The incompressible fluid has a
density of 42 lb/ft3. Resolve Example 1.1 using
this additional information.

Solution

Step 1. For the purpose of illustrating the
concept of fluid potential, select
the datum level at half the vertical
distance between the two points, i.e.,
at 87.15 ft, as shown in Figure 1.12.

Step 2. Calculate the fluid potential at points 1
and 2. Since point 1 is below the
datum level, then:

Φ1 5 p1 2
ρ
144

� �
Δz1 5 20002

42

144

� �
ð87:15Þ

5 1974:58 psi

Since point 2 is above the datum
level, then:

Φ2 5 p2 1
ρ
144

� �
Δz2 5 19901

42

144

� �
ð87:15Þ

5 2015:42 psi

Because Φ2 . Φ1, the fluid flows
downward from point 2 to 1. The
difference in the fluid potential is:

ΔΦ5 2015:4221974:585 40:84 psi

Notice that, if we select point 2 for
the datum level, then:

Φ1 5 20002
42

144

� �
ð174:3Þ5 1949:16 psi

Φ2 5 19901
42

144

� �
ð0Þ5 1990 psi

The above calculations indicate that
regardless of the position of the datum
level, the flow is downward from point
2 to 1 with:

ΔΦ5 199021949:165 40:84 psi

Step 3. Calculate the flow rate:

q5
0:001127kAðΦ1 2Φ2Þ

μL

5
ð0:001127Þð100Þð6000Þð40:84Þ

ð2Þð2000Þ 5 6:9 bbl=day

Step 4. Calculate the velocity:

Apparent velocity5
ð6:9Þð5:615Þ

6000
5 0:0065 ft=day

174.3 ft

p1 = 2000

p2 = 1990

2000 ft

5°

FIGURE 1.12 Example of a tilted layer.
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Actual velocity5
ð6:9Þð5:615Þ
ð0:15Þð6000Þ 5 0:043 ft=day

Linear Flow of Slightly Compressible
Fluids. Eq. (1.6) describes the relationship that
exists between pressure and volume for a
slightly compressible fluid, or:

V 5Vref½11 cðpref 2 pÞ�

This equation can be modified and written in
terms of flow rate as:

q5 qref½11 cðpref 2 pÞ� (1.17)

where qref is the flow rate at some reference
pressure pref. Substituting the above relationship
in Darcy’s equation gives:

q

A
5

qref½11 cðpref 2 pÞ�
A

520:001127
k

μ
dp

dx

Separating the variables and arranging:

qref
A

ðL
0

dx 520:001127
k

μ

ðp2
p1

dp

11 cðpref 2 pÞ

� �

Integrating gives:

qref 5
0:001127kA

μcL

� �
ln

11 cðpref 2 p2Þ
11 cðpref 2 p1Þ

� �
(1.18)

where

qref5 flow rate at a reference pressure pref, bbl/
day

p15 upstream pressure, psi
p25 downstream pressure, psi
k5 permeability, md
μ5 viscosity, cp
c5 average liquid compressibility, psi21

Selecting the upstream pressure p1 as the ref-
erence pressure pref and substituting in
Eq. (1.18) gives the flow rate at point 1 as:

q1 5
0:001127kA

μcL

� �
ln 11 cðp1 2 p2Þ½ � (1.19)

Choosing the downstream pressure p2 as the
reference pressure and substituting in Eq. (1.18)
gives:

q2 5
0:001127kA

μcL

� �
ln

1

11 cðp2 2 p1Þ

� �
(1.20)

where q1 and q2 are the flow rates at points 1
and 2, respectively.

Example 1.3
Consider the linear system given in Example 1.1
and, assuming a slightly compressible liquid,
calculate the flow rate at both ends of the linear
system. The liquid has an average compressibility
of 213 1025 psi21.

Solution

Choosing the upstream pressure as the reference
pressure gives:

q15
0:001127kA

μcL

� �
ln 11cðp12p2Þ½ �

5
ð0:001127Þð100Þð6000Þ
ð2Þð2131025Þð2000Þ

� �
3 ln 112131025ð200021990Þ� 	

51:689bbl=day

Choosing the downstream pressure gives:

q25
0:001127kA

μcL

� �
ln

1

11cðp22p1Þ

� �

5
ð0:001127Þð100Þð6000Þ
ð2Þð2131025Þð2000Þ

� �

3 ln
1

11ð2131025Þð199022000Þ

� �
51:689bbl=day

The above calculations show that q1 and q2
are not largely different, which is due to the fact
that the liquid is slightly incompressible and its
volume is not a strong function of pressure.

Linear Flow of Compressible Fluids
(Gases). For a viscous (laminar) gas flow in a
homogeneous linear system, the real-gas equa-
tion of state can be applied to calculate the

10 CHAPTER 1 Well Testing Analysis



number of gas moles n at the pressure p, tem-
perature T, and volume V:

n5
pV

ZRT

At standard conditions, the volume occupied
by the above n moles is given by:

Vsc 5
nZscRTsc

psc

Combining the above two expressions and
assuming Zsc5 1 gives:

pV

ZT
5

pscVsc
Tsc

Equivalently, the above relation can be
expressed in terms of the reservoir condition
flow rate q, in bbl/day, and surface condition
flow rate Qsc, in scf/day, as:

pð5:615qÞ
ZT

5
pscQsc

Tsc

Rearranging:

psc
Tsc

� �
ZT

p

� �
Qsc

5:615

� �
5 q (1.21)

where

q5 gas flow rate at pressure p, bbl/day
Qsc5 gas flow rate at standard conditions,

scf/day
Z5 gas compressibility factor
Tsc, psc5 standard temperature and pressure in

�R and psia, respectively.

Dividing both sides of the above equation by
the cross-sectional area A and equating it with
that of Darcy’s law, i.e., Eq. (1.12a), gives:

q

A
5

psc
Tsc

� �
ZT

p

� �
Qsc

5:615

� �
1

A

� �
520:001127

k

μ
dp

dx

The constant 0.001127 is to convert Darcy’s
units to field units. Separating variables and
arranging yields:

QscpscT

0:006328kTscA

� � ðL
0
dx 52

ðp2
p1

p

Zμg

dp

Assuming that the product of Zμg is constant
over the specified pressure range between p1
and p2, and integrating, gives:

QscpscT

0:006328kTscA

� � ðL
0
dx 52

1

Zμg

ðp2
p1

p dp

or

Qsc 5
0:003164TscAkðp21 2 p22 Þ

pscT ðZμgÞL

where

Qsc5 gas flow rate at standard conditions,
scf/day

k5 permeability, md
T5 temperature, �R
μg5 gas viscosity, cp
A5 cross-sectional area, ft2

L5 total length of the linear system, ft

Setting psc5 14.7 psi and Tsc5 520 �R in the
above expression gives:

Qsc 5
0:111924Akðp21 2 p22 Þ

TLZμg

(1.22)

It is essential to note that the gas properties
Z and μg are very strong functions of pressure,
but they have been removed from the integral
to simplify the final form of the gas flow equa-
tion. The above equation is valid for applica-
tions when the pressure is less than 2000 psi.
The gas properties must be evaluated at the
average pressure p as defined below:

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21 1 p22

2

s
(1.23)

Example 1.4
A natural gas with a specific gravity of 0.72 is
flowing in linear porous media at 140 �F. The
upstream and downstream pressures are 2100
and 1894.73 psi, respectively. The cross-sectional
area is constant at 4500 ft2. The total length is
2500 ft with an absolute permeability of 60 md.
Calculate the gas flow rate in scf/day
(psc5 14.7 psia, Tsc5 520 �R).
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Solution

Step 1. Calculate average pressure by using
Eq. (1.23):

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
21002 1 1894:732

2

s
5 2000 psi

Step 2. Using the specific gravity of the gas,
calculate its pseudo-critical properties by
applying the following equations:

Tpc 5 1681 325γg 2 12:5γ2g
5 1681 325ð0:72Þ2 12:5ð0:72Þ2 5 395:5 �R

ppc 5 6771 15:0γg 2 37:5γ2g
5 6771 15:0ð0:72Þ2 37:5ð0:72Þ2 5 668:4 psia

Step 3. Calculate the pseudo-reduced pressure
and temperature:

ppr 5
2000

668:4
5 2:99

Tpr 5
600

395:5
5 1:52

Step 4. Determine the Z-factor from a
Standing�Katz chart to give:

Z 5 0:78

Step 5. Solve for the viscosity of the gas by
applying the Lee�Gonzales�Eakin
method and using the following
sequence of calculations:

Ma 5 28:96γg
5 28:96ð0:72Þ5 20:85

ρg 5
pMa

ZRT

5
ð2000Þð20:85Þ

ð0:78Þð10:73Þð600Þ 5 8:30 lb=ft3

K 5
ð9:41 0:02MaÞT 1:5

2091 19Ma 1 T

5
½9:41 0:02ð20:96Þ�ð600Þ1:5
2091 19ð20:96Þ1 600

5 119:72

X 5 3:51
986

T
1 0:01Ma

5 3:51
986

600
1 0:01ð20:85Þ5 5:35

Y 5 2:420:2X

5 2:42 ð0:2Þð5:35Þ5 1:33

μg 5 1024K exp X
ρg
62:4

� �Y� �
5 0:0173 cp

5 1024 119:72 exp 5:35
8:3

62:4

� �1:33" # !

5 0:0173

Step 6. Calculate the gas flow rate by applying
Eq. (1.22):

Qsc 5
0:111924Akðp21 2 p22 Þ

TLZμg

5
ð0:111924Þð4500Þð60Þð21002 2 1894:732Þ

ð600Þð2500Þð0:78Þð0:0173Þ
5 1;224;242 scf=day

Radial Flow of Incompressible Fluids. In a
radial flow system, all fluids move toward the
producing well from all directions. However,
before flow can take place, a pressure differen-
tial must exist. Thus, if a well is to produce oil,
which implies a flow of fluids through the for-
mation to the wellbore, the pressure in the for-
mation at the wellbore must be less than the
pressure in the formation at some distance from
the well.

The pressure in the formation at the wellbore
of a producing well is known as the bottom-
hole flowing pressure (flowing BHP, pwf).

Figure 1.13 schematically illustrates the
radial flow of an incompressible fluid toward a
vertical well. The formation is considered to
have a uniform thickness h and a constant per-
meability k. Because the fluid is incompressible,
the flow rate q must be constant at all radii.
Due to the steady-state flowing condition, the
pressure profile around the wellbore is main-
tained constant with time.

Let pwf represent the maintained bottom-hole
flowing pressure at the wellbore radius rw
and pe denote the external pressure at the exter-
nal or drainage radius. Then Darcy’s
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generalized equation as described by
Eq. (1.12b) can be used to determine the flow
rate at any radius r:

υ5
q

Ar
5 0:001127

k

μ
dp

dr
(1.24)

where

υ5 apparent fluid velocity, bbl/day ft2

q5 flow rate at radius r, bbl/day
k5 permeability, md
μ5 viscosity, cp
0.0011275 conversion factor to express the

equation in field units
Ar5 cross-sectional area at radius r

The minus sign is no longer required for the
radial system shown in Figure 1.13 as the radius
increases in the same direction as the pressure.
In other words, as the radius increases by going
away from the wellbore the pressure also
increases. At any point in the reservoir the
cross-sectional area across which flow occurs
will be the surface area of a cylinder, which is
2πrh, or:

υ5
q

Ar
5

q

2πrh
5 0:001127

k

μ
dp

dr

The flow rate for a crude oil system is cus-
tomarily expressed in surface units, i.e., stock-
tank barrel (STB), rather than reservoir units.
Using the symbol Qo to represent the oil flow
as expressed in STB/day, then:

q5BoQo

where Bo is the oil formation volume factor in
bbl/STB. The flow rate in Darcy’s equation can
be expressed in STB/day, to give:

QoBo

2πrh
5 0:001127

k

μo

dp

dr

Integrating this equation between two radii,
r1 and r2, when the pressures are p1 and p2,
yields:

ðr2
r1

Qo

2πh

� �
dr

r
5 0:001127

ðP2
P1

k

μoBo

� �
dp (1.25)

dr

pe

re

rw

hr

pwf

Center
of the Well

FIGURE 1.13 Radial flow model.
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For an incompressible system in a uniform
formation, Eq. (1.25) can be simplified to:

Qo

2πh

ðr2
r1

dr

r
5

0:001127k

μoBo

ðP2
P1

dp

Performing the integration gives:

Qo 5
0:00708khðp2 2 p1Þ

μoBo lnðr2=r1Þ
Frequently, the two radii of interest are the

wellbore radius rw and the external or drainage
radius re. Then:

Qo 5
0:00780khðpe 2 pwÞ

μoBo lnðre=rwÞ
(1.26)

where

Qo5 oil flow rate, STB/day
pe5 external pressure, psi
pwf5 bottom-hole flowing pressure, psi
k5 permeability, md
μo5 oil viscosity, cp
Bo5 oil formation volume factor, bbl/STB
h5 thickness, ft
re5 external or drainage radius, ft
rw5wellbore radius, ft

The external (drainage) radius re is usually
determined from the well spacing by equating
the area of the well spacing with that of a circle.
That is:

πr2e 5 43; 560A

or

re 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
43; 560A

π

r
(1.27)

where A is the well spacing in acres.
In practice, neither the external radius nor

the wellbore radius is generally known with
precision. Fortunately, they enter the equation
as a logarithm, so the errors in the equation will
be less than the errors in the radii.

Eq. (1.26) can be arranged to solve for the
pressure p at any radius r, to give:

p5 pwf 1
QoBoμo

0:00708kh

� �
ln

r

rw

� �
(1.28)

Example 1.5
An oil well in the Nameless Field is producing at
a stabilized rate of 600 STB/day at a stabilized
bottom-hole flowing pressure of 1800 psi.
Analysis of the pressure buildup test data
indicates that the pay zone is characterized by a
permeability of 120 md and a uniform thickness
of 25 ft. The well drains an area of approximately
40 acres. The following additional data is
available:

rw5 0.25 ft, A5 40 acres
Bo5 1.25 bbl/STB, μo5 2.5 cp

Calculate the pressure profile (distribution) and
list the pressure drop across 1 ft intervals from rw
to 1.25 ft, 4 to 5 ft, 19 to 20 ft, 99 to 100 ft, and
744 to 745 ft.

Solution

Step 1. Rearrange Eq. (1.26) and solve for the
pressure p at radius r:

p5 pwf 1
μoBoQo

0:00708kh

� �
ln

r

rw

� �

5 18001
ð2:5Þð1:25Þð600Þ

ð0:00708Þð120Þð25Þ

� �
ln

r

0:25

� �
5 18001 88:28 ln

r

0:25

� �
Step 2. Calculate the pressure at the designated

radii:

r
(ft)

p
(psi)

Radius
Interval

Pressure Drop

0.25 1800
1.25 1942 0.25�1.25 1942�18005 142 psi
4 2045
5 2064 4�5 2064�20455 19 psi
19 2182
20 2186 19�20 2186�21825 4 psi
99 2328
100 2329 99�100 2329�23285 1 psi
744 2506.1
745 2506.2 744�745 2506.2�2506.15 0.1 psi
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Figure 1.14 shows the pressure profile as a
function of radius for the calculated data.

Results of Example 1.5 reveal that the pres-
sure drop just around the wellbore (i.e.,
142 psi) is 7.5 times greater than at the 4�5 ft
interval, 36 times greater than at 19�20 ft, and
142 times than that at the 99�100 ft interval.
The reason for this large pressure drop around
the wellbore is that the fluid flows in from a
large drainage area of 40 acres.

The external pressure pe used in Eq. (1.26)
cannot be measured readily, but pe does not
deviate substantially from the initial reservoir
pressure if a strong and active aquifer is present.

Several authors have suggested that the
average reservoir pressure pr, which often is
reported in well test results, should be used in
performing material balance calculations and
flow rate prediction. Craft and Hawkins (1959)
showed that the average pressure is located at
about 61% of the drainage radius re for a stea-
dy-state flow condition.

Substituting 0.61re in Eq. (1.28) gives:

pðat r 5 0:61reÞ5 pr 5 pwf 1
QoBoμo

0:0078kh

� �
ln

0:61re
rw

� �

or in terms of flow rate:

Qo 5
0:0078khðpr 2 pwfÞ
μoBo lnð0:61re=rwÞ

(1.29)

But since ln(0.61re/rw)5 ln(re/rw)2 0.5, then:

Qo 5
0:00708khðpr 2 pwfÞ
μoBo½lnðre=rwÞ2 0:5� (1.30)

Golan and Whitson (1986) suggested a
method for approximating the drainage area of
wells producing from a common reservoir.
These authors assume that the volume drained
by a single well is proportional to its rate of
flow. Assuming constant reservoir properties
and a uniform thickness, the approximate
drainage area of a single well Aw is:

Aw 5AT
qw
qT

� �
(1.31)

where

Aw5 drainage area of a well
AT5 total area of the field
qT5 total flow rate of the field
qw5well flow rate

0
0

500

1000

1500

1800 psi

P
re

ss
ur

e 
(p

si
)

2500 psi

2000

2500

3000

100
rw = 0.25 rw = 745

200 300 400

Radius, ft

500 600 700 800

FIGURE 1.14 Pressure profile around the wellbore.

15CHAPTER 1 Well Testing Analysis



Radial Flow of Slightly Compressible
Fluids. Terry et al. (1991) used Eq. (1.17) to
express the dependency of the flow rate on pres-
sure for slightly compressible fluids. If this
equation is substituted into the radial form of
Darcy’s law, the following is obtained:

q

Ar
5

qref½11 cðpref 2 pÞ�
2πrh

5 0:001127
k

μ
dp

dr

where qref is the flow rate at some reference
pressure pref.

Separating the variables and assuming a con-
stant compressibility over the entire pressure
drop, and integrating over the length of the
porous medium:

qrefμ
2πkh

ðre
rw

dr

r
5 0:001127

ðpe
pwf

dp

11 cðpref 2 pÞ

gives

qref 5
0:00708kh

μc lnðre=rwÞ

� �
ln

11 cðpe 2 prefÞ
11 cðpwf 2 prefÞ

� �

where qref is the oil flow rate at a reference
pressure pref. Choosing the bottom-hole flow
pressure pwf as the reference pressure and
expressing the flow rate in STB/day gives:

Qo 5
0:00708kh

μoBoco lnðre=rwÞ

� �
ln 11 coðpe 2 pwfÞ½ � (1.32)

where

co5 isothermal compressibility coefficient, psi21

Qo5 oil flow rate, STB/day
k5 permeability, md

Example 1.6
The following data is available on a well in the Red
River Field:

pe5 2506 psi, pwf5 1800 psi
re5 745 ft, rw5 0.25 ft
Bo5 1.25 bbl/STB, μo5 2.5 cp
k5 0.12 darcy, h5 25 ft
co5 253 1026 psi21

Assuming a slightly compressible fluid, calculate
the oil flow rate. Compare the result with that of
an incompressible fluid.

Solution

For a slightly compressible fluid, the oil flow
rate can be calculated by applying Eq. (1.32):

Qo5
0:00708kh

μoBoco lnðre=rwÞ

� �
ln 11co

pe
pwf

� �� �

5
ð0:00708Þð120Þð25Þ

ð2:5Þð1:25Þð2531026Þlnð745=0:25Þ

" #

3 ln 11ð2531026Þð250621800Þ� 	
5595STB=day

Assuming an incompressible fluid, the flow rate
can be estimated by applying Darcy’s equation, i.e.,
Eq. (1.26):

Qo5
0:00708khðpe2pwÞ

μoBo lnðre=rwÞ

5
ð0:00708Þð120Þð25Þð250621800Þ

ð2:5Þð1:25Þlnð745=0:25Þ 5600STB=day

Radial Flow of Compressible Gases. The
basic differential form of Darcy’s law for a hori-
zontal laminar flow is valid for describing the
flow of both gas and liquid systems. For a radial
gas flow, Darcy’s equation takes the form:

qgr 5
0:001127ð2πrhÞk

μg

dp

dr
(1.33)

where

qgr5 gas flow rate at radius r, bbl/day
r5 radial distance, ft
h5 zone thickness, ft
μg5 gas viscosity, cp
p5 pressure, psi
0.0011275 conversion constant from Darcy

units to field units

The gas flow rate is traditionally expressed in
scf/day. Referring to the gas flow rate at stan-
dard (surface) condition as Qg, the gas flow
rate qgr under wellbore flowing condition can
be converted to that of surface condition by
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applying the definition of the gas formation vol-
ume factor Bg to qgr as:

Qg 5
qgr
Bg

where

Bg 5
psc

5:615Tsc

ZT

p
bbl=scf

or

psc
5:615Tsc

� �
ZT

p

� �
Qg 5 qgr (1.34)

where

psc5 standard pressure, psia
Tsc5 standard temperature, �R
Qg5 gas flow rate, scf/day
qgr5 gas flow rate at radius r, bbl/day
p5 pressure at radius r, psia
T5 reservoir temperature, �R
Z5 gas compressibility factor at p and T
Zsc5 gas compressibility factor at standard

conditionD1.0

Combining Eqs. (1.33) and (1.34) yields:

psc
5:615Tsc

� �
ZT

p

� �
Qg 5

0:001127ð2πrhÞk
μg

dp

dr

Assuming that Tsc5 520 �R and psc5
14.7 psia:

TQg

kh

� �
dr

r
5 0:703

2p

μgZ

 !
dp (1.35)

Integrating Eq. (1.35) from the wellbore con-
ditions (rw and pwf) to any point in the reservoir
(r and p) gives:ðr

rw

TQg

kh

� �
dr

r
5 0:703

ðp
pwf

2p

μgZ

 !
dp (1.36)

Imposing Darcy’s law conditions on
Eq. (1.36), i.e., steady-state flow, which
requires that Qg is constant at all radii, and
homogeneous formation, which implies that k
and h are constant, gives:

TQg

kh

� �
ln

r

rw

� �
5 0:703

ðp
pwf

2p

μgZ

 !
dp

The term:

ðp
pwf

2p

μgz

 !
dp

can be expanded to give:

ðp
pwf

2p

μgZ

 !
dp5

ðp
0

2p

μgZ

 !
dp2

ðpwf
0

2p

μgZ

 !
dp

Replacing the integral in Eq. (1.35) with the
above expanded form yields:

TQg

kh

� �
ln

r

rw

� �
5 0:703

ðp
0

2p

μgZ

 !
dp2

ðpwf
0

2p

μgZ

 !
dp

" #

(1.37)

The integral
Ð p
0 2p=ðμgZÞ dp is called the

“real-gas pseudo-potential” or “real-gas pseu-
dopressure” and it is usually represented by m
(p) or ψ . Thus:

mðpÞ5ψ5

ðp
0

2p

μgZ

 !
dp (1.38)

Eq. (1.38) can be written in terms of the real-
gas pseudopressure as:

TQg

kh

� �
ln

r

rw

� �
5 0:703ðψ2ψwÞ

or

ψ5ψw 1
QgT

0:703kh
ln

r

rw

� �
(1.39)

Eq. (1.39) indicates that a graph of ψ vs. ln
(r/rw) yields a straight line with a slope of QgT/
0.703kh and an intercept value of ψw as shown
in Figure 1.15. The exact flow rate is then given
by:

Qg 5
0:703khðψ2ψwÞ

T lnðr=rwÞ
(1.40)

In the particular case when r5 re, then:

Qg 5
0:703khðψe 2ψwÞ

T lnðre=rwÞ
(1.41)
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where

ψe 5 real-gas pseudopressure as evaluated from
0 to pe, psi

2/cp
ψw 5 real-gas pseudopressure as evaluated from

0 to pwf, psi
2/cp

k5 permeability, md
h5 thickness, ft
re5 drainage radius, ft
rw5wellbore radius, ft
Qg5 gas flow rate, scf/day

Because the gas flow rate is commonly
expressed in Mscf/day, Eq. (1.41) can be
expressed as:

Qg 5
khðψe 2ψwÞ

1422T lnðre=rwÞ
(1.42)

where

Qg5 gas flow rate, Mscf/day

Eq. (1.42) can be expressed in terms of the
average reservoir pressure pr instead of the ini-
tial reservoir pressure pe as:

Qg 5
khðψr 2ψwÞ

1422T ½lnðre=rwÞ2 0:5� (1.43)

To calculate the integral in Eq. (1.42), the
values of 2p/μgZ are calculated for several
values of pressure p. Then 2p/μgZ vs. p is plot-
ted on a Cartesian scale and the area under the
curve is calculated either numerically or graphi-
cally, where the area under the curve from
p5 0 to any pressure p represents the value of ψ

corresponding to p. The following example will
illustrate the procedure.

Example 1.7
The PVT data from a gas well in the Anaconda
Gas Field is given below:

p (psi) μg (cp) Z

0 0.0127 1.000
400 0.01286 0.937
800 0.01390 0.882
1200 0.01530 0.832
1600 0.01680 0.794
2000 0.01840 0.770
2400 0.02010 0.763
2800 0.02170 0.775
3200 0.02340 0.797
3600 0.02500 0.827
4000 0.02660 0.860
4400 0.02831 0.896

The well is producing at a stabilized bottom-
hole flowing pressure of 3600 psi. The wellbore
radius is 0.3 ft. The following additional data is
available:

k5 65 md, h5 15 ft, T5 600 �R
pe5 4400 psi, re5 1000 ft

Calculate the gas flow rate in Mscf/day.

Solution

Step 1. Calculate the term 2p/μgZ for each
pressure as shown below:

p (psi) μg (cp) Z 2p/μgZ (psia/cp)

0 0.0127 1.000 0
400 0.01286 0.937 66,391
800 0.01390 0.882 130,508
1200 0.01530 0.832 188,537
1600 0.01680 0.794 239,894
2000 0.01840 0.770 282,326
2400 0.02010 0.763 312,983
2800 0.02170 0.775 332,986
3200 0.02340 0.797 343,167
3600 0.02500 0.827 348,247
4000 0.02660 0.860 349,711
4400 0.02831 0.896 346,924

ln r / rw

ψ

ψw

Slope = (QgT/0.703kh)

FIGURE 1.15 Graph of ψ vs. ln (r/rw).
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Step 2. Plot the term 2p/μgZ vs. pressure as
shown in Figure 1.16.

Step 3. Calculate numerically the area under
the curve for each value of p. These
areas correspond to the real-gas
pseudopressure ψ at each pressure.
These ψ values are tabulated below;
note that 2p/μgZ vs. p is also plotted in
Figure 1.16.

p (psi) ψ (psi2/cp)

400 13.23 106

800 52.03 106

1200 113.13 106

1600 198.03 106

2000 304.03 106

2400 422.03 106

2800 542.43 106

3200 678.03 106

3600 816.03 106

4000 950.03 106

4400 1089.03 106

Step 4. Calculate the flow rate by applying
Eq. (1.41):
At pw5 3600 psi: gives ψw 5 816.03

106 psi2/cp
At pe5 4400 psi: gives ψe 5 10893

106 psi2/cp
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1000 2000
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si
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FIGURE 1.16 Real-gas pseudopressure data for Example 1.7. (After Donohue, D., Erkekin, T., 1982. Gas Well Testing,
Theory and Practice. International Human Resources Development Corporation, Boston).
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Qg 5
0:703khðψe 2ψwÞ

T lnðre=rwÞ

5
ð65Þð15Þð10892 816Þ106
ð1422Þð600Þlnð1000=0:25Þ

5 37; 614 Mscf=day

In the approximation of the gas flow rate,
the exact gas flow rate as expressed by the dif-
ferent forms of Darcy’s law, i.e., Eqs. (1.36)�
(1.43), can be approximated by moving the
term 2/μgZ outside the integral as a constant. It
should be pointed out that the product of Zμg is
considered constant only under a pressure range
of less than 2000 psi. Eq. (1.42) can be rewrit-
ten as:

Qg 5
kh

1422T lnðre=rwÞ

� � ðpe
pwf

2p

μgZ

 !
dp

Removing the term 2/μgZ and integrating
gives:

Qg 5
khðp2e 2 p2wfÞ

1422T ðμgZ Þavg lnðre=rwÞ
(1.44)

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md

The term (μgZ)avg is evaluated at an average
pressure p that is defined by the following
expression:

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2wf 1 p2e

2

s

The above approximation method is called
the pressure-squared method and is limited to
flow calculations when the reservoir pressure is
less than 2000 psi. Other approximation meth-
ods are discussed in Chapter 2.

Example 1.8
Using the data given in Example 1.7, resolve
the gas flow rate by using the pressure-squared
method. Compare with the exact method (i.e.,
real-gas pseudopressure solution).

Solution

Step 1. Calculate the arithmetic average
pressure:

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
44002 1 36002

2

s
5 4020 psi

Step 2. Determine the gas viscosity and gas
compressibility factor at 4020 psi:

μg 5 0:0267

Z 5 0:862

Step 3. Apply Eq. (1.44):

Qg 5
khðp2e 2 p2wfÞ

1422T ðμgZ Þavg lnðre=rwÞ

5
ð65Þð15Þ½44002 2 36002�

ð1422Þð600Þð0:0267Þð0:862Þlnð1000=0:25Þ
5 38314 Mscf=day

Step 4. Results show that the pressure-squared
method approximates the exact
solution of 37,614 with an absolute
error of 1.86%. This error is due to the
limited applicability of the pressure-
squared method to a pressure range of
less than 2000 psi.

Horizontal Multiple-phase Flow. When sev-
eral fluid phases are flowing simultaneously in a
horizontal porous system, the concept of the
effective permeability of each phase and the
associated physical properties must be used in
Darcy’s equation. For a radial system, the gen-
eralized form of Darcy’s equation can be
applied to each reservoir as follows:

qo 5 0:001127
2πrh
μo

0
@

1
Ako

dp

dr

qw 5 0:001127
2πrh
μw

0
@

1
Akw

dp

dr

qg 5 0:001127
2πrh
μg

0
@

1
Akg

dp

dr
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where

ko, kw, kg5 effective permeability to oil, water,
and gas, md

o, μw, μg5 viscosity of oil, water, and gas, cp
qo, qw, qg5 flow rates for oil, water, and gas,
bbl/day
k5 absolute permeability, md

The effective permeability can be expressed in
terms of the relative and absolute permeability as:

ko 5 krok

kw 5 krwk

kg 5 krgk

Using the above concept in Darcy’s equation
and expressing the flow rate in standard condi-
tions yields:

Qo 5 0:00708ðrhkÞ kro
μoBo

� �
dp

dr
(1.45)

Qw 5 0:00708ðrhkÞ krw
μwBw

� �
dp

dr
(1.46)

Qg 5 0:00708ðrhkÞ krg
μgBg

 !
dp

dr
(1.47)

where

Qo, Qw5 oil and water flow rates, STB/day
Bo, Bw5 oil and water formation volume fac-
tor, bbl/STB
Qg5 gas flow rate, scf/day
Bg5 gas formation volume factor, bbl/scf
k5 absolute permeability, md

The gas formation volume factor Bg is
expressed by:

Bg 5 0:005035
ZT

p
bbl=scf

Performing the regular integration approach
on Eqs. (1.45)�(1.47) yields:

• Oil phase:

Qo 5
0:00708ðkhÞðkroÞðpe 2 pwfÞ

μoBo lnðre=rwÞ
(1.48)

• Water phase:

Qw 5
0:00708ðkhÞðkrwÞðpe 2 pwfÞ

μwBw lnðre=rwÞ
(1.49)

• Gas phase:
In terms of real-gas potential:

Qg 5
ðkhÞkrgðψe 2ψwÞ
1422T lnðre=rwÞ

(1.50)

In terms of pressure squared:

Qg 5
ðkhÞkrgðp2e 2 p2wfÞ

1422ðμgZ ÞavgT lnðre=rwÞ
(1.51)

where

Qg5 gas flow rate, Mscf/day
k5 absolute permeability, md
T5 temperature, �R

In numerous petroleum engineering calcula-
tions, it is convenient to express the flow rate of
any phase as a ratio of other flowing phases.
Two important flow ratios are the “instanta-
neous” water�oil ratio (WOR) and the “instan-
taneous” gas�oil ratio (GOR). The generalized
form of Darcy’s equation can be used to deter-
mine both flow ratios.

The water�oil ratio is defined as the ratio of
the water flow rate to that of the oil. Both rates
are expressed in stock-tank barrels per day, or:

WOR5
Qw

Qo

Dividing Eq. (1.45) by (1.47) gives:

WOR5
krw
kro

� �
μoBo

μwBw

� �
(1.52)

where

WOR5water�oil ratio, STB/STB

The instantaneous GOR, as expressed in scf/
STB, is defined as the total gas flow rate, i.e.,
free gas and solution gas, divided by the oil
flow rate, or:

GOR5
QoRs 1Qg

Qo
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or

GOR5Rs 1
Qg

Qo
(1.53)

where

GOR5 “instantaneous” gas�oil ratio, scf/STB
Rs5 gas solubility, scf/STB
Qg5 free gas flow rate, scf/day
Qo5 oil flow rate, STB/day

Substituting Eqs. (1.45) and (1.47) into
(1.53) yields:

GOR5Rs 1
krg
kro

� �
μoBo

μgBg

 !
(1.54)

where

Bg5 gas formation volume factor, bbl/scf

A complete discussion of the practical appli-
cations of the WOR and GOR is given in the
subsequent chapters.

1.2.3 Unsteady-state Flow

Figure 1.17(a) shows a shut-in well that is cen-
tered in a homogeneous circular reservoir of
radius re with a uniform pressure pi throughout
the reservoir. This initial reservoir condition
represents the zero producing time. If the well is
allowed to flow at a constant flow rate of q, a
pressure disturbance will be created at the sand
face. The pressure at the wellbore, i.e., pwf, will
drop instantaneously as the well is opened. The
pressure disturbance will move away from the
wellbore at a rate that is determined by:

• permeability;
• porosity;
• fluid viscosity;
• rock and fluid compressibilities.

Figure 1.17(b) shows that at time t1, the pres-
sure disturbance has moved a distance r1 into
the reservoir. Note that the pressure disturbance

(a) Shut ln

(b) Constant Flow Rate

(c) Constant (pwf)

r1r1 r2r2 r3r3 r4r4r5

r1r1 r2r2 r3r3 r4
t1 t2 t3 t4 t5

t1 t2 t3 t4 t5

r5r4r5

r5 pipi

pipi

pi pi

q = 0

rere

rere

rere

pwf

Constant (q)

q

FIGURE 1.17 Pressure disturbance as a function of time.
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radius is continuously increasing with time.
This radius is commonly called the radius of
investigation and referred to as rinv. It is also
important to point out that as long as the radius
of investigation has not reached the reservoir
boundary, i.e., re, the reservoir will be acting as
if it is infinite in size. During this time we say
that the reservoir is infinite acting because the
outer drainage radius re, can be mathematically
infinite, i.e., re5N. A similar discussion to the
above can be used to describe a well that is pro-
ducing at a constant bottom-hole flowing pres-
sure. Figure 1.17(c) schematically illustrates the
propagation of the radius of investigation with
respect to time. At time t4, the pressure distur-
bance reaches the boundary, i.e., rinv5 re. This
causes the pressure behavior to change.

Based on the above discussion, the transient
(unsteady-state) flow is defined as the time
period during which the boundary has no effect
on the pressure behavior in the reservoir and
the reservoir will behave as if it is infinite in
size. Figure 1.17(b) shows that the transient
flow period occurs during the time interval
0, t, tt for the constant flow rate scenario and
during the time period 0, t, t4 for the con-
stant pwf scenario is depicted by Figure 1.17(c).

1.2.4 Basic Transient Flow Equation

Under the steady-state flowing condition, the
same quantity of fluid enters the flow system as
leaves it. In the unsteady-state flow condition,
the flow rate into an element of volume of a
porous medium may not be the same as the
flow rate out of that element and, accordingly,
the fluid content of the porous medium changes
with time. The other controlling variables in
unsteady-state flow additional to those already
used for steady-state flow, therefore, become:

• time t;
• porosity φ;
• total compressibility ct.

The mathematical formulation of the tran-
sient flow equation is based on combining three

independent equations and a specifying set of
boundary and initial conditions that constitute
the unsteady-state equation. These equations
and boundary conditions are briefly described
below:

• Continuity equation: The continuity equa-
tion is essentially a material balance equa-
tion that accounts for every pound mass of
fluid produced, injected, or remaining in the
reservoir.

• Transport equation: The continuity equation
is combined with the equation for fluid
motion (transport equation) to describe the
fluid flow rate “in” and “out” of the reser-
voir. Basically, the transport equation is
Darcy’s equation in its generalized differen-
tial form.

• Compressibility equation: The fluid com-
pressibility equation (expressed in terms of
density or volume) is used in formulating the
unsteady-state equation with the objective of
describing the changes in the fluid volume as
a function of pressure.

• Initial and boundary conditions: There are
two boundary conditions and one initial
condition is required to complete the formu-
lation and the analytical solution of the tran-
sient flow equation. The two boundary
conditions are:
(1) the formation produces at a constant

rate into the wellbore;
(2) there is no flow across the outer bound-

ary and the reservoir behaves as if it
were infinite in size, i.e., re5N.

The initial condition simply states that
the reservoir is at a uniform pressure when
production begins, i.e., time5 0.

Consider the flow element shown in
Figure 1.18. The element has a width of dr and
is located at a distance of r from the center of
the well. The porous element has a differential
volume of dV. According to the concept of the
material balance equation, the rate of mass flow
into an element minus the rate of mass flow out
of the element during a differential time Δt
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must be equal to the mass rate of accumulation
during that time interval, or:

mass entering the

volume element

during interval Δt

2
64

3
752

mass leaving the

volume element

during interval Δt

2
64

3
75

5

rate of mass

accumulation

during interval Δt

2
64

3
75

(1.55)

The individual terms of Eq. (1.55) are
described below:

• Mass entering the volume element during
time interval Δt:

Here

ðMassÞin 5Δt ½Aνρ�r 1 dr (1.56)

where
v5 velocity of flowing fluid, ft/day
ρ5 fluid density at (r1 dr), lb/ft3

A5 area at (r1 dr)
Δt5 time interval, days

The area of the element at the entering
side is:

Ar 1 dr 5 2πðr 1 drÞh (1.57)

Combining Eqs. (1.57) with (1.46) gives:

½Mass�in 5 2π Δtðr 1 drÞhðvρÞr 1 dr (1.58)

• Mass leaving the volume element: Adopting
the same approach as that of the leaving
mass gives:

½Mass�out 5 2π ΔtrhðvρÞr (1.59)

• Total accumulation of mass: The volume of
the elements with radius r is given by:

V 5πr2h

dr
h

pe

Center
of the Well

r

r + dr

rw

pwf

(qρ)r

(qρ)r+dr

FIGURE 1.18 Illustration of radial flow.
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Differentiating the above equation with
respect to r gives:

dV

dr
5 2πrh

or

dV 5 ð2πrhÞdr (1.60)

Total mass accumulation during Δt5 dV
[(φρ)t1Δt2 (φρ)t]. Substituting for dV yields:

Total mass accumulation5 ð2πrhÞ dr ½ðφρÞt 1Δt 2 ðφρÞt �
(1.61)

Replacing the terms of Eq. (1.55) with those
of the calculated relationships gives:

2πhðr 1 drÞΔt ðφρÞr 1 dr 22πhr Δt ðφρÞr
5 ð2πrhÞ dr ½ðφρÞt 1Δt 2 ðφρÞt �

Dividing the above equation by (2πrh)dr and
simplifying gives:

1

ðrÞ dr ðr1drÞðυρÞr1dr 2 rðυρÞr
� 	

5
1

Δt
ðφρÞt1Δt 2 ðφρÞt
� 	

or

1

r

@

@r
rðυρÞ½ �5 @

@t
ðφρÞ (1.62)

where

• φ5 porosity, %
• ρ5 density, lb/ft3

• V5 fluid velocity, ft/day

Eq. (1.62) is called the continuity equation
and it provides the principle of conservation of
mass in radial coordinates.

The transport equation must be introduced
into the continuity equation to relate the fluid
velocity to the pressure gradient within the con-
trol volume dV. Darcy’s law is essentially the
basic motion equation, which states that the
velocity is proportional to the pressure gradient
@p/@r. From Eq. (1.24):

v 5 ð5:615Þ ð0:001127Þ k
μ
@p

@r
5 ð0:006328Þ k

μ
@p

@r
(1.63)

where

k5 permeability, md
v5 velocity, ft/day

Combining Eq. (1.63) with (1.62) results in:

0:006328

r

@

@r

k

μ
ðρrÞ @p

@r

� �
5

@

@t
ðφρÞ (1.64)

Expanding the right-hand side by taking the
indicated derivatives eliminates the porosity
from the partial derivative term on the right-
hand side:

@

@t
ðφρÞ5φ

@ρ
@t

1 ρ
@φ
@t

(1.65)

The porosity is related to the formation com-
pressibility by the following:

cf 5
1

φ
@φ
@p

(1.66)

Applying the chain rule of differentiation to
@φ/@t:

@φ
@t

5
@φ
@p

@p

@t

Substituting Eq. (1.66) into this equation:

@φ
@t

5φcf
@p

@t

Finally, substituting the above relation into
Eq. (1.65) and the result into Eq. (1.64) gives:

0:006328

r

@

@r

k

μ
ðρrÞ @p

@r

� �
5 ρφcf

@p

@t
1φ

@p

@t
(1.67)

Eq. (1.67) is the general partial differential
equation used to describe the flow of any fluid
flowing in a radial direction in porous media. In
addition to the initial assumptions, Darcy’s
equation has been added, which implies that the
flow is laminar. Otherwise, the equation is not
restricted to any type of fluid and is equally
valid for gases or liquids. However, compress-
ible and slightly compressible fluids must be
treated separately in order to develop practical
equations that can be used to describe the flow
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behavior of these two fluids. The treatments of
the following systems are discussed below:

• radial flow of slightly compressible fluids;
• radial flow of compressible fluids.

1.2.5 Radial flow of Slightly
Compressibility Fluids

To simplify Eq. (1.67), assume that the perme-
ability and viscosity are constant over pressure,
time, and distance ranges. This leads to:

0:006328k

μr

� �
@

@r
rρ

@p

@r

� �
5 ρφcf

@p

@t
1φ

@p

@t
(1.68)

Expanding the above equation gives:

0:006328
k

μ

� �
ρ
r

@p

@r
1 ρ

@2p

@r2
1

@p

@r

@ρ
@r

� �

5 ρφcf
@p

@t

� �
1φ

@ρ
@t

� �

Using the chain rule in the above relationship
yields:

0:006328
k

μ

� �
ρ
r

@p

@r
1 ρ

@2p

@r2
1

@p

@r

� �2 @ρ
@p

" #

5 ρφcf
@p

@t

� �
1φ

@p

@t

� �
@ρ
@p

� �

Dividing the above expression by the fluid
density ρ gives:

0:006328
k

u

� �
1

r

@p

@r
1

@2p

@r2
1

@p

@r

� �2 1

ρ
@ρ
@p

� �" #

5φcf
@p

@t

� �
1φ

@p

@t

1

ρ
@ρ
@p

� �

Recalling that the compressibility of any fluid
is related to its density by:

c5
1

ρ
@ρ
@p

Combining the above two equations gives:

0:006328
k

μ

� �
@2p

@r2
1

1

r

@p

@r
1 c

@p

@r

� �2
" #

5φcf
@p

@t

� �
1φc

@p

@t

� �

The term c(@p/@r)2 is considered very small
and may be ignored, which leads to:

0:006328
k

μ

� �
@2p

@r2
1

1

r

@p

@r

� �
5φðcf 1 cÞ @p

@t
(1.69)

Defining total compressibility ct as:

ct 5 c1 cf (1.70)

Combining Eq. (1.68) with (1.69) and rearran-
ging gives:

@2p

@r2
1

1

r

@p

@r
5

φμct
0:006328k

@p

@t
(1.71)

where time t is expressed in days.
Eq. (1.71) is called the diffusivity equation

and is considered one of the most important
and widely used mathematical expressions in
petroleum engineering. The equation is particu-
larly used in the analysis of well testing data
where time t is commonly recorded in hours.
The equation can be rewritten as:

@2p

@r2
1

1

r

@p

@r
5

φμct
0:0002637k

@p

@t
(1.72)

where

k5 permeability, md
r5 radial position, ft
p5 pressure, psia
ct5 total compressibility, psi21

t5 time, hours
φ5 porosity, fraction
μ5 viscosity, cp

When the reservoir contains more than one
fluid, total compressibility should be computed
as:

ct 5 coSo 1 cwSw 1 cgSg 1 cf (1.73)

where

co, cw, cg5 compressibility of oil, water, and
gas, respectively
So, Sw, Sg5 fractional saturation of oil, water,
and gas, respectively

Note that the introduction of ct into
Eq. (1.71) does not make this equation applica-
ble to multiphase flow; the use of ct, as defined
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by Eq. (1.72), simply accounts for the compress-
ibility of any immobile fluids which may be in
the reservoir with the fluid that is flowing.

The term 0.000264k/φμct is called the diffu-
sivity constant and is denoted by symbol η, or
also given as:

η5
0:0002637k

φμct
(1.74)

The diffusivity equation can then be written
in a more convenient form as:

@2p

@r2
1

1

r

@p

@r
5

1

η
@p

@t
(1.75)

The diffusivity equation as represented by
relationship (1.75) is essentially designed to
determine the pressure as a function of time t
and position r.

Notice that for a steady-state flow condition,
the pressure at any point in the reservoir is con-
stant and does not change with time, i.e., @p/
@t5 0, so Eq. (1.75) reduces to:

@2p

@r2
1

1

r

@p

@r
5 0 (1.76)

Eq. (1.76) is called Laplace’s equation for
steady-state flow.

Example 1.9
Show that the radial form of Darcy’s equation is
the solution to Eq. (1.76).

Solution

Step 1. Start with Darcy’s law as expressed by
Eq. (1.28):

p5 pwf 1
QoBouo

0:00708kh

� �
ln

r

rw

� �

Step 2. For a steady-state incompressible flow,
the term with the square brackets is
constant and labeled as C, or:

p5 pwf 1 C½ �ln r

rw

� �

Step 3. Evaluate the above expression for the
first and second derivative, to give:

@p

@r
5 C½ � 1

r

0
@
1
A

@2p

@r2
5 C½ � 21

r2

0
@

1
A

Step 4. Substitute the above two derivatives in
Eq. (1.76):

21

r2
C½ �1 1

r

� �
C½ � 1

r

� �
5 0

Step 5. Results of step 4 indicate that Darcy’s
equation satisfies Eq. (1.76) and is indeed
the solution to Laplace’s equation.

To obtain a solution to the diffusivity equa-
tion (Eq. (1.75), it is necessary to specify an ini-
tial condition and impose two boundary
conditions. The initial condition simply states
that the reservoir is at a uniform pressure pi
when production begins. The two boundary
conditions require that the well is producing at
a constant production rate and the reservoir
behaves as if it were infinite in size, i.e., re5N.

Based on the boundary conditions imposed
on Eq. (1.75), there are two generalized solu-
tions to the diffusivity equation. These are:

(1) the constant-terminal-pressure solution;
(2) the constant-terminal-rate solution.

The constant-terminal-pressure solution is
designed to provide the cumulative flow at any
particular time for a reservoir in which the pres-
sure at one boundary of the reservoir is held
constant. This technique is frequently used in
water influx calculations in gas and oil
reservoirs.

The constant-terminal-rate solution of the
radial diffusivity equation solves for the pres-
sure change throughout the radial system pro-
viding that the flow rate is held constant at one
terminal end of the radial system, i.e., at the
producing well. There are two commonly used
forms of the constant-terminal-rate solution:

(1) the Ei function solution;
(2) the dimensionless pressure drop pD solution.
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Constant-terminal-pressure Solution. In the
constant-rate solution to the radial diffusivity
equation, the flow rate is considered to be con-
stant at certain radius (usually wellbore radius)
and the pressure profile around that radius is
determined as a function of time and position.
In the constant-terminal-pressure solution, the
pressure is known to be constant at some partic-
ular radius and the solution is designed to pro-
vide the cumulative fluid movement across the
specified radius (boundary).

The constant-pressure solution is widely used
in water influx calculations. A detailed descrip-
tion of the solution and its practical reservoir
engineering applications is appropriately dis-
cussed in Chapter 5.
Constant-terminal-rate Solution. The con-
stant-terminal-rate solution is an integral part
of most transient test analysis techniques, e.g.,
drawdown and pressure buildup analyses. Most
of these tests involve producing the well at a
constant flow rate and recording the flowing
pressure as a function of time, i.e., p(rw, t).
There are two commonly used forms of the con-
stant-terminal-rate solution:

(1) the Ei function solution;
(2) the dimensionless pressure drop pD solution.

These two popular forms of solution to the
diffusivity equation are discussed below.
The Ei Function Solution. For an infinite-act-
ing reservoir, Matthews and Russell (1967) pro-
posed the following solution to the diffusivity
equation, i.e., Eq. (1.66):

pðr ; t Þ5 pi 1
70:6QoμBo

kh

� �
Ei

2948φμctr2

kt

� �
(1.77)

where

p(r, t)5 pressure at radius r from the well after
t hours
t5 time, hours
k5 permeability, md
Qo5 flow rate, STB/day

The mathematical function, Ei, is called the
exponential integral and is defined by:

Eið2xÞ5 2

ðN
x

e2u du

u

5 lnx 2
x

1!
1

x2

2ð2!Þ 2
x3

3ð3!Þ 1?
� � (1.78)

Craft et al. (1991) presented the values of the
Ei function in tabulated and graphical forms as
shown in Table 1.1 and Figure 1.19,
respectively.

The Ei solution, as expressed by Eq. (1.77),
is commonly referred to as the line source solu-
tion. The exponential integral “Ei” can be
approximated by the following equation when
its argument x is less than 0.01:

Eið2xÞ5 lnð1:781xÞ (1.79)

where the argument x in this case is given by:

x 5
948φμctr2

kt

Eq. (1.79) approximates the Ei function with
less than 0.25% error. Another expression that
can be used to approximate the Ei function for
the range of 0.01,x,3.0 is given by:

Eið2xÞ5 a1 1 a2 lnðxÞ1 a3½lnðxÞ�2 1 a4½lnðxÞ�3 1 a5x

1 a6x
2 1 a7x

3 1
a8
x

(1.80)

with the coefficients a1�a8 having the following
values:

a1520.33153973 a2520.81512322
a35 5.221233843 1022 a45 5.98498193 1023

a55 0.662318450 a6520.12333524
a75 1.08325663 1022 a85 8.67097763 1024

The above relationship approximated the Ei
values with an average error of 0.5%.

It should be pointed out that for x.10.9, Ei
(2x) can be considered zero for reservoir engi-
neering calculations.
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Example 1.10
An oil well is producing at a constant flow rate
of 300 STB/day under unsteady-state flow
conditions. The reservoir has the following rock
and fluid properties:

Bo5 1.25 bbl/STB, μo5 1.5 cp, ct5 123 1026 psi21

ko5 60 md, h5 15 ft, pi5 4000 psi

φ5 15%, rw5 0.25 ft

(1) Calculate the pressure at radii of 0.25, 5, 10,
50, 100, 500, 1000, 1500, 2000, and
2500 ft, for 1 hour. Plot the results as:
(a) pressure vs. the logarithm of radius;
(b) pressure vs. radius.

(2) Repeat part 1 for t 5 12 and 24 hours. Plot
the results as pressure vs. logarithm of
radius.

TABLE 1.1 Values of 2Ei (2x) as a Function of x

x 2 Ei(2x) x 2 Ei(2x) x 2 Ei(2x)

0.1 1.82292 3.5 0.00697 6.9 0.00013
0.2 1.22265 3.6 0.00616 7.0 0.00012
0.3 0.90568 3.7 0.00545 7.1 0.00010
0.4 0.70238 3.8 0.00482 7.2 0.00009
0.5 0.55977 3.9 0.00427 7.3 0.00008
0.6 0.45438 4.0 0.00378 7.4 0.00007
0.7 0.37377 4.1 0.00335 7.5 0.00007
0.8 0.31060 4.2 0.00297 7.6 0.00006
0.9 0.26018 4.3 0.00263 7.7 0.00005
1.0 0.21938 4.4 0.00234 7.8 0.00005
1.1 0.18599 4.5 0.00207 7.9 0.00004
1.2 0.15841 4.6 0.00184 8.0 0.00004
1.3 0.13545 4.7 0.00164 8.1 0.00003
1.4 0.11622 4.8 0.00145 8.2 0.00003
1.5 0.10002 4.9 0.00129 8.3 0.00003
1.6 0.08631 5.0 0.00115 8.4 0.00002
1.7 0.07465 5.1 0.00102 8.5 0.00002
1.8 0.06471 5.2 0.00091 8.6 0.00002
1.9 0.05620 5.3 0.00081 8.7 0.00002
2.0 0.04890 5.4 0.00072 8.8 0.00002
2.1 0.04261 5.5 0.00064 8.9 0.00001
2.2 0.03719 5.6 0.00057 9.0 0.00001
2.3 0.03250 5.7 0.00051 9.1 0.00001
2.4 0.02844 5.8 0.00045 9.2 0.00001
2.5 0.02491 5.9 0.00040 9.3 0.00001
2.6 0.02185 6.0 0.00036 9.4 0.00001
2.7 0.01918 6.1 0.00032 9.5 0.00001
2.8 0.01686 6.2 0.00029 9.6 0.00001
2.9 0.01482 6.3 0.00026 9.7 0.00001
3.0 0.01305 6.4 0.00023 9.8 0.00001
3.1 0.01149 6.5 0.00020 9.9 0.00000
3.2 0.01013 6.6 0.00018 10.0 0.00000
3.3 0.00894 6.7 0.00016
3.4 0.00789 6.8 0.00014

After Craft, B.C., Hawkins, M. (Revised by Terry, R.E.), 1991. Applied Petroleum Reservoir Engineering, second ed. Prentice
Hall, Englewood Cliffs, NJ.
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Solution

Step 1. From Eq. (1.77):

pðr ; t Þ540001
70:6ð300Þð1:5Þð1:25Þ

ð60Þð15Þ

� �

3 Ei
2948ð1:5Þð1:5Þð1231026Þr2

ð60Þðt Þ

� �

54000144:125Ei ð242:631026Þr
2

t

� �

Step 2. Perform the required calculations after
1 hour in the following tabulated form:

r

(ft)

x5

(242.63 1026)

r 2/1

Ei(2x) p(r, 12)5

40001

44.125

Ei(2x)

0.25 22.66253 1026 212.26a 3459

5 20.001065 26.27a 3723

10 20.00426 24.88a 3785

0 −0.02 −0.04 −0.06 −0.08 −0.10

0
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FIGURE 1.19 Ei function. (After Craft, B.C., Hawkins, M. (Revised by Terry, R.E.), 1991. Applied Petroleum Reservoir
Engineering, second ed. Prentice Hall, Englewood Cliffs, NJ).
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50 20.1065 21.76b 3922

100 20.4260 20.75b 3967

500 210.65 0 4000

1000 242.60 0 4000

1500 295.85 0 4000

2000 2175.40 0 4000

2500 2266.25 0 4000

aAs calculated from Eq. (1.29).
bFrom Figure 1.19.

Step 3. Show the results of the calculation
graphically as illustrated in Figures 1.20
and 1.21.

Step 4. Repeat the calculation for t5 12 and
24 hours, as in the tables below:

r (ft) x5

(42.63 1026)

r 2/12

Ei(2x) p(r, 12)5

40001

44.125

Ei(2x)

0.25 0.2223 1026 214.74a 3350

5 88.753 1026 28.75a 3614

10 355.03 1026 27.37a 3675

50 0.0089 24.14a 3817

100 0.0355 22.81b 3876

500 0.888 20.269 3988
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FIGURE 1.20 Pressure profiles as a function of time.
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FIGURE 1.21 Pressure profiles as a function of time on a semi-log scale.
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1000 3.55 20.0069 4000

1500 7.99 23.773 1025 4000

2000 14.62 0 4000

2500 208.3 0 4000

aAs calculated from Eq. (1.29).
bFrom Figure 1.19.

r (ft) x5

(242.63 1026)

r2/24

Ei(2x) p(r, 24)5

40001

44.125

Ei(2x)

0.25 20.1113 1026 215.44a 3319

5 244.383 1026 29.45a 3583

10 2177.53 1026 28.06a 3644

50 20.0045 24.83a 3787

100 20.0178 28.458b 3847

500 20.444 20.640 3972

1000 21.775 20.067 3997

1500 23.995 20.0427 3998

2000 27.310 8.243 1026 4000

2500 2104.15 0 4000

aAs calculated from Eq. (1.29).
bFrom Figure 1.19.

Step 5. Results of step 4 are shown graphically
in Figure 1.21.

Figure 1.21 indicates that as the pressure dis-
turbance moves radially away from the wellbore,
the reservoir boundary and its configuration has
no effect on the pressure behavior, which leads
to the definition of transient flow as: “Transient
flow is that time period during which the bound-
ary has no effect on the pressure behavior and
the well acts as if it exists in an infinite size
reservoir.”

Example 1.10 shows that most of the pres-
sure loss occurs close to the wellbore; accord-
ingly, near-wellbore conditions will exert the
greatest influence on flow behavior. Figure 1.21
shows that the pressure profile and the drainage
radius are continuously changing with time. It
is also important to notice that the production
rate of the well has no effect on the velocity or
the distance of the pressure disturbance, since
the Ei function is independent of the flow rate.

When the Ei parameter x,0.01, the log
approximation of the Ei function as expressed
by Eq. (1.79) can be used in (1.77) to give:

pðr ; t Þ5 pi 2
162:6QoBoμo

kh
log

kt

φμctr2

� �
2 3:23

� �
(1.81)

For most of the transient flow calculations,
engineers are primarily concerned with the
behavior of the bottom-hole flowing pressure at
the wellbore, i.e., r5 rw. Eq. (1.81) can be
applied at r5 rw to yield:

pwf 5 pi 2
162:6QoBoμo

kh
log

kt

φμctr2w

� �
2 3:23

� �
(1.82)

where

k5 permeability, md
t5 time, hours
ct5 total compressibility, psi21

It should be noted that Eqs. (1.81) and (1.82)
cannot be used until the flow time t exceeds the
limit imposed by the following constraint:

t . 9:483 104
φμctr2

k
(1.83)

where

k5 permeability, md
t5 time, hours

Notice that when a well is producing under
unsteady-state (transient) flowing conditions at
a constant flow rate, Eq. (1.82) can be
expressed as the equation of a straight line by
manipulating the equation to give:

pwf 5 pi 2
162:6QoBoμo

kh
logðt Þ1 log

k

φμctr2w

� �
2 3:23

� �

or

pwf 5 a1m logðt Þ

The above equation indicates that a plot of
pwf vs. t on a semi-logarithmic scale would
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produce a straight line with an intercept of a
and a slope of m as given by:

a5 pi 2
162:6QoBoμo

kh
log

k

φμctr2w

� �
2 3:23

� �

m5
162:6QoBoμo

kh

Example 1.11
Using the data in Example 1.10, estimate the
bottom-hole flowing pressure after 10 hours of
production.

Solution

Step 1. Eq. (1.82) can only be used to calculate
pwf at any time that exceeds the time
limit imposed by Eq. (1.83), or:

t . 9:483 104
φμctr2

k

t 5 9:483 104
ð0:15Þð1:5Þð123 1026Þð0:25Þ2

60
5 0:000267 hours

5 0:153 seconds

For all practical purposes, Eq. (1.82)
can be used anytime during the
transient flow period to estimate the
bottom-hole pressure.

Step 2. Since the specified time of 10 hours is
greater than 0.000267 hours, the value
of pwf can be estimated by applying
Eq. (1.82):

pwf 5 pi 2
162:6QoBoμo

kh
log

kt

φμctr2w

� �
2 3:23

� �

5 40002
162:6ð300Þð1:25Þð1:5Þ

ð60Þð15Þ
3 log

ð60Þð10Þ
ð0:15Þð1:5Þð123 1026Þð0:25Þ2
� �

2 3:23

� �
5 3358 psi

The second form of solution to the
diffusivity equation is called the
dimensionless pressure drop solution
and is discussed below.

The Dimensionless Pressure Drop pD

Solution. To introduce the concept of the
dimensionless pressure drop solution, consider
for example Darcy’s equation in a radial form
as given previously by Eq. (1.26):

Qo 5
0:00708khðpe 2 pwfÞ

μoBo lnðre=rwÞ
5

khðpe 2 pwfÞ
141:2μoBo lnðre=rwÞ

Rearranging the above equation gives:

pe 2 pwf
ð141:2QoBoμo=khÞ

5 ln
re
rw

� �
(1.84)

It is obvious that the right-hand side of the
above equation has no units (i.e., it is dimen-
sionless) and, accordingly, the left-hand side
must be dimensionless. Since the left-hand side
is dimensionless, and pe2 pwf has the units of
psi, it follows that the term QoBoμo/0.00708kh
has units of pressure. In fact, any pressure dif-
ference divided by QoBoμo/0.00708kh is a
dimensionless pressure. Therefore, Eq. (1.84)
can be written in a dimensionless form as:

pD 5 lnðreDÞ

where

pD 5
pe 2 pwf

ð141:2QoBoμo=khÞ
reD 5

re
rw

The dimensionless pressure drop concept can
be extended to describe the changes in the pres-
sure during the unsteady-state flow condition
where the pressure is a function of time and
radius:

p5 pðr ; tÞ

Therefore, the dimensionless pressure during
the unsteady-state flowing condition is defined
by:

pD 5
pi 2 pðr ; t Þ

ð141:2QoBoμo=khÞ
(1.85)

Since the pressure p(r, t), as expressed in a
dimensionless form, varies with time and loca-
tion, it is traditionally presented as a function
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of dimensionless time tD and radius rD as
defined below:

tD 5
0:0002637kt

φμctr2w
(1.86a)

Another common form of the dimensionless
time tD is based on the total drainage area A as
given by:

tDA 5
0:0002637kt

ϕμctA
5 tD

r2w
A

� �
(1.86b)

rD 5
r

rw
(1.87)

and

reD 5
re
rw

(1.88)

where

pD5 dimensionless pressure drop
reD5 dimensionless external radius
tD5 dimensionless time based on wellbore
radius rw
tDA5 dimensionless time based on well drainage
area A
A5well drainage area, i.e., πr2e , ft

2

rD5 dimensionless radius
t5 time, hours
p(r, t)5 pressure at radius r and time t
k5 permeability, md
μ5 viscosity, cp

The above dimensionless groups (i.e., pD, tD,
and rD) can be introduced into the diffusivity
equation (Eq. 1.75) to transform the equation
into the following dimensionless form:

@2pD
@r2D

1
1

rD

@pD
@rD

5
@pD
@tD

(1.89)

van Everdingen and Hurst (1949) proposed an
analytical solution to the above equation by
assuming:

• a perfectly radial reservoir system;
• the producing well is in the center and pro-

ducing at a constant production rate of Q;
• uniform pressure pi throughout the reservoir

before production;
• no flow across the external radius re.

van Everdingen and Hurst presented the solu-
tion to Eq. (1.88) in the form of an infinite series
of exponential terms and Bessel functions. The
authors evaluated this series for several values of
reD over a wide range of values for tD and pre-
sented the solution in terms of dimensionless
pressure drop pD as a function of dimensionless
radius reD and dimensionless time tD. Chatas
(1953) and Lee (1982) conveniently tabulated
these solutions for the following two cases:

(1) infinite-acting reservoir reD5N;
(2) finite-radial reservoir.

Infinite-acting Reservoir. For an infinite-
acting reservoir, i.e., reD5N, the solution to
Eq. (1.89) in terms of the dimensionless pres-
sure drop pD is strictly a function of the dimen-
sionless time tD, or:

pD 5 f ðtDÞ

Chatas and Lee tabulated the pD values for
the infinite-acting reservoir as shown in
Table 1.2. The following mathematical expres-
sions can be used to approximate these tabu-
lated values of pD.

• For tD , 0.01:

pD 5 2

ffiffiffiffi
tD
π

r
(1.90)

• For tD . 100:

pD 5 0:5½lnðtDÞ1 0:80907� (1.91)

• For 0.02 , tD # 1000:

pD 5 a1 1 a2 lnðtDÞ1 a3½lnðtDÞ�2 1 a4 lnðtDÞ3
� 	

1 a5tD

1 a6ðtDÞ2 1 a7ðtDÞ3 1
a8
tD

(1.92)

where the values of the coefficients of the above
equations are:

a15 0.8085064 a25 0.29302022
a35 3.52641773 1022 a4521.40363043 1023

a5524.77222253 1024 a65 5.12405323 1027

a7522.30330173 10210 a8522.67231173 1023
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Finite Radial Reservoir. For a finite radial
system, the solution to Eq. (1.89) is a function
of both the dimensionless time tD and dimen-
sionless time radius reD, or:

pD 5 f ðtD; reDÞ

where

reD 5
external radius

wellbore radius
5

re
rw

(1.93)

Table 1.3 presents pD as a function of tD for
1.5,reD,10. It should be pointed out that
van Everdingen and Hurst principally applied

the pD function solution to model the perfor-
mance of water influx into oil reservoirs. Thus,
the authors’ wellbore radius rw was in this case
the external radius of the reservoir and re
was essentially the external boundary radius of
the aquifer. Therefore, the ranges of the reD
values in Table 1.3 are practical for this
application.

Consider the Ei function solution to the dif-
fusivity equations as given by Eq. (1.77):

pðr ; tÞ5 pi 1
70:6QBμ

kh

� �
Ei

2 948φμctr2

kt

� �

TABLE 1.2 pD vs. tD � Infinite Radial System, Constant Rate at the Inner Boundary

tD pD tD pD tD pD

0 0 0.15 0.3750 60.0 2.4758
0.0005 0.0250 0.2 0.4241 70.0 2.5501
0.001 0.0352 0.3 0.5024 80.0 2.6147
0.002 0.0495 0.4 0.5645 90.0 2.6718
0.003 0.0603 0.5 0.6167 100.0 2.7233
0.004 0.0694 0.6 0.6622 150.0 2.9212
0.005 0.0774 0.7 0.7024 200.0 3.0636
0.006 0.0845 0.8 0.7387 250.0 3.1726
0.007 0.0911 0.9 0.7716 300.0 3.2630
0.008 0.0971 1.0 0.8019 350.0 3.3394
0.009 0.1028 1.2 0.8672 400.0 3.4057
0.01 0.1081 1.4 0.9160 450.0 3.4641
0.015 0.1312 2.0 1.0195 500.0 3.5164
0.02 0.1503 3.0 1.1665 550.0 3.5643
0.025 0.1669 4.0 1.2750 600.0 3.6076
0.03 0.1818 5.0 1.3625 650.0 3.6476
0.04 0.2077 6.0 1.4362 700.0 3.6842
0.05 0.2301 7.0 1.4997 750.0 3.7184
0.06 0.2500 8.0 1.5557 800.0 3.7505
0.07 0.2680 9.0 1.6057 850.0 3.7805
0.08 0.2845 10.0 1.6509 900.0 3.8088
0.09 0.2999 15.0 1.8294 950.0 3.8355
0.1 0.3144 20.0 1.9601 1000.0 3.8584

30.0 2.1470
40.0 2.2824
50.0 2.3884

Notes: For tD,0.01: pDD2ztD/x.
For 100,tD,0:25r2eD : pDD0:5ðln tD 1 0:80907Þ.
After Lee, J., 1982. Well Testing, SPE Textbook Series, Permission to Publish by the SPE, Copyright SPE, 1982.
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TABLE 1.3 pD vs. tD � Finite Radial System, Constant Rate at the Inner Boundary Radial
System, Constant Rate at the Inner Boundary

reD5 1.5 reD52.0 reD52.5 reD5 3.0 reD53.5 reD54.0

tD pD tD pD tD pD tD pD tD pD tD pD

0.06 0.251 0.22 0.443 0.40 0.565 0.52 0.627 1.0 0.802 1.5 0.927
0.08 0.288 0.24 0.459 0.42 0.576 0.54 0.636 1.1 0.830 1.6 0.948
0.10 0.322 0.26 0.476 0.44 0.587 0.56 0.645 1.2 0.857 1.7 0.968
0.12 0.355 0.28 0.492 0.46 0.598 0.60 0.662 1.3 0.882 1.8 0.988
0.14 0.387 0.30 0.507 0.48 0.608 0.65 0.683 1.4 0.906 1.9 1.007
0.16 0.420 0.32 0.522 0.50 0.618 0.70 0.703 1.5 0.929 2.0 1.025
0.18 0.452 0.34 0.536 0.52 0.628 0.75 0.721 1.6 0.951 2.2 1.059
0.20 0.484 0.36 0.551 0.54 0.638 0.80 0.740 1.7 0.973 2.4 1.092
0.22 0.516 0.38 0.565 0.56 0.647 0.85 0.758 1.8 0.994 2.6 1.123
0.24 0.548 0.40 0.579 0.58 0.657 0.90 0.776 1.9 1.014 2.8 1.154
0.26 0.580 0.42 0.593 0.60 0.666 0.95 0.791 2.0 1.034 3.0 1.184
0.28 0.612 0.44 0.607 0.65 0.688 1.0 0.806 2.25 1.083 3.5 1.255
0.30 0.644 0.46 0.621 0.70 0.710 1.2 0.865 2.50 1.130 4.0 1.324
0.35 0.724 0.48 0.634 0.75 0.731 1.4 0.920 2.75 1.176 4.5 1.392
0.40 0.804 0.50 0.648 0.80 0.752 1.6 0.973 3.0 1.221 5.0 1.460
0.45 0.884 0.60 0.715 0.85 0.772 2.0 1.076 4.0 1.401 5.5 1.527
0.50 0.964 0.70 0.782 0.90 0.792 3.0 1.328 5.0 1.579 6.0 1.594
0.55 1.044 0.80 0.849 0.95 0.812 4.0 1.578 6.0 1.757 6.5 1.660
0.60 1.124 0.90 0.915 1.0 0.832 5.0 1.828 7.0 1.727
0.65 1.204 1.0 0.982 2.0 1.215 8.0 1.861
0.70 1.284 2.0 1.649 3.0 1.506 9.0 1.994
0.75 1.364 3.0 2.316 4.0 1.977 10.0 2.127
0.80 1.444 5.0 3.649 5.0 2.398

reD5 4.5 reD5 5.0 reD56.0 reD57.0 reD5 8.5 reD59.0 reD510.0

tD pD tD pD tD pD tD pD tD pD tD pD tD pD

2.0 1.023 3.0 1.167 4.0 1.275 6.0 1.436 8.0 1.556 10.0 1.651 12.0 1.732
2.1 1.040 3.1 1.180 4.5 1.322 6.5 1.470 8.5 1.582 10.5 1.673 12.5 1.750
2.2 1.056 3.2 1.192 5.0 1.364 7.0 1.501 9.0 1.607 11.0 1.693 13.0 1.768
2.3 1.702 3.3 1.204 5.5 1.404 7.5 1.531 9.5 1.631 11.5 1.713 13.5 1.784
2.4 1.087 3.4 1.215 6.0 1.441 8.0 1.559 10.0 1.663 12.0 1.732 14.0 1.801
2.5 1.102 3.5 1.227 6.5 1.477 8.5 1.586 10.5 1.675 12.5 1.750 14.5 1.817
2.6 1.116 3.6 1.238 7.0 1.511 9.0 1.613 11.0 1.697 13.0 1.768 15.0 1.832
2.7 1.130 3.7 1.249 7.5 1.544 9.5 1.638 11.5 1.717 13.5 1.786 15.5 1.847
2.8 1.144 3.8 1.259 8.0 1.576 10.0 1.663 12.0 1.737 14.0 1.803 16.0 1.862
2.9 1.158 3.9 1.270 8.5 1.607 11.0 1.711 12.5 1.757 14.5 1.819 17.0 1.890
3.0 1.171 4.0 1.281 9.0 1.638 12.0 1.757 13.0 1.776 15.0 1.835 18.0 1.917
3.2 1.197 4.2 1.301 9.5 1.668 13.0 1.810 13.5 1.795 15.5 1.851 19.0 1.943
3.4 1.222 4.4 1.321 10.0 1.698 14.0 1.845 14.0 1.813 16.0 1.867 20.0 1.968
3.6 1.246 4.6 1.340 11.0 1.757 15.0 1.888 14.5 1.831 17.0 1.897 22.0 2.017
3.8 1.269 4.8 1.360 12.0 1.815 16.0 1.931 15.0 1.849 18.0 1.926 24.0 2.063
4.0 1.292 5.0 1.378 13.0 1.873 17.0 1.974 17.0 1.919 19.0 1.955 26.0 2.108
4.5 1.349 5.5 1.424 14.0 1.931 18.0 2.016 19.0 1.986 20.0 1.983 28.0 2.151
5.0 1.403 6.0 1.469 15.0 1.988 19.0 2.058 21.0 2.051 22.0 2.037 30.0 2.194
5.5 1.457 6.5 1.513 16.0 2.045 20.0 2.100 23.0 2.116 24.0 2.906 32.0 2.236

(Continued )
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This relationship can be expressed in a
dimensionless form by manipulating the expres-
sion to give:

pi 2 pðr ; t Þ
½141:2QoBoμo=kh�

52
1

2
Ei

2ðr=rwÞ2
4ð0:0002637kt=φμctr2wÞ

" #

From the definition of the dimensionless vari-
ables of Eqs. (1.85)�(1.88), i.e., pD, tD, and rD,
this relation is expressed in terms of these
dimensionless variables as:

pD 52
1

2
Ei 2

r2D
4tD

� �
(1.94)

Chatas (1953) proposed the following mathe-
matical form for calculated pD when 25 , tD
and 0:25r2eD , tD:

pD 5
0:51 2tD
r2eD 2 1

2
r4eD½32 4 lnðreDÞ�2 2r2eD 2 1

4ðr2eD 2 1Þ2

Two special cases of the above equation arise
when r2eDc1 or when tD=r2eD . 25:

• If r2eDc1, then:

pD 5
2tD
r2eD

1 lnðreDÞ2 0:75

• If tD=r2eD . 25, then:

pD 5
1

2
ln
tD
r2D

1 0:80907

� �
(1.95)

The computational procedure of using the pD
function to determine the bottom-hole flowing
pressure changing the transient flow period, i.e.,
during the infinite-acting behavior, is summa-
rized in the following steps:

Step 1. Calculate the dimensionless time tD by
applying Eq. (1.86a):

tD 5
0:0002637kt

φμctr2w
Step 2. Determine the dimensionless radius reD.

Note that for an infinite-acting reser-
voir, the dimensionless radius reD5N.

TABLE 1.3 (Continued)

reD5 4.5 reD55.0 reD56.0 reD5 7.0 reD58.5 reD59.0 reD510.0

tD pD tD pD tD pD tD pD tD pD tD pD tD pD

6.0 1.510 7.0 1.556 17.0 2.103 22.0 2.184 25.0 2.180 26.0 2.142 34.0 2.278
7.0 1.615 7.5 1.598 18.0 2.160 24.0 2.267 30.0 2.340 28.0 2.193 36.0 2.319
8.0 1.719 8.0 1.641 19.0 2.217 26.0 2.351 35.0 2.499 30.0 2.244 38.0 2.360
9.0 1.823 9.0 1.725 20.0 2.274 28.0 2.434 40.0 2.658 34.0 2.345 40.0 2.401
10.0 1.927 10.0 1.808 25.0 2.560 30.0 2.517 45.0 2.817 38.0 2.446 50.0 2.604
11.0 2.031 11.0 1.892 30.0 2.846 40.0 2.496 60.0 2.806
12.0 2.135 12.0 1.975 45.0 2.621 70.0 3.008
13.0 2.239 13.0 2.059 50.0 2.746 80.0 3.210
14.0 2.343 14.0 2.142 60.0 2.996 90.0 3.412
15.0 2.447 15.0 2.225 70.0 3.246 100.0 3.614

Notes: For tD smaller than values listed in this table for a given reD reservoir is infinite acting.
Find pD in Table 1.2.
For 25 , tD and tD larger than values in table:

pDD
ð1=21 2tDÞ

r2eD
2
3r4eD 2 4r4eD ln reD 2 2r2eD 2 1

4ðr2eD 2 1Þ2
For wells in rebounded reservoirs with r2eDc1:

pDD
2tD
r2eD

1 ln reD 2 3=4:

After Lee, J., 1982. Well Testing, SPE Textbook Series, Permission to Publish by the SPE, Copyright SPE, 1982.
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Step 3. Using the calculated value of tD, deter-
mine the corresponding pressure func-
tion pD from the appropriate table or
equations, e.g., Eq. (1.91) or (1.95):
• For an infinite-acting reservoir:

pD 5 0:5½lnðtDÞ1 0:80907�
• For a finite-acting reservoir:

pD 5
1

2
ln

tD
r2D

� �
1 0:080907

� �

Step 4. Solve for the pressure by applying
Eq. (1.85):

pðrw; t Þ5 pi 2
141:2QoBoμo

kh

� �
pD (1.96)

Example 1.12
A well is producing at a constant flow rate of
300 STB/day under unsteady-state flow conditions.
The reservoir has the following rock and fluid
properties (see Example 1.10):

Bo5 1.25 bbl/STB, μo5 1.5 cp, ct5 123 1026 psi21

k5 60 md, h5 15 ft, pi5 4000 psi
φ5 15%, rw5 0.25 ft

Assuming an infinite-acting reservoir, i.e.,
reD5N, calculate the bottom-hole flowing
pressure after 1 hour of production by using the
dimensionless pressure approach.

Solution

Step 1. Calculate the dimensionless time tD from
Eq. (1.86a):

tD 5
0:0002637kt

φμctr2w

5
0:000264ð60Þð1Þ

ð0:15Þð1:5Þð123 1026Þð0:25Þ2 5 93866:67

Step 2. Since tD . 100, use Eq. (1.91) to calculate
the dimensionless pressure drop function:

pD 5 0:5½lnðtDÞ1 0:80907�
5 0:5½lnð93866:67Þ1 0:80907�5 6:1294

Step 3. Calculate the bottom-hole pressure after
1 hour by applying Eq. (1.96):

pðrw; t Þ5 pi 2
141:2QoBoμo

kh

� �
pD

pð0:25; 1Þ5 40002
141:2ð300Þð1:25Þð1:5Þ

ð60Þð15Þ

� �
3 ð6:1294Þ5 3459 psi

This example shows that the solution as
given by the pD function technique is identical
to that of the Ei function approach. The main
difference between the two formulations is that
the pD function can only be used to calculate
the pressure at radius r when the flow rate Q is
constant and known. In that case, the pD func-
tion application is essentially restricted to the
wellbore radius because the rate is usually
known. On the other hand, the Ei function
approach can be used to calculate the pressure
at any radius in the reservoir by using the well
flow rate Q.

It should be pointed out that, for an infinite-
acting reservoir with tD . 100, the pD function
is related to the Ei function by the following
relation:

pD 5 0:5 2 Ei
21

4tD

� �� �
(1.97)

The previous example, i.e., Example 1.12, is
not a practical problem, but it is essentially
designed to show the physical significance of
the pD solution approach. In transient flow test-
ing, we normally record the bottom-hole flow-
ing pressure as a function of time. Therefore,
the dimensionless pressure drop technique can
be used to determine one or more of the reser-
voir properties, e.g., k or kh, as discussed later
in this chapter.

1.2.6 Radial Flow of Compressible
Fluids

Gas viscosity and density vary significantly with
pressure and therefore the assumptions of
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Eq. (1.75) are not satisfied for gas systems, i.e.,
compressible fluids. To develop the proper
mathematical function for describing the flow
of compressible fluids in the reservoir, the fol-
lowing two additional gas equations must be
considered:

(1) Gas density equation:

ρ5
pM

ZRT

(2) Gas compressibility equation:

cg 5
1

p
2

1

Z

dZ

dp

Combining the above two basic gas equa-
tions with Eq. (1.67) gives:

1

r

@

@r
r
p

μZ
@p

@r

� �
5

φμct
0:000264k

p

μZ
@p

@t
(1.98)

where

t5 time, hours
k5 permeability, md
ct5 total isothermal compressibility, psi21

φ5 porosity

Al-Hussainy et al. (1966) linearized the
above basic flow equation by introducing the
real-gas pseudopressure m(p) into Eq. (1.98).
Recalling the previously defined m(p) equation:

mðpÞ5
ðp
0

2p

μZ
dp (1.99)

and differentiating this relation with respect to
p, gives:

@mðpÞ
@p

5
2p

μp
(1.100)

The following relationships are obtained by
applying the chain rule:

@mðpÞ
@r

5
@mðpÞ
@p

@p

@r
(1.101)

@mðpÞ
@t

5
@mðpÞ
@p

@p

@t
(1.102)

Substituting Eq. (1.100) into (1.101) and
(1.102), gives:

@p

@r
5

μZ
2p

@mðpÞ
@r

(1.103)

and

@p

@t
5

μZ
2p

@mðpÞ
@t

(1.104)

Combining Eqs. (1.103) and (1.104) with
(1.98), yields:

@2mðpÞ
@r2

1
1

r

@mðpÞ
@r

5
φμct

0:000264k

@mðpÞ
@t

(1.105)

Eq. (1.105) is the radial diffusivity equation
for compressible fluids. This differential equa-
tion relates the real-gas pseudopressure (real-gas
potential) to the time t and the radius r. Al-
Hussainy et al. (1966) pointed out that in gas
well testing analysis, the constant-rate solution
has more practical applications than that pro-
vided by the constant-pressure solution. The
authors provided the exact solution to
Eq. (1.105) that is commonly referred to as the
m(p) solution method. There are also two other
solutions that approximate the exact solution.
These two approximation methods are called
the pressure-squared method and the pressure
method. In general, there are three forms of
mathematical solutions to the diffusivity
equation:

(1) m(p) solution method (exact solution);
(2) pressure-squared method (p2 approximation

method);
(3) pressure method (p approximation method).

These three solution methods are presented
below.
First Solution: m(p) Method (Exact
Solution). Imposing the constant-rate condi-
tion as one of the boundary conditions required
to solve Eq. (1.105), Al-Hussainy et al. (1966)
proposed the following exact solution to the dif-
fusivity equation:

mðpwfÞ5mðpi Þ257895:3
psc
Tsc

� �
QgT

kh

� �
log

kt

φμi cti r
2
w

� �
23:23

� �
(1.106)
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where

pwf5 bottom-hole flowing pressure, psi
pe5 initial reservoir pressure
Qg5 gas flow rate, Mscf/day
t5 time, hours
k5 permeability, md
psc5 standard pressure, psi
Tsc5 standard temperature, �R
T5 reservoir temperature
rw5wellbore radius, ft
h5 thickness, ft
μi5 gas viscosity at the initial pressure, cp
cti5 total compressibility coefficient at pi, psi

21

φ5 porosity

Setting psc5 14.7 psia and Tsc5 520 �R, then
Eq. (1.106) reduces to:

mðpwfÞ5mðpi Þ2
1637QgT

kh

� �
log

kt

φμi cti r
2
w

� �
2 3:23

� �
(1.107)

The above equation can be simplified by
introducing the dimensionless time (as defined
previously by Eq. (1.85) into Eq. (1.107):

tD 5
0:0002637kt

φμi cti r
2
w

Equivalently, Eq. (1.107) can be written in
terms of the dimensionless time tD as:

mðpwfÞ5mðpi Þ2
1637QgT

kh

� �
log

4tD
γ

� �� �
(1.108)

The parameter γ is called Euler’s constant
and is given by:

γ5 e0:5772 5 1:781 (1.109)

The solution to the diffusivity equation as
given by Eqs. (1.107) and (1.108) expresses the
bottom-hole real-gas pseudopressure as a func-
tion of the transient flow time t. The solution as
expressed in terms of m(p) is the recommended
mathematical expression for performing gas
well pressure analysis due to its applicability in
all pressure ranges.

The radial gas diffusivity equation can be
expressed in a dimensionless form in terms of
the dimensionless real-gas pseudopressure drop

ψD. The solution to the dimensionless equation
is given by:

ψD 5
mðpi Þ2mðpwfÞ
ð1422QgT=khÞ

or

mðpwfÞ5mðpi Þ2
1422QgT

kh

� �
ψD (1.110)

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md

The dimensionless pseudopressure drop ψD

can be determined as a function of tD by using
the appropriate expression of Eqs. (1.90)�
(1.95). When tD.100, ψD can be calculated by
applying Eq. (1.81). That is:

ψD 5 0:5½lnðtDÞ1 0:80907� (1.111)

Example 1.13
A gas well with a wellbore radius of 0.3 ft is
producing at a constant flow rate of 2000 Mscf/
day under transient flow conditions. The initial
reservoir pressure (shut-in pressure) is 4400 psi at
140 �F. The formation permeability and thickness
are 65 md and 15 ft, respectively. The porosity is
recorded as 15%. Example 1.7 documents the
properties of the gas as well as values of m(p) as
a function of pressures. The table is reproduced
below for convenience:

P μg (cp) Z m(p) (psi2/cp)

0 0.01270 1.000 0.000
400 0.01286 0.937 13.23 106

800 0.01390 0.882 52.03 106

1200 0.01530 0.832 113.13 106

1600 0.01680 0.794 198.03 106

2000 0.01840 0.770 304.03 106

2400 0.02010 0.763 422.03 106

2800 0.02170 0.775 542.43 106

3200 0.02340 0.797 678.03 106

3600 0.02500 0.827 816.03 106

4000 0.02660 0.860 950.03 106

4400 0.02831 0.896 1089.03 106
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Assuming that the initial total isothermal
compressibility is 33 1024 psi21, calculate the
bottom-hole flowing pressure after 1.5 hours.

Solution

Step 1. Calculate the dimensionless time tD:

tD 5
0:0002637kt

φμi cti r
2
w

5
ð0:0002637Þð65Þð1:5Þ

ð0:15Þð0:02831Þð33 1024Þð0:32Þ 5 224; 498:6

Step 2. Solve for m(pwf) by using Eq. (1.108):

mðpwfÞ5mðpi Þ2
1637QgT

kh

� �
log

4tD
γ

� �� �

5 10893 106 2
ð1637Þð2000Þð600Þ

ð65Þð15Þ

3 log
ð4Þ224; 498:6

e0:5772

� �� �
5 1077:53 106

Step 3. From the given PVT data, interpolate
using the value of m(pwf) to give a
corresponding pwf of 4367 psi.

An identical solution can be obtained by
applying the ψD approach as shown below:

Step 1. Calculate ψD from Eq. (1.111):

ψD 5 0:5½lnðtDÞ1 0:80907�
5 0:5½lnð224; 498:6Þ1 0:8090�5 6:565

Step 2. Calculate m(pwf) by using Eq. (1.110):

mðpwfÞ5mðpi Þ2
1422QgT

kh

� �
ψD

5 10893 106 2
1422ð2000Þð600Þ

ð65Þð15Þ

� �
ð6:565Þ

5 1077:53 106

By interpolation at m(pwf)5
1077.53 106, this gives a corresponding
value of pwf5 4367 psi.

Second Solution: Pressure-squared Method.
The first approximation to the exact solution is
to move the pressure-dependent term (μZ)

outside the integral that defines m(pwf) and m
(pi), to give:

mðpi Þ2mðpwfÞ5
2

μZ

ðpi
pwf

p dp (1.112)

or

mðpi Þ2mðpwfÞ5
p2i 2 p2wf

μZ
(1.113)

The bars over μ and Z represent the values
of the gas viscosity and deviation factor as eval-
uated at the average pressure p. This average
pressure is given by:

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2i 1 p2wf

2

s
(1.114)

Combining Eq. (1.113) with (1.107), (1.108),
or (1.110), gives:

p2wf 5 p2i 2
1637QgTμZ

kh

 !
log

kt

φμi cti r
2
w

� �
2 3:23

� �

(1.115)

or

p2wf 5 p2i 2
1637QgTμZ

kh

 !
log

4tD
γ

� �� �
(1.116)

Equivalently:

p2wf 5 p2i 2
1422QgTμZ

kh

 !
ψD (1.117)

The above approximation solution forms
indicate that the product (μZ) is assumed con-
stant at an average pressure p. This effectively
limits the applicability of the p2 method to res-
ervoir pressures of less than 2000. It should be
pointed out that when the p2 method is used to
determine pwf it is perhaps sufficient to set
μZ5μiZ.

Example 1.14
A gas well is producing at a constant rate of
7454.2 Mscf/day under transient flow conditions.
The following data is available:

k5 50 md, h5 10 ft, φ5 20%, pi5 1600 psi
T5 600 �R, rw5 0.3 ft, cti5 6.253 1024 psi21,
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The gas properties are tabulated below:

P μg (cp) Z m(p) (psi2/cp)

0 0.01270 1.000 0.000
400 0.01286 0.937 13.23 106

800 0.01390 0.882 52.03 106

1200 0.01530 0.832 113.13 106

1600 0.01680 0.794 198.03 106

Calculate the bottom-hole flowing pressure
after 4 hours by using:

(a) the m(p) method;
(b) the p2 method.

Solution

(a) The m(p) method:
Step 1. Calculate tD:

tD 5
0:000264ð50Þð4Þ

ð0:2Þð0:0168Þð6:253 1024Þð0:322Þ
5 279; 365:1

Step 2. Calculate ψD:

ψD 5 0:5½lnðtDÞ1 0:80907�
5 0:5½lnð279; 365:1Þ1 0:80907�5 6:6746

Step 3. Solve for m(pwf) by applying
Eq. (1.110):

mðpwfÞ5mðpi Þ2
1422QgT

kh

� �
ψD

5 ð1983 106Þ2 1422ð7454:2Þð600Þ
ð50Þð10Þ

� �
6:6746

5 113:13 106

The corresponding value of
pwf5 1200 psi

(b) The p2 method:
Step 1. Calculate ψD by applying Eq. (1.111):

ψD 5 0:5½lnðtDÞ1 0:80907�
5 0:5½lnð279 365:1Þ1 0:80907�5 6:6747

Step 2. Calculate p2wf by applying Eq. (1.116):

p2wf5p2i 2
1422QgTμZ

kh

 !
ψD

5160022
ð1422Þð7454:2Þð600Þð0:0168Þð0:794Þ

ð50Þð10Þ

� �
6:6747

51;427;491

pwf51195psi

Step 3. The absolute average error is 0.4%.

Third Solution: Pressure Approximation
Method. The second method of approximation
to the exact solution of the radial flow of gases
is to treat the gas as a pseudo-liquid. Recall that
the gas formation volume factor Bg as expressed
in bbl/scf is given by:

Bg 5
psc

5:615Tsc

� �
ZT

p

� �

or

Bg 5 0:00504
ZT

p

� �

Solving the above expression for p/Z gives:

p

Z
5

Tpsc
5:615Tsc

� �
1

Bg

� �

The difference in the real-gas pseudopressure
is given by:

mðpi Þ2 ðpwfÞ5
ðpi
pwf

2p

μZ
dp

Combining the above two expressions gives:

mðpi Þ2mðpwfÞ5
2Tpsc

5:615Tsc

ðpi
pwf

1

μBg

� �
dp (1.118)

Fetkovich (1973) suggested that at high pres-
sures above 3000 psi (p . 3000), 1/μBg is nearly
constant as shown schematically in Figure 1.22.
Imposing Fetkovich’s condition on Eq. (1.118)
and integrating gives:

mðpi Þ2mðpwfÞ5
2Tpsc

5:615TscμBg

ðpi 2 pwfÞ (1.119)
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Combining Eq. (1.119) with (1.107), (1.108),
or (1.110) gives:

pwf 5 pi 2
162:53 103QgμBg

kh

 !
log

kt

φμct r2w

� �
2 3:23

� �

(1.120)

or

pwf 5 pi 2
ð162:53 103ÞQgμBg

kh

 !
log

4tD
γ

� �� �
(1.121)

or, equivalently, in terms of dimensionless pres-
sure drop:

pwf 5 pi 2
ð141:23 103ÞQgμBg

kh

 !
pD (1.122)

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md
Bg5 gas formation volume factor, bbl/scf
t5 time, hours
pD5 dimensionless pressure drop
tD5 dimensionless

It should be noted that the gas properties,
i.e., μ, Bg, and ct, are evaluated at pressure p as
defined below:

p5
pi 1 pwf

2
(1.123)

Again, this method is limited only to applica-
tions above 3000 psi. When solving for pwf, it
might be sufficient to evaluate the gas proper-
ties at pi.

Example 1.15
The data of Example 1.13 is repeated below for
convenience.

A gas well with a wellbore radius of 0.3 ft is
producing at a constant flow rate of 2000 Mscf/
day under transient flow conditions. The initial
reservoir pressure (shut-in pressure) is 4400 psi at
140 �F. The formation permeability and thickness
are 65 md and 15 ft, respectively. The porosity is
recorded as 15%. The properties of the gas as
well as values of m(p) as a function of pressures
are tabulated below:

P μg (cp) Z m(p) (psi2/cp)

0 0.01270 1.000 0.000
400 0.01286 0.937 13.23 106

800 0.01390 0.882 52.03 106

1200 0.01530 0.832 113.13 106

1600 0.01680 0.794 198.03 106

2000 0.01840 0.770 304.03 106

2400 0.02010 0.763 422.03 106

2800 0.02170 0.775 542.43 106

3200 0.02340 0.797 678.03 106

3600 0.02500 0.827 816.03 106

4000 0.02660 0.860 950.03 106

4400 0.02831 0.896 1089.03 106

Assuming that the initial total isothermal
compressibility is 33 1024 psi21, calculate, the
bottom-hole flowing pressure after 1.5 hours by
using the p approximation method and compare it
with the exact solution.

Solution

Step 1. Calculate the dimensionless time tD:

tD 5
0:0002637kt

φμi cti r
2
w

5
ð0:000264Þð65Þð1:5Þ

ð0:15Þð0:02831Þð33 1024Þð0:32Þ 5 224; 498:6

Pressure
∼∼ 3000

FIGURE 1.22 Plot of 1/μBg vs. pressure.
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Step 2. Calculate Bg at pi:

Bg50:00504
Zi T

pi

� �

50:00504
ð0:896Þð600Þ

4400
50:0006158bbl=scf

Step 3. Calculate the dimensionless pressure pD
by applying Eq. (1.91):

pD 5 0:5½lnðtDÞ1 0:80907�
5 0:5½lnð224; 498:6Þ1 0:80907�5 6:565

Step 4. Approximate pwf from Eq. (1.122):

pwf5pi 2
ð141:2013ÞQgμBg

kh

 !
pD

544002
141:23103ð2000Þð0:02831Þð0:0006158Þ

ð65Þð15Þ

� �
6:565

54367psi

The solution is identical to the solution of
Example 1.13.

It should be pointed out that Examples
1.10�1.15 are designed to illustrate the use of
different solution methods. However, these
examples are not practical because, in transient
flow analysis, the bottom-hole flowing pressure
is usually available as a function of time. All the
previous methodologies are essentially used to
characterize the reservoir by determining the
permeability k or the permeability and thickness
product (kh).

1.2.7 Pseudosteady State

In the unsteady-state flow cases discussed previ-
ously, it was assumed that a well is located in a
very large reservoir and is producing at a con-
stant flow rate. This rate creates a pressure dis-
turbance in the reservoir that travels throughout
this “infinite-size reservoir.” During this tran-
sient flow period, reservoir boundaries have no
effect on the pressure behavior of the well.
Obviously, the time period when this

assumption can be imposed is often very short in
length. As soon as the pressure disturbance
reaches all drainage boundaries, it ends the tran-
sient (unsteady-state) flow regime and the begin-
ning of the boundary-dominated flow condition.
This different type of flow regime is called pseu-
dosteady (semisteady)-state flow. It is necessary
at this point to impose different boundary condi-
tions on the diffusivity equation and drive an
appropriate solution to this flow regime.

Figure 1.23 shows a well in a radial system
that is producing at a constant rate for a long
enough period that eventually affects the entire
drainage area. During this semisteady-state
flow, the change in pressure with time becomes
the same throughout the drainage area.
Figure 1.23(b) shows that the pressure distribu-
tions become paralleled at successive time peri-
ods. Mathematically, this important condition
can be expressed as:

@p

@t

� �
r

5 constant (1.124)

The “constant” referred to in the above equa-
tion can be obtained from a simple material bal-
ance using the definition of the compressibility,
assuming no free gas production, thus:

c5
21

V

dV

dp

Rearranging:

cV dp52dV

Differentiating with respect to time t:

cV
dp

dt
52

dV

dt
5 q

or

dp

dt
52

q

cV

Expressing the pressure decline rate dp/dt in
the above relation in psi/hour gives:

dp

dt
52

q

24cV
52

QoBo

24cV
(1.125)
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where

q5 flow rate, bbl/day
Qo5 flow rate, STB/day
dp/dt5 pressure decline rate, psi/hour
V5 pore volume, bbl

For a radial drainage system, the pore vol-
ume is given by:

V 5
πr2e hφ
5:615

5
Ahφ
5:615

(1.126)

where

A5 drainage area, ft2

Combining Eq. (1.126) with (1.125) gives:

dp

dt
52

0:23396q

ctðπr2e Þhφ
52

20:23396q

ctAhφ
5

20:23396q

ctðpore volumeÞ
(1.127)

Eq. (1.127) reveals the following important
characteristics of the behavior of the pressure
decline rate dp/dt during the semisteady-state
flow:

• the reservoir pressure declines at a higher
rate with increasing fluid production rate;

• the reservoir pressure declines at a slower
rate for reservoirs with higher total com-
pressibility coefficients;

• the reservoir pressure declines at a lower
rate for reservoirs with larger pore volumes.

In the case of water influx with an influx
rate of ew (bbl/day), the equation can be modi-
fied as:

dp

dt
5

20:23396q1 ew
ctðpore volumeÞ

t1

rw

t2

t1
t2

t3

t4

t3
(b) p vs. Time

At radius “r”

No-Flow Boundary

No-Flow Boundary

(a) p vs. r

r

Time

p

p

pi
P

re
ss

ur
e

t4

r

FIGURE 1.23 Semisteady-state flow regime.
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Example 1.16
An oil well is producing at constant oil flow rate of
120 STB/day under a semisteady-state flow regime.
Well testing data indicates that the pressure is
declining at a constant rate of 0.04655 psi/hour.
The following addition data is available:

h5 72 ft, φ5 25%
Bo5 1.3 bbl/STB, ct5 253 1026 psi21

Calculate the well drainage area.

Solution

Here

q5QoBo 5 ð120Þð1:3Þ5 156 bbl=day

Apply Eq. (1.127) to solve for A:

dp

dt
52

0:23396q

ctðπr2e Þhφ
5

20:23396q

ctAhφ
52

20:23396q

ctðpore volumeÞ
20:0465552

0:23396ð156Þ
ð2531026ÞðAÞð72Þð0:25Þ

A51;742;400 ft2

or

A5
1; 742; 400

43;560
5 40 acres

Matthews et al. (1954) pointed out that once
the reservoir is producing under the semisteady-
state condition, each well will drain from within
its own no-flow boundary independently of the
other wells. For this condition to prevail, the
pressure decline rate dp/dt must be approxi-
mately constant throughout the entire reservoir,
otherwise flow would occur across the bound-
aries causing a readjustment in their positions.
Because the pressure at every point in the reser-
voir is changing at the same rate, it leads to the
conclusion that the average reservoir pressure is
changing at the same rate. This average reser-
voir pressure is essentially set equal to the
volumetric average reservoir pressure pr. It is
the pressure that is used to perform flow calcu-
lations during the semisteady-state flowing

condition. The above discussion indicates that,
in principle, Eq. (1.127) can be used to estimate
the average pressure in the well drainage area p
by replacing the pressure decline rate dp/dt with
ðpi 2 pÞ=t, or:

pi 2 p5
0:23396qt

ctðAhφÞ
or

p5 pi 2
0:23396q

ctðAhφÞ

� �
t (1.128)

Note that the above expression is essentially
an equation of a straight line, with a slope of m\

and intercept of pi, as expressed by:

p5 a1m\t

m\ 5 2
0:23396q

ctðAhφÞ

� �
52

0:23396q

ctðpore volumeÞ

� �
a5 pi

Eq. (1.128) indicates that the average reser-
voir pressure, after producing a cumulative oil
production of Np STB, can be roughly approxi-
mated by:

p5 pi 2
0:23396BoNp

ctðAhφÞ

� �

It should be noted that when performing
material balance calculations, the volumetric
average pressure of the entire reservoir is used
to calculate the fluid properties. This pressure
can be determined from the individual well
drainage properties as follows:

pr 5
Σj ðpV Þj
Σj Vj

where

Vj5 pore volume of the jth well drainage
volume
ðpÞj 5 volumetric average pressure within the jth
drainage volume

Figure 1.24 illustrates the concept of the vol-
umetric average pressure. In practice, the Vi are
difficult to determine and, therefore, it is com-
mon to use individual well flow rates qi in
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determining the average reservoir pressure from
individual well average drainage pressure:

pr 5
Σj ðpqÞj
Σj qj

The flow rates are measured on a routing
basis throughout the lifetime of the field, thus
facilitating the calculation of the volumetric
average reservoir pressure pr. Alternatively,
the average reservoir pressure can be expressed
in terms of the individual well average
drainage pressure decline rates and fluid flow
rates by:

pr 5
Σj ½ðpqÞj=ð@p=@tÞj �
Σj ½qj=ð@p=@t Þj �

(1.129)

However, since the material balance equation
is usually applied at regular intervals of 3�6
months, i.e., Δt5 3�6 months, throughout the
lifetime of the field, the average field pressure
can be expressed in terms of the incremental net
change in underground fluid withdrawal Δ(F)
as:

pr 5
Σj pj ΔðF Þj=Δpj
ΣjΔðF Þj=Δpj

(1.130)

where the total underground fluid withdrawal
at time t and t1Δt are given by:

Ft 5
Ð t
0 ½QoBo1QwBw1 ðQg2QoRs2QwRswÞBg� dt

Ft1Δt 5
Ð t1Δt
0 ½QoBo1QwBw1 ðQg2QoRs2QwRswÞBg� dt

with

ΔðF Þ5 Ft 1Δt 2 Ft

where

Rs5 gas solubility, scf/STB
Rsw5 gas solubility in the water, scf/STB
Bg5 gas formation volume factor, bbl/scf
Qo5 oil flow rate, STB/day
qo5 oil flow rate, bbl/day
Qw5water flow rate, STB/day
qw5water flow rate, bbl/day
Qg5 gas flow rate, scf/day

The practical applications of using the pseu-
dosteady-state flow condition to describe the
flow behavior of the following two types of
fluids are presented below:

(1) radial flow of slightly compressible fluids;
(2) radial flow of compressible fluids.

q1

p1, V1

q2

p2, V2

q4

p4, V4

q3

p3, V3

FIGURE 1.24 Volumetric average reservoir pressure.
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1.2.8 Radial Flow of Slightly
Compressible Fluids

The diffusivity equation as expressed by
Eq. (1.72) for the transient flow regime is:

@2p

@r2
1

1

r

@p

@r
5

φμct
0:000264k

� �
@p

@t

For the semisteady-state flow, the term @p/@t
is constant and is expressed by Eq. (1.127).
Substituting Eq. (1.127) into the diffusivity
equation gives:

@2p

@r2
1

1

r

@p

@r
5

φμct
0:000264k

� �
20:23396q

ctAhφ

� �

or

@2p

@r2
1

1

r

@p

@r
52

2887:22qμ
Ahk

This expression can be expressed as:

1

r

@

@r
r
@p

@r

� �
52

887:22qμ
ðπr2e Þhk

Integrating this equation gives:

r
@p

@r
52

887:22qμ
ðπr2e Þhk

r2

2

� �
1 c1

where c1 is the constant of integration and can
be evaluated by imposing the outer no-flow
boundary condition (i.e., (@p/@r)re5 0) on the
above relation, to give:

c1 5
141:2qμ
πhk

Combining these two expressions gives:

@p

@r
5

141:2qμ
hk

1

r
2

r

r2e

� �

Integrating again:ðpi
pwf

dp5
141:2qμ

hk

ðre
rw

1

r
2

r

r2e

� �
dr

Performing the above integration and assum-
ing r2w=r

2
e is negligible gives:

ðpi 2 pwfÞ5
141:2qμ

kh
ln

re
rw

� �
2
1

2

� �

A more appropriate form of the above is to
solve for the flow rate as expressed in STB/day,
to give:

Q5
0:00708khðpi 2 pwfÞ
μB½lnðre=rwÞ20:5� (1.131)

where

Q5 flow rate, STB/day
B5 formation volume factor, bbl/STB
k5 permeability, md

The volumetric average pressure in the well
drainage area p is commonly used to calculate
the liquid flow rate under the semisteady-state
flowing condition. Introducing p into
Eq. (1.131) gives:

Q5
0:00708khðp2 pwfÞ
μB½lnðre=rwÞ2 0:75� 5

ðp2 pwfÞ
141:2μB½lnðre=rwÞ2 0:75�

(1.132)

Note that:

ln
re
rw

� �
2 0:755 ln

0:471re
rw

� �

The above observation suggests that the volu-
metric average pressure p occur at about 47%
of the drainage radius during the semisteady-
state condition. That is:

Q5
0:00708khðp2 pwfÞ
μB½lnð0:471re=rwÞ�

It should be pointed out that the pseudostea-
dy-state flow occurs regardless of the geometry
of the reservoir. Irregular geometries also reach
this state when they have been produced long
enough for the entire drainage area to be
affected.

Rather than developing a separate equation
for the geometry of each drainage area, Ramey
and Cobb (1971) introduced a correction factor
called the shape factor CA which is designed to
account for the deviation of the drainage area
from the ideal circular form. The shape factor,
as listed in Table 1.4, accounts also for the loca-
tion of the well within the drainage area.
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TABLE 1.4 Shape Factors for Various Single-well Drainage Areas

In Bounded Reservoirs CA ln CA
1
2 ln

2:2458
CA

� �
Exact for
tDA.

Less than
1%

Error for
tDA.

Use Infinite System
Solution with Less
than 1% Error for

tDA.

31.62 3.4538 21.3224 0.1 0.6 0.10

31.6 3.4532 21.3220 0.1 0.06 0.10

27.6 3.3178 21.2544 0.2 0.07 0.09

60° 27.1 3.2995 21.2452 0.2 0.07 0.09

} }

1
1/3 21.9 3.0865 21.1387 0.4 0.12 0.08

43 }}

0.098 22.3227 1 1.5659 0.9 0.60 0.015

30.8828 3.4302 21.3106 0.1 0.05 0.09

12.9851 2.5638 20.8774 0.7 0.25 0.03

10132 1.5070 20.3490 0.6 0.30 0.025

3.3351 1.2045 20.1977 0.7 0.25 0.01

1

2
21.8369 3.0836 21.1373 0.3 0.15 0.025

1

2
10.8374 2.3830 20.7870 0.4 0.15 0.025

1

2
10141 1.5072 20.3491 1.5 0.50 0.06

1

2
2.0769 0.7309 20.0391 1.7 0.50 0.02

1

2
3.1573 1.1497 20.1703 0.4 0.15 0.005

1

2
0.5813 20.5425 1 0.6758 2.0 0.60 0.02

1

2
0.1109 22.1991 1 1.5041 3.0 0.60 0.005

1
4

5.3790 1.6825 20.4367 0.8 0.30 0.01

1
4

2.6896 0.9894 20.0902 0.8 0.30 0.01

1
4

0.2318 21.4619 1 1.1355 4.0 2.00 0.03

1
4

0.1155 22.1585 1 1.4838 4.0 2.00 0.01

1
4

2.3606 0.8589 20.0249 1.0 0.40 0.025

0.1
1

1

= x1/x4 In vertically fractured reservoirs use (xe/xf)
2 in place of A=r2w, for fractured systems

0.2
1

1
2.6541 0.9761 20.0835 0.175 0.08 Cannot use

0.2
1

1
2.0348 0.7104 1 0.0493 0.175 0.09 Cannot use

0.3
1

1
1.9986 0.6924 1 0.0583 0.175 0.09 Cannot use

(Continued )

49CHAPTER 1 Well Testing Analysis



Introducing CA into Eq. (1.132) and solving for
pwf gives the following two solutions:

(1) In terms of the volumetric average pressure p:

pwf 5 p2
162:6QBμ

kh
log

2:2458A

CAr2w

� �
(1.133)

(2) In terms of the initial reservoir pressure pi,
recall Eq. (1.128) which shows the changes
of the average reservoir pressure p as a
function of time and initial reservoir pres-
sure pi:

p5 pi 2
0:23396qt

ctAhφ

Combining this equation with Eq. (1.133)
gives:

pwf 5 pi 2
0:23396QBt

Ahφct

� �
2
162:6QBμ

kh
log

2:2458A

CAr2w

� �
(1.134)

where

k5 permeability, md
A5 drainage area, ft2

CA5 shape factor

Q5 flow rate, STB/day
t5 time, hours
ct5 total compressibility coefficient, psi21

Eq. (1.134) can be slightly rearranged as:

pwf 5 pi 2
162:6QBμ

kh
log

2:2458A

CAr2w

� �� �
2

0:23396QB

Ahφct

� �
t

The above expression indicates that under
semisteady-state flow and constant flow rate, it
can be expressed as an equation of a straight
line:

pwf 5 apss 1mpsst

with apss and mpss as defined by:

apss 5 pi 2
162:6QBμ

kh
log

2:2458A

CAr2w

0
@

1
A

2
4

3
5

mpss 52
0:23396QB

ctðAhφÞ

0
@

1
A52

0:23396QB

ctðpore volumeÞ

0
@

1
A

It is obvious that during the pseudosteady
(semisteady)-state flow condition, a plot of the
bottom-hole flowing pressure pwf vs. time t

TABLE 1.4 (Continued)

In Bounded Reservoirs CA ln CA
1
2 ln

2:2458
CA

� �
Exact for
tDA.

Less than
1%

Error for
tDA.

Use Infinite System
Solution with Less
than 1% Error for

tDA.

0.5
1

1

1.6620 0.5080 1 0.1505 0.175 0.09 Cannot use

0.7
1

1
1.3127 0.2721 1 0.2685 0.175 0.09 Cannot use

In water-drive reservoirs

1.0
1

1
0.7887 20.2374 1 0.5232 0.175 0.09 Cannot use

19.1 2.95 21.07 � � �
In reservoirs of unknown production character

25.0 3.22 21.20 � � �

After Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of
AIME, Dallas, TX; Permission to publish by the SPE, Copyright SPE, 1977.
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would produce a straight line with a negative
slope of mpss and intercept of apss.

A more generalized form of Darcy’s equation
can be developed by rearranging Eq. (1.133)
and solving for Q to give:

Q5
khðp2 pwfÞ

162:6Bμ logð2:2458A=CAr2wÞ
(1.135)

It should be noted that if Eq. (1.135) is
applied to a circular reservoir of radius re, then:

A5πr2e

and the shape factor for a circular drainage
area, as given in Table 1.4, as:

CA 5 31:62

Substituting in Eq. (1.135), it reduces to:

Q5
0:00708khðp2 pwfÞ
Bμ½lnðre=rwÞ2 0:75�

This equation is identical to Eq. (1.134).

Example 1.17
An oil well is developed on the center of a 40 acre
square-drilling pattern. The well is producing at a
constant flow rate of 100 STB/day under a
semisteady-state condition. The reservoir has the
following properties:

φ5 15%, h5 30 ft, k5 20 md
μ5 1.5 cp, Bo5 1.2 bbl/STB, ct5 253 1026 psi21

pi5 4500 psi, rw5 0.25 ft, A5 40 acres

(a) Calculate and plot the bottom-hole flowing
pressure as a function of time.

(b) Based on the plot, calculate the pressure
decline rate. What is the decline in the average
reservoir pressure from t5 10 to 200 hours?

Solution

(a) For the pwf calculations:
Step 1. From Table 1.4, determine CA:

CA 5 30:8828

Step 2. Convert the area A from acres to ft2:

A5 ð40Þð43;560Þ5 1;742;400 ft2

Step 3. Apply Eq. (1.134):

pwf 5 pi
0:23396QBt

Ahφct

� �

2
162:6QBμ

kh
log

2:2458A

1CAr2w

� �
5 450020:143t 248:78 logð2027; 436Þ

or

pwf 5 419220:143t

Step 4. Calculate pwf at different assumed
times, as follows:

t (hour) pwf5 4192�0.143t

10 4191
20 4189
50 4185
100 4178
200 4163

Step 5. Present the results of step 4 in
graphical form as shown in
Figure 1.25.

(b) It is obvious from Figure 1.25 and the above
calculation that the bottom-hole flowing
pressure is declining at a rate of 0.143 psi/
hour, or:

dp

dt
520:143 psi=hour

The significance of this example is that the
rate of pressure decline during the pseudosteady
state is the same throughout the drainage area.
This means that the average reservoir pressure
pr is declining at the same rate of 0.143 psi/
hour, therefore the change in pr from 10 to
200 hours is:

Δpr 5 ð0:143Þð200210Þ5 27:17 psi
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Example 1.18
An oil well is producing under a constant bottom-
hole flowing pressure of 1500 psi. The current
average reservoir pressure pr is 3200 psi. The well
is developed in the center of 40 acre square-
drilling pattern. Given the following additional
information:

φ5 16%, h5 15 ft, k5 50 md
μ5 26 cp, Bo5 1.15 bbl/STB
ct5 103 1026 psi21, rw5 0.25 ft

Calculate the flow rate.

Solution

Because the volumetric average pressure is
given, solve for the flow rate by applying
Eq. (1.135):

Q5
khðp2pwfÞ

162:6Bμ log½2:2458A=CAr2w�
5

ð50Þð15Þð320021500Þ
ð162:6Þð1:15Þð2:6Þ log½ð2:2458ð40Þð43 560ÞÞ=ðð30:8828Þð0:252ÞÞ�

5416 STB=day

It is interesting to note that Eq. (1.135) can
also be presented in a dimensionless form by
rearranging and introducing the dimensionless
time tD and dimensionless pressure drop pD, to
give:

pD 5 2πtDA 1
1

2
ln

2:3458A

CAr2w

� �
1 s (1.136)

with the dimensionless time based on the well
drainage given by Eq. (1.86a) as:

tDA 5
0:0002637kt

φμctA
5 tA

r2w
A

� �

where

s5 skin factor (to be introduced later in the
chapter)
CA5 shape factor
tDA5 dimensionless time based on the well
drainage area πr2e

Eq. (1.136) suggests that during the bound-
ary-dominated flow, i.e., pseudosteady state, a
plot of pD vs. tDA on a Cartesian scale would
produce a straight line with a slope of 2π. That
is:

@pD
@tDA

5 2π (1.137)

For a well located in a circular drainage area
with no skin, i.e., s5 0, and taking the loga-
rithm of both sides of Eq. (1.136) gives:

logðpDÞ5 logð2πÞ1 logðtDAÞ

0
3500

3700

3900

4100

4300

4500

4700

20 40 60 80 100

t (hours)

p w
f (

ps
i)

120 140 160 180 200

dp
dt

1.719 psi/hour

FIGURE 1.25 Bottom-hole flowing pressure as a function of time.
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which indicates that a plot of pD vs. tDA on a
log�log scale would produce a 45� straight line
and an intercept of 2π.

1.2.9 Radial Flow of Compressible
Fluids (Gases)

The radial diffusivity equation as expressed by
Eq. (1.105) was developed to study the perfor-
mance of a compressible fluid under unsteady-
state conditions. The equation has the following
form:

@2mðpÞ
@r2

1
1

r

@mðpÞ
@r

5
φμct

0:000264k

@mðpÞ
@t

For semisteady-state flow, the rate of change
of the real-gas pseudopressure with respect to
time is constant. That is:

@mðpÞ
@t

5 constant

Using the same technique identical to that
described previously for liquids gives the follow-
ing exact solution to the diffusivity equation:

Qg 5
kh½mðprÞ2mðpwfÞ�

1422T ½lnðre=rwÞ2 0:75� (1.138)

where

Qg5 gas flow rate, Mscf/day
T5 temperature, �R
k5 permeability, md

Two approximations to the above solution
are widely used. These are:

(1) the pressure-squared approximation;
(2) the pressure approximation.

Pressure-squared Approximation Method. As
outlined previously, this method provides us with
results compatible to the exact solution approach
when p, 2000 psi. The solution has the follow-
ing familiar form:

Qg 5
khðp2r 2 p2wfÞ

1422TμZ ðlnðre=rwÞ2 0:75Þ (1.139)

The gas properties Z and μ are evaluated at:

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2r 1 p2wf

2

s

where

Qg5 gas flow rate, Mscf/day
T5 temperature, �R
k5 permeability, md

Pressure Approximation Method. This app-
roximation method is applicable at p . 3000 psi
and has the following mathematical form:

Qg 5
khðpr 2 pwfÞ

1422μBg½lnðre=rwÞ2 0:75� (1.140)

with the gas properties evaluated at:

p5
pr 1 pwf

2

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md
Bg 5 gas formation volume factor at an average
pressure, bbl/scf

The gas formation volume factor is given by
the following expression:

Bg 5 0:00504ZT=p

In deriving the flow equations, the following
two main assumptions were made:

(1) uniform permeability throughout the drain-
age area;

(2) laminar (viscous) flow.

Before using any of the previous mathemati-
cal solutions to the flow equations, the solution
must be modified to account for the possible
deviation from the above two assumptions.
Introducing the following two correction factors
into the solution of the flow equation can elimi-
nate these two assumptions:

(1) skin factor;
(2) turbulent flow factor.
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1.2.10 Skin Factor

It is not unusual during drilling, completion, or
workover operations for materials such as mud
filtrate, cement slurry, or clay particles to enter
the formation and reduce the permeability
around the wellbore. This effect is commonly
referred to as “wellbore damage” and the
region of altered permeability is called the “skin
zone.” This zone can extend from a few inches
to several feet from the wellbore. Many other
wells are stimulated by acidizing or fracturing,
which in effect increases the permeability near
the wellbore. Thus, the permeability near the

wellbore is always different from the permeabil-
ity away from the well where the formation has
not been affected by drilling or stimulation. A
schematic illustration of the skin zone is shown
in Figure 1.26.

The effect of the skin zone is to alter the
pressure distribution around the wellbore. In
case of wellbore damage, the skin zone causes
an additional pressure loss in the formation. In
case of wellbore improvement, the opposite to
that of wellbore damage occurs. If we refer
to the pressure drop in the skin zone as i Δpskin,
Figure 1.27 compares the differences in the
skin zone pressure drop for three possible
outcomes.

• First outcome: Δpskin . 0, which indicates
an additional pressure drop due to wellbore
damage, i.e., kskin , k.

• Second outcome: Δpskin , 0, which indi-
cates less pressure drop due to wellbore
improvement, i.e., kskin . k.

• Third outcome: Δpskin5 0, which indicates
no changes in the wellbore condition, i.e.,
kskin5 k.

Hawkins (1956) suggested that the perme-
ability in the skin zone, i.e., kskin, is uniform
and the pressure drop across the zone can be

Damaged Zone Pressure Profile

Undamaged Zone

k

kskin

rskin

rw

FIGURE 1.26 Near-wellbore skin effect.

Reduced
k

rskin

rw

Δp > 0

Δp < 0

Improved
k

Pressure Profile

FIGURE 1.27 Representation of positive and negative skin effects.
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approximated by Darcy’s equation. Hawkins
proposed the following approach:

Δpskin 5
Δp in skin zone
due to kskin

� �
2

Δp in skin zone
due to k

� �

Applying Darcy’s equation gives:

ðΔpÞskin 5
QoBoμo

0:00708hkskin

� �
ln

rskin
rw

� �

2
QoBoμo

0:00708hk

� �
ln

rskin
rw

� �

or

Δpskin 5
QoBoμo

0:00708kh

� �
k

kskin
21

� �
ln

rskin
rw

� �

where

k5 permeability of the formation, md
kskin5 permeability of the skin zone, md

The above expression for determining the
additional pressure drop in the skin zone is
commonly expressed in the following form:

Δpskin 5
QoBoμo

0:00708kh

� �
s5 141:2

QoBoμo

kh

� �
s (1.141)

where s is called the skin factor and defined as:

s5
k

kskin
21

� �
ln

rskin
rw

� �
(1.142)

Depending on the permeability ratio k/kskin
and if ln(rskin/rw) is always positive, there are
only three possible outcomes in evaluating the
skin factor s:

(1) Positive skin factor, s . 0: When the dam-
aged zone near the wellbore exists, kskin is
less than k and, hence, s is a positive num-
ber. The magnitude of the skin factor
increases as kskin decreases and as the depth
of the damage rskin increases.

(2) Negative skin factor, s , 0: When the per-
meability around the well kskin is higher
than that of the formation k, a negative
skin factor exists. This negative factor indi-
cates an improved wellbore condition.

(3) Zero skin factor, s5 0: Zero skin factor
occurs when no alternation in the perme-
ability around the wellbore is observed, i.e.,
kskin5 k.

Eq. (1.142) indicates that a negative skin fac-
tor will result in a negative value of Δpskin. This
implies that a stimulated well will require less
pressure drawdown to produce at rate q than
an equivalent well with uniform permeability.

The proposed modification of the previous
flow equation is based on the concept that the
actual total pressure drawdown will increase or
decrease by an amount Δpskin. Assuming that
(Δp)ideal represents the pressure drawdown for
a drainage area with a uniform permeability k,
then:

ðΔpÞactual 5 ðΔpÞideal 1 ðΔpÞskin
or

ðpi 2 pwfÞactual 5 ðpi 2 pwfÞideal 1Δpskin (1.143)

The above concept of modifying the flow
equation to account for the change in the pres-
sure drop due the wellbore skin effect can be
applied to the previous three flow regimes:

(1) steady-state flow;
(2) unsteady-state (transient) flow;
(3) pseudosteady (semisteady)-state flow.

Basically, Eq. (1.143) can be applied as given
in the following sections.
Steady-state Radial Flow (Accounting for
the Skin Factor). Substituting Eqs. (1.26) and
(1.141) into Eq. (1.143), gives:

ðΔpÞactual 5 ðΔpÞideal 1 ðΔpÞskin
ðpi 2 pwfÞactual
5

QoBoμo

0:00708kh

� �
ln

re
rw

� �
1

QoBoμo

0:00708kh

� �
s

Solving for the flow rate gives:

Qo 5
0:00708khðpi 2 pwfÞ
μoBo½lnðre=rwÞ1 s� (1.144)

where

Qo5 oil flow rate, STB/day
k5 permeability, md
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h5 thickness, ft
s5 skin factor
Bo5 oil formation volume factor, bbl/STB
μo5 oil viscosity, cp
pi5 initial reservoir pressure, psi
pwf5 bottom-hole flowing pressure, psi

Unsteady-State Radial Flow (Accounting
for the Skin Factor) for Slightly Compressible
Fluids. Combining Eqs. (1.82) and (1.141) with
(1.143) yields:

ðΔpÞactual 5 ðΔpÞideal 1 ðΔpÞskin
pi 2 pwf

5 162:6
QoBoμo

kh

� �
log

kt

φμctr2w
2 3:23

� �

1 141:2
QoBoμo

kh

� �
s

or

pi 2 pwf 5 162:6
QoBoμo

kh

� �
log

kt

φμctr2w
2 3:231 0:87s

� �
(1.145)

For Compressible Fluids. A similar
approach to that of the above gives:

mðpiÞ2mðpwfÞ5
1637QgT

kh
log

kt

φμct i r2w
2 3:231 0:87s

� �
(1.146)

and in terms of the pressure-squared approach,
the difference [m(pi)2m(pwf)] can be replaced
with:

mðpiÞ2mðpwfÞ5
ðpi
pwf

2p

μZ
dp5

p2i 2 p2wf
μZ

to give

p2i 2 p2wf 5
1637QgTZμ

kh
log

kt

φμictir
2
w

2 3:231 0:87s

� �
(1.147)

where

Qg5 gas flow rate, Mscf/day
T5 temperature, �R
k5 permeability, md
t5 time, hours

Pseudosteady-State Flow (Accounting for
the Skin Factor) for Slightly Compressible
Fluids. Introducing the skin factor into
Eq. (1.134) gives:

Qo 5
0:00708khðpr 2 pwfÞ

μoBo½lnðre=rwÞ2 0:751 s� (1.148)

For Compressible Fluids.

Qg 5
kh½mðprÞ2mðpwfÞ�

1422T ½lnðre=rwÞ2 0:751 s� (1.149)

or in terms of the pressure-squared
approximation:

Qg 5
khðp2r 2 p2wfÞ

1422TμZ ½lnðre=rwÞ2 0:751 s� (1.150)

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md
T5 temperature, �R
μg 5 gas viscosity at average pressure p, cp
Zg 5 gas compressibility factor at average
pressure p

Example 1.19
Calculate the skin factor resulting from the
invasion of the drilling fluid to a radius of 2 ft.
The permeability of the skin zone is estimated
at 20 md as compared with the unaffected
formation permeability of 60 md. The wellbore
radius is 0.25 ft.

Solution

Apply Eq. (1.142) to calculate the skin
factor:

s5
60

20
2 1

� �
ln

2

0:25

� �
5 4:16

Matthews and Russell (1967) proposed an
alternative treatment to the skin effect by intro-
ducing the “effective or apparent wellbore radius”
rwa that accounts for the pressure drop in the
skin. They define rwa by the following equation:

rwa 5 rw e2s (1.151)

56 CHAPTER 1 Well Testing Analysis



All of the ideal radial flow equations can
also be modified for the skin by simply repla-
cing the wellbore radius rw with that of the
apparent wellbore radius rwa. For example,
Eq. (1.145) can be equivalently expressed as:

pi 2 pwf 5 162:6
QoBoμo

kh

� �
log

kt

φμctr2wa

� �
2 3:23

� �
(1.152)

1.2.11 Turbulent Flow Factor

All of the mathematical formulations presented
so far are based on the assumption that laminar
flow conditions are observed during flow.
During radial flow, the flow velocity increases
as the wellbore is approached. This increase in
the velocity might cause the development of tur-
bulent flow around the wellbore. If turbulent
flow does exist, it is most likely to occur with
gases, and it causes an additional pressure drop
similar to that caused by the skin effect. The
term “non-Darcy flow” has been adopted by
the industry to describe the additional pressure
drop due to the turbulent (non-Darcy) flow.

Referring to the additional real-gas pseudopres-
sure drop due to non-Darcy flow as Δψnon-Darcy,
the total (actual) drop is given by:

ðΔψÞactual 5 ðΔψÞideal 1 ðΔψÞskin 1 ðΔψÞnon�Darcy

Wattenbarger and Ramey (1968) proposed
the following expression for calculating
(Δψ)non-Darcy:

ðΔψÞnon�Darcy 5 3:1613 10212 βTγg
μgwh

2rw

" #
Q2
g (1.153)

This equation can be simplified as:

ðΔψÞnon�Darcy 5 FQ2
g (1.154)

where F is called the “non-Darcy flow coeffi-
cient” and is given by:

F 5 3:1613 10212
βTγg

μgwh
2rw

" #
(1.155)

where

Qg5 gas flow rate, Mscf/day
μgw5 gas viscosity as evaluated at pwf, cp
γg5 gas specific gravity
h5 thickness, ft
F5 non-Darcy flow coefficient, psi2/cp/(Mscf/
day)2

β5 turbulence parameter

Jones (1987) proposed a mathematical
expression for estimating the turbulence param-
eter β as:

β5 1:88ð10210ÞðkÞ21:47ðφÞ20:53 (1.156)

where

k5 permeability, md
φ5 porosity, fraction

The term FQ2
g can be included in all the com-

pressible gas flow equations in the same way as
the skin factor. This non-Darcy term is inter-
preted as a rate-dependent skin. The modifica-
tion of the gas flow equations to account
for the turbulent flow condition is given below
for the three flow regimes:

(1) unsteady-state (transient) flow;
(2) semisteady-state flow;
(3) steady-state flow.
Unsteady-state Radial Flow. The gas flow
equation for an unsteady-state flow is given by
Eq. (1.146) and can be modified to include the
additional drop in the real-gas potential, as:

mðpi Þ2mðpwfÞ5
1637QgT

kh

� ��
log

kt

φμi cti r
2
w

� �

23:231 0:87s

�
1 FQ2

g

(1.157)

Eq. (1.157) is simplified as:

mðpi Þ2mðpwfÞ5
1637QgT

kh

� ��
log

kt

φμi cti r
2
w

� �

2 3:231 0:87s1 0:87DQg

� (1.158)

where the term DQg is interpreted as the rate-
dependent skin factor. The coefficient D is

57CHAPTER 1 Well Testing Analysis



called the “inertial or turbulent flow factor”
and given by:

D5
Fkh

1422T
(1.159)

The true skin factor s which reflects the for-
mation damage or stimulation is usually com-
bined with the non-Darcy rate-dependent skin
and labeled as the apparent or total skin factor
s\. That is:

s\ 5 s1DQg (1.160)

or

mðpi Þ2mðpwfÞ5
1637QgT

kh

� ��
log

kt

φμi cti r
2
w

� �

2 3:231 0:87s\
� (1.161)

Eq. (1.61) can be expressed in the pressure-
squared approximation form as:

p2i 2 p2wf
1637QgTZμ

kh

 !
log

kt

φμi cti r
2
w

2 3:231 0:87s\
� �

(1.162)

where

Qg5 gas flow rate, Mscf/day
t5 time, hours
k5 permeability, md
μi5 gas viscosity as evaluated at pi, cp

Semisteady-state Flow. Eqs. (1.149) and
(1.150) can be modified to account for the non-
Darcy flow as follows:

Qg 5
kh½mðpr Þ2mðpwfÞ�

1422T ½lnðre=rwÞ2 0:751 s1DQg�
(1.163)

or in terms of the pressure-squared approach:

Qg 5
khðp2r 2 p2wfÞ

1422TμZ ½lnðre=rwÞ2 0:751 s1DQg�
(1.164)

where the coefficient D is defined as:

D5
Fkh

1422T
(1.165)

Steady-state Flow. Similar to the above modi-
fication procedure, Eqs. (1.43) and (1.44) can
be expressed as:

Qg 5
kh½mðpi Þ2mðpwfÞ�

1422T ½lnðre=rwÞ2 0:51 s1DQg�
(1.166)

Qg 5
khðp2e 2 p2wfÞ

1422TμZ ½lnðre=rwÞ2 0:51 s1DQg�
(1.167)

Example 1.20
A gas well has an estimated wellbore damage
radius of 2 ft and an estimated reduced
permeability of 30 md. The formation has
permeability and porosity of 55 md and 12%,
respectively. The well is producing at a rate of
20 MMscf/day with a gas gravity of 0.6. The
following additional data is available:

rw50:25; h520 ft; T 5140 �F; μgw50:013 cp

Calculate the apparent skin factor.

Solution

Step 1. Calculate skin factor from Eq. (1.142):

s5
k

kskin
2 1

� �
ln

rskin
rw

� �

5
55

30
2 1

� �
ln

2

0:25

� �
5 1:732

Step 2. Calculate the turbulence parameter β by
applying Eq. (1.156):

β5 1:88ð10210ÞðkÞ21:47ðφÞ20:53

5 1:883 1010ð55Þ21:47ð0:12Þ20:53

5 159:9043 106

Step 3. Calculate the non-Darcy flow coefficient
from Eq. (1.155):

F 5 3:1613 10212
βTγg

μgwh
2rw

" #

5 3:16123 10212
159:9043 106ð600Þð0:6Þ

ð0:013Þð20Þ2ð0:25Þ

� �
5 0:14
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Step 4. Calculate the coefficient D from
Eq. (1.159):

D5
Fkh

1422T
5

ð0:14Þð55Þð20Þ
ð1422Þð600Þ 5 1:8053 1024

Step 5. Estimate the apparent skin factor by
applying Eq. (1.160):

s\ 5 s1DQg 5 1:7321 ð1:8053 1024Þð20; 000Þ
5 5:342

1.2.12 Principle of Superposition

The solutions to the radial diffusivity equation,
as presented earlier in this chapter, appear to be
applicable only for describing the pressure dis-
tribution in an infinite reservoir that was caused
by constant production from a single well. Since
real reservoir systems usually have several wells
that are operating at varying rates, a more gen-
eralized approach is needed to study the fluid
flow behavior during the unsteady-state flow
period.

The principle of superposition is a powerful
concept that can be applied to remove the
restrictions that have been imposed on various
forms of solution to the transient flow equation.
Mathematically, the superposition theorem
states that any sum of individual solutions to
the diffusivity equation is also a solution to that
equation. This concept can be applied to
account for the following effects on the tran-
sient flow solution:

• effects of multiple wells;
• effects of rate change;
• effects of the boundary;
• effects of pressure change.

Slider (1976) presented an excellent review
and discussion of the practical applications of
the principle of superposition in solving a wide
variety of unsteady-state flow problems.
Effects of Multiple Wells. Frequently, it is
desired to account for the effects of more than

one well on the pressure at some point in the
reservoir. The superposition concept states that
the total pressure drop at any point in the reser-
voir is the sum of the pressure changes at that
point caused by the flow in each of the wells in
the reservoir. In other words, we simply super-
impose one effect upon another.

Figure 1.28 shows three wells that are pro-
ducing at different flow rates from an infinite-
acting reservoir, i.e., an unsteady-state flow res-
ervoir. The principle of superposition states that
the total pressure drop observed at any well, e.
g., well 1, is:

ðΔpÞtotal drop at well 1 5 ðΔpÞdrop due to well 1

1 ðΔpÞdrop due to well 2

1 ðΔpÞdrop due to well 3

The pressure drop at well 1 due to its own
production is given by the log approximation to
the Ei function solution presented by
Eq. (1.145), or:

ðpi 2 pwfÞ5 ðΔpÞwell 1 5
162:6Qo1Boμo

kh

�
log

kt

φμctr2w

� �

2 3:231 0:87s

�

where

t5 time, hours
s5 skin factor
k5 permeability, md
Qo15 oil flow rate from well 1

Well 2

Well 1

r1 = 400¢ r2 = 700¢

Well 3

FIGURE 1.28 Well layout for Example 1.21.

59CHAPTER 1 Well Testing Analysis



The additional pressure drops at well 1 due
to the production from wells 2 and 3 must be
written in terms of the Ei function solution, as
expressed by Eq. (1.77), since the log approxi-
mation cannot be applied in calculating the
pressure at a large distance r from the well
where x . 0.1. Therefore:

pðr ; t Þ5 pi 1
70:6QoμoBo

kh

� �
Ei

2948φμoctr
2

kt

� �

Applying the above expression to calculate
the additional pressure drop due to two wells
gives:

ðΔpÞdrop due to well 2 5 pi 2 pðr1; t Þ5 2
70:6Qo1μoBo

kh

� �

3 Ei
2948φμoctr

2
1

kt

� �

ðΔpÞdrop due to well 3 5 pi 2 pðr2; t Þ5 2
70:6Qo2μoBo

kh

� �

3 Ei
2948φμoctr

2
2

kt

� �

The total pressure drop is then given by:

ðpi 2 pwfÞtotal at well 1 5
162:6Qo1Boμo

kh

� ��
log

kt

φμctr2w

� �

2 3:231 0:87s

�

2
70:6Qo2Boμo

kh

� �
Ei 2

948φμctr21
kt

� �

2
70:6Qo3Boμo

kh

� �
Ei 2

948φμctr22
kt

� �

where

Qo1, Qo2, Qo35 respective producing rates of
wells 1, 2, 3

The above computational approach can be
used to calculate the pressure at wells 2 and 3.
Further, it can be extended to include any num-
ber of wells flowing under the unsteady-state
flow condition. It should also be noted that if
the point of interest is an operating well, the
skin factor s must be included for that well
only.

Example 1.21
Assume that the three wells, as shown in
Figure 1.28, are producing under a transient flow
condition for 15 hours. The following additional
data is available:

Qo1 5 100 STB=day; Qo2 5 160 STB=day
Qo3 5 200 STB=day; pi 5 4500 psi
Bo 5 1:20 bbl=STB; ct 5 203 1026 psi21

ðsÞwell 1 520:5; h5 20 ft
φ5 15%; k5 40 md
rw 5 0:25 ft; μo 5 2:0 cp
r1 5 400 ft; r2 5 700 ft

If the three wells are producing at a constant
flow rate, calculate the sand face flowing pressure
at well 1.

Solution

Step 1. Calculate the pressure drop at well 1
caused by its own production by using
Eq. (1.145):

ðpi 2 pwfÞ5 ðΔpÞwell 1 5
162:6Qo1Boμo

kh

3 log
kt

φμctr2w

� �
2 3:231 0:87s

� �

ðΔpÞdrop due to well 1 5
ð162:6Þð100Þð1:2Þð2:0Þ

ð40Þð20Þ

3 ½log ð40Þð15Þ
ð0:15Þð2Þð203 1026Þð0:25Þ2
� �

2 3:231 0:87ð0Þ�5 270:2 psi

Step 2. Calculate the pressure drop at well 1 due
to the production from well 2:

ðΔpÞdrop due to well 2 5 pi 2 pðr1; t Þ

5 2
70:6Qo1μoBo

kh

� �
Ei

2948φμoctr
2
1

kt

� �

ðΔpÞdrop due to well 2 5 2
ð70:6Þð160Þð1:2Þð2Þ

ð40Þð20Þ

3 Ei 2
ð948Þð0:15Þð2:0Þð203 1026Þð400Þ2

ð40Þð15Þ

" #

5 33:888 2 Eið21:5168Þ½ �
5 ð33:888Þð0:13Þ5 4:41 psi
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Step 3. Calculate the pressure drop due to
production from well 3:

ðΔpÞdrop due to well 3 5 pi 2 pðr2; t Þ

5 2
70:6Qo2μoBo

kh

� �
Ei

2948φμoctr
2
2

kt

� �

ðΔpÞdrop due to well 3 5 2
ð70:6Þð200Þð1:2Þð2Þ

ð40Þð20Þ

3 Ei 2
ð948Þð0:15Þð2:0Þð203 1026Þð700Þ2

ð40Þð15Þ

" #

5 ð42:36Þ 2 Eið24:645Þ½ �
5 ð42:36Þð1:843 1023Þ5 0:08 psi

Step 4. Calculate the total pressure drop at well 1:

ðΔpÞtotal at well 1 5 270:21 4:411 0:085 274:69 psi

Step 5. Calculate pwf at well 1:

pwf 5 45002274:695 4225:31 psi

Effects of Variable Flow Rates. All of the
mathematical expressions presented previously
in this chapter require that the wells produce at
a constant rate during the transient flow peri-
ods. Practically all wells produce at varying
rates and, therefore, it is important that we are
able to predict the pressure behavior when
the rate changes. For this purpose, the concept
of superposition states that “Every flow
rate change in a well will result in a pressure
response which is independent of the pressure
responses caused by the other previous
rate changes.” Accordingly, the total pressure
drop that has occurred at any time is the sum-
mation of pressure changes caused separately by
each net flow rate change.

Consider the case of a shut-in well, i.e.,
Q5 0, that was then allowed to produce at a
series of constant rates for the different time
periods shown in Figure 1.29. To calculate the
total pressure drop at the sand face at time t4,
the composite solution is obtained by adding
the individual constant-rate solutions at the
specified rate-time sequence, or:

ðΔpÞtotal 5 ðΔpÞdue to ðQo1 20Þ 1 ðΔpÞdue to ðQo2 2Qo1Þ
1 ðΔpÞdue to ðQo3 2Qo2Þ 1 ðΔpÞdue to ðQo4 2Qo3Þ

The above expression indicates that there are
four contributions to the total pressure drop
resulting from the four individual flow rates.

The first contribution results from increasing
the rate from 0 to Q1 and is in effect over the
entire time period t4, thus:

ðΔpÞQ120 5
162:6ðQ1 2 0ÞBμ

kh

� �

3 log
kt4

φμctr2w

� �
2 3:231 0:87s

� �

It is essential to notice the change in the rate,
i.e., (new rate2 old rate), that is used in the
above equation. It is the change in the rate that
causes the pressure disturbance. Further, it
should be noted that the “time” in the equation
represents the total elapsed time since the
change in the rate has been in effect.

t1

t1 = 2 t2 = 5 t3 = 10 t4 = 15 Time (hour)

Flow
Rate

pwf

t2 t3 t4

FIGURE 1.29 Production and pressure history of a well.

61CHAPTER 1 Well Testing Analysis



The second contribution results from
decreasing the rate from Q1 to Q2 at t1, thus:

ðΔpÞQ2 2Q1
5

162:6ðQ2 2Q1ÞBμ
kh

� �

3 log
kðt4 2 t1Þ
φμctr2w

� �
2 3:231 0:87s

� �

Using the same concept, the two other contri-
butions from Q2 to Q3 and from Q3 to Q4 can
be computed as:

ðΔpÞQ3 2Q2
5

162:6ðQ3 2Q2ÞBμ
kh

� �

3 log
kðt4 2 t2Þ
φμctr2w

� �
2 3:231 0:87s

� �

ðΔpÞQ4 2Q3
5

162:6ðQ4 2Q3ÞBμ
kh

� �

3 log
kðt4 2 t3Þ
φμctr2w

� �
2 3:231 0:87s

� �

The above approach can be extended to
model a well with several rate changes. Note,
however, that the above approach is valid only
if the well is flowing under the unsteady-state
flow condition for the total time elapsed since
the well began to flow at its initial rate.

Example 1.22
Figure 1.29 shows the rate history of a well that is
producing under transient flow conditions for
15 hours. Given the following data:

pi5 5000 psi, h5 20 ft, Bo5 1.1 bbl/STB

φ5 15%, μo5 2.5 cp, rw5 0.3 ft

ct5 203 1026 psi21, s5 0, k5 40 md

Calculate the sand face pressure after 15 hours.

Solution

Step 1. Calculate the pressure drop due to the
first flow rate for the entire flow period:

ðΔpÞQ1 20 5
ð162:6Þð10020Þð1:1Þð2:5Þ

ð40Þð20Þ
3 log

ð40Þð15Þ
ð0:15Þð2:5Þð203 1026Þð0:3Þ2
� �

2 3:231 0

� �
5 319:6 psi

Step 2. Calculate the additional pressure change
due to the change of the flow rate from
100 to 70 STB/day:

ðΔpÞQ2 2Q1
5

ð162:6Þð702100Þð1:1Þð2:5Þ
ð40Þð20Þ

3 log
ð40Þð152 2Þ

ð0:15Þð2:5Þð203 1026Þð0:3Þ2
� �

2 3:23

� �
5 294:85 psi

Step 3. Calculate the additional pressure change
due to the change of the flow rate from
70 to 150 STB/day:

ðΔpÞQ3 2Q2
5

ð162:6Þð150270Þð1:1Þð2:5Þ
ð40Þð20Þ

3 log
ð40Þð152 5Þ

ð0:15Þð2:5Þð203 1026Þð0:3Þ2
� �

2 3:23

� �
5 249:18 psi

Step 4. Calculate the additional pressure change
due to the change of the flow rate from
150 to 85 STB/day:

ðΔpÞQ4 2Q3
5

ð162:6Þð852150Þð1:1Þð2:5Þ
ð40Þð20Þ

3 log
ð40Þð15210Þ

ð0:15Þð2:5Þð203 1026Þð0:3Þ2
� �

2 3:23

� �
5 2190:44 psi

Step 5. Calculate the total pressure drop:

ðΔpÞtotal 5 319:61 ð294:85Þ1 249:181 ð2190:44Þ
5 283:49 psi

Step 6. Calculate the wellbore pressure after
15 hours of transient flow:

pwf 5 50002 283:495 4716:51 psi

Effects of the Reservoir Boundary. The
superposition theorem can also be extended to
predict the pressure of a well in a bounded res-
ervoir. Figure 1.30 shows a well that is located
at a distance L from the non-flow boundary,
e.g., sealing fault. The no-flow boundary can be
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represented by the following pressure gradient
expression:

@p

@L

� �
Boundary

5 0

Mathematically, the above boundary condi-
tion can be met by placing an image well, iden-
tical to that of the actual well, on the other side
of the fault at exactly distance L. Consequently,
the effect of the boundary on the pressure
behavior of a well would be the same as the
effect from an image well located at a distance
2L from the actual well.

The superposition method used for account-
ing the boundary effects is frequently called the
method of images. Thus, for the problem of
the system configuration given in Figure 1.30,
the problem reduces to one of determining the
effect of the image well on the actual well. The

total pressure drop at the actual well will be the
pressure drop due to its own production plus
the additional pressure drop caused by an iden-
tical well at a distance of 2L, or:

ðΔpÞtotal 5 ðΔpÞactual well 1 ðΔpÞdue to image well

or

ðΔpÞtotal 5
162:6QoBμ

kh
log

kt

φμctr2w

� �
2 3:231 0:87s

� �

2
70:6QoBμ

kh

� �
Ei 2

948φμctð2LÞ2
kt

 !

(1.168)

Eq. (1.168) assumes that the reservoir is infi-
nite except for the indicated boundary. The
effect of boundaries always causes a greater
pressure drop than that calculated for infinite
reservoirs.

Image Well

No Flow Boundary

Actual Well

q q

Image Well

Actual Well

r r

FIGURE 1.30 Method of images in solving boundary problems.
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The concept of image wells can be extended
to generate the pressure behavior of a well
located within a variety of boundary
configurations.

Example 1.23
Figure 1.31 shows a well located between two
sealing faults at 400 and 600 ft from the two faults.
The well is producing under a transient flow
condition at a constant flow rate of 200 STB/day
given as follows:

pi5 500 psi, k5 600 md, Bo5 1.1 bbl/STB
φ5 17%, μo5 2.0 cp, h5 25 ft
rw5 0.3 ft, s5 0, ct5 253 1026 psi21

Calculate the sand face pressure after 10 hours.

Solution

Step 1. Calculate the pressure drop due to the
actual well flow rate:

ðpi 2 pwfÞ5 ðΔpÞactual 5
162:6Qo1Boμo

kh

3 log
kt

φμctr2w

� �
2 3:231 0:87s

� �

ðΔpÞactual 5
ð162:6Þð200Þð1:1Þð2:0Þ

ð60Þð25Þ
3 log

ð60Þð10Þ
ð0:17Þð2Þð253 1026Þð0:3Þ2
� �

2 3:231 0

� �
5 270:17 psi

Step 2. Determine the additional pressure drop due
to the first fault (i.e., image well 1):

ðΔpÞimage well 1 5 pi 2 pð2L1; t Þ

5 2
70:6Qo2μoBo

kh

� �
Ei

2948φμoctð2L1Þ2
kt

" #

ðΔpÞimage well 1 5 2
ð70:6Þð200Þð1:1Þð2:0Þ

ð60Þð25Þ

3 Ei 2
ð948Þð0:17Þð2Þð253 1026Þð23 100Þ2

ð60Þð10Þ

" #

5 20:71 2Eið20:537Þ½ �5 10:64 psi

Step 3. Calculate the effect of the second fault (i.e.,
image well 2):

ðΔpÞimage well 2 5 pi 2 pð2L2; t Þ

52
70:6Qo2μoBo

kh

� �
Ei

2948φμoctð2L2Þ2
kt

" #

ðΔpÞimage well 2

5 20:71 2 Ei
2948ð0:17Þð2Þð253 1026Þð23 200Þ2

ð60Þð10Þ

 !" #

5 20:71 2Eið22:15Þ½ �5 1:0 psi

Step 4. The total pressure drop is:

ðΔpÞtotal 5 270:171 10:641 1:05 28:18 psi

Step 5.

pwf 5 50002 281:85 4718:2 psi

Accounting for Pressure-change Effects.
Superposition is also used in applying
the constant-pressure case. Pressure changes are
accounted for in this solution in much the same
way that rate changes are accounted for in
the constant-rate case. The description of the
superposition method to account for the pres-
sure-change effect is fully described in Chapter 2.

1.3 TRANSIENT WELL TESTING

Detailed reservoir information is essential to the
petroleum engineer in order to analyze the

Image Well

Image Well

Fault 1

Fault 2

200¢

200¢

100¢

100¢

FIGURE 1.31 Well layout for Example 1.23.
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current behavior and future performance of the
reservoir. Pressure transient testing is designed
to provide the engineer with a quantitative anal-
ysis of the reservoir properties. A transient test
is essentially conducted by creating a pressure
disturbance in the reservoir and recording the
pressure response at the wellbore, i.e., bottom-
hole flowing pressure pwf, as a function of time.
The pressure transient tests most commonly
used in the petroleum industry include:

• pressure drawdown;
• pressure buildup;
• multirate;
• interference;
• pulse;
• drill stem (DST);
• falloff;
• injectivity;
• step rate.

It should be pointed out that when the flow
rate is changed and the pressure response is
recorded in the same well, the test is called a
“single-well” test. Drawdown, buildup, injectiv-
ity, falloff, and step-rate tests are examples of a
single-well test. When the flow rate is changed
in one well and the pressure response is mea-
sured in another well(s), the test is called a
“multiple-well” test.

Several of the above listed tests are briefly
described in the following sections.

It has long been recognized that the pressure
behavior of a reservoir following a rate change
directly reflects the geometry and flow proper-
ties of the reservoir. Some of the information
that can be obtained from a well test includes:

Drawdown tests Pressure profile
Reservoir behavior
Permeability
Skin
Fracture length
Reservoir limit and shape

Buildup tests Reservoir behavior
Permeability
Fracture length

Skin
Reservoir pressure
Boundaries

DST Reservoir behavior
Permeability
Skin
Fracture length
Reservoir limit
Boundaries

Falloff tests Mobility in various banks
Skin
Reservoir pressure
Fracture length
Location of front
Boundaries

Interference and pulse tests Communication between
wells
Reservoir-type behavior
Porosity
Interwell permeability
Vertical permeability

Layered reservoir tests Horizontal permeability
Vertical permeability
Skin
Average layer pressure
Outer boundaries

Step-rate tests Formation parting
pressure
Permeability
Skin

There are several excellent technical and ref-
erence books that comprehensively and thor-
oughly address the subject of well testing and
transient flow analysis, in particular:

• C.S. Matthews and D.G. Russell, Pressure
Buildup and Flow Test in Wells (1967);

• Energy Resources Conservation Board
(ERBC), Theory and Practice of the Testing
of Gas Wells (1975);

• Robert Earlougher, Advances in Well Test
Analysis (1977);

• John Lee, Well Testing (1982);
• M.A. Sabet, Well Test Analysis (1991);
• Roland Horn, Modern Well Test Analysis

(1995).
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1.3.1 Drawdown Test

A pressure drawdown test is simply a series of
bottom-hole pressure measurements made during
a period of flow at constant producing rate.
Usually the well is shut in prior to the flow test for
a period of time sufficient to allow the pressure to
equalize throughout the formation, i.e., to reach
static pressure. A schematic of the ideal flow rate
and pressure history is shown in Figure 1.32.

The fundamental objectives of drawdown
testing are to obtain the average permeability,
k, of the reservoir rock within the drainage area
of the well, and to assess the degree of damage
of stimulation induced in the vicinity of the
wellbore through drilling and completion prac-
tices. Other objectives are to determine the pore
volume and to detect reservoir inhomogeneities
within the drainage area of the well.

When a well is flowing at a constant rate of
Qo under the unsteady-state condition, the pres-
sure behavior of the well will act as if it exists
in an infinite-size reservoir. The pressure

behavior during this period is described by
Eq. (1.145) as:

pwf 5 pi 2
162:6QoBoμ

kh
log

kt

φμctt 2w

� �
2 3:231 0:87s

� �

where

k5 permeability, md
t5 time, hours
rw5wellbore radius, ft
s5 skin factor

The above expression can be written as:

pwf 5 pi 2
162:6QoBoμ

kh

3 logðt Þ1 log
k

φμctr2w

� �
2 3:231 0:87s

� �
(1.169)

This relationship is essentially an equation of
a straight line and can be expressed as:

pwf 5 a1m logðt Þ

where

a5 pi 2
162:6QoBoμ

kh
log

k

φμctr2w

� �
2 3:231 0:87s

� �

and the slope m is given by:

2m5
2162:6QoBoμo

kh
(1.170)

Eq. (1.169) suggests that a plot of pwf vs.
time t on semilog graph paper would yield a
straight line with a slope m in psi/cycle. This
semilog straight-line portion of the drawdown
data, as shown in Figure 1.33, can also be
expressed in another convenient form by
employing the definition of the slope:

m5
pwf 2 p1 hour

logðt Þ2 logð1Þ 5
pwf 2 p1 hour

logðt Þ2 0

or

pwf 5m logðt Þ1 p1 hour

Eq. (1.170) can also be rearranged to deter-
mine the capacity kh of the drainage area of the
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FIGURE 1.32 Idealized drawdown test.
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well. If the thickness is known, then the average
permeability is given by:

k5
162:6QoBoμo

mj jh
where

k5 average permeability, md
jmj5 absolute value of slope, psi/cycle

Clearly, kh/μ or k/μ may also be estimated.
The skin effect can be obtained by rearran-

ging Eq. (1.169) as:

s5 1:151
pi 2 pwf

mj j 2 log t 2 log
k

φμctr2w

� �
1 3:23

� �

or, more conveniently, if selecting pwf5 p1 hour

which is found on the extension of the straight
line at t5 1 hour, then:

s5 1:151
pi 2 p1 hour

mj j 2 log
k

φμctr2w

� �
1 3:23

� �
(1.171)

where

jmj5 absolute value of the slope m

In Eq. (1.14), p1 hour must be obtained from
the semilog straight line. If the pressure data

measured at 1 hour does not fall on that line, the
line must be extrapolated to 1 hour and the
extrapolated value of p1 hour must be used in
Eq. (1.171). This procedure is necessary to avoid
calculating an incorrect skin by using a well-
bore-storage-influenced pressure. Figure 1.33
illustrates the extrapolation to p1 hour.

Note that the additional pressure drop due to
the skin was expressed previously by
Eq. (1.141) as:

Δpskin 5 141:2
QoBoμo

kh

� �
s

This additional pressure drop can be equiva-
lently written in terms of the semilog straight-
line slope m by combining the above expression
with that of Eq. (1.171) to give:

Δpskin 5 0:87 mj js
Another physically meaningful characteriza-

tion of the skin factor is the flow coefficient
E as defined by the ratio of the actual or
observed productivity index Jactual of well and
its ideal productivity index Jideal. The ideal pro-
ductivity index Jideal is the value obtained with
no alternation of permeability around the

End of
transient flow

Transient Flow Region

1.0 10 teia
Time (hours)

p w
f

100

Pseudosteady-State Region

Deviation from straight
line caused by skin and
wellbore storage effects

Wellbore Storage Region

FIGURE 1.33 Semilog plot of pressure drawdown data.
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wellbore. Mathematically, the flow coefficient
is given by:

E 5
Jactual
Jideal

5
p2 pwf 2Δpskin

p2 pwf

where

p5 average pressure in the well drainage area

If the drawdown test is long enough, the bot-
tom-hole pressure will deviate from the semilog
straight line and make the transition from infi-
nite acting to pseudosteady state. The rate of
pressure decline during the pseudosteady-state
flow is defined by Eq. (1.127) as:

dp

dt
52

0:23396q

ctðπr2e Þhφ
5

20:23396q

ctðAÞhφ
5

20:23396q

ctðpore volumeÞ
Under this condition, the pressure will

decline at a constant rate at any point in the res-
ervoir including the bottom-hole flowing pres-
sure pwf. That is:

dpwf
dt

5m\ 5
20:23396q

ctAhφ

This expression suggests that during the
semisteady-state flow, a plot of pwf vs. t on a
Cartesian scale would produce a straight line
with a negative slope of m\ that is defined by:

2m\ 5
20:23396q

ctAhφ

where

m\5 slope of the Cartesian straight line during
the pseudosteady state, psi/hour

q5 flow rate, bbl/day
A5 drainage area, ft2

Example 1.24
Estimate the oil permeability and skin factor from
the drawdown data of Figure 1.34.1

The following reservoir data are available:

h5 130 ft, φ5 20%, rw5 0.25 ft
pi5 1154 psi, Qo5 348 STB/D, m5222 psi/cycle
Bo5 1.14 bbl/
STB/D

μo5 3.93 cp, ct5 8.743 1026 psi21

Assuming that the wellbore storage effect is
not significant, calculate:

• the permeability;
• the skin factor;
• the additional pressure drop due to the skin.

Solution

Step 1. From Figure 1.34, calculate p1 hour:

p1 hour 5 954 psi

Step 2. Determine the slope of the transient flow
line:

m5222 psi=cycle

Step 3. Calculate the permeability by applying
Eq. (1.170):

k5
2162:6QoBoμo

mh

5
2 ð162:6Þð348Þð1:14Þð3:93Þ

ð222Þð130Þ 5 89 md

Step 4. Solve for the skin factor s by using
Eq. (1.171):

s5 1:151
pi 2 p1 hour

mj j 2 log
k

φμctr2w

� �
1 3:23

� �

5 1:151

�
11542954

22

� �

2 log
89

ð0:2Þð3:93Þð8:743 1026Þð0:25Þ2
� �

1 3:2275

�
5 4:6

Step 5. Calculate the additional pressure drop:

Δpskin 5 0:87 mj js5 0:87ð22Þð4:6Þ5 88 psi1This example problem and the solution procedure are
given in Earlougher, R. Advances in Well Test Analysis,
Monograph Series, SPE, Dallas (1997).
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It should be noted that for a multiphase
flow, Eqs. (1.169) and (1.171) become:

pwf 5 pi 2
162:6qt
λth

logðtÞ1 log
λt

φctr2w

� �
2 3:231 0:87s

� �

s5 1:151
pi 2 p1 hour

jmj 2 log
λt

φctr2w

� �
1 3:23

� �

with

λt 5
ko
μo

1
kw
μw

1
kg
μg

qt 5QoBo 1QwBw 1 ðQg 2QoRsÞBg

or equivalently in terms of GOR as:

qt 5QoBo 1QwBw 1 ðGOR 2RsÞQoBg

where

qt5 total fluid voidage rate, bbl/day
Qo5 oil flow rate, STB/day
Qw5water flow rate, STB/day
Qg5 total gas flow rate, scf/day

Rs5 gas solubility, scf/STB
Bg5 gas formation volume factor, bbl/scf
λt5 total mobility, md/cp
ko5 effective permeability to oil, md
kw5 effective permeability to water, md
kg5 effective permeability to gas, md

The above drawdown relationships indicate
that a plot of pwf vs. t on a semilog scale would
produce a straight line with a slope m that can
be used to determine the total mobility λt from:

λt 5
162:6qt
mh

Perrine (1956) showed that the effective per-
meability of each phase, i.e., ko, kw, and kg, can
be determined as:

ko 5
162:6QoBoμo

mh

kw 5
162:6QwBwμw

mh

kg 5
162:6ðQg 2QoRsÞBgμg

mh
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FIGURE 1.34 Earlougher’s semilog data plot for the drawdown test. (Permission to publish by the SPE, copyright
SPE, 1977.)
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If the drawdown pressure data is available
during both the unsteady-state flow period and
the pseudosteady-state flow period, it is possible
to estimate the drainage shape and the drainage
area of the test well. The transient semilog plot
is used to determine its slope m and p1 hour; the
Cartesian straight-line plot of the pseudosteady-
state data is used to determine its slope m\ and
its intercept pint. Earlougher (1977) proposed
the following expression to determine the shape
factor CA:

CA 5 5:456
m

m\

� �
exp

2:303ðp1 hour 2 pintÞ
m

� �

where

m5 slope of transient semilog straight line, psi/
log cycle
m\5 slope of the semisteady-state Cartesian
straight line
p1 hour5 pressure at t5 1 hour from transient
semilog straight line, psi
pint5 pressure at t5 0 from pseudosteady-state
Cartesian straight line, psi

The calculated shape factor from applying
the above relationship is compared with those

values listed in Table 1.4 to select the geometry
of well drainage with a shape factor closest to
the calculated value. When extending the draw-
down test time with the objective of reaching
the drainage boundary of the test well, the test
is commonly called the “reservoir limit test.”

The reported data of Example 1.24 was
extended by Earlougher to include the pseudos-
teady-state flow period and to determine the
geometry of the test well drainage area as
shown in Example 1.25.

Example 1.25
Use the data in Example 1.24 and the Cartesian
plot of the pseudosteady-state flow period, as
shown in Figure 1.35, to determine the geometry
and drainage area of the test well.

Solution

Step 1. From Figure 1.35, determine the slope m\

and intercept pint:

m\ 520:8 psi=hour

pint 5 940 psi
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FIGURE 1.35 Cartesian plot of the drawdown test data. (Permission to publish by the SPE, copyright SPE, 1977.)
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Step 2. From Example 1.24:

m5222 psi=cycle
p1 hour 5 954 psi

Step 3. Calculate the shape factor CA from
Earlougher’s equation:

CA 5 5:456
m

m\

� �
exp

2:303ðp1 hour 2 pintÞ
m

� �

5 5:456
222

20:8

� �
exp

2:303ð9542 940Þ
222

� �
5 34:6

Step 4. From Table 1.4, CA5 34.6 corresponds to
a well in the center of a circle, square, or
hexagon:
• For a circle: CA5 31.62
• For a square: CA5 30.88
• For a hexagon: CA5 31.60

Step 5. Calculate the pore volume and drainage
area from Eq. (1.127):

dp

dt
5m\ 5

20:23396ðQoBoÞ
ctðAÞhφ

5
20:23396ðQoBoÞ
ctðpore volumeÞ

Solving for the pore volume gives:

Pore volume5
20:23396q

ctm\
5

20:23396ð348Þð1:4Þ
ð8:743 1026Þð20:8Þ

5 2:37 MMbbl

and the drainage area:

A5
2:373 106ð5:615Þ
43; 460ð0:2Þð130Þ 5 11:7 acres

The above example indicates that the mea-
sured bottom-hole flowing pressures are 88 psi
more than they would be in the absence of the
skin. However, it should be pointed out that
when the concept of positive skin factor 1s
indicates formation damage, whereas a negative
skin factor 2s suggests formation stimulation,
this is essentially a misleading interpretation of
the skin factor. The skin factor as determined

from any transient well testing analysis repre-
sents the composite “total” skin factor that
includes the following other skin factors:

• skin due to wellbore damage or stimulation
sd;

• skin due to partial penetration and restricted
entry sr;

• skin due to perforations sp;
• skin due to turbulence flow st;
• skin due to deviated well sdw.

That is:

s5 sd 1 sr 1 sp 1 st 1 sdw

where s is the skin factor as calculated from
transient flow analysis. Therefore, to determine
if the formation is damaged or stimulated from
the skin factor value s obtained from well test
analysis, the individual components of the skin
factor in the above relationship must be known,
to give:

sd 5 s2 sr 2 sp 2 st 2 sdw

There are correlations that can be used to
separately estimate these individual skin
quantities.
Wellbore Storage. Basically, well test analysis
deals with the interpretation of the wellbore
pressure response to a given change in the flow
rate (from zero to a constant value for a draw-
down test, or from a constant rate to zero for a
buildup test). Unfortunately, the producing rate
is controlled at the surface, not at the sand face.
Because of the wellbore volume, a constant sur-
face flow rate does not ensure that the entire
rate is being produced from the formation. This
effect is due to wellbore storage. Consider the
case of a drawdown test. When the well is first
opened to flow after a shut-in period, the pres-
sure in the wellbore drops. This drop in pres-
sure causes the following two types of wellbore
storage:

(1) a wellbore storage effect caused by fluid
expansion;

(2) a wellbore storage effect caused by changing
fluid level in the casing�tubing annulus.
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As the bottom-hole pressure drops, the well-
bore fluid expands and, thus, the initial surface
flow rate is not from the formation, but basi-
cally from the fluid that had been stored in the
wellbore. This is defined as the wellbore storage
due to fluid expansion.

The second type of wellbore storage is due to
a change in the annulus fluid level (falling level
during a drawdown test, rising level during a
drawdown test, and rising fluid level during a
pressure buildup test). When the well is open to
flow during a drawdown test, the reduction in
pressure causes the fluid level in the annulus to
fall. This annulus fluid production joins that
from the formation and contributes to the total
flow from the well. The falling fluid level is gen-
erally able to contribute more fluid than that by
expansion.

The above discussion suggests that part of
the flow will be contributed by the wellbore
instead of the reservoir. That is:

q5 qf 1 qwb

where

q5 surface flow rate, bbl/day
qf5 formation flow rate, bbl/day
qwb5 flow rate contributed by the wellbore,

bbl/day

During this period when the flow is dominated
by the wellbore storage, the measured drawdown
pressures will not produce the ideal semilog
straight-line behavior that is expected during
transient flow. This indicates that the pressure
data collected during the period of the wellbore
storage effect cannot be analyzed by using con-
ventional methods. As production time increases,
the wellbore contribution decreases and the for-
mation rate increases until it eventually equals
the surface flow rate, i.e., q5 qf, which signifies
the end of the wellbore storage effect.

The effect of fluid expansion and changing
fluid level can be quantified in terms of the
wellbore storage factor C which is defined as:

C 5
ΔVwb
Δp

where

C5wellbore storage coefficient, bbl/psi
ΔVwb5 change in the volume of fluid in the
wellbore, bbl

The above relationship can be applied to
mathematically represent the individual effect of
wellbore fluid expansion and falling (or rising)
fluid level, to give the following relationships.

Wellbore Storage Effect Caused by Fluid
Expansion.

CFE 5Vwbcwb

where

CFE5wellbore storage coefficient due to fluid
expansion, bbl/psi
Vwb5 total wellbore fluid volume, bbl
cwb5 average compressibility of fluid in the
wellbore, psi21

Wellbore Storage Effect Due To Changing
Fluid Level.

CFL 5
144Aa

5:615ρ

with

Aa 5
π½ðIDCÞ2 2 ðODTÞ2�

4ð144Þ
where

CFL5wellbore storage coefficient due to chang-
ing fluid level, bbl/psi

Aa5 annulus cross-sectional area, ft2

ODT5 outside diameter of the production tub-
ing, inches

IDC5 inside diameter of the casing, inches
ρ5wellbore fluid density, lb/ft3

This effect is essentially small if a packer is
placed near the producing zone. The total stor-
age effect is the sum of both coefficients. That
is:

C 5 CFE 1 CFL

It should be noted during oil well testing that
the fluid expansion is generally insignificant due
to the small compressibility of liquids. For gas
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wells, the primary storage effect is due to gas
expansion.

To determine the duration of the wellbore
storage effect, it is convenient to express the
wellbore storage factor in a dimensionless form
as:

CD 5
5:615C

2πhφctr2w
5

0:8936C

φhctr2w
(1.172)

where

CD5 dimensionless wellbore storage factor
C5wellbore storage factor, bbl/psi
ct5 total compressibility coefficient, psi21

rw5wellbore radius, ft
h5 thickness, ft

Horn (1995) and Earlougher (1977), among
other authors, have indicated that the wellbore
pressure is directly proportional to the time dur-
ing the wellbore storage-dominated period of
the test and is expressed by:

pD 5
tD
CD

(1.173)

where

pD5 dimensionless pressure during wellbore
storage domination time
tD5 dimensionless time

Taking the logarithm of both sides of this
relationship gives:

logðpDÞ5 logðtDÞ2 logðCDÞ
This expression has a characteristic that is

diagnostic of wellbore storage effects. It indi-
cates that a plot of pD vs. tD on a log�log scale
will yield a straight line of a unit slope, i.e.,
a straight line with a 45� angle, during the well-
bore storage-dominated period. Since pD is pro-
portional to pressure drop Δp and tD is
proportional to time t, it is convenient to plot
log(pi2 pwf) vs. log(t) and observe where the
plot has a slope of one cycle in pressure per
cycle in time. This unit slope observation is of
major value in well test analysis.

The log�log plot is a valuable aid for recog-
nizing wellbore storage effects in transient tests

(e.g., drawdown or buildup tests) when early-
time pressure recorded data is available. It is
recommended that this plot be made a part of
the transient test analysis. As wellbore storage
effects become less severe, the formation begins
to influence the bottom-hole pressure more and
more, and the data points on the log�log plot
fall below the unit-slope straight line and signify
the end of the wellbore storage effect. At this
point, wellbore storage is no longer important
and standard semilog data-plotting analysis
techniques apply here. As a rule of thumb, the
time that indicates the end of the wellbore stor-
age effect can be determined from the log�log
plot by moving 12112 cycles in time after the
plot starts to deviate from the unit slope and
reading the corresponding time on the x-axis.
This time maybe estimated from:

tD . ð601 3:5sÞCD
or

t .
ð200; 0001 12; 000sÞC

ðkh=μÞ
where

t5 total time that marks the end of the wellbore
storage effect and the beginning of the semilog
straight line, hours
k5 permeability, md
s5 skin factor
μ5 viscosity, cp
C5wellbore storage coefficient, bbl/psi

In practice, it is convenient to determine the
wellbore storage coefficient C by selecting a
point on the log�log unit-slope straight line
and reading the coordinate of the point in terms
of t and Δp, to give:

C 5
qt

24 Δp
5

QBt

24 Δp

where

t5 time, hours
Δp5 pressure difference (pi2 pwf), psi
q5 flow rate, bbl/day
Q5 flow rate, STB/day
B5 formation volume factor, bbl/STB
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It is important to note that the volume of
fluids stored in the wellbore distorts the early-
time pressure response and controls the duration
of wellbore storage, especially in deep wells with
large wellbore volumes. If the wellbore storage
effects are not minimized or if the test is not con-
tinued beyond the end of the wellbore storage-
dominated period, the test data will be difficult
to analyze with current conventional well testing
methods. To minimize wellbore storage distor-
tion and to keep well tests within reasonable
lengths of time, it may be necessary to run tub-
ing, packers, and bottom-hole shut-in devices.

Example 1.26
The following data is given for an oil well that
is scheduled for a drawdown test:

• Volume of fluid in the wellbore5 180 bbl
• Tubing outside diameter5 2 in.
• Production oil density in the

wellbore5 7.675 in.
• Average oil density in the wellbore5 45 lb/

ft3

h5 50 ft, φ5 15%
rw5 0.25 ft, μo5 2 cp
k5 30 md, s5 0
ct5 203 1026 psi21, co5 103 1026 psi21

If this well is placed under a constant
production rate, calculate the dimensionless
wellbore storage coefficient CD. How long will it
take for wellbore storage effects to end?

Solution

Step 1. Calculate the cross-sectional area of
the annulus Aa:

Aa 5
π½ðIDCÞ2 2 ðODTÞ2�

4ð144Þ

5
π½ð7:675Þ2 2 ð2Þ2�

ð4Þð144Þ 5 0:2995 ft2

Step 2. Calculate the wellbore storage factor
caused by fluid expansion:

CFE 5Vwbcwb

5 ð180Þð103 1026Þ5 0:0018 bbl=psi

Step 3. Determine the wellbore storage factor
caused by the falling fluid level:

CFL 5
144Aa

5:615ρ

5
144ð0:2995Þ
ð5:615Þð45Þ 5 0:1707 bbl=psi

Step 4. Calculate the total wellbore storage
coefficient:

C 5 CFE 1 CFL

5 0:00181 0:17075 0:1725 bbl=psi

The above calculations show that
the effect of fluid expansion CFE can
generally be neglected in crude oil
systems.

Step 5. Calculate the dimensionless wellbore
storage coefficient from Eq. (1.172):

CD 5
0:8936C

φhctr2w
5

0:8936ð0:1707Þ
0:15ð50Þð203 1026Þð0:25Þ2

5 16; 271

Step 6. Approximate the time required for
wellbore storage influence to end from:

t 5
ð200; 0001 12;000sÞCμ

kh

5
ð200; 0001 0Þð0:1725Þð2Þ

ð30Þð50Þ 5 46 hours

The straight-line relationship as expressed by
Eq. (1.170) is only valid during the infinite-act-
ing behavior of the well. Obviously, reservoirs
are not infinite in extent, so the infinite-acting
radial flow period cannot last indefinitely.
Eventually, the effects of the reservoir bound-
aries will be felt at the well being tested. The
time at which the boundary effect is felt is
dependent on the following factors:

• permeability k;
• total compressibility ct;
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• porosity φ;
• viscosity μ;
• distance to the boundary;
• shape of the drainage area.

Earlougher (1977) suggested the following
mathematical expression for estimating the
duration of the infinite-acting period:

teia 5
φμctA

0:0002637k

� �
ðtDAÞeia

where

teia5 time to the end of infinite-acting period,
hours
A5well drainage area, ft2

ct5 total compressibility, psi21

(tDA)eia5 dimensionless time to the end of the
infinite-acting period

This expression is designed to predict the
time that marks the end of transient flow in a
drainage system of any geometry by obtaining
the value of tDA from Table 1.4. The last three
columns of the table provide with values of tDA

that allow the engineer to calculate:

• the maximum elapsed time during which a
reservoir is infinite acting;

• the time required for the pseudosteady-state
solution to be applied and predict pressure
drawdown within 1% accuracy;

• the time required for the pseudosteady-state
solution (equations) to be exact and applied.

As an example, for a well centered in a circu-
lar reservoir, the maximum time for the reser-
voir to remain as an infinite-acting system can
be determined using the entry in the final col-
umn of Table 1.4 to give (tDA)eia5 0.1, and
accordingly:

teia 5
φμctA

0:0002637k

� �
ðtDAÞeia 5

φμctA
0:0002637k

� �
0:1

or

teia 5
380φμctA

k

For example, for a well that is located in the
center of a 40 acre circular drainage area with
the following properties:

k5 60 md; ct 5 63 1026 psi21; μ5 1:5 cp; φ5 0:12

the maximum time, in hours, for the well to
remain in an infinite-acting system is:

teia 5
380φμctA

k
5

380ð0:12Þð1:4Þð63 1026Þð403 43560Þ
60

5 11:1 hours

Similarly, the pseudosteady-state solution can
be applied any time after the semisteady-state
flow begins at tpss as estimated from:

tpss 5
φμctA

0:0002637k

� �
ðtDAÞpss

where (tDA)pss can be found from the entry in
the fifth column of the table.

Hence, the specific steps involved in a draw-
down test analysis are:

Step 1. Plot pi2 pwf vs. t on a log�log scale.
Step 2. Determine the time at which the unit-

slope line ends.
Step 3. Determine the corresponding time at

112 log cycle, ahead of the observed
time in step 2. This is the time that
marks the end of the wellbore storage
effect and the start of the semilog
straight line.

Step 4. Estimate the wellbore storage coeffi-
cient from:

C 5
qt

24 Δp
5

QBt

24 Δp

where t and Δp are values read from a
point on the log�log unit-slope
straight line and q is the flow rate in
bbl/day.

Step 5. Plot pwf vs. t on a semilog scale.
Step 6. Determine the start of the straight-line

portion as suggested in step 3 and
draw the best line through the points.

Step 7. Calculate the slope of the straight line
and determine the permeability k and
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skin factor s by applying Eqs. (1.170)
and (1.171), respectively:

k5
2162:6QoBoμo

mh

s5 1:151
pi 2 p1 hour

mj j 2 log
k

φμctr2w

� �
1 3:23

� �

Step 8. Estimate the time to the end of the
infinite-acting (transient flow) period,
i.e., teia, which marks the beginning of
the pseudosteady-state flow.

Step 9. Plot all the recorded pressure data
after teia as a function of time on a reg-
ular Cartesian scale. This data should
form a straight-line relationship.

Step 10. Determine the slope of the pseudostea-
dy-state line, i.e., dp/dt (commonly
referred to as m\) and use Eq. (1.127)
to solve for the drainage area A:

A5
20:23396QB

cthφðdp=dtÞ
5

20:23396QB

cthφm\

where

m\5 slope of the semisteady-state
Cartesian straight line
Q5 fluid flow rate, STB/day
B5 formation volume factor, bbl/STB

Step 11. Calculate the shape factor CA from the
expression that was developed by
Earlougher (1977):

CA 5 5:456
m

m\

� �
exp

2:303ðp1 hour 2 pintÞ
m

� �

where

m5 slope of transient semilog straight
line, psi/log cycle
m\5 slope of the pseudosteady-state
Cartesian straight line
p1 hour5 pressure at t5 1 hour from
transient semilog straight line, psi
pint5 pressure at t5 0 from semisteady-
state Cartesian straight line, psi

Step 12. Use Table 1.4 to determine the drain-
age configuration of the tested well
that has a value of the shape factor CA

closest to that of the calculated one,
i.e., step 11.

Radius of Investigation. The radius of investi-
gation rinv of a given test is the effective distance
traveled by the pressure transients, as measured
from the tested well. This radius depends on the
speed with which the pressure waves propagate
through the reservoir rock, which, in turn, is deter-
mined by the rock and fluid properties, such as:

• porosity;
• permeability;
• fluid viscosity;
• total compressibility.

As time t increases, more of the reservoir is
influenced by the well and the radius of drain-
age, or investigation, increases as given by:

rinv 5 0:0325

ffiffiffiffiffiffiffiffiffiffi
kt

φμct

s

where

t5 time, hours
k5 permeability, md
ct5 total compressibility, psi21

It should be pointed out that the equations
developed for slightly compressible liquids can
be extended to describe the behavior of real
gases by replacing the pressure with the real-gas
pseudopressure m(p), as defined by:

mðpÞ5
ðp
0

2p

μZ
dp

with the transient pressure drawdown behavior
as described by Eq. (1.162), or:

mðpwfÞ5mðpiÞ2
1637QgT

kh

� �

3 log
kt

φμi cti r
2
w

� �
2 3:231 0:87s\

� �

Under constant gas flow rate, the above rela-
tion can be expressed in a linear form as:

mðpwfÞ5
�
mðpiÞ2

1637QgT

kh

� �

3 log
k

φμi cti r
2
w

� �
2 3:231 0:87s\

� ��
2

1637QgT

kh

� �
logðt Þ
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or

mðpwfÞ5 a1m logðt Þ
which indicates that a plot of m(pwf) vs. log(t)
would produce a semilog straight line with a
negative slope of:

m5
1637QgT

kh

Similarly, in terms of the pressure-squared
approximation form:

p2wf5p2i 2
1637QgTZμ

kh

" #
3 log

kt

φμi cti r
2
w

� �
23:2310:87s\

� �

or

p2wf 5

�
p2i 2

1637QgTZμ
kh

" #

3 log
k

φμi cti r
2
w

� �
2 3:231 0:87s\

� ��

2
1637QgTZμ

kh

" #
logðt Þ

This equation is an equation of a straight line
that can be simplified to give:

p2wf 5 a1m logðt Þ
which indicates that a plot of p2wf vs. log(t)
would produce a semilog straight line with a
negative slope of:

m5
1637QgTZμ

kh

The true skin factor s which reflects the forma-
tion damage or stimulation is usually combined
with the non-Darcy rate-dependent skin and is
labeled as the apparent or total skin factor:

s\ 5 s1DQg

with the term DQg interpreted as the rate-
dependent skin factor. The coefficient D is
called the inertial or turbulent flow factor and
is given by Eq. (1.159):

D5
Fkh

1422T

where

Qg5 gas flow rate, Mscf/day
t5 time, hours
k5 permeability, md
μi5 gas viscosity as evaluated at pi, cp

The apparent skin factor s\ is given by:

For pseudopressure approach:

s\ 5 1:151
mðpi Þ2mðp1 hourÞ

mj j 2 log
k

φμi cti r
2
w

� �
1 3:23

� �

• For pressure-squared approach:

s\ 5 1:151
p2i 2 p21 hour

mj j 2 log
k

φμct r2w

� �
1 3:23

� �

If the duration of the drawdown test of the
gas well is long enough to reach its boundary,
the pressure behavior during the boundary-
dominated period (pseudosteady-state condi-
tion) is described by an equation similar to that
of Eq. (1.136) as:

• For pseudopressure approach:

mðpi Þ2mðpwfÞ
q

5
ΔmðpÞ

q
5

711T

kh
ln

4A

1:781CAr2wa

� �

1
2:356T

φðμgcgÞi Ah

" #
t

and as a linear equation by:

ΔmðpÞ
q

5 bpss 1m\t

This relationship indicates that a plot of
Δm(p)/q vs. t will form a straight line with:

Intercept: bpss 5
711T

kh
ln

4A

1:781CAr2wa

0
@

1
A

Slope: m\ 5
2:356T

ðμgctÞiðφhAÞ
5

2:356T

ðμgctÞi ðpore volumeÞ
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• For pressure-squared approach:

p2i 2 p2wf
q

5
Δðp2Þ
q

5
711μZT

kh
ln

4A

1:781CAr2wa

� �

1
2:356μZT
φðμgcgÞiAh

" #
t

and in a linear form as:

Δðp2Þ
q

5 bpss 1m\t

This relationship indicates that a plot of
Δ(p2)/q vs. t on a Cartesian scale will form a
straight line with:

Intercept: bpss 5
711μZT

kh
ln

4A

1:781CAr2wa

0
@

1
A

Slope: m\ 5
2:356μZT
ðμgctÞiðφhAÞ

5
2:356μZT

ðμgctÞiðpore volumeÞ

where

q5 flow rate, Mscf/day
A5 drainage area, ft2

T5 temperature, �R
t5 flow time, hours

Meunier et al. (1987) suggested a methodol-
ogy for expressing the time t and the correspond-
ing pressure p that allows the use of liquid flow
equations without special modifications for gas
flow. Meunier et al. introduced the following
normalized pseudopressure ppn and normalized
pseudotime tpn:

ppn 5 pi 1
μiZi
pi

0
@

1
AÐ p

0

p

μZ
dp

tpn 5μicti
Ð t
0

1

μct
dp

2
4

3
5

The subscript “i” on μ, Z, and ct refers to the
evaluation of these parameters at the initial res-
ervoir pressure pi. By using the Meunier et al.
definition of the normalized pseudopressure and
normalized pseudotime there is no need to mod-
ify any of the liquid analysis equations.

However, care should be exercised when repla-
cing the liquid flow rate with the gas flow rate.
It should be noted that in all transient flow equa-
tions when applied to the oil phase, the flow rate
is expressed as the product of QoBo in bbl/day;
that is, in reservoir barrels/day. Therefore, when
applying these equations to the gas phase, the
product of the gas flow rate and gas formation
volume factor QgBg should be given in bbl/day.
For example, if the gas flow rate is expressed in
scf/day, the gas formation volume factor must
be expressed in bbl/scf. The recorded pressure
and time are then simply replaced by the nor-
malized pressure and normalized time to be used
in all the traditional graphical techniques,
including pressure buildup.

1.3.2 Pressure Buildup Test

The use of pressure buildup data has provided
the reservoir engineer with one more useful tool
in the determination of reservoir behavior.
Pressure buildup analysis describes the buildup
in wellbore pressure with time after a well has
been shut in. One of the principal objectives of
this analysis is to determine the static reservoir
pressure without waiting weeks or months for
the pressure in the entire reservoir to stabilize.
Because the buildup in wellbore pressure will
generally follow some definite trend, it has been
possible to extend the pressure buildup analysis
to determine:

• the effective reservoir permeability;
• the extent of permeability damage around

the wellbore;
• the presence of faults and to some degree

the distance to the faults;
• any interference between producing wells;
• the limits of the reservoir where there is no

strong water drive or where the aquifer is no
larger than the hydrocarbon reservoir.

Certainly all of this information will probably
not be available from any given analysis, and the
degree of usefulness of this information will
depend on the experience and the amount of other
information available for correlation purposes.
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The general formulas used in analyzing pres-
sure buildup data come from a solution of the
diffusivity equation. In pressure buildup and
drawdown analyses, the following assumptions,
regarding the reservoir, fluid, and flow behav-
ior, are usually made:

• Reservoir: homogeneous; isotropic; horizon-
tal of uniform thickness.

• Fluid: single phase; slightly compressible;
constant μo and Bo.

• Flow: laminar flow; no gravity effects.

Pressure buildup testing requires shutting in a
producing well and recording the resulting
increase in the wellbore pressure as a function
of shut-in time. The most common and simplest
analysis techniques require that the well pro-
duces at a constant rate for a flowing time of tp,
either from startup or long enough to establish
a stabilized pressure distribution, before shut in.
Traditionally, the shut-in time is denoted by the
symbol Δt. Figure 1.36 schematically shows the
stabilized constant flow rate before shut-in and

the ideal behavior of pressure increase during
the buildup period. The pressure is measured
immediately before shut-in and is recorded as a
function of time during the shut-in period. The
resulting pressure buildup curve is then ana-
lyzed to determine reservoir properties and the
wellbore condition.

Stabilizing the well at a constant rate before
testing is an important part of a pressure
buildup test. If stabilization is overlooked or is
impossible, standard data analysis techniques
may provide erroneous information about the
formation.

Two widely used methods are discussed
below; these are:

(1) the Horner plot;
(2) the Miller�Dyes�Hutchinson method.

1.3.3 Horner Plot

A pressure buildup test is described mathemati-
cally by using the principle of superposition.
Before the shut-in, the well is allowed to flow at
a constant flow rate of Qo STB/day for tp days.
At the end of the flowing period, the well is
shut in with a corresponding change in the flow
rate from the “old” rate of Qo to the “new”
flow rate of Qnew5 0, i.e., Qnew2Qold52Qo.

Calculation of the total pressure change that
occurs at the sand face during the shut-in time
is basically the sum of the pressure changes that
are caused by:

• flowing the well at a stabilized flow rate of
Qold, i.e., the flow rate before shut-in Qo,
and is in effect over the entire time of
tp1Δt;

• the net change in the flow rate from Qo to 0
and is in effect over Δt.

The composite effect is obtained by adding
the individual constant-rate solutions at the
specified rate�time sequence, as:

pi 2 pws 5 ðΔpÞtotal 5 ðΔpÞdue to ðQo 20Þ 1 ðΔpÞdue to ð02QoÞ

Flowing Period

0
Shut-In Period

Time (t)

Time (t)
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tp
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FIGURE 1.36 Idealized pressure buildup test.
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where

pi5 initial reservoir pressure, psi
pws5wellbore pressure during shut in, psi

The above expression indicates that there are
two contributions to the total pressure change
at the wellbore resulting from the two individ-
ual flow rates.

The first contribution results from increasing
the rate from 0 to Qo and is in effect over the
entire time period tp1Δt, thus:

ðΔpÞQo 2 0 5
162:6ðQo 2 0ÞBoμo

kh

� �

3 log
kðtp 1ΔtÞ
φμoctr

2
w

� �
2 3:231 0:87s

� �

The second contribution results from
decreasing the rate from Qo to 0 at tp, i.e., shut-
in time, thus:

ðΔpÞ02Qo
5

162:6ð02QoÞBoμo

kh

� �

3 log
kΔt

φμoctr
2
w

� �
2 3:231 0:87s

� �

The pressure behavior in the well during the
shut-in period is then given by:

pi 2 pws 5
162:6QoμoBo

kh
log

kðtp 1Δt Þ
φμoctr

2
w

2 3:23

� �

2
162:6ð2QoÞμoBo

kh
log

k Δt

φμoctr
2
w

2 3:23

� �

Expanding this equation and canceling terms
gives:

pws 5 pi 2
162:6QoμoBo

kh
log

tp 1Δt

Δt

� �� �
(1.174)

where

pi5 initial reservoir pressure, psi
pws5 sand face pressure during pressure
buildup, psi
tp5 flowing time before shut-in, hours
Qo5 stabilized well flow rate before shut-in,
STB/day
Δt5 shut-in time, hours

The pressure buildup equation, i.e., Eq. (1.174)
was introduced by Horner (1951) and is com-
monly referred to as the Horner equation.

Eq. (1.174) is basically an equation of a
straight line that can be expressed as:

pws 5 pi 2m log
tp 1Δt

Δt

� �� �
(1.175)

This expression suggests that a plot of pws vs.
(tp1Δt)/Δt on a semilog scale would produce a
straight-line relationship with intercept pi and
slope m, where:

m5
162:6QoBoμo

kh
(1.176)

or

k5
162:6QoBoμo

mh

and where

m5 slope of straight line, psi/cycle
k5 permeability, md

This plot, commonly referred to as the
Horner plot, is illustrated in Figure 1.37. Note
that on the Horner plot, the scale of time ratio
(tp1Δt)/Δt increases from right to left. It is
observed from Eq. (1.174) that pws5 pi when
the time ratio is unity. Graphically, this means
that the initial reservoir pressure, pi, can be
obtained by extrapolating the Horner plot
straight line to (tp1Δt)/Δt5 1.

The time corresponding to the point of shut-
in, tp can be estimated from the following
equation:

tp 5
24Np

Qo

where

Np5well cumulative oil produced before shut
in, STB

Qo5 stabilized well flow rate before shut in,
STB/day

tp5 total production time, hours
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Earlougher (1977) pointed out that a result
of using the superposition principle is that the
skin factor, s, does not appear in the general
pressure buildup equation, Eq. (1.174). That
means the Horner plot slope is not affected by
the skin factor; however, the skin factor still
does affect the shape of the pressure buildup
data. In fact, an early-time deviation from the
straight line can be caused by the skin factor as
well as by wellbore storage, as illustrated in
Figure 1.36. The deviation can be significant for
the large negative skins that occur in hydrauli-
cally fractured wells. The skin factor does affect
flowing pressure before shut-in and its value
may be estimated from the buildup test data

plus the flowing pressure immediately before
the buildup test, as given by:

s5 1:151
p1 hour 2 pwf at Δt 5 0

mj j 2 log
k

φμctr2w

� �
1 3:23

� �
(1.177)

with an additional pressure drop across the
altered zone of:

Δpskin 5 0:87 mj js
where

pwf at Δt5 0 5 bottom-hole flowing pressure
immediately before shut in, psi
s5 skin factor

Deviation from straight line
caused by wellbore storage
and skin

Slope = −m

(tp +Δt) /Δt
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FIGURE 1.37 Horner plot. (After Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5.
Society of Petroleum Engineers of AIME, Dallas, TX; Permission to publish by the SPE, copyright SPE, 1977.)
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jmj5 absolute value of the slope in the Horner
plot, psi/cycle
rw5wellbore radius, ft

The value of p1 hour must be taken from the
Horner straight line. Frequently, the pressure
data does not fall on the straight line at 1 hour
because of wellbore storage effects or large neg-
ative skin factors. In that case, the semilog line
must be extrapolated to 1 hour and the corre-
sponding pressure is read.

It should be noted that for a multiphase
flow, Eqs. (1.174) and (1.177) become:

pws 5 pi 2
162:36qt

λth
log

tp 1Δt

Δt

� �� �

s5 1:151

�
p1 hour 2 pwf at Δt 5 0

mj j

2 log
λt

φctr2w

� �
1 3:23

�

with

λt 5
ko
μo

1
kw
μw

1
kg
μg

qt 5QoBo 1QwBw 1 ðQg 2QoRsÞBg

or equivalently in terms of GOR as:

qt 5QoBo 1QwBw 1 ðGOR2 RsÞQoBg

where

qt5 total fluid voidage rate, bbl/day
Qo5 oil flow rate, STB/day
Qw5water flow rate, STB/day
Qg5 gas flow rate, scf/day
Rs5 gas solubility, scf/STB
Bg5 gas formation volume factor, bbl/scf
λt5 total mobility, md /cp
ko5 effective permeability to oil, md
kw5 effective permeability to water, md
kg5 effective permeability to gas, md

The regular Horner plot would produce a
semilog straight line with a slope m that can be
used to determine the total mobility λt from:

λt 5
162:6qt
mh

Perrine (1956) showed that the effective per-
meability of each phase, i.e., ko, kw, and kg, can
be determined as:

ko 5
162:6QoBoμo

mh

kw 5
162:6QwBwμw

mh

kg 5
162:6ðQg 2QoRs ÞBgμg

mh

For gas systems, a plot of m(pws) or p2ws vs.
(tp1Δt)/Δt on a semilog scale would produce a
straight-line relationship with a slope of m and
apparent skin factor s as defined by:

• For pseudopressure approach:

m5
1637QgT

kh

s\ 5 1:151

�
mðp1 hourÞ2mðpwf at Δt 5 0Þ

mj j

2 log
k

φμictir
2
w

� �
1 3:23

�

• For pressure-squared approach:

m5
1637QgZμg

kh

s\ 5 1:151

�
p21 hour 2 p2wf at Δt 5 0

mj j

2 log
k

φμictir
2
w

� �
1 3:23

�

where

Qg5 the gas flow rate, Mscf/day

It should be pointed out that when a well is
shut-in for a pressure buildup test, the well is
usually closed at the surface rather than the
sand face. Even though the well is shut in, the
reservoir fluid continues to flow and accumu-
lates in the wellbore until the well fills suffi-
ciently to transmit the effect of shut-in to the
formation. This “after-flow” behavior is caused
by the wellbore storage and it has a significant
influence on pressure buildup data. During the
period of wellbore storage effects, the pressure
data points fall below the semilog straight line.
The duration of these effects may be estimated
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by making the log�log data plot described pre-
viously of log(pws2 pwf) vs. log(Δt) with pwf as
the value recorded immediately before shut-in.
When wellbore storage dominates, that plot
will have a unit-slope straight line; as the semi-
log straight line is approached, the log�log plot
bends over to a gently curved line with a low
slope.

The wellbore storage coefficient C is calcu-
lated by selecting a point on the log�log unit-
slope straight line and reading the coordinate of
the point in terms of Δt and Δp:

C 5
q Δt

24 Δp
5

QB Δt

24 Δp

where

Δt5 shut-in time, hours
Δp5 pressure difference (pws2 pwf), psi
q5 flow rate, bbl/day
Q5 flow rate, STB/day
B5 formation volume factor, bbl/STB

with a dimensionless wellbore storage coeffi-
cient as given by Eq. (1.34) as:

CD 5
0:8936C

φhctr2w

In all the pressure buildup test analyses, the
log�log data plot should be made before the
straight line is chosen on the semilog data plot.
This log�log plot is essential to avoid drawing
a semilog straight line through the wellbore
storage-dominated data. The beginning of the
semilog line can be estimated by observing the
time when the data points on the log�log plot
reach the slowly curving low-slope line and
adding 1 to 112 cycles in time after the end of the
unit-slope straight line. Alternatively, the time
to the beginning of the semilog straight line can
be estimated from:

Δt .
170; 000C e0:14s

ðkh=μÞ
where

c5 calculated wellbore storage coefficient,
bbl/psi

k5 permeability, md
s5 skin factor
h5 thickness, ft

Example 1.27
Table 1.5 shows the pressure buildup data from an
oil well with an estimated drainage radius of
2640 ft. Before shut-in, the well had produced at
a stabilized rate of 4900 STB/day for 310 hours.
Known reservoir data is:2

depth5 10476 ft, rw5 0.354 ft, ct5 22.33 1026 psi21

Qo5 4900 STB/D, h5 482 ft, pwf(Δt5 0)5

2761 psig

μo5 0.20 cp, Bo5 1.55 bbl/

STB,

φ5 0.09

tp5 310 hour, re5 2640 ft

Calculate:

• the average permeability k;
• the skin factor;
• the additional pressure drop due to skin.

Solution

Step 1. Plot pws vs. (tp1Δt)/Δt on a semilog
scale as shown in Figure 1.38.

Step 2. Identify the correct straight-line portion of
the curve and determine the slope m:

m5 40 psi=cycle

Step 3. Calculate the average permeability by
using Eq. (1.176):

k5
162:6QoBoμo

mh

5
ð162:6Þð4900Þð1:55Þð0:22Þ

ð40Þð482Þ 5 12:8 md

Step 4. Determine pwf after 1 hour from the
straight-line portion of the curve:

p1 hr 5 3266 psi

2This example problem and the solution procedure are
given in Earlougher, R. Advances in Well Test Analysis,
Monograph Series, SPE, Dallas (1997).
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Step 5. Calculate the skin factor by applying
Eq. (1.177):

s51:151
p1 hour2pwf Δt50

m
2 log

k

φμctr2w

� �
13:23

� �

51:151

"
326622761

40

2 log
ð12:8Þ

ð0:09Þð0:20Þð22:631026Þð0:354Þ2
� �

13:23

#

58:6

Step 6. Calculate the additional pressure drop by
using:

Δpskin 5 0:87 mj js5 0:87ð40Þð8:6Þ5 299:3 psi

It should be pointed out that Eq. (1.174)
assumes the reservoir to be infinite in size, i.e.,
re5N, which implies that at some point in the
reservoir the pressure would always be equal to

TABLE 1.5 Earlougher’s Pressure Buildup Data

Δt (hour) tp1Δt (hour) tp1ΔtΔt pws (psig)

0.0 2 � 2761
0.10 310.30 3101 3057
0.21 310.21 1477 3153
0.31 310.31 1001 3234
0.52 310.52 597 3249
0.63 310.63 493 3256
0.73 310.73 426 3260
0.84 310.84 370 3263
0.94 310.94 331 3266
1.05 311.05 296 3267
1.15 311.15 271 3268
1.36 311.36 229 3271
1.68 311.68 186 3274
1.99 311.99 157 3276
2.51 312.51 125 3280
3.04 313.04 103 3283
3.46 313.46 90.6 3286
4.08 314.08 77.0 3289
5.03 315.03 62.6 3293
5.97 315.97 52.9 3297
6.07 316.07 52.1 3297
7.01 317.01 45.2 3300
8.06 318.06 39.5 3303
9.00 319.00 35.4 3305
10.05 320.05 31.8 3306
13.09 323.09 24.7 3310
16.02 326.02 20.4 3313
20.00 330.00 16.5 3317
26.07 336.07 12.9 3320
31.03 341.03 11.0 3322
34.98 344.98 9.9 3323
37.54 347.54 9.3 3323

aThis example problem and the solution procedure are given in Earlougher, R. Advance Well Test Analysis, Monograph Series, SPE,
Dallas (1977).
Permission to Publish by the SPE, Copyright SPE, 1977.
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the initial reservoir pressure pi and the Horner
straight-line plot will always extrapolate to pi.
However, reservoirs are finite and soon after
production begins, fluid removal will cause a
pressure decline everywhere in the reservoir sys-
tem. Under these conditions, the straight line
will not extrapolate to the initial reservoir pres-
sure pi but, instead, the pressure obtained will
be a false pressure as denoted by p*. The false
pressure, as illustrated by Matthews and Russell
(1967) in Figure 1.39, has no physical meaning
but it is used to determine the average reservoir
pressure p. It is clear that p* will only equal the
initial (original) reservoir pressure pi when a
new well in a newly discovered field is tested.
Using the concept of the false pressure p*,
Horner expressions, as given by Eqs. (1.174)
and (1.175), should be expressed in terms of p*

instead of pi as:

pws 5 p� 2
162:6QoμoBo

kh
log

tp 1Δt

Δt

� �� �

and

pws 5 p� 2m log
tp 1Δt

Δt

� �� �
(1.178)

Bossie-Codreanu (1989) suggested that the
well drainage area can be determined from the
Horner pressure buildup plot or the MDH plot,
discussed next, by selecting the coordinates of
any three points located on the semilog straight-
line portion of the plot to determine the slope
of the pseudosteady-state line mpss. The coordi-
nates of these three points are designated as:

• shut-in time Δt1 and with a corresponding
shut-in pressure pws1;

• shut-in time Δt2 and with a corresponding
shut-in pressure pws2;

(tp +Δt) /Δt
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FIGURE 1.38 Earlougher’s semilog data plot for the buildup test. (Permission to publish by the SPE, copyright SPE,
1977.)
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• shut-in time Δt3 and with a corresponding
shut-in pressure pws3.

The selected shut-in times satisfy
Δt1,Δt2,Δt3. The slope of the pseudosteady-
state straight-line mpss is then approximated by:

mpss5
ðpws22pws1Þ logðΔt3=Δt1Þ2ðpws32pws1Þ log½Δt2=Δt1�
ðΔt32Δt1Þ logðΔt2Δt1Þ2ðΔt22Δt1Þ logðΔt3=Δt1Þ

(1.179)

The well drainage area can be calculated
from Eq. (1.127):

m\ 5mpss 5
0:23396QoBo

ctAhφ

Solving for the drainage area gives:

A5
0:23396QoBo

ctmpsshφ

where

mpss or m\5 slope of straight line during the
pseudosteady-state flow, psi/hour
Qo5 flow rate, bbl/day
A5well drainage area, ft2

1.3.4 Miller�Dyes�Hutchinson
Method

The Horner plot may be simplified if the well
has been producing long enough to reach a
pseudosteady state. Assuming that the produc-
tion time tp is much greater than the total shut-
in time Δt, i.e., tpcΔt, the term tp 1Δt C tp
and:

log
tp 1Δt

Δt

� �
D log

tp
Δt

� �
5 logðtpÞ2 logðΔt Þ

Applying the above mathematical assumption
to Eq. (1.178), gives:

pws 5 p� 2m½logðtpÞ2 logðΔt Þ�

or

pws 5 ½p� 2m logðtpÞ�1m logðΔt Þ

This expression indicates that a plot of pws

vs. log(Δt) would produce a semilog straight
line with a positive slope of 1m that is identical
to that obtained from the Horner plot. The

(tp + Δt) / Δt
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FIGURE 1.39 Typical pressure buildup curve for a well in a finite. (After Earlougher, Robert C., Jr., 1977. Advances in
Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of AIME, Dallas, TX; Permission to publish by the
SPE, copyright SPE, 1977.)
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slope is defined mathematically by Eq. (1.176)
as:

m5
162:6QoBoμo

kh

The semilog straight-line slope m has the
same value as of the Horner plot. This plot is
commonly called the Miller�Dyes�Hutchinson
(MDH) plot. The false pressure p* may be esti-
mated from the MDH plot by using:

p� 5 p1 hour 1m logðtp 1 1Þ (1.180)

where p1 hour is read from the semilog straight-
line plot at Δt5 1 hour. The MDH plot of the
pressure buildup data given in Table 1.5 in
terms of pws vs. log(Δt) is shown in
Figure 1.40.

Figure 1.40 shows a positive slope of
m5 40 psi/cycle that is identical to the value
obtained in Example 1.26 with a p1 hour5
3266 psig.

As in the Horner plot, the time that marks
the beginning of the MDH semilog straight line
may be estimated by making the log�log plot
of (pws2 pwf) vs. Δt and observing when the
data points deviate from the 45� angle (unit
slope). The exact time is determined by moving
1 to 112 cycles in time after the end of the unit-
slope straight line.

The observed pressure behavior of the test
well following the end of the transient flow will
depend on:

• shape and geometry of the test well drainage
area;

• the position of the well relative to the drain-
age boundaries;

• length of the producing time tp before shut-
in.

If the well is located in a reservoir with no
other wells, the shut-in pressure would eventu-
ally become constant (as shown in Figure 1.38)
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FIGURE 1.40 Miller�Dyes�Hutchinson plot for the buildup test. (After Earlougher, Robert C., Jr., 1977. Advances in
Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of AIME, Dallas, TX; Permission to publish by the
SPE, copyright SPE, 1977.)
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and equal to the volumetric average reservoir
pressure pr. This pressure is required in many
reservoir engineering calculations such as:

• material balance studies;
• water influx;
• pressure maintenance projects;
• secondary recovery;
• degree of reservoir connectivity.

Finally, in making future predictions of pro-
duction as a function of pr, pressure measure-
ments throughout the reservoir’s life are almost
mandatory if one is to compare such a predic-
tion to actual performance and make the neces-
sary adjustments to the predictions. One way to
obtain this pressure is to shut-in all wells pro-
ducing from the reservoir for a period of time
that is sufficient for pressures to equalize
throughout the system to give pr. Obviously,
such a procedure is not practical.

To use the MDH method to estimate average
drainage region pressure pr for a circular or

square system producing at pseudosteady state
before shut-in:

(1) Choose any convenient time on the semilog
straight line Δt and read the corresponding
pressure pws.

(2) Calculate the dimensionless shut-in time
based on the drainage area A from:

ΔtDA 5
0:0002637k Δt

φμctA

(3) Enter Figure 1.41 with the dimensionless
time ΔtDA and determine an MDH dimen-
sionless pressure pDMDH from the upper
curve of Figure 1.41.

(4) Estimate the average reservoir pressure in
the closed drainage region from:

pr 5 pws 1
mpDMDH

1:1513

where m is the semilog straight line of the
MDH plot.

No flow across drainage boundary,
    pDMDH = 1.1513 (p− – pws)/m

Constant pressure, pe, at drainage
    boundary, pDMDH = 1.1513 (pe − pws)/m
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FIGURE 1.41 Miller�Dyes�Hutchinson dimensionless pressure for circular and square drainage areas. (After
Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of
AIME, Dallas, TX; Permission to publish by the SPE, copyright SPE, 1977.)
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There are several other methods for deter-
mining pr from a buildup test. Three of these
methods are briefly presented below:

(1) the Matthews�Brons�Hazebroek (MBH)
method;

(2) the Ramey�Cobb method;
(3) the Dietz method.

1.3.5 MBH Method

As noted previously, the buildup test exhibits a
semilog straight line which begins to bend
down and become flat at the later shut-in times
because of the effect of the boundaries.
Matthews et al. (1954) proposed a methodology
for estimating average pressure from buildup
tests in bounded drainage regions. The MBH
method is based on theoretical correlations
between the extrapolated semilog straight line

to the false pressure p* and current average
drainage area pressure p. The authors point out
that the average pressure in the drainage area of
each well can be related to p* if the geometry,
shape, and location of the well relative to the
drainage boundaries are known. They devel-
oped a set of correction charts, as shown in
Figures 1.42�1.45, for various drainage
geometries.

The y-axis of these figures represents the
MBH dimensionless pressure pDMBH that is
defined by:

pDMBH 5
2:303ðp� 2 pÞ

jmj
or

p5 p� 2
jmj
2:303

� �
pDMBH (1.181)
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where m is the absolute value of the slope
obtained from the Horner semilog straight-line
plot. The MBH dimensionless pressure is deter-
mined at the dimensionless producing time tpDA

that corresponds to the flowing time tp. That is:

tpDA 5
0:0002637k

φμctA

� �
tp (1.182)

where

tp5 flowing time before shut-in, hours
A5 drainage area, ft2

k5 permeability, md
ct5 total compressibility, psi21

The following steps summarize the procedure
for applying the MBH method:

Step 1. Make a Horner plot.
Step 2. Extrapolate the semilog straight line to

the value of p* at (tp 1 Δt)/Δt5 1.0.
Step 3. Evaluate the slope of the semilog

straight line m.
Step 4. Calculate the MBH dimensionless pro-

ducing time tpDA from Eq. (1.182):

tpDA 5
0:0002673k

φμctA

� �
tp

Step 5. Find the closest approximation to the
shape of the well drainage area in
Figures 1.41�1.44 and identify the cor-
rection curve.
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FIGURE 1.43 Matthews�Brons�Hazebroek dimensionless pressure for different well locations in a square drainage
area. (After Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5. Society of Petroleum
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Step 6. Read the value of pDMBH from the cor-
rection curve at tPDA

Step 7. Calculate the value of p from
Eq. (1.181):

p5 p� 2
mj j

2:303

� �
pDMBH

As in the normal Horner analysis technique,
the producing time tp is given by:

tp 5
24Np

Qo

where Np is the cumulative volume produced
since the last pressure buildup test and Qo is the

constant flow rate just before shut-in. Pinson
(1972) and Kazemi (1974) indicate that tp
should be compared with the time required to
reach the pseudosteady state, tpss:

tpss 5
φμctA

0:0002367k

� �
ðtDAÞpss (1.183)

For a symmetric closed or circular drainage
area, (tDA)pss5 0.1 as listed in the fifth column
of Table 1.4.

If tpctpss, then tpss should ideally replace tp
in both the Horner plot and for use with the
MBH dimensionless pressure curves.

The above methodology gives the value of p
in the drainage area of one well, e.g., well i. If a
number of wells are producing from the

*
*

*

**

*

1

0

2

3

4

5

6

10−2 10−1 1 10
2 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9

−1

Well 1
/2 O

f H
eight A

way F
rom Side

Well 1
/2 O

f L
ength Away F

rom Side

p D
M

B
H

 =
 2

.3
03

 (
p*

−p
- )

/m

Dimensionless Production Time, tPDA

*(tDA) pss

2 1

2 1

2 1

2 1

2 1

2 1
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reservoir, each well can be analyzed separately
to give p for its own drainage area. The reser-
voir average pressure pr can be estimated from
these individual well average drainage pressures
by using one of the relationships given by
Eqs. (1.129) and (1.130). That is:

pr 5

P
i ðpqÞi=ð@p=@t ÞiP
i qi=ð@p=@t Þi

or

pr 5

P
i ½pΔðF Þ=Δp�iP
i ½ΔðF Þ=Δp�i

with

Ft5
Ð t
0 ½QoBo1QwBw1ðQg2QoRs2QwRswÞBg�dt

Ft1Δt 5
Ð t1Δt
0 ½QoBo1QwBw1ðQg2QoRs2QwRswÞBg�dt

and

ΔðF Þ5 Ft 1Δt 2 Ft

Similarly, it should be noted that the MBH
method and Figures 1.41�1.44 can be applied
for compressible gases by defining pDMBH as:

• For the pseudopressure approach:

pDMBH 5
2:303½mðp�Þ2mðpÞ�

mj j (1.184)

• For the pressure-squared approach:

pDMBH 5
2:303½ðp�Þ2 2 ðpÞ2�

mj j (1.185)
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FIGURE 1.45 Matthews�Brons�Hazebroek dimensionless pressure for different well locations in 4:1 and 5:1 rectan-
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Example 1.28
Using the information given in Example 1.27 and
pressure buildup data listed in Table 1.5, calculate
the average pressure in the well drainage area and
the drainage area by applying Eq. (1.179). The data
is listed below for convenience:

re5 2640 ft, rw5 0.354 ft, ct5 22.63

1026 psi21

Qo5 4900 STB/D, h5 482 ft, pwf at Δt5 05

2761 psig

μo5 0.20 cp, Bo5 1.55 bbl/STB, φ5 0.09

tp5 310 hours, depth5 10,476 ft, reported average

pressure5 3323 psi

Solution

Step 1. Calculate the drainage area of the well:

A5πr2e 5πð2640Þ2

Step 2. Compare the production time tp, i.e.,
310 hours, with the time required to reach
the pseudosteady state tpss by applying
Eq. (1.183). Estimate tpss using (tDA)pss5
0.1 to give:

tpss 5
φμctA

0:0002367k

� �
ðtDAÞpss

5
ð0:09Þð0:2Þð22:63 1026ÞðπÞð2640Þ2

ð0:0002637Þð12:8Þ

" #
0:1

5 264 hours

Thus, we could replace tp by 264 hours
in our analysis because tp . tpss. However,
since tp is only about 1.2tpss, we use the
actual production time of 310 hours in the
calculation.

Step 3. Figure 1.38 does not show p* since the
semilog straight line is not extended to
(tp1Δt)/t5Δt5 1.0. However, p* can be
calculated from pws at (tp1Δt)/Δt5 10.0
by extrapolating one cycle. That is:

p� 5 33251 ð1 cycleÞð40 psi=cycleÞ5 3365 psig

Step 4. Calculate tpDA by applying Eq. (1.182) to
give:

tpDA 5
0:0002637k

φμctA

� �
tp

5
0:0002637ð12:8Þ

ð0:09Þð0:2Þð22:63 1026ÞðπÞð2640Þ2
� �

310

5 0:117

Step 5. From the curve of the circle in Figure 1.42,
obtain the value of pDMBH at tpDA5 0.117,
to give:

pDMBH 5 1:34

Step 6. Calculate the average pressure from
Eq. (1.181):

p5 p� 2
jmj
2:303

� �
pDMBH

5 33652
40

2:303

� �
ð1:34Þ5 3342 psig

This is 19 psi higher than the maximum
pressure recorded that is 3323 psig.

Step 7. Select the coordinates of any three points
located on the semilog straight line portion
of the Horner plot, to give:
• (Δt1, pws1)5 (2.52, 3280)
• (Δt2, pws2)5 (9.00, 3305)
• (Δt3, pws3)5 (20.0, 3317)

Step 8. Calculate mpss by applying Eq. (1.179):

mpss5
ðpws22pws1ÞlogðΔt3=Δt1Þ2ðpws32pws1ÞlogðΔt2=Δt1Þ
ðΔt32Δt1ÞlogðΔt2=Δt1Þ2ðΔt22Δt1ÞlogðΔt3=Δt1Þ

5
ð330523280Þlogð20=2:51Þ2ð331723280Þlogð9=2:51Þ

ð2022:51Þlogð9=2:51Þ2ð922:51Þlogð20=2:51Þ
50:52339psi=hour

Step 9. The well drainage area can then be
calculated from Eq. (1.127):

A5
0:23396QoBo

ctmpsshφ

5
0:23396ð4900Þð1:55Þ

ð22:63 1026Þð0:52339Þð482Þð0:09Þ
5 3; 462; 938 ft2

5
3; 363; 938

43; 560
5 80 acres

The corresponding drainage radius is 1050 ft
which differs considerably from the given radius
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of 2640 ft. Using the calculated drainage radius of
1050 ft and repeating the MBH calculations gives:

tpss 5
ð0:09Þð0:2Þð22:63 1026ÞðπÞð1050Þ2

ð0:0002637Þð12:8Þ

" #
0:1

5 41:7 hours

tpDA 5
0:0002637ð12:8Þ

ð0:09Þð0:2Þð22:63 1026ÞðπÞð1050Þ2
� �

3105 0:743

pDMBH 5 3:15

p5 33652
40

2:303

� �
ð3:15Þ5 3311 psig

The value is 12 psi higher than the reported
value of average reservoir pressure.

1.3.6 Ramey�Cobb Method

Ramey and Cobb (1971) proposed that the
average pressure in the well drainage area can
be read directly from the Horner semilog
straight line if the following data is available:

• shape of the well drainage area;
• location of the well within the drainage

area;
• size of the drainage area.

The proposed methodology is based on cal-
culating the dimensionless producing time tpDA

as defined by Eq. (1.182):

tpDA 5
0:0002637k

φμctA

� �
tp

where

tp5 producing time since the last shut-in, hours
A5 drainage area, ft2

Knowing the shape of the drainage area and
well location, determine the dimensionless time
to reach pseudosteady state (tDA)pss, as given in
Table 1.4 in the fifth column. Compare tpDA

with (tDA)pss:

• If tpDA , (tDA)pss, then read the average
pressure p from the Horner semilog straight
line at:

tp 1Δt

Δt

� �
5 expð4πtpDAÞ (1.186)

or use the following expression to estimate p:

p5 p� 2m log½expð4πtpDAÞ� (1.187)

• If tpDA . (tDA)pss, then read the average
pressure p from the Horner semilog straight-
line plot at:

tp 1Δt

Δt

� �
5 CAtpDA (1.188)

where

CA5 shape factor as determined from
Table 1.4.

Equivalently, the average pressure can be
estimated from:

p5 p� 2m logðCAtpDAÞ (1.189)

where

m5 absolute value of the semilog straight-line
slope, psi/cycle

p*5 false pressure, psia
CA5 shape factor, from Table 1.4

Example 1.29
Using the data given in Example 1.27,
recalculate the average pressure using the
Ramey and Cobb method.

Solution

Step 1. Calculate tpDA by applying Eq. (1.182):

tpDA 5
0:0002637k

φμctA

� �
tp

5
0:0002637ð12:8Þ

ð0:09Þð0:2Þð22:63 1026ÞðπÞð2640Þ2
� �

ð310Þ

5 0:1175

Step 2. Determine CA and (tDA)pss from
Table 1.4 for a well located in the
centre of a circle, to give:

CA 5 31:62

ðtDAÞpss 5 0:1
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Step 3. Since tpDA . (tDA)pss, calculate p from
Eq. (1.189):

p5 p� 2m logðCAtpDAÞ
5 3365240 log½31:62ð0:1175Þ�5 3342 psi

This value is identical to that obtained from
the MBH method.

1.3.7 Dietz Method

Dietz (1965) indicated that if the test well has
been producing long enough to reach the pseu-
dosteady state before shut-in, the average pres-
sure can be read directly from the MDH
semilog straight-line plot, i.e., pws vs. log(Δt),
at the following shut-in time:

ðΔt Þp 5
φμctA

0:0002637CAk
(1.190)

where

Δt5 shut-in time, hours
A5 drainage area, ft2

CA5 shape factor
k5 permeability, md
ct5 total compressibility, psi21

Example 1.30
Using the Dietz method and the buildup data given
in Example 1.27, calculate the average pressure.

Solution

Step 1. Using the buildup data given in
Table 1.5, construct the MDH plot of pws
vs. log(Δt) as shown in Figure 1.40.
From the plot, read the following values:

m5 40 psi=cycle

p1 hour 5 3266 psig

Step 2. Calculate false pressure p* from
Eq. (1.180) to give:

p� 5 p1 hour 1m logðtp 1 1Þ
5 32661 40 logð3101 1Þ5 3365:7 psi

Step 3. Calculate the shut-in time ðΔt Þp from
Eq. (1.188):

ðΔtÞp 5
ð0:09Þð0:2Þð22:63 1026ÞðπÞð2640Þ2

ð0:0002637Þð12:8Þð31:62Þ
5 83:5 hours

Step 4. Since the MDH plot does not extend to
83.5 hours, the average pressure can
be calculated from the semilog straight-
line equation as given by:

p5 p1 hour 1m logðΔt 2 1Þ (1.191)

or

p5 32661 40 logð83:521Þ5 3343 psi

As indicated earlier, the skin factor s is used
to calculate the additional pressure drop in the
altered permeability area around the wellbore
and to characterize the well through the calcula-
tion of the flow coefficient E. That is:

Δpskin 5 0:87 m sjj

and

E 5
Jactual
Jideal

5
p2 pwf 2Δpskin

p2 pwf

where p is the average pressure in the well
drainage area. Lee (1982) suggested that for
rapid analysis of the pressure buildup, the flow
efficiency can be approximated by using the
extrapolated straight-line pressure p*, to give:

E 5
Jactual
Jideal

� p� 2 pwf 2Δpskin
p2 pwf

Earlougher (1977) pointed out that there are
a surprising number of situations where a single
pressure point or “spot pressure” is the only
pressure information available about a well.
The average drainage region pressure p can be
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estimated from the spot pressure reading at
shut-in time Δt using:

p5 pws at Δt 1
162:6QoμoBo

kh
log

φμctA
0:0002637kCA Δt

� �� �

For a closed square drainage region
CA5 30.8828 and:

p5 pws at Δt 1
162:6QoμoBo

kh
log

122:8φμctA
k Δt

� �� �

where

pws at Δt 5 spot pressure reading at shut-in time
Δt
Δt5 shut-in time, hours
A5 drainage area, ft2

CA5 shape factor
k5 permeability, md
ct5 total compressibility, psi21

It is appropriate at this time to briefly intro-
duce the concept of type curves and discuss
their applications in well testing analysis.

1.4 TYPE CURVES

The type curve analysis approach was intro-
duced in the petroleum industry by Agarwal
et al. (1970) as a valuable tool when used in
conjunction with conventional semilog plots. A
type curve is a graphical representation of the
theoretical solutions to flow equations. The
type curve analysis consists of finding the theo-
retical type curve that “matches” the actual
response from a test well and the reservoir
when subjected to changes in production rates
or pressures. The match can be found graphi-
cally by physically superposing a graph of
actual test data with a similar graph of type
curve(s) and searching for the type curve that
provides the best match. Since type curves are
plots of theoretical solutions to transient and
pseudosteady-state flow equations, they are usu-
ally presented in terms of dimensionless vari-
ables (e.g., pD, tD, rD, and CD) rather than real
variables (e.g., Δp, t, r, and C). The reservoir

and well parameters, such as permeability and
skin, can then be calculated from the dimen-
sionless parameters defining that type curve.

Any variable can be made “dimensionless” by
multiplying it by a group of constants with oppo-
site dimensions, but the choice of this group will
depend on the type of problem to be solved. For
example, to create the dimensionless pressure
drop pD, the actual pressure drop Δp in psi is
multiplied by the group A with units of psi21, or:

pD 5A Δp

Finding group A that makes a variable
dimensionless is derived from equations that
describe reservoir fluid flow. To introduce this
concept, recall Darcy’s equation that describes
radial, incompressible, steady-state flow as
expressed by:

Q5
kh

141:2Bμ½lnðre=rwaÞ2 0:5�

� �
Δp (1.192)

where rwa is the apparent (effective) wellbore
radius and defined by Eq. (1.151) in terms of
the skin factor s as:

rwa 5 rw e2s

Group A can be defined by rearranging
Darcy’s equation as:

ln
re
rwa

� �
2
1

2
5

kh

141:2QBμ

� �
Δp

Because the left-hand side of this equation is
dimensionless, the right-hand side must be
accordingly dimensionless. This suggests that
the term kh/141. 2QBμ is essentially group A
with units of psi21 that defines the dimension-
less variable pD, or:

pD 5
kh

141:2QBμ

� �
Δp (1.193)

Taking the logarithm of both sides of this
equation gives:

logðpDÞ5 logðΔpÞ1 log
kh

141:2QBμ

� �
(1.194)
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where

Q5 flow rate, STB/day
B5 formation, volume factor, bbl/STB
μ5 viscosity, cp

For a constant flow rate, Eq. (1.194) indi-
cates that the logarithm of dimensionless pres-
sure drop, log(pD), will differ from the
logarithm of the actual pressure drop, log(Δp),
by a constant amount of:

log
kh

141:2QBμ

� �

Similarly, the dimensionless time tD is given
by Eq. (1.86a and b) as:

tD 5
0:0002637k

φμctr2w

� �
t

Taking the logarithm of both sides of this
equation gives:

logðtDÞ5 logðt Þ1 log
0:0002637k

φμctr2w

� �
(1.195)

where

t5 time, hours
ct5 total compressibility coefficient, psi21

φ5 porosity

Hence, a graph of log(Δp) vs. log(t) will
have an identical shape (i.e., parallel) to a graph
of log(pD) vs. log(tD), although the curve will be
shifted by log[kh/(141.2QBμ)] vertically in
pressure and log½0:0002637k=ðφμctr2wÞ� horizon-
tally in time. This concept is illustrated in
Figure 1.46.

Not only do these two curves have the same
shape, but if they are moved relative to each
other until they coincide or “match,” the verti-
cal and horizontal displacements required to
achieve the match are related to the constants in
Eqs. (1.194) and (1.195). Once these constants
are determined from the vertical and horizontal
displacements, it is possible to estimate reservoir
properties such as permeability and porosity.
This process of matching two curves through
the vertical and horizontal displacements and

determining the reservoir or well properties is
called type curve matching.

Eq. (1.95) shows that the solution to the dif-
fusivity equation can be expressed in terms of
the dimensionless pressure drop as:

pD 52
1

2
Ei 2

r2D
4tD

� �

Eq. (1.95) indicates that when tD=r2D.25; pD
can be approximated by:

pD 5
1

2
ln

tD
r2D

� �
1 0:080907

� �

Note that:

tD
r2D

5
0:0002637k

φμctr2

� �
t

Taking the logarithm of both sides of this
equation, gives:

log
tD
r2D

� �
5 log

0:0002637k

φμctr2

� �
1 logðt Þ (1.196)

Eqs. (1.194) and (1.196) indicate that a
graph of log(Δp) vs. log(t) will have an identical
shape (i.e., parallel) to a graph of log(pD) vs.
logðtD=r2DÞ, although the curve will be shifted by
log(kh141.2/QBμ) vertically in pressure and
logð0:0002637k=φμctr2Þ horizontally in time.
When these two curves are moved relative to

0.0002637k/φ μ ct r
2
w
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FIGURE 1.46 Concept of type curves.
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each other until they coincide or “match,” the
vertical and horizontal movements, in mathe-
matical terms, are given by:

pD
Δp

� �
MP

5
kh

141:2QBμ
(1.197)

and

tD=r2D
t

� �
MP

5
0:0002637k

φμctr2
(1.198)

The subscript “MP” denotes a match point.
A more practical solution then to the diffu-

sivity equation is a plot of the dimensionless pD
vs. tD=r2D, as shown in Figure 1.47, that can be
used to determine the pressure at any time and
radius from the producing well. Figure 1.47 is
basically a type curve that is mostly used in
interference tests when analyzing pressure
response data in a shut-in observation well at a

distance r from an active producer or injector
well.

In general, the type curve approach employs
the following procedure that will be illustrated
in Figure 1.47:

Step 1. Select the proper type curve, e.g.,
Figure 1.47.

Step 2. Place tracing paper over Figure 1.47
and construct a log�log scale having
the same dimensions as those of the
type curve. This can be achieved by
tracing the major and minor grid lines
from the type curve to the tracing
paper.

Step 3. Plot the well test data in terms of Δp
vs. t on the tracing paper.

Step 4. Overlay the tracing paper on the type
curve and slide the actual data plot,
keeping the x and y axes of both graphs
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FIGURE 1.47 Dimensionless pressure for a single well in an infinite system, no wellbore storage, no skin.
Exponential�integral solution. (After Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol.
5. Society of Petroleum Engineers of AIME, Dallas, TX; Permission to publish by the SPE, copyright SPE, 1977.)
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parallel, until the actual data point
curve coincides or matches the type
curve.

Step 5. Select any arbitrary point match point
MP, such as an intersection of major
grid lines, and record (Δp)MP and (t)MP

from the actual data plot and the corre-
sponding values of (PD)MP and
ðtD=r2DÞMP from the type curve.

Step 6. Using the match point, calculate the
properties of the reservoir.

The following example illustrates the conve-
nience of using the type curve approach in an
interference test for 48 hours followed by a fall-
off period of 100 hours.

Example 1.31
During an interference test, water was injected
at a 170 bbl/day for 48 hours. The pressure
response in an observation well 119 ft away
from the injector is given below:3

t (hours) p (psig) Δpws5pi2p (psi)

0 pi5 0 0
4.3 22 222
21.6 82 282
28.2 95 295
45.0 119 2119
48.0 Injection ends
51.0 109 2109
69.0 55 255
73.0 47 247
93.0 32 232
142.0 16 216
148.0 15 215

Other data includes:

pi5 0 psi, Bw5 1.00 bbl/STB
ct5 9.03 1026 psi21, h5 45 ft
μw5 1.3 cp, q52170 bbl/day

Calculate the reservoir permeability and
porosity.

Solution

Step 1. Figure 1.48 shows a plot of the well
test data during the injection period,
i.e., 48 hours, in terms of Δp vs. t on
tracing paper with the same scale
dimensions as in Figure 1.47. Using the
overlay technique with the vertical and
horizontal movements, find the segment
of the type curve that matches the
actual data.

Step 2. Select any point on the graph that will
be defined as a match point MP, as
shown in Figure 1.48. Record (Δp)MP

and (t)MP from the actual data plot and
the corresponding values of (pD)MP and
ðtD=r2DÞMP from the type curve, to give:
• Type curve match values:

ðpDÞMP 5 0:96;
tD
r2D

� �
MP

5 0:94

• Actual data match values:

ðΔpÞMP 52100 psig; ðt ÞMP 5 10 hours

Step 3. Using Eqs. (1.197) and (1.198), solve
for the permeability and porosity:

k5
141:2QBμ

h

pD
Δp

� �
MP

5
141:2ð2170Þð1:0Þð1:0Þ

45

0:96

2100

� �
MP

5 5:1 md

and

φ5
0:0002637k

μctr2½ðtD=r2DÞ=t �MP

5
0:0002637ð5:1Þ

ð1:0Þð9:03 1026Þð119Þ2½0:94=10�MP

5 0:11

Eq. (1.94) shows that the dimensionless pres-
sure is related to the dimensionless radius and
time by:

pD 52
1

2
Ei 2

r2D
4tD

� �
3This example problem and the solution procedure are
given in Earlougher, R. Advanced Well Test Analysis,
Monograph Series, SPE, Dallas (1977).
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At the wellbore radius where r5 rw, i.e.,
rD5 1, and p(r, t)5 pwf, the above expression is
reduced to:

pD 52
1

2
Ei

2 1

4tD

� �

The log approximation as given by
Eq. (1.91) can be applied to the above solution
to give:

pD 5
1

2
lnðtDÞ1 0:80901½ �

and, to account for the skin s, by:

pD 5
1

2
lnðtDÞ1 0:80901½ �1 s

or

pD 5
1

2
lnðtDÞ1 0:809011 2s½ �

Notice that the above expressions assume
zero wellbore storage, i.e., dimensionless well-
bore storage CD5 0. Several authors have con-
ducted detailed studies on the effects and
duration of wellbore storage on pressure draw-
down and buildup data. Results of these studies
were presented in the type curve format in
terms of the dimensionless pressure as a func-
tion of dimensionless time, radius, and wellbore
storage, i.e., pD5 f(tD, rD, CD). The following
two methods that utilize the concept of the type
curve approach are briefly introduced below:

(1) the Gringarten type curve;
(2) the pressure derivative method.
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1.4.1 Gringarten Type Curve

During the early-time period where the flow is
dominated by the wellbore storage, the wellbore
pressure is described by Eq. (1.173) as:

pD 5
tD
CD

or

logðpDÞ5 logðtDÞ2 logðCDÞ
This relationship gives the characteristic sig-

nature of wellbore storage effects on well test-
ing data which indicates that a plot of pD vs. tD
on a log�log scale will yield a straight line of a
unit slope. At the end of the storage effect,
which signifies the beginning of the infinite-act-
ing period, the resulting pressure behavior pro-
duces the usual straight line on a semilog plot
as described by:

pD 5
1

2
lnðtDÞ1 0:809011 2s½ �

It is convenient when using the type curve
approach in well testing to include the

dimensionless wellbore storage coefficient in the
above relationship. Adding and subtracting ln
(CD) inside the brackets of the above equation
gives:

pD 5
1

2
lnðtDÞ2 lnðCDÞ1 0:809011 lnðCDÞ1 2s½ �

or, equivalently:

pD 5
1

2
ln

tD
CD

� �
1 0:809071 lnðCD e2sÞ

� �
(1.199)

where

pD5 dimensionless pressure
CD5 dimensionless wellbore storage coefficient
tD5 dimensionless time
s5 skin factor

Eq. (1.199) describes the pressure behavior of
a well with a wellbore storage and a skin in a
homogeneous reservoir during the transient (infi-
nite-acting) flow period. Gringarten et al. (1979)
expressed the above equation in the graphical
type curve format shown in Figure 1.49. In this
figure, the dimensionless pressure pD is plotted
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on a log�log scale vs. dimensionless time group
tD/CD. The resulting curves, characterized by the
dimensionless group CD e2s, represent different
well conditions ranging from damaged wells to
stimulated wells.

Figure 1.49 shows that all the curves merge,
in early time, into a unit-slope straight line
corresponding to pure wellbore storage flow. At
a later time with the end of the wellbore stor-
age-dominated period, curves correspond to
infinite-acting radial flow. The end of wellbore
storage and the start of infinite-acting radial
flow are marked on the type curves of
Figure 1.49. There are three dimensionless
groups that Gringarten et al. used when devel-
oping the type curve:

(1) dimensionless pressure pD;
(2) dimensionless ratio tD/CD;
(3) dimensionless characterization group CD e2s.

The above three dimensionless parameters
are defined mathematically for both the draw-
down and buildup tests as follows.
For Drawdown

Dimensionless Pressure pD.

pD 5
khðpi 2 pwfÞ
141:2QBμ

5
kh Δp

141:2QBμ
(1.200)

where

k5 permeability, md
pwf5 bottom-hole flowing pressure, psi
Q5 flow rate, bbl/day
B5 formation volume factor, bbl/STB

Taking logarithms of both sides of the above
equation gives:

logðpDÞ5 logðpi 2 pwfÞ1 log
kh

141:2QBμ

0
@

1
A

logðpDÞ5 logðΔpÞ1 log
kh

141:2QBμ

0
@

1
A

(1.201)

Dimensionless Ratio tD/CD.

tD
CD

5
0:0002637kt

φμctr2w

� �
φhctr2w
0:8396C

� �

Simplifying gives:

tD
CD

5
0:0002951kh

μC

� �
t (1.202)

where

t5 flowing time, hours
C5wellbore storage coefficient, bbl/psi

Taking logarithms gives:

log
tD
CD

� �
5 logðt Þ1 log

0:0002951kh

μC

� �
(1.203)

Eqs. (1.201) and (1.203) indicate that a plot
of the actual drawdown data of log(Δp) vs. log
(t) will produce a parallel curve that has an iden-
tical shape to a plot of log(pD) vs. log (tD/CD).
When displacing the actual plot, vertically and
horizontally, to find a dimensionless curve that
coincides or closely fits the actual data, these dis-
placements are given by the constants of
Eqs. (1.200) and (1.202) as:

pD
Δp

� �
MP

5
kh

141:2QBμ
(1.204)

and

tD=CD
t

� �
MP

5
0:0002951kh

μC
(1.205)

where MP denotes a match point.
Eqs. (1.204) and (1.205) can be solved for

the permeability k (or the flow capacity kh) and
the wellbore storage coefficient C, respectively:

k5
141:2QBμ

h

pD
Δp

� �
MP

and

C 5
0:0002951kh

μððtD=CDÞ=tÞMP

Dimensionless Characterization Group
CD e2s. The mathematical definition of the
dimensionless characterization group CD e2s as
given below is valid for both the drawdown and
buildup tests:

CD e
2s 5

5:615C

2πφμctr2w

� �
e2s (1.206)
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where

φ5 porosity
ct5 total isothermal compressibility, psi21

rw5wellbore radius, ft

When the match is achieved, the dimension-
less group CD e2s describing the matched curve
is recorded.
For Buildup. It should be noted that all type
curve solutions are obtained for the draw-
down solution. Therefore, these type curves
cannot be used for buildup tests without
restriction or modification. The only restric-
tion is that the flow period, i.e., tp, before
shut-in must be somewhat large. However,
Agarwal (1980) empirically found that by
plotting the buildup data pws2 pwf at Δt5 0 vs.
“equivalent time” Δte instead of the shut-in
time Δt, on a log�log scale, the type curve
analysis can be made without the requirement
of a long drawdown flowing period before
shut-in. Agarwal introduced the equivalent
time Δte as defined by:

Δte 5
Δt

11 ðΔt=tpÞ
5

Δt

tp
1Δt

� �
tp (1.207)

where

Δt5 shut-in time, hours
tp5 total flowing time since the last shut-in,
hours
Δte5Agarwal equivalent time, hours

Agarwal’s equivalent time Δte is simply
designed to account for the effects of producing
time tp on the pressure buildup test. The con-
cept of Δte is that the pressure change
Δp5 pws2 pwf at time Δt during a buildup test
is the same as the pressure change Δp5 pi2 pwf

at Δte during a drawdown test. Thus, a graph
of buildup test in terms of pws2 pwf vs. Δte will
overlay a graph of pressure change vs. flow
time for a drawdown test. Therefore, when
applying the type curve approach in analyzing
pressure buildup data, the actual shut-in time
Δt is replaced by the equivalent time Δte.

In addition to the characterization group
CDe

2s as defined by Eq. (1.206), the following

two dimensionless parameters are used when
applying the Gringarten type curve in analyzing
pressure buildup test data.

Dimensionless Pressure pD.

pD 5
khðpws 2 pwfÞ
141:2QBμ

5
kh Δp

141:2QBμ
(1.208)

where

pws5 shut-in pressure, psi
pwf5 flow pressure just before shut-in, i.e., at

Δt5 0, psi

Taking the logarithms of both sides of the
above equation gives:

logðpDÞ5 logðΔpÞ1 log
kh

141:2QBμ

� �
(1.209)

Dimensionless Ratio tD/CD.

tD
CD

5
0:0002951kh

μC

� �
Δte (1.210)

Taking the logarithm of each side of
Eq. (1.200) gives:

log
tD
CD

� �
5 logðΔteÞ1 log

0:0002951kh

μC

� �
(1.211)

Similarly, a plot of actual pressure buildup
data of log(Δp) vs. log(Δte) would have a shape
identical to that of log(pD) vs. log(tD/CD). When
the actual plot is matched to one of the curves
of Figure 1.49, then:

pD
Δp

� �
MP

5
kh

141:2QBμ

which can be solved for the flow capacity kh or
the permeability k. That is:

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

(1.212)

and

tD=CD
Δte

� �
MP

5
0:0002951kh

μC
(1.213)
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Solving for C gives:

C 5
0:0002951kh

μ

� � ðΔteÞMP

ðtD=CDÞMP

(1.214)

The recommended procedure for using the
Gringarten type curve is given by the following
steps:

Step 1. Using the test data, perform conven-
tional test analysis and determine:
• wellbore storage coefficient C and

CD;
• permeability k;
• false pressure p*;
• average pressure p;
• skin factor s;
• shape factor CA;
• drainage area A.

Step 2. Plot pi2 pwf vs. flowing time t for a
drawdown test or (pws2 pwp) vs. equiv-
alent time Δte for a buildup test on
log�log paper (tracing paper) with the
same size log cycles as the Gringarten
type curve.

Step 3. Check the early-time points on the
actual data plot for the unit-slope (45�

angle) straight line to verify the pres-
ence of the wellbore storage effect. If a
unit-slope straight line presents, calcu-
late the wellbore storage coefficient C
and the dimensionless CD from any
point on the unit-slope straight line
with coordinates of (Δp, t) or (Δp,
Δte), to give:

For drawdown: C 5
QBt

24ðpi 2 pwfÞ
5

QB

24

t

Δp

� �
(1.215)

For buildup: C 5
QB Δte

24ðpws 2 pwfÞ
5

QB

24

Δte
Δp

� �
(1.216)

Estimate the dimensionless wellbore
storage coefficient from:

CD 5
0:8936

φhctr2w

� �
C (1.217)

Step 4. Overlay the graph of the test data on
the type curves and find the type curve
that nearly fits most of the actual plot-
ted data. Record the type curve dimen-
sionless group (CD e2s)MP.

Step 5. Select a match point MP and record the
corresponding values of (pD, Δp)MP

from the y-axis and (tD/CD, t)MP or (tD/
CD, Δte)MP from the x-axis.

Step 6. From the match, calculate:

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

and

For drawdown : C 5
0:0002951kh

μ

� �
t

ðtD=CDÞ

� �
MP

or

For buildup : C 5
0:0002951kh

μ

� �
Δte

ðtD=CDÞ

� �
MP

and

CD 5
0:8936

φhctr2w

� �
C

s5
1

2
ln

ðCD e2sÞMP

CD

� �
(1.218)

Sabet (1991) used the buildup data presented
by Bourdet et al. (1983) to illustrate the use of
Gringarten type curves. The data is used in
Example 1.32.

Example 1.32
Table 1.6 summarizes the pressure buildup data
for an oil well that has been producing at a
constant flow rate of 174 STB/day before shut-in.
Additional pertinent data is given below:

φ5 25%, ct5 4.23 1026 psi21

Q5 174 STB/day, tp5 15 hour
B5 1.06 bbl/STB, rw5 0.29 ft
μ5 2.5 cp, h5 107 ft

Perform the conventional pressure buildup
analysis by using the Horner plot approach and
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TABLE 1.6 Pressure Buildup Test with Afterflow

Δt (hour) pws (psi) Δp (psi)
tp 1Δt

Δt Δte

0.00000 3086.33 0.00 � 0.00000
0.00417 3090.57 4.24 3600.71 0.00417
0.00833 3093.81 7.48 1801.07 0.00833
0.01250 3096.55 10.22 1201.00 0.01249
0.01667 3100.03 13.70 900.82 0.01666
0.02083 3103.27 16.94 721.12 0.02080
0.02500 3106.77 20.44 601.00 0.02496
0.02917 3110.01 23.68 515.23 0.02911
0.03333 3113.25 26.92 451.05 0.03326
0.03750 3116.49 30.16 401.00 0.03741
0.04583 3119.48 33.15 328.30 0.04569
0.05000 3122.48 36.15 301.00 0.04983
0.05830 3128.96 42.63 258.29 0.05807
0.06667 3135.92 49.59 225.99 0.06637
0.07500 3141.17 54.84 201.00 0.07463
0.08333 3147.64 61.31 181.01 0.08287
0.09583 3161.95 75.62 157.53 0.09522
0.10833 3170.68 84.35 139.47 0.10755
0.12083 3178.39 92.06 125.14 0.11986
0.13333 3187.12 100.79 113.50 0.13216
0.14583 3194.24 107.91 103.86 0.14443
0.16250 3205.96 119.63 93.31 0.16076
0.17917 3216.68 130.35 84.72 0.17706
0.19583 3227.89 141.56 77.60 0.19331
0.21250 3238.37 152.04 71.59 0.20953
0.22917 3249.07 162.74 66.45 0.22572
0.25000 3261.79 175.46 61.00 0.24590
0.29167 3287.21 200.88 52.43 0.28611
0.33333 3310.15 223.82 46.00 0.32608
0.37500 3334.34 248.01 41.00 0.36585
0.41667 3356.27 269.94 37.00 0.40541
0.45833 3374.98 288.65 33.73 0.44474
0.50000 3394.44 308.11 31.00 0.48387
0.54167 3413.90 327.57 28.69 0.52279
0.58333 3433.83 347.50 26.71 0.56149
0.62500 3448.05 361.72 25.00 0.60000
0.66667 3466.26 379.93 23.50 0.63830
0.70833 3481.97 395.64 22.18 0.67639
0.75000 3493.69 407.36 21.00 0.71429
0.81250 3518.63 432.30 19.46 0.77075
0.87500 3537.34 451.01 18.14 0.82677
0.93750 3553.55 467.22 17.00 0.88235
1.00000 3571.75 485.42 16.00 0.93750
1.06250 3586.23 499.90 15.12 0.99222
1.12500 3602.95 516.62 14.33 1.04651
1.18750 3617.41 531.08 13.63 1.10039
1.25000 3631.15 544.82 13.00 1.15385
1.31250 3640.86 554.53 12.43 1.20690

(Continued )
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TABLE 1.6 (Continued)

Δt (hour) pws (psi) Δp (psi)
tp 1Δt

Δt Δte

1.37500 3652.85 566.52 11.91 1.25954
1.43750 3664.32 577.99 11.43 1.31179
1.50000 3673.81 587.48 11.00 1.36364
1.62500 3692.27 605.94 10.23 1.46617
1.75000 3705.52 619.19 9.57 1.56716
1.87500 3719.26 632.93 9.00 1.66667
2.00000 3732.23 645.90 8.50 1.76471
2.25000 3749.71 663.38 7.67 1.95652
2.37500 3757.19 670.86 7.32 2.05036
2.50000 3763.44 677.11 7.00 2.14286
2.75000 3774.65 688.32 6.45 2.32394
3.00000 3785.11 698.78 6.00 2.50000
3.25000 3794.06 707.73 5.62 2.67123
3.50000 3799.80 713.47 5.29 2.83784
3.75000 3809.50 723.17 5.00 3.00000
4.00000 3815.97 729.64 4.75 3.15789
4.25000 3820.20 733.87 4.53 3.31169
4.50000 3821.95 735.62 4.33 3.46154
4.75000 3823.70 737.37 4.16 3.60759
5.00000 3826.45 740.12 4.00 3.75000
5.25000 3829.69 743.36 3.86 3.88889
5.50000 3832.64 746.31 3.73 4.02439
5.75000 3834.70 748.37 3.61 4.15663
6.00000 3837.19 750.86 3.50 4.28571
6.25000 3838.94 752.61 3.40 4.41176
6.75000 3838.02 751.69 3.22 4.65517
7.25000 3840.78 754.45 3.07 4.88764
7.75000 3843.01 756.68 2.94 5.10989
8.25000 3844.52 758.19 2.82 5.32258
8.75000 3846.27 759.94 2.71 5.52632
9.25000 3847.51 761.18 2.62 5.72165
9.75000 3848.52 762.19 2.54 5.90909
10.25000 3850.01 763.68 2.46 6.08911
10.75000 3850.75 764.42 2.40 6.26214
11.25000 3851.76 765.43 2.33 6.42857
11.75000 3852.50 766.17 2.28 6.58879
12.25000 3853.51 767.18 2.22 6.74312
12.75000 3854.25 767.92 2.18 6.89189
13.25000 3855.07 768.74 2.13 7.03540
13.75000 3855.50 769.17 2.09 7.17391
14.50000 3856.50 770.17 2.03 7.37288
15.25000 3857.25 770.92 1.98 7.56198
16.00000 3857.99 771.66 1.94 7.74194
16.75000 3858.74 772.41 1.90 7.91339
17.50000 3859.48 773.15 1.86 8.07692
18.25000 3859.99 773.66 1.82 8.23308
19.00000 3860.73 774.40 1.79 8.38235
19.75000 3860.99 774.66 1.76 8.52518

(Continued )
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compare the results with those obtained by using
the Gringarten type curve approach.

Solution

Step 1. Plot Δp vs. Δte on a log�log scale, as
shown in Figure 1.50. The plot shows
that the early data form a straight line
with a 45� angle, which indicates the
wellbore storage effect. Determine the
coordinates of a point on the straight
line, e.g., Δp5 50 and Δte5 0.06, and
calculate C and CD:

C5
QBΔte
24Δp

5
ð174Þð1:06Þð0:06Þ

ð24Þð50Þ 50:0092bbl=psi

CD5
0:8936C

φhctr2w
5

0:8936ð0:0092Þ
ð0:25Þð107Þð4:231026Þð0:29Þ2 5872

Step 2. Make a Horner plot of pws vs. (tp1Δt)/
Δt on semilog paper, as shown in
Figure 1.51, and perform the
conventional well test analysis, to give:

m5 65:62 psi=cycle

k5
162:6QBμ

mh

ð162:6Þð174Þð2:5Þ
ð65:62Þð107Þ 5 10:1 md

p1 hour 5 3797 psi

s5 1:151
p1 hour 2 pwf

ðmÞ 2 log
k

φμctr2w

� �
1 3:23

� �

5 1:151

"
37972 3086:33

65:62

2 log
10:1

ð0:25Þð2:5Þð4:23 1026Þð0:29Þ2
� �

1 3:23

#

5 7:37

Δpskin 5 ð0:87Þð65:62Þð7:37Þ5 421 psi

p� 5 3878 psi

Step 3. Plot Δp vs. Δte, on log�log graph
paper with the same size log cycles as
the Gringarten type curve. Overlay the
actual test data plot on the type curve
and find the type curve that matches
the test data. As shown in Figure 1.52,
the data matched the curve with the
dimensionless group of CD e

2s5 1010

and a match point of:

ðpDÞMP 5 1:79

ðΔpÞMP 5 100

tD
CD

� �
5 14:8

ðΔteÞ5 1:0

TABLE 1.6 (Continued)

Δt (hour) pws (psi) Δp (psi)
tp 1Δt

Δt Δte

20.50000 3861.49 775.16 1.73 8.66197
21.25000 3862.24 775.91 1.71 8.79310
22.25000 3862.74 776.41 1.67 8.95973
23.25000 3863.22 776.89 1.65 9.11765
24.25000 3863.48 777.15 1.62 9.26752
25.25000 3863.99 777.66 1.59 9.40994
26.25000 3864.49 778.16 1.57 9.54545
27.25000 3864.73 778.40 1.55 9.67456
28.50000 3865.23 778.90 1.53 9.82759
30.00000 3865.74 779.41 1.50 10.0000

Adapted from Bourdet, D., Whittle, T.M., Douglas, A.A., Pirard, Y.M., 1983. A new set of type curves simplifies well test analysis.
World Oil, May, 95�106.
After Sabet, M., 1991. Well Test Analysis. Gulf Publishing, Dallas, TX.
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Step 4. From the match, calculate the following
properties:

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

5
141:2ð174Þð1:06Þð2:5Þ

ð107Þ
1:79

100

� �
5 10:9 md

C 5
0:0002951kh

μ

� �
Δte

ðtD=CDÞ

� �
MP

5
0:002951ð10:9Þð107Þ

2:5

� �
1:0

14:8

� �
5 0:0093

CD 5
0:8936

φhctr2w

� �
C

5
0:8936

ð0:25Þð107Þð4:23 1026Þð0:29Þ2
� �

ð0:0093Þ

5 879

s5
1

2
ln

ðCDe2s ÞMP

CD

� �
5

1

2
ln

1010

879

� �
5 8:12

Straight line parameters:
Slope, m      = 65.62 psi/cycle
Intercept, p∗ = 3878 psi
pΔt               = 3797 psi
Results:
kh = 1142 md ft
p∗ = 3878 psi
s   = 7.4

m = 65.62 psi/cycle

(tp + Δt)/Δt
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FIGURE 1.51 The Horner plot: data from Table 1.6.
(Bourdet, D., Whittle, T.M., Douglas, A.A., Pirard, Y.M.,
1983. A new set of type curves simplifies well test analysis.
World Oil, May, 95�106; Copyright r1983 World Oil.)
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FIGURE 1.50 Log�log plot. Data from Table 1.6. (After Sabet, M.A., 1991. Well Test Analysis, Gulf Publishing
Company.)
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Results of the example show a good agree-
ment between the conventional well testing
analysis and that of the Gringarten type curve
approach.

Similarly, the Gringarten type curve can also
be used for gas systems by redefining the dimen-
sionless pressure drop and time as:

• For the gas pseudopressure approach:

pD 5
kh Δ½mðpÞ�
1422QgT

• For the pressure-squared approach:

pD 5
kh Δ½p2�

1422QgμiZiT

with the dimensionless time as:

tD 5
0:0002637k

φμctr2w

� �
t

where

Qg5 gas flow rate, Mscf/day
T5 temperature, �R

Δ½mðpÞ�5mðpwsÞ2mðpwf at Δt 5 0Þ for the buildup test

5mðpiÞ2mðpwfÞ for the drawdown test

Δ½p2�5 ðpwsÞ2 2 ðpwf at Δt 5 0Þ2 for the buildup test

5 ðpiÞ2 2 ðpwfÞ2 for the drawdown test

1.5 PRESSURE DERIVATIVE
METHOD

The type curve approach for the analysis of well
testing data was developed to allow for the
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FIGURE 1.52 Buildup data plotted on log�log graph paper and matched to type curve by Gringarten et al. (Bourdet,
D., Whittle, T.M., Douglas, A.A., Pirard, Y.M., 1983. A new set of type curves simplifies well test analysis. World Oil,
May, 95�106; Copyright r1983 World Oil.)
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identification of flow regimes during the well-
bore storage-dominated period and the infinite-
acting radial flow. Example 1.31 illustrates
that it can be used to estimate the reservoir
properties and wellbore condition. However,
because of the similarity of curves shapes, it is
difficult to obtain a unique solution. As shown
in Figure 1.49, all type curves have very similar
shapes for high values of CD e2s which leads to
the problem of finding a unique match by a
simple comparison of shapes and determining
the correct values of k, s, and C.

Tiab and Kumar (1980) and Bourdet et al.
(1983) addressed the problem of identifying the
correct flow regime and selecting the proper
interpretation model. Bourdet et al. proposed
that flow regimes can have clear characteristic
shapes if the “pressure derivative” rather than
pressure is plotted vs. time on the log�log coor-
dinates. Since the introduction of the pressure
derivative type curve, well testing analysis has
been greatly enhanced by its use. The use of this
pressure derivative type curve offers the follow-
ing advantages:

• Heterogeneities hardly visible on the conven-
tional plot of well testing data are amplified
on the derivative plot.

• Flow regimes have clear characteristic
shapes on the derivative plot.

• The derivative plot is able to display in a
single graph many separate characteristics
that would otherwise require different plots.

• The derivative approach improves the defini-
tion of the analysis plots and therefore the
quality of the interpretation.

Bourdet et al. (1983) defined the pressure
derivative as the derivative of pD with respect to
tD/CD as:

p\D 5
dðpDÞ

dðtD=CDÞ
(1.219)

It has been shown that during the wellbore
storage-dominated period the pressure behavior
is described by:

pD 5
tD
CD

Taking the derivative of pD with respect to
tD/CD gives:

dðpDÞ
dðtD=CDÞ

5 p\D 5 1:0

Since p\D 5 1, this implies that multiplying p\D
by tD/CD gives tD/CD, or:

p\D
tD
CD

� �
5

tD
CD

(1.220)

Eq. (1.220) indicates that a plot of
p\DðtD=CDÞ vs. tD/CD in log�log coordinates will
produce a unit-slope straight line during the
wellbore storage-dominated flow period.

Similarly, during the radial infinite-acting
flow period, the pressure behavior is given by
Eq. (1.219) as:

pD 5
1

2
ln

tD
CD

� �
1 0:809071 lnðCD e2s Þ

� �

Differentiating with respect to tD/CD, gives:

dðpDÞ
dðtD=CDÞ

5 p\D 5
1

2

1

ðtD=CDÞ

� �

Simplifying gives:

p\D
tD
CD

� �
5

1

2
(1.221)

This indicates that a plot of p\DðtD=CDÞ vs.
tD/CD on a log�log scale will produce a hori-
zontal line at p\DðtD=CDÞ5 0:5 during the tran-
sient flow (radial infinite-acting) period. As
shown by Eqs. (1.220) and (1.221) the deriva-
tive plot of p\DðtD=CDÞ vs. tD/CD for the entire
well test data will produce two straight lines
that are characterized by:

• a unit-slope straight line during the wellbore
storage-dominated flow;

• a horizontal line p\DðtD=CDÞ5 0:5 during the
transient flow period.
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The fundamental basis for the pressure deriv-
ative approach is essentially based on identify-
ing these two straight lines that can be used as
reference lines when selecting the proper well
test data interpreting model.

Bourdet et al. replotted the Gringarten type
curve in terms of p\DðtD=CDÞ vs. tD/CD on a
log�log scale as shown in Figure 1.53. It shows
that at the early time during the wellbore
storage-dominated flow, the curves follow a
unit-slope log�log straight line. When infinite-
acting radial flow is reached, the curves become
horizontal at a value of p\DðtD=CDÞ5 0:5 as indi-
cated by Eq. (1.221). In addition, notice that
the transition from pure wellbore storage to
infinite-acting behavior gives a “hump” with a
height that characterizes the value of the skin
factor/s.

Figure 1.53 illustrates that the effect of skin
is only manifested in the curvature between the
straight line due to wellbore storage flow and
the horizontal straight line due to the infinite-
acting radial flow. Bourdet et al. indicated that
data in this curvature portion of the curve is not

always well defined. For this reason, the authors
found it useful to combine their derivative type
curves with that of the Gringarten type curve by
superimposing the two types of curves, i.e.,
Figures 1.49 and 1.53, on the same scale. The
result of superimposing the two sets of type
curves on the same graph is shown in
Figure 1.54. The use of the new type curve
allows the simultaneous matching of pressure-
change data and derivative data, since both are
plotted on the same scale. The derivative pres-
sure data provides, without ambiguity, the pres-
sure match and the time match, while the
CD e2s value is obtained by comparing the label
of the match curves for the derivative pressure
data and pressure drop data.

The procedure for analyzing well test data
using the derivative type curve is summarized in
the following steps:

Step 1. Using the actual well test data, calcu-
late the pressure difference Δp and the
pressure derivative plotting functions
as defined below for drawdown and
buildup tests.
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FIGURE 1.53 Pressure derivative type curve in terms of P\DðtD=CDÞ. (Bourdet, D., Whittle, T.M., Douglas, A.A., Pirard, Y.
M., 1983. A new set of type curves simplifies well test analysis. World Oil, May, 95�106; Copyright r1983 World Oil.)
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For the drawdown tests, for every
recorded drawdown pressure point,
i.e., flowing time t and a correspond-
ing bottom-hole flowing pressure pwf,
calculate:

The pressure difference: Δp5 pi 2 pwf

The derivative function: t Δ=p\ 52t
dðΔpÞ
dðt Þ

0
@

1
A
(1.222)

For the buildup tests, for every
recorded buildup pressure point, i.e.,
shut-in time Δt and corresponding
shut-in pressure pws, calculate:

The pressure difference: Δp5 pws 2 pwf at Δt 5 0

The derivative function:

Δte Δp\ 5Δt
tp 1Δt

Δt

� �
dðΔpÞ
dðΔt Þ

� �
(1.223)

The derivatives included in
Eqs. (1.222) and (1.223), i.e., [dpwf/dt]
and [d(Δpws)/d(Δt)], can be deter-
mined numerically at any data point i
by using the central difference formula
for evenly spaced time or the three-
point weighted average approximation

as shown graphically in Figure 1.55
and mathematically by the following
expressions:

• Central differences:

dp

dx

� �
i

5
pi 1 1 2 pi 21
xi 1 1 2 xi 2 1

(1.224)

• Three-point weighted average:

dp

dx

� �
i

5
ðΔp1=Δx1ÞΔx2 1 ðΔp2=Δx2ÞΔx1

Δx1 1Δx2
(1.225)

It should be pointed out that selec-
tion of the method of numerical differ-
entiation is a problem that must be
considered and examined when apply-
ing the pressure derivative method.
There are many differentiation meth-
ods that use only two points, e.g.,
backward difference, forward differ-
ence, and central difference formulas,
and very complex algorithms that uti-
lize several pressure points. It is impor-
tant to try several different methods in
order to find one which best smoothes
the data.

Step 2. On tracing paper with the same size
log cycles as the Bourdet�Gringarten

Δx1

Δp
1

Δp
2

Δx2

(1)

(2)

(i )

FIGURE 1.55 Differentiation algorithm using three points.
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type curve graph, i.e., Figure 1.54,
plot:
• (Δp) and (t Δp\) as a function of

the flowing time t when analyzing
drawdown test data. Note that
there are two sets of data on the
same log�log graph as illustrated in
Figure 1.56; the first is the analyti-
cal solution and the second is the
actual drawdown test data.

• The pressure difference Δp vs. the
equivalent time Δte and the deriva-
tive function (Δte Δp\) vs. the actual
shut-in time Δt. Again, there are
two sets of data on the same graph
as shown in Figure 1.56.

Step 3. Check the actual early-time pressure
points, i.e., pressure difference vs. time
on a log�log scale, for the unit-slope
line. If it exists, draw a line through
the points and calculate the wellbore
storage coefficient C by selecting a
point on the unit-slope line as identi-
fied with coordinates of (t, Δp) or
(Δte, Δp) and applying Eq. (1.215) or
Eq. (1.216), as follows:

For drawdown: C 5
QB
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t

Δp

0
@

1
A
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FIGURE 1.56 Type curve matching. Data from Table 1.6. (Bourdet, D., Whittle, T.M., Douglas, A.A., Pirard, Y.M., 1983.
A new set of type curves simplifies well test analysis. World Oil, May, 95�106; Copyright r1983 World Oil.)
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Step 4. Calculate the dimensionless wellbore
storage coefficient CD by applying
Eq. (1.217) and using the value of C
as calculated in Step 3. That is:

CD 5
0:8936

φhctr2w

� �
C

Step 5. Check the late-time data points on the
actual pressure derivative plot to see
if they form a horizontal line which
indicates the occurrence of transient
(unsteady-state) flow. If it exists, draw
a horizontal line through these deriva-
tive plot points.

Step 6. Place the actual two sets of plots,
i.e., the pressure difference plot and
derivative function plot, on the
Gringarten�Bourdet type curve in
Figure 1.54, and force a simultaneous
match of the two plots to
Gringarten�Bourdet type curves. The
unit-slope line should overlay the unit
slope on the type curve and the late-
time horizontal line should overlay the
horizontal line on the type curve which
corresponds to a value of 0.5. Note
that it is convenient to match both
pressure and pressure derivative curves,
even though it is redundant. With the
double match, a high degree of confi-
dence in the results is obtained.

Step 7. From the match of the best fit, select a
match point MP and record the corre-
sponding values of the following:
• From the Gringarten type curve,

determine (pD, Δp)MP and the cor-
responding (tD/CD, t)MP or (tD/CD,
Δte)MP.

• Record the value of the type curve
dimensionless group (CD e2s)MP

from the Bourdet type curves.
Step 8. Calculate the permeability by applying

Eq. (1.212):

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

Step 9. Recalculate the wellbore storage coef-
ficient C and CD by applying
Eqs. (1.214) and (1.217), or:

For drawdown: C 5
0:0002951kh

μ

2
4

3
5 ðt ÞMP

ðtD=CDÞMP

For buildup: C 5
0:0002951kh

μ

2
4

3
5 ðΔteÞMP

ðtD=CDÞMP

with

CD 5
0:8936

φhctr2w

� �
C

Compare the calculated values of C
and CD with those calculated in steps
3 and 4.

Step 10. Calculate the skin factor s by applying
Eq. (1.218) and using the value of CD

in step 9 and the value of (CD e2s)MP

in step 7, to give:

s5
1

2
ln

ðCD e2sÞMP

CD

� �

Example 1.33
Using the data from Example 1.31, analyze the
given well test data using the pressure derivative
approach.

Solution

Step 1. Calculate the derivative function for
every recorded data point by applying
Eq. (1.223) or the approximation method
of Eq. (1.224) as tabulated Table 1.7 and
shown graphically in Figure 1.57.

Step 2. Draw a straight line with a 45� angle that
fits the early-time test points, as shown in
Figure 1.57, and select the coordinates of
a point on the straight line, to give (0.1,
70). Calculate C and CD:

C 5
QB Δt

24 Δp
5

1740ð1:06Þð0:1Þ
ð24Þð70Þ 5 0:00976

CD 5
0:8936

φhctr2w

� �
5

0:8936ð0:00976Þ
ð0:25Þð107Þð4:23 1026Þð0:29Þ2

5 923
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TABLE 1.7 Pressure Derivative Method Using Data of Table 6.6

Δt (hour) Δp (psi) Slope (psi/hour) Δp\ (psi/hour) ΔtΔt\ (tp1Δt)tp

0.00000 0.00 1017.52 � �
0.00417 4.24 777.72 897.62 3.74
0.00833 7.48 657.55 717.64 5.98
0.01250 10.22 834.53 746.04 9.33
0.01667 13.70 778.85 806.69 13.46
0.02083 16.94 839.33 809.09 16.88
0.02500 20.44 776.98 808.15 20.24
0.02917 23.68 778.85 777.91 22.74
0.03333 26.92 776.98 777.91 25.99
0.03750 30.16 358.94 567.96 21.35
0.04583 33.15 719.42 539.18 24.79
0.05000 36.15 780.72 750.07 37.63
0.05830 42.63 831.54 806.13 47.18
0.06667 49.59 630.25 730.90 48.95
0.07500 54.84 776.71 703.48 53.02
0.08333 61.31 1144.80 960.76 80.50
0.09583 75.62 698.40 921.60 88.88
0.10833 84.35 616.80 657.60 71.75
0.12083 92.06 698.40 657.60 80.10
0.13333 100.79 569.60 634.00 85.28
0.14583 107.91 703.06 636.33 93.70
0.16250 119.63 643.07 673.07 110.56
0.17917 130.35 672.87 657.97 119.30
0.19583 141.56 628.67 650.77 129.10
0.21250 152.04 641.87 635.27 136.91
0.22917 162.74 610.66 626.26 145.71
0.25000 175.46 610.03 610.34 155.13
0.29167 200.88 550.65 580.34 172.56
0.33333 223.82 580.51 565.58 192.71
0.37500 248.01 526.28 553.40 212.71
0.41667 269.94 449.11 487.69 208.85
0.45833 288.65 467.00 458.08 216.36
0.50000 308.11 467.00 467.00 241.28
0.54167 327.57 478.40 472.70 265.29
0.58333 347.50 341.25 409.82 248.36
0.62500 361.72 437.01 389.13 253.34
0.66667 379.93 377.10 407.05 283.43
0.70833 395.64 281.26 329.18 244.18
0.75000 407.36 399.04 340.15 267.87
0.81250 432.30 299.36 349.20 299.09
0.87500 451.01 259.36 279.36 258.70
0.93750 467.22 291.20 275.28 274.20
1.00000 485.42 231.68 261.44 278.87
1.06250 499.90 267.52 249.60 283.98
1.12500 516.62 231.36 249.44 301.67
1.18750 531.08 219.84 225.60 289.11
1.25000 544.82 155.36 187.60 254.04
1.31250 554.53 191.84 173.60 247.79

(Continued )
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TABLE 1.7 (Continued)

Δt (hour) Δp (psi) Slope (psi/hour) Δp\ (psi/hour) ΔtΔt\ (tp1Δt)tp

1.37500 566.52 183.52 187.68 281.72
1.43750 577.99 151.84 167.68 264.14
1.50000 587.48 147.68 149.76 247.10
1.62500 605.94 106.00 126.84 228.44
1.75000 619.19 109.92 107.96 210.97
1.87500 632.93 103.76 106.84 225.37
2.00000 645.90 69.92 86.84 196.84
2.25000 663.38 59.84 64.88 167.88
2.37500 670.66 50.00 54.92 151.09
2.50000 677.11 44.84 47.42 138.31
2.75000 688.32 41.84 43.34 141.04
3.00000 698.78 35.80 38.82 139.75
3.25000 707.73 22.96 29.38 118.17
3.50000 713.47 38.80 30.88 133.30
3.75000 723.17 25.88 32.34 151.59
4.00000 729.64 16.92 21.40 108.43
4.25000 733.87 7.00 11.96 65.23
4.50000 735.62 7.00 7.00 40.95
4.75000 737.37 11.00 9.00 56.29
5.00000 740.12 12.96 11.98 79.87
5.25000 743.36 11.80 12.38 87.74
5.50000 746.31 8.24 10.02 75.32
5.75000 748.37 9.96 9.10 72.38
6.00000 750.86 7.00 8.48 71.23
6.25000 752.51 21.84 2.58 22.84
6.75000 751.69 5.52 1.84 18.01
7.25000 754.45 4.46 4.99 53.66
7.75000 756.68 3.02 3.74 43.96
8.25000 758.19 3.50 3.26 41.69
8.75000 759.94 2.48 2.99 41.42
9.25000 761.18 2.02 2.25 33.65
9.75000 762.19 2.98 2.50 40.22
10.25000 763.68 1.48 2.23 38.48
10.75000 764.42 2.02 1.75 32.29
11.25000 765.43 1.48 1.75 34.45
11.75000 766.17 2.02 1.75 36.67
12.25000 767.18 1.48 1.75 38.94
12.75000 767.92 1.64 1.56 36.80
13.25000 768.74 0.86 1.25 31.19
13.75000 769.17 1.33 1.10 28.90
14.50000 770.17 1.00 1.17 33.27
15.25000 770.92 0.99 0.99 30.55
16.00000 771.66 1.00 0.99 32.85
16.75000 772.41 0.99 0.99 35.22
17.50000 773.15 0.68 0.83 31.60
18.25000 773.66 0.99 0.83 33.71

(Continued )
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TABLE 1.7 (Continued)

Δt (hour) Δp (psi) Slope (psi/hour) Δp\ (psi/hour) ΔtΔt\ (tp1Δt)tp

19.00000 774.40 0.35 0.67 28.71
19.75000 774.66 0.67 0.51 23.18
20.50000 775.16 1.00 0.83 40.43
21.25000 775.91 0.50 0.75 38.52
22.25000 776.41 0.48 0.49 27.07
23.25000 776.89 0.26 0.37 21.94
24.25000 777.15 0.51 0.38 24.43
25.25000 777.66 0.50 0.50 34.22
26.25000 778.16 0.24 0.37 26.71
27.25000 778.40 0.40a 0.32b 24.56c

28.50000 778.90 0.34 0.37 30.58
30.00000 779.41 25.98 13.16 1184.41

a(778.92778.4)/(28.5227.25)5 0.40.
b(0.401 0.24)/25 0.32.
c27.2520.322 (151 27.25)/155 24.56.
After Sabet, M., 1991. Well Test Analysis. Gulf Publishing, Dallas, TX.
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FIGURE 1.57 Log�log plot. Data from Table 1.7.
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Step 3. Overlay the pressure difference data and
pressure derivative data over the
Gringarten�Bourdet type curve to match
the type curve, as shown in Figure 1.57,
with the following match points:

ðCD e2sÞMP 5 43 109

pD
Δp

� �
MP

5 0:0179

ðtD=CDÞ
Δt

� �� �
MP

5 14:8

Step 4. Calculate the permeability k:

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

5
141:2ð174Þð1:06Þð2:5Þ

107

� �
ð0:0179Þ

5 10:9 md

Step 5. Calculate C and CD:

C 5
0:0002951kh

μ

� � ðΔteÞMP

ðtD=CDÞMP

5
0:0002951ð10:9Þð107Þ

2:5

� �
1

14:8

� �
5 0:0093 bbl=psi

CD 5
0:8936C

φhctr2w
5

0:8936ð0:093Þ
ð0:25Þð107Þð4:23 1026Þð0:29Þ2

5 879

Step 6. Calculate the skin factor s:

s5
1

2
ln

ðCD e2s ÞMP

CD

� �
5

1

2
ln

43 109

879

� �
5 7:7

Note that the derivative function, as plotted
in Figure 1.57, shows an appreciable amount of
scatter points, and the horizontal line that sig-
nifies the radial infinite-acting state is not clear.
A practical limitation associated with the use of
the pressure derivative approach is the ability to
measure pressure transient data with sufficient
frequency and accuracy so that it can be differ-
entiated. Generally, the derivative function will

show severe oscillations unless the data is
smoothed before taking the derivative.

Smoothing of any time series, such as
pressure�time data, is not an easy task, and
unless it is done with care and know-how, a part
of the data which is representative of the reservoir
(signal) could be lost. Signal filtering, smoothing,
and interpolation are considered topics of science
and engineering, and unless the proper smoothing
techniques are applied to the field data, the results
could be utterly misleading.

In addition to the reservoir heterogeneity,
there are many inner and outer reservoir bound-
ary conditions that will cause the transient state
plot to deviate from the expected semilog
straight-line behavior during the infinite-acting
behavior of the test well, such as:

• faults and other impermeable flow barriers;
• partial penetration;
• phase separation and packer failures;
• interference;
• stratified layers;
• naturally and hydraulically fractured

reservoirs;
• boundary;
• lateral increase in mobility.

The theory which describes the unsteady-state
flow data is based on the ideal radial flow of fluids
in a homogeneous reservoir system of uniform
thickness, porosity, and permeability. Any devia-
tion from this ideal concept can cause the predicted
pressure to behave differently from the actual mea-
sured pressure. In addition, a well test response
may have different behavior at different times dur-
ing the test. In general, the following four different
time periods can be identified on a log�log plot of
Δp vs.Δt as shown in Figure 1.58:

(1) The wellbore storage effect is always the
first flow regime to appear.

(2) Evidence of the well and reservoir heterogene-
ities effect will then appear in the pressure
behavior response. This behavior maybe a
result of multilayered formation, skin, hydrau-
lic fracture, or fissured formation.
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(3) The pressure response exhibits the radial
infinite-active behavior and represents an
equivalent homogeneous system.

(4) The last period represents the boundary
effects that may occur at late time.

Thus, many types of flow regimes can
appear before and after the actual semilog
straight line develops, and they follow a very
strict chronology in the pressure response.
Only global diagnosis, with identification of all
successive regimes present, will indicate exactly
when conventional analysis, e.g., the semilog
plot technique, is justified. Recognition of the
above four different sequences of responses is
perhaps the most important element in well
test analysis. The difficulty arises from the fact
that some of these responses could be missing,
overlapping, or undetectable through the tradi-
tional graphical semilog straight-line approach.
Selection of the correct reservoir interpretation
model is a prerequisite and an important step

before analyzing well test data and interpreting
the test results. With proper well test design
and sufficient test length for the response to be
detected, most pressure transient data can pro-
vide an unambiguous indicator of the type and
the associated characteristics of the reservoir.
However, many well tests cannot or are not
run for sufficient test duration to eliminate
ambiguity in selecting the proper model to ana-
lyze test data. With a sufficient length of well
testing time, the reservoir response during well
testing is then used to identify a well test inter-
pretation model from which well and reservoir
parameters, such as permeability and skin,
can be determined. This model identification
requirement holds for both traditional graphi-
cal analyses as well as for computer-aided
techniques.

It should be pointed out that both the semi-
log and log�log plots of pressure vs. time data
are often insensitive to pressure changes and
cannot be solely used as diagnostic plots to find
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the interpretation model that best represents the
dynamic behavior of the well and reservoir dur-
ing the test. The pressure derivative type curve,
however, is the most definitive of the type
curves for identifying the proper interpretation
model. The pressure derivative approach has
been applied with tremendous success as a diag-
nostic tool for the following reasons:

• It magnifies small pressure changes.
• Flow regimes have clear characteristic

shapes on the pressure derivative plot.
• It clearly differentiates between responses of

various reservoir models, such as:
� dual-porosity behaviors;
� naturally and hydraulically fractured

reservoirs;
� closed boundary systems;
� constant pressure boundaries;
� faults and impermeable boundaries;
� Infinite-acting systems.

• It identifies various reservoir behaviors and
conditions that are not apparent in the tradi-
tional well analysis approach.

• It defines a clear recognizable pattern of var-
ious flow periods.

• It improves the overall accuracy of test
interpretation.

• It provides an accurate estimation of rele-
vant reservoir parameters.

Al-Ghamdi and Issaka (2001) pointed out
that there are three major difficulties during the
process of identifying the proper interpretation
model:

(1) The limited number of available interpreta-
tion models that are restricted to prespeci-
fied setting and idealized conditions.

(2) The limitation of the majority of existing
heterogeneous reservoir models to one type
of heterogeneities and the ability to accom-
modate multiple heterogeneities within the
same model.

(3) The non-uniqueness problem where identi-
cal responses are generated by completely
different reservoir models of totally differ-
ent geological configuration.

Lee (1982) suggested that the best approach of
identifying the correct interpretation model incor-
porates the following three plotting techniques:

(1) The traditional log�log type curve plot of
pressure difference Δp vs. time.

(2) The derivative type curve.
(3) The “specialized graph” such as the Horner

plot for a homogeneous system among
other plots.

Based on the knowledge of the shapes of dif-
ferent flow regimes, the double plot of pressure
and its derivative is used to diagnose the system
and choose a well/reservoir model to match the
well test data. The specialized plots can then be
used to confirm the results of the pressure-deriv-
ative type curve match. Therefore, after review-
ing and checking the quality of the test raw
data, the analysis of well tests can be divided
into the following two steps:

(1) The reservoir model identification and vari-
ous flow regimes encountered during the
tests are determined.

(2) The values of various reservoir and well
parameters are calculated.

1.5.1 Model Identification

The validity of the well test interpretation is
totally dependent on two important factors,
the accuracy of the measured field data and the
applicability of the selected interpretation
model. Identifying the correct model for ana-
lyzing the well test data can be recognized
by plotting the data in several formats to
eliminate the ambiguity in model selection.
Gringarten (1984) pointed out that the intero-
peration model consists of three main compo-
nents that are independent of each other and
dominate at different times during the test and
they follow the chronology of the pressure
response. These are:

(I) Inner boundaries. Identification of the
inner boundaries is performed on the
early-time test data. There are only five
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possible inner boundaries and flow condi-
tions in and around the wellbore:

(1) wellbore storage;
(2) skin;
(3) phase separation;
(4) partial penetration;
(5) fracture.

(II) Reservoir behavior. Identification of the
reservoir is performed on the middle-time
data during the infinite-acting behavior
and includes two main types:

(1) homogeneous;
(2) heterogeneous.

(III) Outer boundaries. Identification of the
outer boundaries is performed on the late-
time data. There are two outer boundaries:

(1) no-flow boundary;
(2) constant-pressure boundary.

Each of the above three components exhibits
a distinctly different characteristic that can be
not only identified separately, but also described
in different mathematical forms.

1.5.2 Analysis of Early-time Test Data

Early-time data is meaningful and can be used to
obtain unparalleled information on the reservoir
around the wellbore. During this early-time
period, wellbore storage, fractures, and other
inner boundary flow regimes are the dominant
flowing conditions and exhibit a distinct differ-
ent behavior. These inner boundary conditions
and their associated flow regimes are briefly dis-
cussed below.
Wellbore Storage and Skin. The most effec-
tive procedure for analyzing and understanding
the entire recorded transient well test data is by
employing the log�log plot of the pressure dif-
ference Δp\ and its derivative Δp\ vs. elapsed
time. Identification of the inner boundaries is
performed on early-time test data and starts
with the wellbore storage. During this time
when the wellbore storage dominates, Δp and
its derivative Δp\ are proportional to the
elapsed time and produce a 45� straight line on
the log�log plot, as shown in Figure 1.59. On

the derivative plot, the transition from the well-
bore storage to the infinite-acting radial flow
gives a “hump” with a maximum that indicates
wellbore damage (positive skin). Conversely,
the absence of a maximum indicates a non-dam-
aged or stimulated well.
Phase Separation in Tubing. Stegemeier and
Matthews (1958), in a study of anomalous pressure
buildup behavior, graphically illustrated and dis-
cussed the effects of several reservoir conditions on
the Horner straight-line plot, as shown in
Figure 1.60. The problem occurs when gas and oil
are segregated in the tubing and annulus during
shut-in, which can cause the wellbore pressure to
increase. This increase in the pressure could exceed
the reservoir pressure and force the liquid to flow
back into the formation with a resulting decrease in
the wellbore pressure. Stegemeier and Matthews
investigated this “humping” effect, as shown in
Figure 1.60, which means that bottom-hole pres-
sure builds up to a maximum and then decreases.
They attributed this behavior to the rise of bubbles
of gas and the redistribution of fluids within the
wellbore. Wells which show the humping behavior
have the following characteristics:

• They are completed in moderately permeable
formations with a considerable skin effect or
restriction to flow near the wellbore.

• The annulus is packed off.

The phenomenon does not occur in tighter
formations because the production rate is small
and, thus, there is ample space for the segre-
gated gas to move into and expand. Similarly, if
there is no restriction to flow near the wellbore,
fluid can easily flow back into the formation to
equalize the pressure and prevent humping. If
the annulus is not packed off, bubble rise in
the tubing will simply unload liquid into the
casing�tubing annulus rather than displace the
fluid back into the formation.

Stegemeier and Matthews also showed how
leakage through the wellbore between dually
completed zones at different pressure can cause
an anomalous hump in measured pressures.
When this leakage occurs, the pressure differen-
tial between zones becomes small, allowing
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fluid to flow, and causes a hump in the pressure
observed in the other zone.
Effect of Partial Penetration. Depending on
the type of wellbore completion configuration, it
is possible to have spherical or hemispherical flow
near the wellbore. If the well penetrates the reser-
voir for a short distance below the cap rock, the
flow will be hemispherical. When the well is cased
through a thick pay zone and only a small part of
the casing is perforated, the flow in the immediate
vicinity of the wellbore will be spherical. Away
from the wellbore, the flow is essentially radial.
However, for a short duration of transient test,
the flow will remain spherical during the test.

In the case of a pressure buildup test of a
partially depleted well, Culham (1974)
described the flow by the following expression:

pi 2 pws 5
2453QBμ

k2=3
1ffiffiffiffiffiffi
Δt

p 2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tp 1Δt
p

" #log [ (t + Δt)/Δt ]

p W
S

1

FIGURE 1.60 Phase separation in tubing. (After
Stegemeier, G., Matthews, C., 1958. A study of anoma-
lous pressure buildup behavior. Trans. AIME 213, 44�50.)
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This relationship suggests that a plot of
(pi2 pws) vs. ½ð1=

ffiffiffiffiffiffi
Δt

p
Þ2 ð1= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tp 1ΔtÞp � on a
Cartesian scale would be a straight line that passes
through the origin with a slope ofm as given by:

For spherical flow: m5
2453QBμ

k2=3

For hemispherical flow: m5
1226QBμ

k2=3

with the total skin factor s defined by:

s5 34:7rew

ffiffiffiffiffiffiffiffiffiffi
φμct
k

r
ðpwsÞΔt 2 pwf at Δt 5 0

m
1

1ffiffiffiffiffiffi
Δt

p
� �

2 1

The dimensionless parameter rew is given by:

For spherical flow: rew 5
hp

2lnðhp=rwÞ

For hemispherical flow: rew 5
hp

lnð2hp=rwÞ

where

(pws)Δt5 the shut-in pressure at any shut-in
time Δt, hours
hp5 perforated length, ft
rw5wellbore radius, ft

An important factor in determining the par-
tial penetration skin factor is the ratio of the
horizontal permeability kh to the vertical per-
meability kv, i.e., kh/kv. If the vertical perme-
ability is small, the well will tend to behave as
if the formation thickness h is equal to the
completion thickness hp. When the vertical per-
meability is high, the effect of the partial pene-
tration is to introduce an extra pressure drop
near the wellbore. This extra pressure drop
will cause a large positive skin factor or smal-
ler apparent wellbore radius when analyzing
well test data. Similarly, opening only a few
holes in the casing can also cause additional
skin damage. Saidikowski (1979) indicated
that the total skin factor s as calculated from a
pressure transient test is related to the true skin
factor caused by formation damage sd and skin
factor due to partial penetration sP by the fol-
lowing relationship:

s5
h

hp

� �
sd 1 sp

Saidikowski estimated the skin factor due
to partial penetration from the following
expression:

sp 5
h

hp
2 1

� �
ln

h

rw

ffiffiffiffiffi
kh
kv

s !
2 2

" #
where

rw5wellbore radius, ft
hp5 perforated interval, ft
h5 total thickness, ft
kh5 horizontal permeability, md
kv5 vertical permeability, md

1.5.3 Analysis of Middle-time Test
Data

Identification of the basic reservoir characteris-
tics is performed during the reservoir infinite-
acting period and by using the middle-time test
data. Infinite-acting flow occurs after the inner
boundary effects have disappeared (e.g., well-
bore storage, skin) and before the outer bound-
ary effects have been felt. Gringarten et al.
(1979) suggested that all reservoir behaviors
can be classified as homogeneous or heteroge-
neous systems. The homogeneous system is
described by only one porous medium that can
be characterized by average rock properties
through the conventional well testing approach.
Heterogeneous systems are subclassified into
the following two categories:

(1) double porosity reservoirs;
(2) multilayered or double-permeability reservoirs.

A brief discussion of the above two catego-
ries is given below.
Naturally Fractured (Double-porosity)
Reservoirs. Naturally fractured reservoirs are
typically characterized by a double-porosity
behavior; a primary porosity φm that represents
the matrix and a secondary porosity φf that repre-
sents the fissure system. Basically, “fractures” are
created hydraulically for well stimulation,
whereas “fissures” are considered natural
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fractures. The double- or dual-porosity model
assumes two porous regions of distinctly different
porosities and permeabilities within the forma-
tion. Only one, the “fissure system,” has a perme-
ability kf high enough to produce to the well. The
matrix system does not produce directly to the
well but acts as a source of fluid to the fissure sys-
tem. A very important characteristic of the dou-
ble-porosity system is the nature of the fluid
exchange between the two distinct porous sys-
tems. Gringarten (1984) presented a comprehen-
sive treatment and an excellent review of the
behavior of fissured reservoirs and the appropri-
ate methodologies of analyzing well test data.

Warren and Root (1963) presented extensive
theoretical work on the behavior of naturally frac-
tured reservoirs. They assumed that the formation
fluid flows from the matrix system into the frac-
tures under pseudosteady-state conditions with the
fractures acting like conduits to the wellbore.
Kazemi (1969) proposed a similar model with the
main assumption that the interporosity flow
occurs under transient flow. Warren and Root
indicated that two characteristic parameters, in
addition to permeability and skin, control the
behavior of double-porosity systems. These are:

(1) The dimensionless parameter ω that defines
the storativity of the fractures as a ratio to
that of the total reservoir. Mathematically,
it is given by:

ω5
ðφhctÞf

ðφhctÞf1m

5
ðφhctÞf

ðφhctÞf 1 ðφhctÞm
(1.226)

where
ω5 storativity ratio
h5 thickness
ct5 total compressibility, psi21

φ5 porosity

The subscripts “f” and “m” refer to the
fissure and matrix, respectively. A typical
range of ω is 0.1�0.001.

(2) The second parameter λ is the interporosity
flow coefficient which describes the ability
of the fluid to flow from the matrix into the
fissures and is defined by the following
relationship:

λ5α
km
kf

� �
r2w (1.227)

where
λ5 interporosity flow coefficient
k5 permeability
rw5wellbore radius

The factor α is the block-shaped parameter
that depends on the geometry and the character-
istic shape of the matrix�fissure system and has
the dimension of a reciprocal of the area
defined by the following expression:

α5
A

Vx

where

A5 surface area of the matrix block, ft2

V5 volume of the matrix block
x5 characteristic length of the matrix block, ft

Most of the proposed models assume that
the matrix�fissure system can be represented by
one the following four geometries:

(a) Cubic matrix blocks separated by fractures
with λ as given by:

λ5
60

l2m

km
kf

� �
r2w

where
lm5 length of a block side

(b) Spherical matrix blocks separated by frac-
tures with λ as given by:

λ5
15

r2m

km
kf

� �
r2w

where
rm5 radius of the sphere

(c) Horizontal strata (rectangular slab) matrix
blocks separated by fractures with λ as
given by:

λ5
12

h2f

km
kf

� �
r2w

where
hf5 thickness of an individual fracture or high-
permeability layer
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(d) Vertical cylinder matrix blocks separated by
fractures with λ as given by:

λ5
8

r2m

km
kf

� �
r2w

where
rm5 radius of each cylinder

In general, the value of the interporosity flow
parameter ranges between 1023 and 1029.
Cinco and Samaniego (1981) identified the fol-
lowing extreme interporosity flow conditions:

• Restricted interporosity flow which corre-
sponds to a high skin between the least per-
meable media (matrix) and the highest
permeable media (fissures) and is mathemat-
ically equivalent to the pseudosteady-state
solution, i.e., the Warren and Root model.

• Unrestricted interporosity flow that corre-
sponds to zero skin between the most and
highest permeable media and is described by
the unsteady-state (transient) solution.

Warren and Root proposed the first identifica-
tion method of the double-porosity system, as
shown by the drawdown semilog plot of
Figure 1.61. The curve is characterized by two
parallel straight lines due to the two separate
porosities in the reservoir. Because the secondary
porosity (fissures) has the greater transmissivity
and is connected to the wellbore, it responds first
as described by the first semilog straight line. The
primary porosity (matrix), having a much lower
transmissivity, responds much later. The com-
bined effect of the two porosities gives rise to the
second semilog straight line. The two straight
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FIGURE 1.61 Pressure drawdown according to the model by Warren and Root. (Kazemi, H., 1969. Pressure transient
analysis of naturally fractured reservoirs with uniform fracture distribution. SPE J. 9 (4), 451�462; Copyright r1969
SPE.)
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lines are separated by a transition period during
which the pressure tends to stabilize.

The first straight line reflects the transient radial
flow through the fractures and, thus, its slope
is used to determine the system permeability�
thickness product. However, because the fracture
storage is small, the fluid in the fractures is quickly
depleted with a combined rapid pressure decline in
the fractures. This pressure drop in the fracture
allows more fluid to flow from the matrix into the
fractures, which causes a slowdown in the pressure
decline rate (as shown in Figure 1.61 by the transi-
tion period). As the matrix pressure approaches
the pressure of the fractures, the pressure is stabi-
lized in two systems and yields the second semilog
straight line. It should be pointed out that the first
semilog straight line may be shadowed by wellbore

storage effects and might not be recognized.
Therefore, in practice, only parameters character-
izing the homogeneous behavior of the total sys-
tem kfh can be obtained.

Figure 1.62 shows the pressure buildup data
for a naturally fractured reservoir. As for the
drawdown, wellbore storage effects may
obscure the first semilog straight line. If both
semilog straight lines develop, analysis of the
total permeability�thickness product is esti-
mated from the slope m of either straight line
and the use of Eq. (1.176), or:

ðkfhÞ5
162:6QBμ

m

The skin factor s and the false pressure p*

are calculated as described by using the second

Extrapolate to p*
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FIGURE 1.62 Buildup curve from a fractured reservoir. (After Warren, J.E., Root, P.J., 1963. The behavior of naturally
fractured reservoirs. SPE J. 3 (3), 245�255.)
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straight line. Warren and Root indicated that
the storativity ratio ω can be determined from
the vertical displacement between the two
straight lines, identified as Δp in Figures 1.61
and 1.62, by the following expression:

ω5 10ð2Δp=mÞ (1.228)

Bourdet and Gringarten (1980) indicated
that by drawing a horizontal line through the
middle of the transition curve to intersect with
both semilog straight lines, as shown in
Figures 1.61 and 1.62, the interporosity flow
coefficient λ can be determined by reading the
corresponding time at the intersection of either
of the two straight lines, e.g., t1 or t2, and
applying the following relationships:

• In drawdown tests:

λ5
ω

12ω

h i ðφhctÞmμr2w
1:781kft1

� �
5

1

12ω

� � ðφhctÞmμr2w
1:781kft2

� �
(1.229)

• In buildup tests:

λ5
ω

12ω

h i ðφhctÞmμr2w
1:781kftp

� �
tp 1Δt

Δt

� �
1

or

λ5
1

12ω

� � ðφhctÞmμr2w
1:781kftp

� �
tp 1Δt

Δt

� �
2

(1.230)

where

kf5 permeability of the fracture, md
tp5 producing time before shut-in, hours
rw5wellbore radius, ft
μ5 viscosity, cp

The subscripts 1 and 2 (e.g., t1) refer to the
first and second line time intersection with the
horizontal line drawn through the middle of the
transition region pressure response during draw-
down or buildup tests.

The above relationships indicate that the
value of λ is dependent on the value of ω. Since
ω is the ratio of fracture to matrix storage, as

defined in terms of the total isothermal com-
pressibility coefficients of the matrix and fis-
sures by Eq. (1.226), thus:

ω5
1

11 ððφhÞm=ðφhÞfÞððctÞm=ðctÞfÞ
� 	

it suggests that ω is also dependent on the PVT
properties of the fluid. It is quite possible for the
oil contained in the fracture to be below the bub-
ble point, while the oil contained in the matrix is
above the bubble point. Thus, ω is pressure
dependent and, therefore, λ is greater than 10,
so the level of heterogeneity is insufficient for
dual porosity effects to be of importance and the
reservoir can be treated with a single porosity.

Example 1.34
The pressure buildup data as presented by
Najurieta (1980) and Sabet (1991) for a double-
porosity system is tabulated below:

Δt (hour) pws (psi)
tp 1Δt

Δt

0.003 6617 31,000,000
0.017 6632 516,668
0.033 6644 358,334
0.067 6650 129,168
0.133 6654 64,544
0.267 6661 32,293
0.533 6666 16,147
1.067 6669 8074
2.133 6678 4038
4.267 6685 2019
8.533 6697 1010
17.067 6704 506
34.133 6712 253

The following additional reservoir and fluid
properties are available:

pi5 6789.5 psi, pwf at Δt5 05 6352 psi,
Qo5 2554 STB/day, Bo5 2.3 bbl/STB,
μo5 1 cp, tp5 8611 hour
rw5 0.375 ft, ct5 8.173 1026 psi21,

φm5 0.21
km5 0.1 md, hm5 17 ft

Estimate ω and λ.
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Solution

Step 1. Plot pws vs. (tp1Δt)/Δt on a semilog
scale as shown in Figure 1.63.

Step 2. Figure 1.63 shows two parallel semilog
straight lines with a slope of m5 32 psi/
cycle.

Step 3. Calculate (kfh) from the slope m:

ðkfhÞ5
162:6QoBoμo

m
5

162:6ð2556Þð2:3Þð1:0Þ
32

5 29;848:3 md ft

and

kf 5
29; 848:3

17
5 1756 md

Step 4. Determine the vertical distance Δp
between the two straight lines:

Δp5 25 psi

Step 5. Calculate the storativity ratio ω from
Eq. (1.228):

ω5 102 ðΔp=mÞ 5 102ð25=32Þ 5 0:165

Step 6. Draw a horizontal line through the
middle of the transition region to
intersect with the two semilog straight
lines. Read the corresponding time at the
second intersection, to give:

tp 1Δt

Δt

� �
2

5 20; 000

Step 7. Calculate from Eq. (1.230):

λ5
1

12ω

� � ðφhctÞmμr2w
1:781kftp

� �
tp 1Δt

Δt

� �
2

5
1

12 0:165

� �

3
ð0:21Þð17Þð8:173 1026Þð1Þð0:375Þ2

1:781ð1756Þð8611Þ

" #
ð20; 000Þ

5 3:643 1029

It should be noted that pressure behavior in a
naturally fractured reservoir is similar to that
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FIGURE 1.63 Semilog plot of the buildup test data. (After Sabet, M., 1991. Well Test Analysis. Gulf Publishing, Dallas,
TX.)
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obtained in a layered reservoir with no cross-
flow. In fact, in any reservoir system with two
predominant rock types, the pressure buildup
behavior is similar to that of Figure 1.62.

Gringarten (1987) pointed out that the two
straight lines on the semilog plot may or may
not be present depending on the condition of
the well and duration of the test. He concluded
that the semilog plot is not an efficient or suffi-
cient tool for identifying double-porosity behav-
ior. In the log�log plot, as shown in
Figure 1.62, the double-porosity behavior yields
an S-shaped curve. The initial portion of the
curve represents the homogeneous behavior
resulting from depletion in the most permeable
medium, e.g., fissures. A transition period fol-
lows and corresponds to the interporosity flow.
Finally, the last portion represents the homoge-
neous behavior of both media when recharge
from the least permeable medium (matrix) is
fully established and pressure is equalized. The
log�log analysis represents a significant
improvement over conventional semilog analy-
sis for identifying double-porosity behavior.
However, S-shape behavior is difficult to recog-
nize in highly damaged wells and well behavior
can then be erroneously diagnosed as homoge-
neous. Furthermore, a similar S-shape behavior
may be found in irregularly bounded well drain-
age systems.

Perhaps the most efficient means for identi-
fying double-porosity systems is the use of the
pressure derivative plot. It allows unambigu-
ous identification of the system, provided the
quality of the pressure data is adequate and,
more importantly, an accurate methodology is
used in calculating pressure derivatives. As dis-
cussed earlier, the pressure derivative analysis
involves a log�log plot of the derivative of the
pressure with respect to time vs. elapsed time.
Figure 1.64 shows the combined log�log plot
of pressure and derivative vs. time for a dual-
porosity system. The derivative plot shows a
“minimum” or a “dip” on the pressure deriva-
tive curve caused by the interporosity flow
during the transition period. The “minimum”
is between two horizontal lines; the first

represents the radial flow controlled by the fis-
sures and the second describes the combined
behavior of the double-porosity system.
Figure 1.64 shows, at early time, the typical
behavior of wellbore storage effects with the
deviation from the 45� straight line to a maxi-
mum representing a wellbore damage.
Gringarten (1987) suggested that the shape of
the minimum depends on the double-porosity
behavior. For a restricted interporosity flow,
the minimum takes a V-shape, whereas unre-
stricted interporosity yields an open U-shaped
minimum.

Based on Warren and Root’s double-porosity
theory and the work of Mavor and Cinco
(1979), Bourdet and Gringarten (1980) devel-
oped specialized pressure type curves that can
be used for analyzing well test data in dual-
porosity systems. They showed that double-
porosity behavior is controlled by the following
independent variables:

• pD
• tD/CD

• CD e2s

• ω
• λ e22s

with the dimensionless pressure pD and time tD
as defined below:

pD 5
kfh

141:2QBμ

2
4

3
5Δp

tD 5
0:0002637kft

½ðφμctÞf 1 ðφμctÞm�μr2w
5

0:0002637kft

ðφμctÞf1mμr2w

where

k5 permeability, md
t5 time, hours
μ5 viscosity, cp
rw5wellbore radius, ft

and subscripts:

f5 fissure
m5matrix
f1m5 total system
D5 dimensionless
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Bourdet et al. (1984) extended the practical
applications of these curves and enhanced their use
by introducing the pressure derivative type curves
to the solution. They developed two sets of pressure
derivative type curves as shown in Figures 1.65 and

1.66. The first set, i.e., Figure 1.65, is based on the
assumption that the interporosity flow obeys the
pseudosteady-state flowing condition and the other
set (Figure 1.66) assumes transient interporosity
flow. The use of either set involves plotting the
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FIGURE 1.64 Dual-porosity behavior shows as two parallel semilog straight lines on a semilog plot, as a minimum on a
derivative plot.
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pressure difference Δp and the derivative function,
as defined by Eq. (1.222) for drawdown tests or
Eq. (1.223) for buildup tests, vs. time with same
size log cycles as the type curve. The controlling
variables in each of the two type curve sets are
given below.
First Type Curve Set

Pseudo Steady-state Interporosity Flow.
The actual pressure response, i.e., pressure dif-
ference Δp, is described by the following three
component curves:

(1) At early times, the flow comes from the fis-
sures (most permeable medium) and the
actual pressure difference plot, i.e., Δp curve,
matches one of the homogeneous curves that
is labeled (CD e2s) with a corresponding value
of (CD e2s)f that describes the fissure flow.
This value is designated as [(CD e2s)f]M.

(2) As the pressure difference response reaches
the transition regime, Δp deviates from the
CD e2s curve and follows one of the transi-
tion curves that describes this flow regime
by λ e22s, designated as [λ e22s]M.

(3) Finally, the pressure difference response leaves
the transition curve and matches a new CD e2s

curve below the first one with a corresponding
value of (CD e2s)f1m that describes the total
system behavior, i.e., matrix and fissures. This
value is recorded as [(CD e2s)f1m]M.

On the pressure derivative response, the stor-
ativity ratio ω defines the shape of the deriva-
tive curve during the transition regime that is
described by a “depression” or a “minimum.”
The duration and depth of the depression are
linked by the value of ω; a small ω produces a
long and, therefore, deep transition. The inter-
porosity coefficient λ is the second parameter
defining the position of the time axis of the
transition regime. A decrease of λ value moves
the depression to the right side of the plot.

As shown in Figure 1.65, the pressure deriva-
tive plots match on four component curves:

(1) The derivative curve follows the fissure flow
curve [(CD e2s)f]M.

(2) The derivative curve reaches an early transi-
tion period, expressed by a depression and
described by an early transition curve
[λ(CD)f1m/ω(12ω)]M.

(3) The derivative pressure curve then matches
a late transition curve labeled [λ(CD)f1m/
(12ω)]M.

(4) The total system behavior is reached on the
0.5 line.

Second Type Curve Set
Transient Interporosity Flow. As developed

by Bourdet and Gringarten (1980) and expan-
ded by Bourdet et al. (1984) to include the pres-
sure derivative approach, this type curve is built
in the same way as for the pseudosteady-state
interporosity flow. As shown in Figure 1.66, the
pressure behavior is defined by three component
curves, (CD e2s)f, β\, and (CD e2s)f1m. The
authors defined β\ as the interporosity dimen-
sionless group and is given by:

β\ 5 δ
ðCD e2sÞf1m

λ e22s

� �

where the parameter δ is the shape coefficient
with assigned values as given below:

• δ5 1.0508 for spherical blocks
• δ5 1.8914 for slab matrix blocks

As the first fissure flow is short-lived with
transient interporosity flow models, the
(CD e2s)f curves are not seen in practice and
therefore have not been included in the deriva-
tive curves. The dual-porosity derivative
response starts on the derivative of a β\ transi-
tion curve, then follows a late transition curve
labeled λ(CD)f1m/(12ω)2 until it reaches the
total system regime on the 0.5 line.

Bourdet (1985) points out that the pressure
derivative responses during the transition flow
regime are very different between the two types
of double-porosity model. With the transient
interporosity flow solutions, the transition starts
from early time and does not drop to a very
low level. With pseudosteady-state interporosity
flow, the transition starts later and the shape of
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the depression is much more pronounced. There
is no lower limit for the depth of the depression
when the flow from the matrix to the fissures
follows the pseudosteady-state model, whereas
for the interporosity transient flow the depth of
the depression does not exceed 0.25.

In general, the matching procedure and reser-
voir parameters estimation as applied to the
type-curve of Figure 1.66 can be summarized in
the following steps:

Step 1. Using the actual well test data, calculate
the pressure difference Δp and the pres-
sure derivative plotting functions as
defined by Eq. (1.222) for drawdown or
Eq. (1.223) for buildup tests, i.e.:

• For drawdown tests:

The pressure difference: Δp5 pi 2 pwf

The derivative function: tΔp\ 52 t
dðΔpÞ
dðt Þ

0
@

1
A

• For buildup tests:

Thepressuredifference: Δp5pws2pwf atΔt50

Thederivative function: ΔteΔp\5Δt
tp1Δt

Δt

0
@

1
A dðΔpÞ

dðΔt Þ

2
4

3
5

Step 2. On tracing paper with the same size log
cycles as in Figure 1.66, plot the data of
step 1 as a function of flowing time t
for drawdown tests or equivalent time
Δte for buildup tests.

Step 3. Place the actual two sets of plots, i.e., Δp
and derivative plots, on Figure 1.65 or
Figure 1.66 and force a simultaneous
match of the two plots to Gringarten�
Bourdet type curves. Read the matched
derivative curve [λ(CD)f1m/(12ω)2]M.

Step 4. Choose any point and read its coordi-
nates on both figures to give:

ðΔp; pDÞMP and ðt or Δte; tD=CDÞMP

Step 5. With the match still maintained, read
the values of the curves labeled (CD e2s)
which match the initial segment of the

curve [(CD e2s)f]M and the final segment
[(CD e2s)f1m]M of the data curve.

Step 6. Calculate the well and reservoir para-
meters from the following relationships:

ω5
½ðCD e2sÞf1m�M
½ðCD e2sÞf�M

(1.231)

kfh5 141:2QBμ
pD
Δp

� �
MP

md ft (1.232)

C 5
0:000295kfh

μ

� � ðΔt ÞMP

ðCD=CDÞMP

(1.233)

ðCDÞf1m 5
0:8926C

φcthr2w
(1.234)

s5 0:5 ln
½ðCD e2sÞf1m�M

ðCDÞf1m

� �
(1.235)

λ5
λðCDÞf1m
ð12ωÞ2
� �

M

ð12ωÞ2
ðCDÞf1m

(1.236)

The selection of the best solution between
the pseudosteady-state and the transient inter-
porosity flow is generally straightforward; with
the pseudosteady-state model, the drop of the
derivative during transition is a function of the
transition duration. Long transition regimes,
corresponding to small ω values, produce deriv-
ative levels much smaller than the practical 0.25
limit of the transient solution.

The following pressure buildup data as given
by Bourdet et al. and reported conveniently by
Sabet (1991) is used below as an example to
illustrate the use of pressure derivative type
curves.

Example 1.35
Table 1.8 shows the pressure buildup and
pressure derivative data for a naturally fractured
reservoir. The following flow and reservoir data
is also given:

Q5 960 STB/day, Bo5 1.28 bbl/STB
ct5 13 1025 psi21, φ5 0.007
μ5 1 cp, rw5 0.29 ft, h5 36 ft
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TABLE 1.8 Pressure Buildup Test, Naturally Fractured Reservoir

Δt (hour) Δpws (psi)
tp 1Δt

Δt Slope (psi/hour) Δp\
tp 1Δt

tp

0.00000E1 00 0.000 3180.10
3.48888E203 11.095 14 547.22 1727.63 8.56
9.04446E203 20.693 5 612.17 847.26 11.65
1.46000E202 25.400 3 477.03 486.90 9.74
2.01555E202 28.105 2 518.92 337.14 8.31
2.57111E202 29.978 1 974.86 257.22 7.64
3.12666E202 31.407 1 624.14 196.56 7.10
3.68222E202 32.499 1 379.24 159.66 6.56
4.23777E202 33.386 1 198.56 127.80 6.10
4.79333E202 34.096 1 059.76 107.28 5.64
5.90444E202 35.288 860.52 83.25 5.63
7.01555E202 36.213 724.39 69.48 5.36
8.12666E202 36.985 625.49 65.97 5.51
9.23777E202 37.718 550.38 55.07 5.60
0.10349 38.330 491.39 48.83 5.39
0.12571 39.415 404.71 43.65 5.83
0.14793 40.385 344.07 37.16 5.99
0.17016 41.211 299.25 34.38 6.11
0.19238 41.975 264.80 29.93 6.21
0.21460 42.640 237.49 28.85 6.33
0.23682 43.281 215.30 30.96 7.12
0.25904 43.969 196.92 25.78 7.39
0.28127 44.542 181.43 24.44 7.10
0.30349 45.085 168.22 25.79 7.67
0.32571 45.658 156.81 20.63 7.61
0.38127 46.804 134.11 18.58 7.53
0.43682 47.836 117.18 17.19 7.88
0.49238 48.791 104.07 16.36 8.34
0.54793 49.700 93.62 15.14 8.72
0.60349 50.541 85.09 12.50 8.44
0.66460 51.305 77.36 12.68 8.48
0.71460 51.939 72.02 11.70 8.83
0.77015 52.589 66.90 11.14 8.93
0.82571 53.208 62.46 10.58 9.11
0.88127 53.796 58.59 10.87 9.62
0.93682 54.400 55.17 8.53 9.26
0.99238 54.874 52.14 10.32 9.54
1.04790 55.447 49.43 7.70 9.64
1.10350 55.875 46.99 8.73 9.26
1.21460 56.845 42.78 7.57 10.14
1.32570 57.686 39.28 5.91 9.17
1.43680 58.343 36.32 6.40 9.10
1.54790 59.054 33.79 6.05 9.93
1.65900 59.726 31.59 5.57 9.95
1.77020 60.345 29.67 5.44 10.08
1.88130 60.949 27.98 4.74 9.93
1.99240 61.476 26.47 4.67 9.75
2.10350 61.995 25.13 4.34 9.87

(Continued )
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It is reported that the well was opened to flow
at a rate of 2952 STB/day for 1.33 hours, shut-in
for 0.31 hours, opened again at the same rate for
5.05 hours, closed for 0.39 hours, opened for
31.13 hours at the rate of 960 STB/day, and then
shut-in for the pressure buildup test.

Analyze the buildup data and determine the
well and reservoir parameters assuming
transient interporosity flow.

Solution

Step 1. Calculate the flowing time tp as
follows:

Total oil produced:

Np 5
2952

4
1:331 5:05½ �1 960

24
31:13C2030 STB

tp 5
ð24Þð2030Þ

960
5 50:75 hours

Step 2. Confirm the double-porosity behavior by
constructing the Horner plot as shown in
Figure 1.67. The graph shows the two
parallel straight lines confirming the dual-
porosity system.

Step 3. Using the same grid system of
Figure 1.66, plot the actual pressure
derivative vs. shut-in time as shown in
Figure 1.68(a) and Δpws vs. time (as
shown in Figure 1.68(b)). The 45� line
shows that the test was slightly affected
by the wellbore storage.

Step 4. Overlay the pressure difference and
pressure derivative plots over the
transient interporosity type curve, as
shown in Figure 1.69, to give the
following matching parameters:

pD
Δp

� �
MP

5 0:053

tD=CD
Δt

� �
MP

5 270

λðCDÞf1m

ð12ωÞ2
� �

M

5 0:03

½ðCD e2sÞf�M 5 33:4

½ðCD e2sÞf1m�M 5 0:6

Step 5. Calculate the well and reservoir
parameters by applying Eqs. (1.231)�
(1.236) to give:

ω5
½ðCD e2sÞf1m�M
½ðCD e2sÞf�M

5
0:6

33:4
5 0:018

Kazemi (1969) pointed out that if the vertical
separation between the two parallel slopes Δp is
less than 100 psi, the calculation of ω by
Eq. (1.228) will produce a significant error in its
values. Figure 1.67 shows thatΔp is about 11 psi
and Eq. (1.228) gives an erroneous value of:

ω5 102ðΔp=mÞ 5 102ð11=22Þ 5 0:316

TABLE 1.8 (Continued)

Δt (hour) Δpws (psi)
tp 1Δt

Δt Slope (psi/hour) Δp\
tp 1Δt

tp

2.21460 62.477 23.92 3.99 9.62
2.43680 63.363 21.83 3.68 9.79
2.69240 64.303 19.85 3.06a 9.55b

2.91460 64.983 18.41 3.16 9.59
3.13680 65.686 17.18 2.44 9.34
3.35900 66.229 16.11 19.72 39.68

a(64.983264.303)/(2.914622.69240)5 3.08.
b[(3.681 3.06)/2]3 19.853 2.692402/50.755 9.55.
Adapted from Bourdet, D., Alagoa, A., Ayoub, J.A., Pirard, Y.M., 1984. New type curves aid analysis of fissured zone well tests. World
Oil, April, 111�124.
After Sabet, M., 1991. Well Test Analysis. Gulf Publishing, Dallas, TX.
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Also

kfh5 141:2QBμ
pD
Δp

� �
MP

5 141:2ð960Þð1Þð1:28Þð0:053Þ5 9196 md ft

C 5
0:000295kfh

μ

� � ðΔt ÞMP

ðCD=CDÞMP

5
ð0:000295Þð9196Þ

ð1:0Þð270Þ 5 0:01bbl=psi

ðCDÞf1m 5
0:8926C

φcthr2w

5
ð0:8936Þð0:01Þ

ð0:07Þð13 1025Þð36Þ90:29Þ2 5 4216

s5 0:5 ln
½ðCD e2sÞf1m�M

ðCDÞf1m

� �

5 0:5 ln
0:6

4216

� �
524:4

λ5
λðCDÞf1m

ð12ωÞ2
� �

M

ð12ωÞ2
ðCDÞf1m

5 ð0:03Þ ð120:018Þ2
4216

" #
5 6:863 1026

Layered Reservoirs. The pressure behavior of
a no-crossflow multilayered reservoir with com-
munication only at the wellbore will behave sig-
nificantly different from a single-layer reservoir.
Layered reservoirs can be classified into the
following three categories:

(1) Crossflow layered reservoirs are those which
communicate both in the wellbore and in the
reservoir.

(2) Commingled layered reservoirs are those
which communicate only in the wellbore. A
complete permeability barrier exists between
the various layers.

(3) Composite reservoirs are made up of com-
mingled zones and some of the zones consist
of crossflow layers. Each crossflow layer
behaves on tests as if it were a homogeneous
and isotropic layer; however, the composite
reservoir should behave exactly as a com-
mingled reservoir.
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FIGURE 1.67 The Horner plot; data from Table 1.8. (After Sabet, M., 1991. Well Test Analysis. Gulf Publishing,
Dallas, TX.)
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FIGURE 1.68 (a) Derivative function. (b) Log�log plot of Δp vs. Δte. (After Sabet, M., 1991. Well Test Analysis. Gulf
Publishing, Dallas, TX.)
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Some layered reservoirs behave as double-
porosity reservoirs when in fact they are not.
When reservoirs are characterized by layers of
very low permeabilities interbedded with rela-
tively thin high-permeability layers, they could
behave on well tests exactly as if they were
naturally fractured systems and could be trea-
ted with the interpretation models designed
for double-porosity systems. Whether the well
produces from a commingled, crossflow, or
composite system, the test objectives are to
determine skin factor, permeability, and aver-
age pressure.

The pressure response of crossflow layered
systems during well testing is similar to that of
homogeneous systems and can be analyzed
with the appropriate conventional semilog and
log�log plotting techniques. Results of the
well test should be interpreted in terms of the
arithmetic total permeability�thickness and

porosity�compressibility�thickness products
as given by:

ðkhÞt 5
Xn layers

i 5 1

ðkhÞi

ðφcthÞt 5
Xn layers

i 5 1

ðφcthÞi

Kazemi and Seth (1969) proposed that if the
total permeability�thickness product (kh)t is
known from a well test, the individual layer
permeability ki may be approximated from the
layer flow rate qi and the total flow rate qt by
applying the following relationship:

ki 5
qi
qt

ðkhÞt
hi

� �

The pressure buildup behavior of a commingled
two-layer system without crossflow is shown
schematically in Figure 1.70. The straight line
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FIGURE 1.69 Type curve matching. (Bourdet, D., Alagoa, A., Ayoub, J.A., Pirard, Y.M., 1984. New type curves aid
analysis of fissured zone well tests. World Oil, April, pp. 111�124; Copyright r1984 World Oil.)
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AB that follows the early-time data gives the
proper value of the average flow capacity (kh)t
of the reservoir system. The flattening portion
BC analogous to a single-layer system attaining
statistic pressure indicates that the pressure in
the more permeable zone has almost reached its
average value. The portion CD represents a
repressurization of the more permeable layer by
the less depleted, less permeable layer with a
final rise DE at the stabilized average pressure.
Notice that the buildup is somewhat similar to
the buildup in naturally fractured reservoirs.

Sabet (1991) points out that when a com-
mingled system is producing under the pseudo-
steady-state flow condition, the flow rate from
any layer qi can be approximated from total flow
rate and the layer storage capacity φcth from:

qi 5 qt
ðφcthÞiP
j 5 1ðφcthiÞj

" #

1.5.4 Hydraulically Fractured
Reservoirs

A fracture is defined as a single crack initiated
from the wellbore by hydraulic fracturing. It
should be noted that fractures are different

from “fissures,” which are the formation of
natural fractures. Hydraulically induced frac-
tures are usually vertical, but can be horizon-
tal if the formation is less than approximately
3000 ft deep. Vertical fractures are character-
ized by the following properties:

• fracture half-length xf, ft;
• dimensionless radius reD, where reD5 re/xf;
• fracture height hf, which is often assumed

equal to the formation thickness, ft;
• fracture permeability kf, md;
• fracture width wf, ft;
• fracture conductivity FC, where FC5 kf wf.

The analysis of fractured well tests deals with
the identification of well and reservoir variables
that would have an impact on future well perfor-
mance. However, fractured wells are substantially
more complicated. The well-penetrating fracture
has unknown geometric features, i.e., xf, wf, and
hf, and unknown conductivity properties.

Gringarten et al. (1974) and Cinco and
Samaniego (1981), among others, propose three
transient flow models to consider when analyz-
ing transient pressure data from vertically frac-
tured wells. These are:

(1) infinite conductivity vertical fractures;
(2) finite conductivity vertical fractures;
(3) uniform flux fractures.

Descriptions of the above three types of frac-
tures are given below.

Infinite Conductivity Vertical Fractures.
These fractures are created by conventional hydrau-
lic fracturing and are characterized by a very high
conductivity, which for all practical purposes can be
considered as infinite. In this case, the fracture acts
similar to a large-diameter pipe with infinite perme-
ability and, therefore, there is essentially no pressure
drop from the tip of the fracture to thewellbore, i.e.,
no pressure loss in the fracture. This model assumes
that the flow into the wellbore is only through the
fracture and exhibits three flow periods:

(1) fracture linear flow period;
(2) formation linear flow period;
(3) infinite-acting pseudoradial flow period.

A

B
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C

D

p

10−3 10−2 10−1 1
Δt /(t + Δt)

FIGURE 1.70 Theoretical pressure buildup curve for
two-layer reservoir. (Lefkovits, H., Hazebroek, P., Allen,
E., Matthews, C., 1961. A study of the behavior of
bounded reservoirs. SPE. J. 1 (1), 43�58; Copyright
r1961 SPE.)
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Several specialized plots are used to identify
the start and end of each flow period. For
example, an early-time log�log plot of Δp vs.
Δt will exhibit a straight line of half-unit slope.
These flow periods associated with infinite con-
ductivity fractures and the diagnostic specialized
plots will be discussed later in this section.
Finite Conductivity Fractures. These are very
long fractures created by massive hydraulic frac-
ture (MHF). These types of fractures need large
quantities of propping agent to keep them open
and, as a result, the fracture permeability kf is
reduced as compared to that of the infinite con-
ductivity fractures. These finite conductivity
vertical fractures are characterized by measur-
able pressure drops in the fracture and, there-
fore, exhibit unique pressure responses when
testing hydraulically fractured wells. The tran-
sient pressure behavior for this system can
include the following four sequence flow peri-
ods (to be discussed later):

(1) initially “linear flow within the fracture”;
(2) followed by “bilinear flow”;
(3) then “linear flow in the formation”;
(4) eventually, “infinite acting pseudoradial flow.”

Uniform Flux Fractures. A uniform flux frac-
ture is the one in which the reservoir fluid flow
rate from the formation into the fracture is uni-
form along the entire fracture length. This
model is similar to the infinite conductivity ver-
tical fracture in several aspects. The difference
between these two systems occurs at the bound-
ary of the fracture. The system is characterized
by a variable pressure along the fracture and
exhibits essentially two flow periods:

(1) linear flow;
(2) infinite-acting pseudoradial flow.

Except for highly propped and conductive
fractures, it is thought that the uniform-influx
fracture theory better represents reality than the
infinite conductivity fracture; however, the dif-
ference between the two is rather small.

The fracture has a much greater permeability
than the formation it penetrates; hence, it influ-
ences the pressure response of a well test

significantly. The general solution for the pres-
sure behavior in a reservoir is expressed in
terms of dimensionless variables. The following
dimensionless groups are used when analyzing
pressure transient data in a hydraulically frac-
tured well:

Diffusivity group: ηfD 5
kfφct
kφfcft

(1.237)

Time group: tDxf 5
0:0002637k

φμctx2f

" #
t 5 tD

r2w
x2f

 !
(1.238)

Conductivity group: FCD 5
kf
k

wf

xf
5

F c

kxf
(1.239)

Storage group: CDf 5
0:8937C

φcthx2f
(1.240)

Pressure group: pD 5
khΔp

141:2QBμ
for oil (1.241)

pD 5
kh ΔmðpÞ
1424QT

for gas (1.242)

Fracture group: reD 5
re
xf

where

xf5 fracture half-length, ft
wf5 fracture width, ft
kf5 fracture permeability, md
k5 pre-frac formation permeability, md
tDxf 5 dimensionless time based on the fracture
half-length xf
t5 flowing time in drawdown, Δt or Δte in
buildup, hours
T5 temperature, �R
FC5 fracture conductivity, md ft
FCD5 dimensionless fracture conductivity
η5 hydraulic diffusivity
cft5 total compressibility of the fracture, psi21

Notice that the above equations are written
in terms of the pressure drawdown tests. These
equations should be modified for buildup tests
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by replacing the pressure and time with the
appropriate values as shown below:

Test Pressure Time

Drawdown Δp5 pi2 pwf t
Buildup Δp5 pws2 pwf at Δt5 0 Δt or Δte

In general, a fracture could be classified as
an infinite conductivity fracture when the
dimensionless fracture conductivity is greater
than 300, i.e., FCD . 300.

There are four flow regimes, as shown con-
ceptually in Figure 1.71, associated with the
three types of vertical fractures. These are:

(1) fracture linear flow;
(2) bilinear flow;
(3) formation linear flow;
(4) infinite-acting pseudoradial flow.

These flow periods can be identified by
expressing the pressure transient data in differ-
ent types of graphs. Some of these graphs are
excellent tools for diagnosis and identification
of regimes, since test data may correspond to
different flow periods.

The specialized graphs of analysis for each
flow period include:

• a graph of Δp vs.
ffiffiffiffiffiffiffiffiffiffi
time

p
for linear flow;

• a graph of Δp vs.
ffiffiffiffiffiffiffiffiffiffi
time4

p
for bilinear flow;

• a graph of Δp vs. log(time) for infinite-act-
ing pseudoradial flow.

These types of flow regimes and the diagnos-
tic plots are discussed below.

Fracture Linear Flow. This is the first flow
period which occurs in a fractured system.
Most of the fluid enters the wellbore during this
period of time as a result of expansion within

Well

Fracture

(a)
Fracture Linear Flow

Fracture

(c)

Formation Linear Flow     Pseudo Radial Flow     
(d)

Fracture

Well

Bilinear Flow

(b)

FractureWell

FIGURE 1.71 Flow periods for a vertically fractured well. (After Cinco and Samaniego, JPT, 1981.)
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the fracture, i.e., there is negligible fluid coming
from the formation. Flow within the fracture
and from the fracture to the wellbore during
this time period is linear and can be described
by the diffusivity equation as expressed in a lin-
ear form and is applied to both the fracture lin-
ear flow and formation linear flow periods. The
pressure transient test data during the linear
flow period can be analyzed with a graph of Δp
vs.

ffiffiffiffiffiffiffiffiffiffi
time

p
. Unfortunately, the fracture linear

flow occurs at very early time to be of practical
use in well test analysis. However, if the frac-
ture linear flow exists (for fractures with
FCD . 300), the formation linear flow relation-
ships as given by Eqs. (1.237)�(1.242) can be
used in an exact manner to analyze the pressure
data during the formation linear flow period.

If fracture linear flow occurs, the duration of
the flow period is short, as it often is in finite
conductivity fractures with FCD , 300, and care
must be taken not to misinterpret the early pres-
sure data. It is common in this situation for skin
effects or wellbore storage effects to alter pres-
sures to the extent that the linear flow straight
line does not occur or is very difficult to recog-
nize. If the early-time slope is used in determin-
ing the fracture length, the slope mvf will be
erroneously high, the computed fracture length
will be unrealistically small, and no quantitative
information will be obtained regarding flow
capacity in the fracture.

Cinco and Samaniego (1981) observed that
the fracture linear flow ends when:

tDxf �
0:01ðFCDÞ2
ðηfDÞ2

Bilinear Flow. This flow period is called
bilinear flow because two types of linear flow
occur simultaneously. As originally proposed by
Cinco (1981), one flow is a linear incompress-
ible flow within the fracture and the other is a
linear compressible flow in the formation. Most
of the fluid which enters the wellbore during
this flow period comes from the formation.
Fracture tip effects do not affect well behavior
during bilinear flow and, accordingly, it will

not be possible to determine the fracture length
from the well bilinear flow period data.
However, the actual value of the fracture con-
ductivity FC can be determined during this flow
period. The pressure drop through the fracture
is significant for the finite conductivity case and
the bilinear flow behavior is observed; however,
the infinite conductivity case does not exhibit
bilinear flow behavior because the pressure
drop in the fracture is negligible. Thus, identifi-
cation of the bilinear flow period is very impor-
tant for two reasons:

(1) It will not be possible to determine a unique
fracture length from the well bilinear flow
period data. If this data is used to determine
the length of the fracture, it will produce a
much smaller fracture length than the
actual.

(2) The actual fracture conductivity kfwf can be
determined from the bilinear flow pressure
data.

Cinco and Samaniego suggested that during
this flow period, the change in the wellbore
pressure can be described by the following
expressions.

For fractured oil wells in terms of dimension-
less pressure:

pD 5
2:451ffiffiffiffiffiffiffi
FCD

p
� �

ðtDxf Þ1=4 (1.243)

Taking the logarithm of both sides of
Eq. (1.243) gives:

log ðpDÞ5 log
2:451ffiffiffiffiffiffiffi
FCD

p
� �

1
1

4
logðtDxf Þ (1.244)

In terms of pressure:

Δp5
44:1QBμ

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4

" #
t 1=4 (1.245)

or equivalently:

Δp5mbft
1=4
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Taking the logarithm of both sides of the
above expression gives:

logðΔpÞ5 logðmbfÞ1
1

4
logðt Þ (1.246)

with the bilinear slope mbf as given by:

mbf 5
44:1QBμ

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4

" #

where FC is the fracture conductivity as defined by:

FC 5 kfwf (1.247)

For fractured gas wells in a dimensionless form:

mD 5
2:451ffiffiffiffiffiffiffi
FCD

p
� �

ðtDxf Þ1=4

or

log ðmDÞ5 log
2:451ffiffiffiffiffiffiffi
FCD

p
� �

1
1

4
log ðtDxf Þ (1.248)

In terms of m(p):

ΔmðpÞ5 444:6QT

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4

" #
t1=4 (1.249)

or equivalently:

ΔmðpÞ5mbft
1=4 (1.250)

Taking the logarithm of both sides gives:

log ΔmðpÞ½ �5 logðmbf Þ1
1

4
logðt Þ

Eqs. (1.245) and (1.249) indicate that a plot
of Δp or Δm(p) vs. (time)1/4 on a Cartesian
scale would produce a straight line passing
through the origin with a slope of “mbf (bilinear
flow slope)” as given by:

For oil:

mbf 5
44:1QBμ

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4
(1.251)

The slope can then be used to solve for frac-
ture conductivity FC:

FC 5
44:1QBμ

mbfhðφμctkÞ1=4

" #2

For gas:

mbf 5
444:6QT

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4
(1.252)

with

FC 5
444:6QT

mbfhðφμctkÞ1=4

" #2

It should be noted that if the straight-line plot
does not pass through the origin, it indicates an
additional pressure drop “Δps” caused by flow
restriction within the fracture in the vicinity of
the wellbore (chocked fracture, where the frac-
ture permeability just away from the wellbore is
reduced). Examples of restrictions that cause a
loss of resulting production include:

• inadequate perforations;
• turbulent flow which can be reduced by

increasing the proppant size or concentration;
• overdisplacement of proppant;
• kill fluid was dumped into the fracture.

Similarly, Eqs. (1.246) and (1.250) suggest
that a plot of Δp or Δm(p) vs. (time) on a
log�log scale would produce a straight line
with a slope of mbf 5

1
4 and which can be used

as a diagnostic tool for bilinear flow detection.
When the bilinear flow ends, the plot will

exhibit curvature which could concave upwards
or downwards depending upon the value of the
dimensionless fracture conductivity FCD, as
shown in Figure 1.72. When the value of FCD is
less than 1.6, the curve will concave downward,
and will concave upward if the value of FCD is
greater than 1.6. The upward trend indicates
that the fracture tip begins to affect wellbore
behavior. If the test is not run sufficiently long
for bilinear flow to end when FCD . 1.6, it is
not possible to determine the length of the frac-
ture. When the dimensionless fracture conduc-
tivity FCD is less than 1.6, it indicates that the
fluid flow in the reservoir has changed from a
predominantly one-dimensional linear flow to a
two-dimensional flow regime. In this particular
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case, it is not possible to uniquely determine
fracture length even if bilinear flow does end
during the test.

Cinco and Samaniego pointed out that the
dimensionless fracture conductivity FCD can be
estimated from the bilinear flow straight line, i.e.,
Δp vs. (time)1/4, by reading the value of the pres-
sure difference Δp at which the line ends Δpebf
and applying the following approximation:

For oil: FCD 5
194:9QBμ
kh Δpebf

(1.253)

For gas: FCD 5
1965:1QT

kh ΔmðpÞebf
(1.254)

where

Q5 flow rate, STB/day or Mscf/day
T5 temperature, �R

The end of the bilinear flow, “ebf,” straight
line depends on the fracture conductivity and can
be estimated from the following relationships:

For FCD . 3 : tDebfC
0:1

ðFCDÞ2

For 1:6 # FCD # 3 : tDebfC0:0205½FCD 21:5�21:53

For FCD # 1:6 : tDebfC
4:55ffiffiffiffiffiffiffi
FCD

p 22:5

2
4

3
5

24

The procedure for analyzing the bilinear flow
data is summarized by the following steps:

Step 1. Make a plot of Δp vs. time on a
log�log scale.

Step 2. Determine if any data fall on a straight
line with a 1

4 slope.
Step 3. If data points do fall on the straight line

with a 1
4 slope, replot the data in terms

of Δp vs. (time)1/4 on a Cartesian scale
and identify the data which forms the
bilinear straight line.

Step 4. Determine the slope of the bilinear
straight line mbf formed in step 3.

Step 5. Calculate the fracture conductivity
FC5 kfwf from Eq. (1.251) or (1.252):

For oil: FC 5 ðkfwfÞ5
44:1QBμ

mbfhðφμctkÞ1=4

2
4

3
5
2

For gas: FC 5 ðkfwfÞ5
444:6QT

mbfhðφμctkÞ1=4

2
4

3
5
2

Step 6. Read the value of the pressure difference
at which the line ends,Δpebf orΔm(p)ebf.

Step 7. Approximate the dimensionless facture
conductivity from:

For oil: FCD 5
194:9QBμ
kh Δpebf

For gas: FCD 5
1956:1QT

kh ΔmðpÞebf

Step 8. Estimate the fracture length from the math-
ematical definition of FCD as expressed by
Eq. (1.239) and the value of FC of step 5:

xf 5
FC
FCDk

0

1

mbf

Δp

FCD £ 1.6

FIGURE 1.72 Graph for analysis of pressure data of bilin-
ear flows. (After Cinco-Ley, H., Samaniego, F., 1981.
Transient pressure analysis for finite conductivity fracture
case versus damage fracture case. SPE Paper 10179.)

145CHAPTER 1 Well Testing Analysis



Example 1.36
A buildup test was conducted on a fractured well
producing from a tight gas reservoir. The following
reservoir and well parameters are available:

Q5 7350 Mscf=day; tp 5 2640 hours
h5 118 ft; φ5 0:10
k5 0:025 md; μ5 0:0252
T 5 690 �R ; ct 5 0:1293 1023 psi21

pwf at Δt 5 0 5 1320; rw 5 0:28 ft

The graphical presentation of the buildup data
is given in terms of the log�log plot of Δm(p) vs.
(Δt)1/4, as shown in Figure 1.73.

Calculate the fracture and reservoir parameters by
performing conventional well testing analysis.

Solution

Step 1. From the plot of Δm(p) vs. (Δt)1/4, in
Figure 1.73, determine:

mbf 5 1:63 108 psi2=cp hour1=4

tsbf � 0:35 hoursðstart of bilinear flowÞ
tebf � 2:5 hoursðend of bilinear flowÞ
ΔmðpÞebf � 2:053 108 psi2=cp

Step 2. Perform the bilinear flow analysis, as follows:

• Using Eq. (1.252), calculate fracture
conductivity FC:

FC5
444:6QT

mbfhðφμctkÞ1=4

" #2

5
444:6ð7350Þð690Þ

ð1:623108Þð118Þ½ð0:1Þð0:0252Þð0:12931023Þð0:025Þ�1=4
� �2

5154md ft

• Calculate the dimensionless conductivity
FCD by using Eq. (1.254):

FCD 5
1965:1QT

kh ΔmðpÞebf
5

1965:1ð7350Þð690Þ
ð0:025Þð118Þð2:023 108Þ 5 16:7

Wellbore Storage

End of Bilinear Flow

Beginning of

Bilinear Flow

Curve concave upwards = FCD >1.6

mbf = 1.6 ´ 108 psi2/cp hr1/4

0 1 2 3 4
(Δt )1/4(hour1/4)

2

4

6

8

10

Δm
(p

) 
 (

10
8  

ps
i2

/c
p)

FIGURE 1.73 Bilinear flow graph for data of Example 1.36. (After Sabet, M., 1991. Well Test Analysis. Gulf Publishing,
Dallas, TX.)
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• Estimate the fracture half-length from
Eq. (1.239):

xf 5
FC
FCDk

5
154

ð16:7Þð0:025Þ 5 368 ft

Formation Linear Flow. At the end of the
bilinear flow, there is a transition period after
which the fracture tips begin to affect the pres-
sure behavior at the wellbore and a linear flow
period might develop. This linear flow period is
exhibited by vertical fractures whose dimension-
less conductivity is greater that 300, i.e.,
FCD . 300. As in the case of fracture linear
flow, the formation linear flow pressure data
collected during this period is a function of the
fracture length xf and fracture conductivity FC.
The pressure behavior during this linear flow
period can be described by the diffusivity equa-
tion as expressed in linear form:

@2p

@x2
5

φμct
0:002637k

@p

@t

The solution to the above linear diffusivity
equation can be applied to both fracture linear
flow and the formation linear flow, with the
solution given in a dimensionless form by:

pD 5 ðπtDxf Þ1=2

or in terms of real pressure and time, as:

For oil fractured wells: Δp5
4:064QB

hxf

ffiffiffiffiffiffiffiffiffi
μ

kφct

s2
4

3
5t 1=2

or in simplified form as: Δp5mvf

ffiffi
t

p

For gas fractured wells: ΔmðpÞ5 40:925QT

hxf

ffiffiffiffiffiffiffiffiffiffiffiffi
1

kφμct

vuut
2
64

3
75t 1=2

or equivalently as: ΔmðpÞ5mvf

ffiffi
t

p

The linear flow period may be recognized by
pressure data that exhibits a straight line of a 1

2
slope on a log�log plot of Δp vs. time, as illus-
trated in Figure 1.74. Another diagnostic pre-
sentation of pressure data points is the plot of

1/2

1

Log Time t

Lo
g 

Δp

tblf

telf

FIGURE 1.74 Pressure data for a 1
2-slope straight line in a log�log graph. (After Cinco-Ley, H., Samaniego, F., 1981.

Transient pressure analysis for finite conductivity fracture case versus damage fracture case. SPE Paper 10179.)
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Δ(p) or Δm(p) vs.
ffiffiffiffiffiffiffiffiffiffi
time

p
on a Cartesian scale

(as shown in Figure 1.75) that would produce a
straight line with a slope of mvf related to the
fracture length by the following equations:

Oil fractured well: xf 5
4:064QB

mvfh

� � ffiffiffiffiffiffiffiffiffi
μ

kφct

r
(1.255)

Gas fractured well: xf 5
40:925QT

mvfh

� � ffiffiffiffiffiffiffiffiffiffiffiffi
1

kφμct

s
(1.256)

where

Q5 flow rate, STB/day or Mscf/day
T5 temperature, �R
mvf5 slope, psi=

ffiffiffiffiffiffiffiffiffiffi
hour

p
or psi2=cp

ffiffiffiffiffiffiffiffiffiffi
hour

p

k5 permeability, md
ct5 total compressibility, psi21

The straight-line relationships as illustrated
by Figures 1.74 and 1.75 provide distinctive
and easily recognizable evidence of a fracture.
When properly applied, these plots are the best
diagnostic tools available for the purpose of
detecting a fracture. In practice, the 1

2 slope is
rarely seen except in fractures with high con-
ductivity. Finite conductivity fracture responses
generally enter a transition period after the
bilinear flow (the 1

4 slope) and reach the infinite-
acting pseudoradial flow regime before ever

achieving a 1
2 slope (linear flow). For a long

duration of wellbore storage effect, the bilinear
flow pressure behavior may be masked and data
analysis becomes difficult with current interpre-
tation methods.

Agarwal et al. (1979) pointed out that the
pressure data during the transition period dis-
plays a curved portion before straightening to
a line of proper slope that represents the frac-
ture linear flow. The duration of the curved
portion that represents the transition flow
depends on the fracture flow capacity. The
lower the fracture flow capacity, the longer the
duration of the curved portion. The beginning
of formation linear flow, “blf,” depends on
FCD and can be approximated from the follow-
ing relationship:

tDblf �
100

ðFCDÞ2

and the end of this linear flow period, “elf,”
occurs at approximately:

tDblf � 0:016

Identifying the coordinates of these two
points (i.e., beginning and end of the straight
line) in terms of time can be used to estimate
FCD from:

FCD � 0:0125

ffiffiffiffiffi
telf
tblf

r

where telf and tblf are given in hours.
Infinite-acting Pseudoradial Flow. During

this period, the flow behavior is similar to the
radial reservoir flow with a negative skin effect
caused by the fracture. The traditional semilog
and log�log plots of the transient pressure data
can be used during this period; for example, the
drawdown pressure data can be analyzed by
using Eqs. (1.169)�(1.171). That is:

pwf 5 pi 2
162:6QoBoμ

kh

3 logðt Þ1 log
k

φμctr2w

� �
2 3:231 0:87s

� �

300

200

100

0
0 3.0

p w
s 

− 
p w

f a
t Δ

t =
 0

1.0 2.0

hour

hour1/2

FIGURE 1.75 Square-root data plot for buildup test.
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or in a linear form as:

pi 2 pwf 5Δp5 a1m logðtÞ
with the slope m of:

m5
162:6QoBoμo

kh

Solving for the formation capacity gives:

kh5
162:6QoBoμo

mj j
The skin factor s can be calculated by

Eq. (1.171):

s5 1:151
pi 2 p1 hour

mj j 2 log
k

φμctr2w

� �
1 3:23

� �

If the semilog plot is made in terms of Δp vs.
t, notice that the slope m is the same when mak-
ing the semilog plot in terms of pwf vs. t. Then:

s5 1:151
Δp1 hour

mj j 2 log
k

φμctr2w

� �
1 3:23

� �

Δp1 hour can then be calculated from the mathe-
matical definition of the slope m, i.e., rise/run,
by using two points on the semilog straight line
(conveniently, one point could be Δp at log
(10)) to give:

m5
Δpat logð10Þ 2Δp1 hour

logð10Þ2 logð1Þ
Solving this expression for Δp1 hour gives:

Δp1 hour 5Δpat logð10Þ 2m (1.257)

Again, Δpat log(10) must be read at the corre-
sponding point on the straight line at log(10).

Wattenbarger and Ramey (1968) have shown
that an approximate relationship exists between
the pressure change Δp at the end of the linear
flow, i.e., Δpelf, and the beginning of the infinite-
acting pseudoradial flow,Δpbsf, as given by:

Δpbsf $ 2Δpelf (1.258)

The above rule is commonly referred to as the
“double-Δp rule” and can be obtained from the
log�log plot when the 1

2 slope ends and by reading
the value of Δp, i.e., Δpelf, at this point. For frac-
tured wells, doubling the value of Δpelf will mark

the beginning of the infinite-acting pseudoradial
flow period. Equivalently, a time rule as referred
to as the “10Δt rule” can be applied to mark the
beginning of pseudoradial flow by:

For drawdown: tbsf $ 10telf (1.259)

For buildup: Δtbsf $ 10Δtelf (1.260)

which indicates that correct infinite-acting pseu-
doradial flow occurs one log cycle beyond the
end of the linear flow. The concept of the above
two rules is illustrated graphically in Figure 1.76.

Another approximation that can be used to
mark the start of the infinite-acting radial flow
period for a finite conductivity fracture is given by:

tDbs � 5 exp½20:5ðFCDÞ20:6� for FCD . 0:1

Sabet (1991) used the following drawdown
test data, as originally given by Gringarten et al.
(1975), to illustrate the process of analyzing a
hydraulically fractured well test data.

Example 1.37
The drawdown test data for an infinite
conductivity fractured well is tabulated below:

t (hour) pwf (psi) Δp (psi)
ffiffiffi
t

p
(hour1/2)

0.0833 3759.0 11.0 0.289
0.1670 3755.0 15.0 0.409
0.2500 3752.0 18.0 0.500
0.5000 3744.5 25.5 0.707
0.7500 3741.0 29.0 0.866
1.0000 3738.0 32.0 1.000
2.0000 3727.0 43.0 1.414
3.0000 3719.0 51.0 1.732
4.0000 3713.0 57.0 2.000
5.0000 3708.0 62.0 2.236
6.0000 3704.0 66.0 2.449
7.0000 3700.0 70.0 2.646
8.0000 3695.0 75.0 2.828
9.0000 3692.0 78.0 3.000
10.0000 3690.0 80.0 3.162
12.0000 3684.0 86.0 3.464
24.0000 3662.0 108.0 4.899
48.0000 3635.0 135.0 6.928
96.0000 3608.0 162.0 9.798
240.0000 3570.0 200.0 14.142
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Additional reservoir parameters are:

h5 82 ft, φ5 0.12
ct5 213 1026 psi21, μ5 0.65 cp
Bo5 1.26 bbl/STB, rw5 0.28 ft
Q5 419 STB/day, pi5 3770 psi

Estimate
• permeability, k;
• fracture half-length, xf;
• skin factor, s.

Solution

Step 1. Plot:
• Δp vs. t on a log�log scale, as

shown in Figure 1.77;
• Δp vs.

ffiffi
t

p
on a Cartesian scale, as

shown in Figure 1.78;
• Δp vs. t on a semilog scale, as

shown in Figure 1.79.

Step 2. Draw a straight line through the early
points representing log(Δp) vs. log(t),
as shown in Figure 1.77, and determine
the slope of the line. Figure 1.77 shows
a slope of 1

2 (not 45� angle) indicating
linear flow with no wellbore storage
effects. This linear flow lasted for
approximately 0.6 hours. That is:

telf 5 0:6 hoursΔpelf 5 30 psi

and therefore the beginning of the
infinite-acting pseudoradial flow can be
approximated by the “double Δp rule”
or “one log cycle rule,” i.e.,
Eqs. (1.258) and (1.259), to give:

tbsf $ 10telf $ 6 hours

Δpbsf $ 2Δpelf $ 60 psi

Step 3. From the Cartesian scale plot of Δp vs.ffiffi
t

p
, draw a straight line through the

1/2 slope line

“double Δp rule”2Δpelf

Δpelf

Δtelf

Δt, hours

Δtbsf

10−1 102

102

10

10

1
1

p w
s 

− 
p w

f a
t Δ

t =
 0

FIGURE 1.76 Use of the log�log plot to approximate the beginning of pseudoradial flow.
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early pressure data points representing
the first 0.3 hours of the test (as shown
in Figure 1.79) and determine the slope
of the line, to give:

mvf 5 36 psi=hour1=2

Step 4. Determine the slope of the semilog
straight line representing the unsteady-
state radial flow in Figure 1.79, to give:

m5 94:1 psi=cycle

Step 5. Calculate the permeability k from the
slope:

k5
162:6QoBoμo

mh
5

162:6ð419Þð1:26Þð0:65Þ
ð94:1Þð82Þ

5 7:23 md

Step 6. Estimate the length of the fracture half-
length from Eq. (1.255), to give:

xf 5
4:064QB

mvfh

� � ffiffiffiffiffiffiffiffiffi
μ

kφct

r

5
4:064ð419Þð1:26Þ

ð36Þð82Þ

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:65

ð7:23Þð0:12Þð213 1026Þ

s

5 137:3 ft

Step 7. From the semilog straight line of
Figure 1.78, determine Δp at
t5 10 hours, to give:

Δpat Δt 5 10 5 71:7 psi

Step 8. Calculate Δp1 hour by applying
Eq. (1.257):

Δp1 hour 5Δpat Δt 5 10 2m

5 71:7294:15222:4 psi

Δpbsf ³ 2 Δpelf ³ 60 psi

tbsf  ³ 10 telf ³ 6 hours

slope of 1/2

Δpelf = 30 psi

telf  = 0.6 hour

10
−2

10
−1

10
2

10
3

10

1

10
2

10
31 10

t

p i
 −

 p
w

f (
ps

i)

FIGURE 1.77 Log�log plot, drawdown test data of Example 1.37. (After Sabet, M., 1991. Well Test Analysis. Gulf
Publishing, Dallas, TX).
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Step 9. Solve for the “total” skin factor s, to give

s5 1:151
Δp1 hour

jmj 2 log
k

φμctr2w

� �
1 3:23

� �

5 1:151
222:4

94:1

�

2 log
7:23

0:12ð0:65Þð213 1026Þð0:28Þ2 1 3:23

� �
5 25:5

with an apparent wellbore ratio of:

r \w 5 rw e2s 5 0:28 e5:5 5 68:5 ft

Notice that the “total” skin factor is a com-
posite of effects that include:

s5 sd 1 sf 1 st 1 sp 1 ssw 1 sr

where

sd5 skin due to formation and fracture damage
sf5 skin due to the fracture, large negative
value sf{0
st5 skin due to turbulence flow
sp5 skin due to perforations
ssw5 skin due to slanted well
sr5 skin due to restricted flow

For fractured oil well systems, several of the
skin components are negligible or cannot be
applied, mainly st, sp, ssw, and sr; therefore:

s5 sd 1 sf

or

sd 5 s2 sf

Smith and Cobb (1979) suggested that the best
approach to evaluate damage in a fractured

p i
 −

 p
w

f (
ps

i)

mvf = 36 psi/hour1/2

0 5 10 15 20 25
0.00

50.00

100.00

200.00

150.00

FIGURE 1.78 Linear plot, drawdown test data of Example 1.37. (After Sabet, M., 1991. Well Test Analysis. Gulf
Publishing, Dallas, TX.)
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well is to use the square root plot. In an ideal well
without damage, the square root straight line will
extrapolate to pwf at Δt5 0, i.e., pwf at Δt5 0;
however, when a well is damaged the intercept
pressure pint will be greater than pwf at Δt50, as
illustrated in Figure 1.80. Note that the well shut-
in pressure is described by Eq. (1.253) as:

pws 5 pwf at Δt 5 0 1mvf

ffiffi
t

p

Smith and Cobb pointed out that the total
skin factor exclusive of sf, i.e., s2 sf, can be
determined from the square root plot by extrap-
olating the straight line to Δt5 0 and an inter-
cept pressure pint to give the pressure loss due
to skin damage, (Δps)d, as:

ðΔpsÞd 5 pint 2 pwf at Δt 5 0 5
141:2QBμ

kh

� �
sd

Eq. (1.253) indicates that if pint5 pwf at Δt5 0,
then the skin due to fracture sf is equal to the
total skin.

It should be pointed out that the external
boundary can distort the semilog straight line if
the fracture half-length is greater than one-third
of the drainage radius. The pressure behavior dur-
ing this infinite-acting period is dependent on the
fracture length. For relatively short fractures, the
flow is radial but becomes linear as the fracture
length increases as it reaches the drainage radius.
As noted by Russell and Truitt (1964), the slope
obtained from the traditional well test analysis of
a fractured well is erroneously too small and the
calculated value of the slope progressively
decreases with increasing fracture length. This
dependency of the pressure response behavior on
the fracture length is illustrated by the theoretical
Horner buildup curves given by Russell and
Truitt and shown in Figure 1.81. If the fracture
penetration ratio xf/xe is defined as the ratio of
the fracture half-length xf to the half-length xe of
a closed square-drainage area, then Figure 1.81

m = 94.1 psi/cycle

10−2 10−1 1031021 10
0

50

100

150

200

Time “t ” (hour)

(p
i −

 p
w

f) 
(p

si
)

FIGURE 1.79 Semilog plot, drawdown test data from Example 1.37.
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FIGURE 1.81 Vertically fractured reservoir, calculated pressure buildup curves. (After Russell, D., Truitt, N., 1964.
Transient pressure behaviour in vertically fractured reservoirs. J. Pet. Technol. 16 (10), 1159�1170.)
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FIGURE 1.80 Effect of skin on the square root plot.
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shows the effects of fracture penetration on the
slope of the buildup curve. For fractures of small
penetration, the slope of the buildup curve is only
slightly less than that for the unfractured
“radial flow” case. However, the slope of the
buildup curve becomes progressively smaller
with increasing fracture penetrations. This will
result in a calculated flow capacity kh which is
too large, an erroneous average pressure, and a
skin factor which is too small. Obviously a
modified method for analyzing and interpreting
the data must be employed to account for the
effect of length of the fracture on the pressure
response during the infinite-acting flow period.
Most of the published correction techniques
require the use of iterative procedures. The type
curve matching approach and other specialized
plotting techniques have been accepted by the
oil industry as accurate and convenient

approaches for analyzing pressure data from
fractured wells, as briefly discussed below.

An alternative and convenient approach to
analyzing fractured well transient test data is
type curve matching. The type curve matching
approach is based on plotting the pressure dif-
ference Δp vs. time on the same scale as the
selected type curve and matching one of the
type curves. Gringarten et al. (1974) presented
the type curves shown in Figures 1.82 and 1.83
for infinite conductivity vertical fracture and
uniform flux vertical fracture, respectively, in a
square well drainage area. Both figures present
log�log plots of the dimensionless pressure
drop pd (equivalently referred to as dimension-
less wellbore pressure pwd) vs. dimensionless
time tDxf . The fracture solutions show an initial
period controlled by linear flow where the
pressure is a function of the square root of
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FIGURE 1.82 Dimensionless pressure for vertically fractured well in the center of a closed square, no wellbore storage,
infinite conductivity fracture. (After Gringarten, A.C., Ramey, H.J., Jr., Raghavan, R., 1974. Unsteady-state pressure distri-
butions created by a well with a single infinite-conductivity vertical fracture. SPE J. 14 (4), 347�360.)
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time. In log�log coordinates, as indicated
before, this flow period is characterized by a
straight line with 1

2 slope. The infinite-acting
pseudoradial flow occurs at a tDxf between
1 and 3. Finally, all solutions reach pseudos-
teady state.

During the matching process a match point
is chosen; the dimensionless parameters on the
axis of the type curve are used to estimate the
formation permeability and fracture length
from:

k5
141:2QBμ

h

pD
Δp

� �
MP

(1.261)

xf 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0002637k

φμCt
Δt

tDxf

� �s
MP

(1.262)

For large ratios of xe/xf, Gringarten et al.
suggested that the apparent wellbore radius r\w
can be approximated from:

r \w � xf
2
5 rw e2s

Thus, the skin factor can be approximated
from:

s5 ln
2rw
xf

� �
(1.263)

Earlougher (1977) points out that if all the test
data falls on the 1

2-slope line on the log(Δp) vs. log
(time) plot, i.e., the test is not long enough to reach
the infinite-acting pseudoradial flow period, then
the formation permeability k cannot be estimated
by either type curve matching or semilog plot. This
situation often occurs in tight gas wells. However,
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uniform-flux fracture. (After Gringarten, A.C., Ramey, H.J., Jr., Raghavan, R., 1974. Unsteady-state pressure distributions
created by a well with a single infinite-conductivity vertical fracture. SPE J. 14 (4), 347�360.)
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the last point on the 1
2 slope line, i.e., (Δp)last and

(t)last, may be used to estimate an upper limit of the
permeability and a minimum fracture length from:

k#
30:358QBμ
hðΔpÞlast

(1.264)

xf $

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:01648kðt Þlast

φμct

s
(1.265)

The above two approximations are only
valid for xe=xfc1 and for infinite conductivity
fractures. For uniform-flux fracture, the con-
stants 30.358 and 0.01648 become 107.312
and 0.001648.

To illustrate the use of the Gringarten type
curves in analyzing well test data, the authors
presented Example 1.38.

Example 1.38
Tabulated below is the pressure buildup data
for an infinite conductivity fractured well:

Δt
(hour)

pws

(psi)
pws2
pwf at Δt50

(psi)

(tp1Δt)
Δt

0.000 3420.0 0.0 0.0
0.083 3431.0 11.0 93,600.0
0.167 3435.0 15.0 46,700.0
0.250 3438.0 18.0 31,200.0
0.500 3444.5 24.5 15,600.0
0.750 3449.0 29.0 10,400.0
1.000 3542.0 32.0 7800.0
2.000 3463.0 43.0 3900.0
3.000 3471.0 51.0 2600.0
4.000 3477.0 57.0 1950.0
5.000 3482.0 62.0 1560.0
6.000 3486.0 66.0 1300.0
7.000 3490.0 70.0 1120.0
8.000 3495.0 75.0 976.0
9.000 3498.0 78.0 868.0
10.000 3500.0 80.0 781.0
12.000 3506.0 86.0 651.0
24.000 3528.0 108.0 326.0
36.000 3544.0 124.0 218.0
48.000 3555.0 135.0 164.0
60.000 3563.0 143.0 131.0
72.000 3570.0 150.0 109.0

96.000 3582.0 162.0 82.3
120.000 3590.0 170.0 66.0
144.000 3600.0 180.0 55.2
192.000 3610.0 190.0 41.6
240.000 3620.0 200.0 33.5

Other available data:

pi5 3700, rw5 0.28 ft
φ5 12%, h5 82 ft
ct5 213 1026 psi21, μ5 0.65 cp
B5 1.26 bbl/STB, Q5 419 STB/day
tp5 7800 hours, drainage area5 1600 acres

(not fully developed)

Calculate:

• permeability;
• fracture half-length, xf;
• skin factor.

Solution

Step 1. Plot Δp vs. Δt on tracing paper with
the same scale as the Gringarten type
curve of Figure 1.82. Superimpose the
tracing paper on the type curve, as
shown in Figure 1.84, with the
following match points:

ðΔpÞMP 5 100 psi
ðΔt ÞMP 5 10 hours
ðpDÞMP 5 1:22
ðtDÞMP 5 0:68

Step 2. Calculate k and xf by using Eqs. (1.261)
and (1.262):

k5
141:2QBμ

h

pD
Δp

� �
MP

5
ð141:2Þð419Þð1:26Þð0:65Þ

ð82Þ
1:22

100

� �
5 7:21 md

xf 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0002637k

φμCt
Δt

tDxf

� �s
MP

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0002637ð7:21Þ

ð0:12Þð0:65Þð213 1026Þ
10

0:68

� �s
5 131 ft

Step 3. Calculate the skin factor by applying
Eq. (1.263):
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s5 ln
2rw
xf

� �

� ln
ð2Þð0:28Þ

131

� �
5 5:46

Step 4. Approximate the time that marks the
start of the semilog straight line based
on the Gringarten et al. criterion. That is:

tDxf 5
0:0002637k

φμctx2f

" #
t $ 3

or

t $
ð3Þð0:12Þð0:68Þð213 1026Þð131Þ2

ð0:0002637Þð7:21Þ $ 50 hours

All the data beyond 50 hours can be used in
the conventional Horner plot approach to
estimate permeability and skin factor.
Figure 1.85 shows a Horner graph with the
following results:

m5 95 psi/cycle
p*5 3764 psi

p1 hour5 3395 psi
k5 7.16 md
s525.5
xf5 137 ft

Cinco and Samaniego (1981) developed the
type curves shown in Figure 1.86 for finite
conductivity vertical fracture. The proposed
type curve is based on the bilinear flow theory
and presented in terms of (pDFCD) vs. ðtDxfF

2
CDÞ

on a log�log scale for various values of FCD
ranging from 0.1π to 1000π. The main feature
of this graph is that for all values of FCD the
behavior of the bilinear flow ð14 slopeÞ and the
formation linear flow ð12 slopeÞ is given by a
single curve. Note that there is a transition
period between the bilinear and linear flows.
The dashed line in this figure indicates the
approximate start of the infinite-acting pseu-
doradial flow.

The pressure data is plotted in terms of log
(Δp) vs. log (t) and the resulting graph is

pwD
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FIGURE 1.84 Type curve matching. Data from Example 1.38. (After Gringarten, A.C., Ramey, H.J., Jr., Raghavan, R.,
1974. Unsteady-state pressure distributions created by a well with a single infinite-conductivity vertical fracture. SPE J.
14 (4), 347�360; Copyright r1974 SPE.)
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matched to a type curve that is characterized by
a dimensionless finite conductivity, (FCD)M,
with match points of:

• (Δp)MP, (pDFCD)MP;
• (t)MP, ðtDxfF

2
CDÞMP;

• end of bilinear flow (tebf)MP;
• beginning of formation linear flow (tblf)MP;
• beginning of semilog straight line (tbssl)MP.

From the above match FCD and xf can be
calculated:

For oil: FCD 5
141:2QBμ

hk

� � ðpDFCDÞMP

ðΔpÞMP

(1.266)

For gas: FCD 5
1424QT

hk

� � ðpDFCDÞMP

ðΔmðpÞÞMP

(1.267)

The fracture half-length is given by:

xf 5
0:0002637k

φμct

� � ðt ÞMPðFCDÞ2M
ðtDxfF 2

CDÞMP

Defining the dimensionless effective wellbore
radius r\wD as the ratio of the apparent wellbore
radius r\wD to the fracture half-length xf, i.e.,
r\wD 5 r\w=xf, Cinco and Samaniego correlated
r\wD with the dimensionless fracture conductivity
FCD and presented the resulting correlation in
graphical form, as shown in Figure 1.87.

Figure 1.87 indicates that when the dimension-
less fracture conductivity is greater than 100, the
dimensionless effective wellbore radius r\wD is
independent of the fracture conductivity with a
fixed value of 0.5, i.e., r\wD5 0:5 for FCD . 100.
The apparent wellbore radius is expressed in
terms of the fracture skin factor sf by:

r \w 5 rw e2sf

Introducing r\wD into the above expression
and solving for sf gives:

sf 5 ln
xf
rw

� �
r \wD

� �
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FIGURE 1.87 Effective wellbore radius vs. dimensionless fracture conductivity for a vertical fracture graph. (After
Cinco-Ley, H., Samaniego, F., 1981. Transient pressure analysis for finite conductivity fracture case versus damage frac-
ture case. SPE Paper 10179.)

160 CHAPTER 1 Well Testing Analysis



For FCD . 100, this gives:

sf 52ln
xf
2rw

� �

where

sf5 skin due to fracture
rw5wellbore radius, ft

It should be kept in mind that specific analysis
graphs must be used for different flow regimes
to obtain a better estimate of both fracture and
reservoir parameters. Cinco and Samaniego used
the pressure buildup data given in Example 1.39
to illustrate the use of their type curve to deter-
mine the fracture and reservoir parameters.

Example 1.39
The buildup test data as given in Example 1.36 is
given below for convenience:

Q5 7350 Mscf/day, tp5 2640 hours
h5 118 ft, φ5 0.10
k5 0.025 md, μ5 0.0252
T5 690 �R, ct5 0.1293 1023 psi21

pwf at Δt5 05 1320 psia, rw5 0.28 ft

The graphical presentation of the buildup data
is given in the following two forms:

(1) The log�log plot of Δm(p) vs. (Δt)1/4, as
shown earlier in Figure 1.73.

(2) The log�log plot of Δm(p) vs. (Δt), on the
type curve of Figure 1.86 with the resulting
match as shown in Figure 1.88.

Calculate the fracture and reservoir parameters
by performing conventional and type curve
analysis. Compare the results.

Solution

Step 1. From the plot of Δm(p) vs. (Δt)1/4, in
Figure 1.73, determine:
• mbf5 1.63 108 psi2/cp hour1/4

• tsbf � 0.35 hours (start of bilinear flow)
• tebf � 2.5 hours (end of bilinear flow)
• Δm(p)ebf � 2.053 108 psi2/cp

Step 2. Perform the bilinear flow analysis, as
follows:
• Using Eq. (1.252), calculate fracture

conductivity FC:

FC5
444:6QT

mbfhðφμctkÞ1=4

" #2

5
444:6ð7350Þð690Þ

ð1:623108Þð118Þ½ð0:1Þð0:0252Þð0:12931023Þð0:025Þ�1=4
� �2

5154mdft
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FIGURE 1.88 Type curve matching for data in bilinear and transitional flow graph. (After Cinco-Ley, H., Samaniego, F.,
1981. Transient pressure analysis for finite conductivity fracture case versus damage fracture case. SPE Paper 10179.)
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• Calculate the dimensionless
conductivity FCD by using Eq. (1.254):

FCD 5
1965:1QT

kh ΔmðpÞebf
5

1965:1ð7350Þð690Þ
ð0:025Þð118Þð2:023 108Þ 5 16:7

• Estimate the fracture half-length from
Eq. (1.239):

xf 5
FC
FCDk

5
154

ð16:7Þð0:025Þ 5 368 ft

• Estimate the dimensionless ratio r \w=xf
from Figure 1.86:

r \w
xf

� 0:46

• Calculate the apparent wellbore radius
r \w:

r \w 5 ð0:46Þð368Þ5 169 ft

• Calculate the apparent skin factor

s5 ln
rw
r \w

� �
5 ln

0:28

169

� �
526:4

Step 3. Perform the type curve analysis as follows:
• Determine the match points from

Figure 1.88, to give:

ΔmðpÞMP 5 109 psi2=cp

ðpDFCDÞMP 5 6:5

ðΔt Þmp 5 1 hour

½tDxf ðFCDÞ2�MP 5 3:693 1022

tsbfC0:35 hour

tebf 5 2:5 hour

• Calculate FCD from Eq. 1.267

FCD 5
1424ð7350Þð690Þ
ð118Þð0:025Þ

� �
6:5

ð109Þ 5 15:9

• Calculate the fracture half-length from
Eq. (1.267):

xf 5
0:0002637ð0:025Þ

ð0:1Þð0:02525Þð0:1293 1023Þ
ð1Þð15:9Þ

3:693 1022

2
" #1=2

5 373 ft

• Calculate FC from Eq. (1.239):

FC 5 FCDxfk 5 ð15:9Þð373Þð0:025Þ5 148 md ft

• From Figure 1.86:

r \w
xf

5 0:46

r \w 5 ð373Þ ð0:46Þ5 172 ft

Test
Results

Type Curve
Analysis

Bilinear Flow
Analysis

FC 148.0 154.0
xf 373.0 368.0
FCD 15.9 16.7
r \w 172.0 169.0

The concept of the pressure derivative can be
effectively employed to identify different flow
regime periods associated with hydraulically
fractured wells. As shown in Figure 1.89, a
finite conductivity fracture shows a 1

4 straight-

0.1
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1 1 ´ 104
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factor of 4.

tD / CD
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p\
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FIGURE 1.89 Finite conductivity fracture shows as a 1
4

slope line on a log�log plot, same on a derivative plot.
Separation between pressure and derivative is a factor of 4.
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line slope for both the pressure difference Δp
and its derivative; however, the two parallel
lines are separated by a factor of 4. Similarly,
for an infinite conductivity fracture, two
straight parallel lines represent Δp and its deriv-
ative with a 1

2 slope and separation between the
lines of a factor of 2 (as shown in Figure 1.90).

In tight reservoirs where the productivity of
wells is enhanced by massive hydraulic fractur-
ing (MHF), the resulting fractures are character-
ized as long vertical fractures with finite
conductivities. These wells tend to produce at a
constant and low bottom-hole flowing pressure,
rather than constant flow rate. The diagnostic
plots and the conventional analysis of bilinear
flow data can be used when analyzing well
test data under constant flowing pressure.
Eqs. (1.245)�(1.249) can be rearranged and
expressed in the following forms.

For fractured oil wells:

1

Q
5

44:1Bμ

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4 Δp

" #
t 1=4

or equivalently:

1

Q
5mbft

1=4

and

log
1

Q

� �
5 logðmbfÞ1

1

4
logðt Þ

where

mbf 5
44:1Bμ

h
ffiffiffiffiffi
FC

p ðφμct kÞ1=4 Δp

FC 5 kfwf 5
44:1Bμ

hmbfðφμctkÞ1=2 Δp

" #2
(1.268)

For fractured gas wells:

1

Q
5mbft

1=4

or

log
1

Q

� �
5 logðmÞ

where

mbf 5
444:6T

h
ffiffiffiffiffi
FC

p ðφμctkÞ1=4 ΔmðpÞ

Solving for FC:

FC 5
444:6T

hmbfðφμctkÞ1=4 ΔmðpÞ

" #2
(1.269)

The following procedure can be used to ana-
lyze bilinear flow data under constant flow
pressure:

Step 1. Plot 1/Q vs. t on a log�log scale and
determine if any data falls on a straight
line of a 1

4 slope.
Step 2. If any data forms a 1

4 slope in step 1,
plot 1/Q vs. t1/4 on a Cartesian role and
determine the slope mbf.

Step 3. Calculate the fracture conductivity FC
from Eq. (1.268) or (1.269):

For oil: FC 5
44:1Bμ

hmbfðφμctkÞ1=4ðpi 2 pwfÞ

2
4

3
52

For gas: FC 5
444:6T

hmbfðφμctkÞ1=4½mðpiÞ2mðpwfÞ�

2
4

3
52

Step 4. Determine the value of Q when the
bilinear straight line ends and designate
it as Qebf.
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FIGURE 1.90 Infinite conductivity fracture shows as a 1
2

slope line on a log�log plot, same on a derivative plot.
Separation between pressure and derivative is a factor of 2.
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Step 5. Calculate FCD from Eq. (1.253) or (1.254):

For oil: FCD 5
194:9QebfBμ
khðpi 2 pwfÞ

For gas: FCD 5
1965:1QebfT

kh½mðpiÞ2mðpwfÞ�

Step 6. Estimate the fracture half-length from:

xf 5
FC
FCDk

Agarwal et al. (1979) presented constant-pres-
sure type curves for finite conductivity fractures,
as shown in Figure 1.91. The reciprocal of the
dimensionless rate 1/QD is expressed as a func-
tion of dimensionless time tDxf , on log�log

paper, with the dimensionless fracture conductiv-
ity FCD as a correlating parameter. The recipro-
cal dimensionless rate 1/QD is given by:

For oil wells:
1

QD
5

khðpi 2 pwfÞ
141:2QμB

(1.270)

For gas wells:
1

QD
5

kh½mðpiÞ2mðpwfÞ�
1424QT

(1.271)

with

tDxf 5
0:0002637kt

φðμctÞix2f
(1.272)

where

pwf5wellbore pressure, psi
Q5 flow rate, STB/day or Mscf/day
T5 temperature, �R
t5 time, hours
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FIGURE 1.91 Log�log type curves for finite capacity vertical fractures; constant wellbore pressure. (After Agarwal,
R.G., Carter, R.D., Pollock, C.B., 1979. Evaluation and performance prediction of low-permeability gas wells stimulated
by massive hydraulic fracturing. J. Pet. Technol. 31 (3), 362�372; also in SPE Reprint Series No. 9.)
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subscripts denote

i5 initial
D5 dimensionless

Example 1.40, as adopted from Agarwal
et al. (1979), illustrates the use of these type
curves.

Example 1.40
A pre-frac buildup test was performed on a well
producing from a tight gas reservoir, to give a
formation permeability of 0.0081 md. Following
an MHF treatment, the well produced at a
constant pressure with recorded rate-time data as
given below:

t (days) Q (Mscf/day) 1/Q (day/Mscf)

20 625 0.00160
35 476 0.00210
50 408 0.00245
100 308 0.00325
150 250 0.00400
250 208 0.00481
300 192 0.00521

The following additional data is available:

pi5 2394 psi, Δm(p)5 3963 106 psi2/cp
h5 32 ft, φ5 0.107
T5 720 �R, cti5 2.343 1024 psi21

μi5 0.0176 cp, k5 0.0081 md

Calculate:

• fracture half-length, xf;
• fracture conductivity, FC.

Solution

Step 1. Plot 1/Q vs. t on tracing paper, as shown
in Figure 1.92, using the log�log scale of
the type curves.

Step 2. We must make use of the available
values of k, h, and Δm(p) by arbitrarily
choosing a convenient value of the flow
rate and calculating the corresponding 1/
QD. Selecting Q5 1000 Mscf/day,

calculate the corresponding value of 1/QD

by applying Eq. (1.271):

1

QD
5

kh ΔmðpÞ
1424QT

5
ð0:0081Þð32Þð3963 106Þ

1424ð1000Þð720Þ 5 0:1

Step 3. Thus, the position of 1/Q5 1023 on the
y-axis of the tracing paper is fixed in
relation to 1/QD5 0.1 on the y-axis of
the type curve graph paper; as shown in
Figure 1.93.

Step 4. Move the tracing paper horizontally along
the x-axis until a match is obtained, to
give:

t 5 100 days5 2400 hours

tDxf 5 2:23 1022

FCD 5 50

Step 5. Calculate the fracture half-length from
Eq. (1.272):

x2f 5
0:0002637k

φðμctÞi

� �
t

tDxf

� �
MP

5
0:0002637ð0:0081Þ

ð0:107Þð0:0176Þð2:343 1024Þ

� �
2400

2:23 1022

� �
5 528;174 ft

xf � 727 ft
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Q

 d
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f

FIGURE 1.92 Reciprocal smooth rate vs. time for MHF,
Example 1.42.
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Thus, the total fracture length is:

2xf 5 1454 ft

Step 6. Calculate the fracture conductivity FC
from Eq. (1.220):

FC 5 FCDkxf 5 ð50Þð0:0081Þð727Þ5 294 md ft

It should be pointed out that if the pre-
fracturing buildup test were not available,
matching would require shifting the tracing
paper along both the x and y-axes to obtain the
proper match. This emphasizes the need for
determining kh from a pre-fracturing test.
Faults or Impermeable Barriers. One of the
important applications of a pressure buildup
test is analyzing the test data to detect or con-
firm the existence of faults and other flow

barriers. When a sealing fault is located near
a test well, it significantly affects the recorded
well pressure behavior during the buildup
test. This pressure behavior can be described
mathematically by applying the principle of
superposition as given by the method of
images. Figure 1.94 shows a test well that
is located at a distance L from a sealing
fault. Applying method images, as given
Eq. (1.168), the total pressure drop as a func-
tion of time t is:

ðΔpÞtotal 5
162:6QoBμ

kh
log

kt

φμctr2w

� �
2 3:231 0:87s

� �

2
70:6QoBμ

kh

� �
Ei 2

948φμctð2LÞ2
kt

 !

When both the test well and image well are
shut-in for a buildup test, the principle of
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FIGURE 1.93 Type curve matching for MHF gas well, Example 1.42.
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superposition can be applied to Eq. (1.68) to
predict the buildup pressure at Δt as:

pws 5 pi 2
162:6QoBoμo

kh
log

tp 1Δt

Δt

� �� �

2
70:6QoBoμo

kh

� �
Ei

2948φμctð2LÞ2
kðtp 1Δt Þ

" #

2
70:6ð2QoÞBoμo

kh

� �
Ei

2948φμctð2LÞ2
k Δt

" #

(1.273)

Recalling that the exponential integral Ei(2x) can
be approximated by Eq. (1.79) when x, 0.01 as:

Eið2xÞ5 lnð1:781xÞ
the value of the Ei(2 x) can be set equal to zero
when x is greater than 10.9, i.e., Ei(2x)5 0 for
x . 10.9. Note that the value of (2L)2 is large
and for early buildup times, when Δt is small,
the last two terms can be set equal to zero, or:

pws 5 pi 2
162:6QoBoμo

kh
log

tp 1Δt

Δt

� �� �
(1.274)

which is essentially the regular Horner equation
with a semilog straight-line slope of:

m5
162:6QoBoμo

kh

For a shut-in time sufficiently large that the
logarithmic approximation is accurate for the
Ei functions, Eq. (1.273) becomes:

pws 5 pi 2
162:6QoBoμo

kh
log

tp 1Δt

Δt

� �� �

2
162:6QoBoμo

kh
log

tp 1Δt

Δt

� �� �

Rearranging this equation by recombining
terms gives:

pws 5 pi 22
162:6QoBoμo

kh

� �
log

tp 1Δt

Δt

� �� �

Simplifying

pws 5 pi 2 2m log
tp 1Δt

Δt

� �� �
(1.275)

Three observations can be made by examining
Eqs. (1.274) and (1.275):

(1) For early shut-in time buildup data,
Eq. (1.274) indicates that the data from the
early shut-in times will form a straight line
on the Horner plot with a slope that is iden-
tical to a reservoir without sealing fault.

(2) At longer shut-in times, the data will form a
second straight line on the Horner plot with
a slope that is twice that of the first line,
i.e., second slope5 2m. The presence of the
second straight line with a double slope of
the first straight line provides a means of
recognizing the presence of a fault from
pressure buildup data.

(3) The shut-in time required for the slope to
double can be approximated from the fol-
lowing expression:

948φμctð2LÞ2
k Δt

, 0:01

Solving for Δt gives:

Δt .
380; 000φμctL2

k

where

Δt5minimum shut-in time, hours
k5 permeability, md
L5 distance between well and the sealing fault, ft

Actual Well Image Well

No Flow Boundary

Image WellActual Well

L L

qq

FIGURE 1.94 Method of images in solving boundary
problems.
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Notice that the value of p* for use in calcu-
lating the average drainage region pressure p is
obtained by extrapolating the second straight
line to a unit-time ratio, i.e., to (tp1Δt)/
Δt5 1.0. The permeability and skin factor are
calculated in the normal manner described
before using the slope of the first straight line.

Gray (1965) suggested that for the case in
which the slope of the buildup test has the
time to double, as shown schematically in
Figure 1.95, the distance L from the well to the
fault can be calculated by finding the time Δtx
at which the two semilog straight lines intersect.
That is:

L5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:000148k Δtx

φμct

s
(1.276)

Lee (1982) illustrated Gray’s method through
Example 1.41.

Example 1.41
A pressure buildup test was conducted to confirm
the existence of a sealing fault near a newly
drilled well. Data from the test is given below:

Δt (hour) pws (psi) (tp1Δt)/Δt

6 3996 47.5
8 4085 35.9
10 4172 28.9
12 4240 24.3
14 4298 20.9
16 4353 18.5
20 4435 15.0
24 4520 12.6
30 4614 10.3
36 4700 8.76
42 4770 7.65
48 4827 6.82
54 4882 6.17
60 4931 5.65
66 4975 5.23

Other data include the following:

φ5 0.15, μo5 0.6 cp
ct5 17 3 1026 psi21, rw5 0.5 ft
Qo5 1221 STB/day, h5 8 ft
Bo5 1.31 bbl/STB

A total of 14,206 STB of oil had been
produced before shut-in. Determine whether the
sealing fault exists and the distance from the well
to the fault.

Solution

Step 1. Calculate total production time tp:

tp 5
24Np

Qo
5

ð24Þð14; 206Þ
1221

5 279:2 hours

Step 2. Plot pws vs. (tp1Δt)/Δt as shown in
Figure 1.96. The plot clearly shows two
straight lines with the first slope of
650 psi/cycle and the second with
1300 psi/cycle. Notice that the second
slope is twice that of the first slope
indicating the existence of the sealing
fault.

Step 3. Using the value of the first slope,
calculate the permeability k:

1 10 102 103 104

pws

slope = 2m

FIGURE 1.95 Theoretical Horner plot for a faulted
system.
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k5
162:6QoBoμo

mh
5

162:6ð1221Þð1:31Þð0:6Þ
ð650Þð8Þ

5 30 md

Step 4. Determine the value of Horner’s time
ratio at the intersection of the two
semilog straight lines shown in
Figure 1.96, to give:

tp 1Δtx
Δtx

5 17

or

279:21Δtx
Δtx

5 17

from which:

Δtx 5 17:45 hours

Step 5. Calculate the distance L from the well to
the fault by applying Eq. (1.276):

L5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:000148kΔtx

φμct

s

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:000148ð30Þð17:45Þ
ð0:15Þð0:6Þð173 1026Þ

s
5 225 ft

Qualitative Interpretation of Buildup
Curves. The Horner plot has been the most
widely accepted means for analyzing pressure
buildup data since its introduction in 1951.
Another widely used aid in pressure transient
analysis is the plot of change in pressure Δp vs.
time on a log�log scale. Economides (1988)
pointed out that this log�log plot serves the fol-
lowing two purposes:

(1) the data can be matched to type curves;
(2) the type curves can illustrate the expected

trends in pressure transient data for a large
variety of well and reservoir systems.

The visual impression afforded by the
log�log presentation has been greatly enhanced
by the introduction of the pressure derivative
which represents the changes of the slope of
buildup data with respect to time. When the
data produces a straight line on a semilog plot,
the pressure derivative plot will, therefore, be
constant. This means the pressure derivative
plot will be flat for that portion of the data that
can be correctly analyzed as a straight line on
the Horner plot.

Many engineers rely on the log�log plot of
Δp and its derivative vs. time to diagnose and
select the proper interpretation model for a
given set of pressure transient data. Patterns vis-
ible in the log�log diagnostic and Horner plots
for five frequently encountered reservoir sys-
tems are illustrated graphically by Economides
as shown in Figure 1.97. The curves on the right
represent buildup responses for five different
patterns, a�e, with the curves on the left repre-
senting the corresponding responses when the
data is plotted in the log�log format of Δp and
ðΔt Δp\Þ vs. time.

The five different buildup examples shown in
Figure 1.97 were presented by Economides
(1988) and are briefly discussed below:

Example a illustrates the most common
response—that of a homogeneous reser-
voir with wellbore storage and skin.
Wellbore storage derivative transients are

SLOPE = 1300 psi/cycle

SLOPE = 650 psi/cycle

5800

5000

4200

3400
100 10 1

pws

= 17

FIGURE 1.96 Estimating distance to a no-flow boundary.
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Homogeneous Reservoir
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Storage

Radial Flow
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Radial Flow
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FIGURE 1.97 Qualitative interpretation of buildup curves. (After Economides, C., 1988. Use of the pressure derivative
for diagnosing pressure-transient behavior. J. Pet. Technol. 40 (10), 1280�1282.)
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recognized as a “hump” in early time. The
flat derivative portion in late time is easily
analyzed as the Horner semilog straight
line.
Example b shows the behavior of an infi-
nite conductivity, which is characteristic
of a well that penetrates a natural frac-
ture. The 1

2 slopes in both the pressure
change and its derivative result in two par-
allel lines during the flow regime, repre-
senting linear flow to the fracture.
Example c shows the homogeneous reser-
voir with a single vertical planar barrier to
flow or a fault. The level of the second-
derivative plateau is twice the value of the
level of the first-derivative plateau, and
the Horner plot shows the familiar slope-
doubling effect.
Example d illustrates the effect of a closed
drainage volume. Unlike the drawdown
pressure transient, this has a unit-slope
line in late time that is indicative of pseu-
dosteady-state flow; the buildup pressure
derivative drops to zero. The permeability
and skin cannot be determined from the
Horner plot because no portion of the
data exhibits a flat derivative for this
example. When transient data resembles
example d, the only way to determine the
reservoir parameters is with a type curve
match.
Example e exhibits a valley in the pressure
derivative that is indicative of reservoir
heterogeneity. In this case, the feature
results from dual-porosity behavior of the
pseudosteady flow from matrix to
fractures.

Figure 1.97 clearly shows the value of the
pressure/pressure derivative presentation. An
important advantage of the log�log presenta-
tion is that the transient patterns have a stan-
dard appearance as long as the data is plotted
with square log cycles. The visual patterns in
semilog plots are amplified by adjusting the
range of the vertical axis. Without adjustment,
many or all of the data may appear to lie

on one line and subtle changes can be
overlooked.

Some of the pressure derivative patterns
shown are similar to the characteristics of other
models. For example, the pressure derivative
doubling associated with a fault (example c)
can also indicate transient interporosity flow in
a dual-porosity system. The sudden drop in the
pressure derivative in buildup data can indicate
either a closed outer boundary or constant-pres-
sure outer boundary resulting from a gas cap,
an aquifer, or pattern injection wells. The valley
in the pressure derivative (example e) could
indicate a layered system instead of dual poros-
ity. For these cases and others, the analyst
should consult geological, seismic, or core anal-
ysis data to decide which model to use in an
interpretation. With additional data, a more
conclusive interpretation for a given transient
data set may be found.

An important place to use the pressure/pres-
sure derivative diagnosis is on the well site. If
the objective of the test is to determine perme-
ability and skin, the test can be terminated once
the derivative plateau is identified. If heteroge-
neities or boundary effects are detected in the
transient, the test can be run longer to record
the entire pressure/pressure derivative response
pattern needed for the analysis.

1.6 INTERFERENCE AND
PULSE TESTS

When the flow rate is changed and the pressure
response is recorded in the same well, the test is
called a “single-well” test. Examples of single-
well tests are drawdown, buildup, injectivity,
falloff, and step-rate tests. When the flow rate is
changed in one well and the pressure response
is recorded in another well, the test is called a
“multiple-well” test. Examples of multiple-well
tests are interference and pulse tests.

Single-well tests provide valuable reservoir
and well characteristics that include flow capac-
ity kh, wellbore conditions, and fracture length
as examples of these important properties.
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However, these tests do not provide the direc-
tional nature of reservoir properties (such as
permeability in the x, y, and z direction) and
have inabilities to indicate the degree of com-
munication between the test wells and adjacent
wells. Multiple-well tests are run to determine:

• the presence or lack of communication
between the test well and surrounding wells;

• the mobility�thickness product kh/μ;
• the porosity�compressibility�thickness pro-

duct φcth;
• the fracture orientation if intersecting one of

the test wells;
• the permeability in the direction of the

major and minor axes.

The multiple-well test requires at least one
active (producing or injecting) well and at least
one pressure observation well, as shown

schematically in Figure 1.98. In an interference
test, all the test wells are shut-in until their well-
bore pressures stabilize. The active well is then
allowed to produce or inject at constant rate
and the pressure response in the observation
well(s) is observed. Figure 1.98 indicates this
concept with one active well and one observa-
tion well. As the figure indicates, when the
active well starts to produce, the pressure in the
shut-in observation well begins to respond after
some “time lag” that depends on the reservoir
rock and fluid properties.

Pulse testing is a form of interference testing.
The producer or injector is referred to as “the
pulser or the active well” and the observation
well is called “the responder.” The tests are
conducted by sending a series of short-rate
pulses from the active well (producer or injec-
tor) to a shut-in observation well(s). Pulses
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FIGURE 1.98 Rate history and pressure response of a two-well interference test conducted by placing the active well
on production at constant rate.
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generally are alternating periods of production
(or injection) and shut-in, with the same rate
during each production (injection) period, as
illustrated in Figure 1.99 for a two-well system.

Kamal (1983) provided an excellent review
of interference and pulse testing and summa-
rized various methods that are used to analyze
test data. These methods for analyzing interfer-
ence and pulse tests are presented below.

1.6.1 Interference Testing in
Homogeneous Isotropic
Reservoirs

A reservoir is classified as “homogeneous”
when the porosity and thickness do not change
significantly with location. An “isotropic” res-
ervoir indicates that the permeability is the
same throughout the system. In these types of
reservoirs, the type curve matching approach is
perhaps the most convenient to use when ana-
lyzing interference test data in a homogeneous

reservoir system. As given previously by
Eq. (1.77), the pressure drop at any distance r
from an active well (i.e., distance between an
active well and a shut-in observation well) is
expressed as:

pi 2 pðr ; t Þ5Δp5
270:6QBμ

kh

� �
Ei

2948φctr2

kt

� �

Earlougher (1977) expressed the above
expression in a dimensionless form as:

ðpi 2 pðr ; tÞÞ=141:2QBμ
kh

52
1

2
Ei

21

4

� �
φμctr2w

0:0002637kt

� �
r

rw

� �2
" #

From the definitions of the dimensionless
parameters pD, tD, and rD, the above equations
can be expressed in a dimensionless form as:

pD 52
1

2
Ei

2 r2D
4tD

� �
(1.277)
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FIGURE 1.99 Illustration of rate history and pressure response for a pulse test. (After Earlougher, Robert C., Jr., 1977.
Advances in Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of AIME, Dallas, TX; Permission to
publish by the SPE, copyright SPE, 1977.)
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with the dimensionless parameters as defined
by:

pD 5
½pi 2 pðr ; t Þ�kh
141:2QBμ

rD 5
r

rw

tD 5
0:0002637kt

φμctr2w

where

p(r, t)5 pressure at distance r and time t, psi
r5 distance between the active well and a shut-
in observation well
t5 time, hours
pi5 reservoir pressure
k5 permeability, md

Earlougher expressed in Eq. (1.277) a type
curve form as shown previously in Figure 1.47
and reproduced for convenience as Figure 1.100.

To analyze an interference test by type curve
matching, plot the observation well(s) pressure
change Δp vs. time on tracing paper laid over
Figure 1.100 using the matching procedure
described previously. When the data is matched
to the curve, any convenient match point is
selected and match point values from the trac-
ing paper and the underlying type curve grid are
read. The following expressions can then be
applied to estimate the average reservoir
properties:

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

(1.278)

φ5
0:0002637

ctr2
k

μ

� �
t

tD=r2D

� �
MP

(1.279)
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FIGURE 1.100 Dimensionless pressure for a single well in an infinite system, no wellbore storage, no skin.
Exponential�integral solution. (After Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol.
5. Society of Petroleum Engineers of AIME, Dallas, TX; Permission to publish by the SPE, copyright SPE, 1977.)
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where

r5 distance between the active and observation
wells, ft
k5 permeability, md

Sabet (1991) presented an excellent discus-
sion on the use of the type curve approach in
analyzing interference test data by making use
of test data given by Strobel et al. (1976). The
data, as given by Sabet, is used in Example
1.42 to illustrate the type curve matching
procedure.

Example 1.42
An interference test was conducted in a dry gas
reservoir using two observation wells,
designated as Well 1 and Well 3, and an active
well, designated as Well 2. The interference test
data is listed below:

• Well 2 is the producer, Qg5 12.4 MMscf/
day;

• Well 1 is located 8 miles east of Well 2, i.e.,
r125 8 miles;

• Well 3 is located 2 miles west of Well 2, i.
e., r235 2 miles.

Flow

Rate

Time Observed Pressure (psia)

Q

(MMscf/

day)

T

(hour)

Well 1 Well 3

p1 Δp1 p3 Δp3
0.0 24 2912.045 0.000 2908.51 0.00

12.4 0 2912.045 0.000 2908.51 0.00

12.4 24 2912.035 0.010 2907.66 0.85

12.4 48 2912.032 0.013 2905.80 2.71

12.4 72 2912.015 0.030 2903.79 4.72

12.4 96 2911.997 0.048 2901.85 6.66

12.4 120 2911.969 0.076 2899.98 8.53

12.4 144 2911.918 0.127 2898.25 10.26

12.4 169 2911.864 0.181 2896.58 11.93

12.4 216 2911.755 0.290 2893.71 14.80

12.4 240 2911.685 0.360 2892.36 16.15

12.4 264 2911.612 0.433 2891.06 17.45

12.4 288 2911.533 0.512 2889.79 18.72

12.4 312 2911.456 0.589 2888.54 19.97

12.4 336 2911.362 0.683 2887.33 21.18

12.4 360 2911.282 0.763 2886.16 22.35

12.4 384 2911.176 0.869 2885.01 23.50

12.4 408 2911.108 0.937 2883.85 24.66

12.4 432 2911.030 1.015 2882.69 25.82

12.4 444 2910.999 1.046 2882.11 26.40

0.0 450 Well 2 shut-in

0.0 480 2910.833 1.212 2881.45 27.06

0.0 504 2910.714 1.331 2882.39 26.12

0.0 528 2910.616 1.429 2883.52 24.99

0.0 552 2910.520 1.525 2884.64 23.87

0.0 576 2910.418 1.627 2885.67 22.84

0.0 600 2910.316 1.729 2886.61 21.90

0.0 624 2910.229 1.816 2887.46 21.05

0.0 648 2910.146 1.899 2888.24 20.27

0.0 672 2910.076 1.969 2888.96 19.55

0.0 696 2910.012 2.033 2889.60 18.91

The following additional reservoir data is
available:

T5 671.6 �R, h5 75 ft, cti5 2.743 1024 psi21

Bgi5 920.9 bbl/
MMscf,

rw5 0.25 ft, Zi5 0.868

Sw5 0.21, γg5 0.62, μgi5 0.0186 cp

Using the type curve approach, characterize
the reservoir in terms of permeability and
porosity.

Solution

Step 1. Plot Δp vs. t on a log�log tracing
paper with the same dimensions as
those of Figure 1.100, as shown in
Figures 1.101 and 1.102 for Wells 1
and 3, respectively.

Step 2. Figure 1.103 shows the match of
interference data for Well 3, with the
following matching points:

ðpDÞMP 5 0:1 and ðΔpÞMP 5 2 psi

tD
r2D

0
@

1
A

MP

5 1 and ðt ÞMP 5 159 hours
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FIGURE 1.101 Interference data of Well 3. (After
Sabet, M., 1991. Well Test Analysis. Gulf Publishing,
Dallas, TX.)
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FIGURE 1.102 Interference data of Well 1. (After Sabet,
M., 1991. Well Test Analysis. Gulf Publishing, Dallas, TX.)
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FIGURE 1.103 Match of interference data of Well 3. (After Sabet, M., 1991. Well Test Analysis. Gulf Publishing,
Dallas, TX.)
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Step 3. Solve for k and φ between Wells 2 and
3 by applying Eqs. (1.278) and (1.279)

k5
141:2QBμ

h

� �
pD
Δp

� �
MP

5
141:2ð12:4Þð920:9Þð0:0186Þ

75

� �
0:1

2

� �
5 19:7 md

φ5
0:002637

ctr2
k

μ

� �
t

tD=r2D

� �
MP

5
0:0002637

ð2:743 1024Þð23 5280Þ2
19:7

0:0186

� �
159

1

� �

5 0:00144

Step 4. Figure 1.104 shows the match of the
test data for Well 1 with the following
matching points:

ðpDÞMP 5 1 and ðΔpÞMP 5 5:6 psi

tD
r2D

0
@

1
A

MP

5 0:1 and ðt ÞMP 5 125 hours

Step 5. Calculate k and φ:

k5
141:2ð12:4Þð920:9Þð0:0186Þ

75

� �
1

5:6

� �
5 71:8 md

φ5
0:0002637

ð2:743 1024Þð83 5280Þ2
71:8

0:0180

� �
125

0:1

� �
5 0:0026

In a homogeneous and isotropic reservoir,
i.e., permeability is the same throughout the res-
ervoir, the minimum area of the reservoir
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FIGURE 1.104 Match of interference data of Well 1.
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investigated during an interference test between
two wells located at a distance r apart is
obtained by drawing two circles of radius r cen-
tered at each well.

1.6.2 Interference Testing in
Homogeneous Anisotropic
Reservoirs

A homogeneous anisotropic reservoir is one in
which the porosity φ and thickness h are the same
throughout the system, but the permeability varies
with direction. Using multiple observation wells
when conducting an interference test in a homoge-
neous anisotropic reservoir, it is possible to deter-
mine the maximum and minimum permeabilities,
i.e., kmax and kmin, and their directions relative to
well locations. Based on the work of Papadopulos
(1965), Ramey (1975) adopted the Papadopulos
solution for estimating anisotropic reservoir prop-
erties from an interference test that requires at
least three observation wells for analysis.
Figure 1.105 defines the necessary nomenclature
used in the analysis of interference data in a homo-
geneous anisotropic reservoir.

Figure 1.105 shows an active well, with its
coordinates at the origin, and several observation
wells are each located at coordinates defined by
(x, y). Assuming that all the wells in the testing
area have been shut in for a sufficient time to
equalize the pressure to pi, placing the active well
on production (or injection) will cause a change
in pressure of Δp, i.e., Δp5 pi2 p(x, y, t), at all
observation wells. This change in the pressure
will occur after a lag period with a length that
depends, among other parameters, on:

• the distance between the active well and
observation well;

• permeability;
• wellbore storage in the active well;
• the skin factor following a lag period.

Ramey (1975) showed that the change in
pressure at an observation well with coordinates
of (x, y) at any time t is given by the Ei
function as:

pD 52
1

2
Ei

2r2D
4tD

� �

y

x

kmax
kmin

Active Well Well Pattern
Coordinates

θ

Minor
Permeability
     Axis

Major
Permeability
                   Axis

Observation Well
    at (x, y)

FIGURE 1.105 Nomenclature for anisotropic permeability system. (After Ramey Jr., H.J., 1975. Interference analysis for
anisotropic formations. J. Pet. Technol., 27 (10) 1290�1298).
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The dimensionless variables are defined by:

pD 5
kh½pi 2 pðx ; y ; t Þ�

141:2QBμ
(1.280)

tD
r2D

5
ðkÞ2

y 2kx 1 x2ky 22xykxy

" #
0:0002637t

φμct

� �
(1.281)

with

k5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxkmin

p
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kxky 2 k2xy

q
(1.282)

Ramey also developed the following
relationships:

kmax 5
1

2
ðkx 1 ky Þ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkxky Þ2 1 4k2xy

q� �
(1.283)

kmin 5
1

2
ðkx 1 ky Þ2 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkxky Þ2 1 4k2xy

q� �
(1.284)

θmax 5 arctan
kmax 2 kx

kxy

� �
(1.285)

θmin 5 arctan
kmin 2 ky

kxy

� �
(1.286)

where

kx5 permeability in x direction, md
ky5 permeability in y direction, md
kxy5 permeability in xy direction, md
kmin5minimum permeability, md
kmax5maximum permeability, md
k5 average system permeability, md
θmax5 direction (angle) of kmax as measured
from the 1x-axis
θmin5 direction (angle) of kmin as measured
from the 1y-axis
x, y5 coordinates, ft
t5 time, hours

Ramey pointed out that if φμct is not known,
solution of the above equations will require that
a minimum of three observation wells is used in
the test, otherwise the required information can
be obtained with only two observation wells.
Type curve matching is the first step of the

analysis technique. Observed pressure changes
at each observation well, i.e., Δp5 pi2 p(x, y,
t) are plotted on log�log paper and matched
with the exponential�integral type curve shown
in Figure 1.100. The associated specific steps of
the methodology of using the type curve in
determining the properties of a homogeneous
anisotropic reservoir are summarized below:

Step 1. From at least three observation wells,
plot the observed pressure change Δp
vs. time t for each well on the same size
scale as the type curve given in
Figure 1.100.

Step 2. Match each of the observation well
data set to the type curve of
Figure 1.100. Select a convenient match
point for each data set so that the pres-
sure match point (Δp, pD)MP is the
same for all observation well responses,
while the time match points ðt; tD=r2DÞMP

vary.
Step 3. From the pressure match point (Δp,

pD)MP, calculate the average system per-
meability from:

k5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kminkmax

p
5

141:2QBμ
h

� �
pD
Δp

� �
MP

(1.287)

Notice from Eq. (1.282) that:

ðkÞ2 5 kminkmax 5 kxky 2 k2xy (1.288)

Step 4. Assuming three observation wells, use
the time match ½ðt; ðtD=r2DÞ�MP for each
observation well to write:

Well 1:

ðtD=r2DÞ
t

� �
MP

5
0:0002637

φμct

� �

3
ðkÞ2

y 21 kx 1 x21 ky 2 2x1y1kxy

 !

Rearranging gives:

y 21 kx 1 x21 ky 2 2x1y1kxy 5
0:0002637

φμct

� �

3
ðkÞ2

½ðtD=r2DÞ=t �MP

 ! (1.289)
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Well 2:

ðtD=r2DÞ
t

2
4

3
5
MP

5
0:0002637

φμct

0
@

1
A

3
ðkÞ2

y 22 kx 1 x22 ky 2 2x2y2kxy

0
@

1
A

y 22 kx 1 x22 ky 2 2x2y2kxy 5
0:0002637

φμct

0
@

1
A

3
ðkÞ2

½ðtD=r2DÞ=t �MP

0
@

1
A
(1.290)

Well 3:

ðtD=r2DÞ
t

2
4

3
5
MP

5
0:0002637

φμct

0
@

1
A

3
ðkÞ2

y 23 kx 1 x23 ky 2 2x3y3kxy

0
@

1
A

y 23 kx 1 x23 ky 2 2x3y3kxy 5
0:0002637

φμct

0
@

1
A

3
ðkÞ2

½ðtD=r2DÞ=t �MP

0
@

1
A
(1.291)

Eqs. (1.288)�(1.291) contain the fol-
lowing four unknowns:
• kx5 permeability in x direction
• ky5 permeability in y direction
• kxy5 permeability in xy direction
• φμct5 porosity group

These four equations can be solved simulta-
neously for the above four unknowns. Example
1.43 as given by Ramey (1975) and later by
Earlougher (1977) is used to clarify the use of
the proposed methodology for determining the
properties of an anisotropic reservoir.

Example 1.43
The following data is for an interference test in a
nine-spot pattern with one active well and eight
observation wells. Before testing, all wells were
shut in. The test was conducted by injecting at

2115 STB/day and observing the fluid levels in
the remaining eight shut-in wells. Figure 1.106
shows the well locations. For simplicity, only the
recorded pressure data for three observation wells,
as tabulated below, is used to illustrate the
methodology. These selected wells are labeled
Well 5-E, Well 1-D, and Well 1-E.

Well 1-D Well 5-E Well 1-E

t
(hour)

Δp
(psi)

t
(hour)

Δp
(psi)

t
(hour)

Δp
(psi)

23.5 26.7 21.0 24.0 27.5 23.0
28.5 27.2 47.0 211.0 47.0 25.0
51.0 215.0 72.0 216.3 72.0 211.0
77.0 220.0 94.0 221.2 95.0 213.0
95.0 225.0 115.0 222.0 115.0 216.0

225.0

The well coordinates (x, y) are as follows:

Well x (ft) y (ft)

1 1-D 0 475
2 5-E 475 0
3 1-E 475 514

y

x

(0, 475 )
(475, 514 )

(475, 0 )

1-D

5-D

1-E

5-E

47.3°

N

FIGURE 1.106 Well locations for Example 1.43. (After
Earlougher, Robert C., Jr., 1977. Advances in Well Test
Analysis, Monograph, vol. 5. Society of Petroleum
Engineers of AIME, Dallas, TX; Permission to publish by
the SPE, copyright SPE, 1977.)
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iw52115 STB/day, Bw5 1.0 bbl/STB, μw5 1.0 cp
φ5 20%, T5 75 �F, h5 25 ft
co5 7.53 1026 psi21, cw5

3.33 1026 psi21

cf5 3.73 1026 psi21, rw5 0.563 ft, pi5 240 psi

Calculate kmax, kmin, and their directions
relative to the x-axis.

Solution

Step 1. Plot Δp vs. time t for each of the three
observation wells on a log�log plot of
the same scale as that of Figure 1.100.
The resulting plots with the associated
match on the type curve are shown in
Figure 1.107.

Step 2. Select the same pressure match point on
the pressure scale for all the observation

wells; however, the match point on the
time scale is different for all wells.

Match Point Well 1-D Well 5-E Well 1-E

(pD)MP 0.26 0.26 0.26
ðtD=r2DÞMP 1.00 1.00 1.00
(Δp)MP 210.00 210.00 210.00
(t)MP 72.00 92.00 150.00

Step 3. From the pressure match point, use
Eq. (1.287) to solve for k :

k5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kminkmax

p
5

141:2QBμ
h

� �
pD
Δp

� �
MP

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kminkmax

p
5

141:2ð2115Þð1:0Þð1:0Þ
25

� �
0:26

210

� �
516:89md
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Δp
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ps

i)

Injection Time, t, (hour)

1-D

1-E

5-E

1-D 1-E5-E

72
92

150 = tM

(tD /r
2
D) = 1

pM = −ID psi
(pD)M = 0.26

FIGURE 1.107 Interference data of Example 1.6 matched to Figure 1.100. Pressure match is same for all curves. (After
Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of
AIME, Dallas, TX; Permission to publish by the SPE, copyright SPE, 1977.)
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or

kminkmax 5 ð16:89Þ2 5 285:3

Step 4. Using the time match point ðt ; tD=r2DÞMP

for each observation well, apply
Eqs. (1.289)�(1.291) to give:

For Well 1-D with (x1, y1)5 (0, 475):

y 21 kx 1 x21 ky 2 2x1y1kxy 5
0:0002637

φμct

� �

3
ðkÞ2

½ðtD=r2DÞ=t �MP

 !
ð475Þ2kx

1 ð0Þ2ky 2 2ð0Þð475Þ5 0:0002637ð285:3Þ
φμct

72

1:0

� �

Simplifying gives:

kx 5
2:4013 1025

φμct
(A)

For Well 5-E with (x2, y2)5 (475, 0):

ð0Þ2kx 1 ð475Þ2ky 2 2ð475Þð0Þkxy
5

0:0002637ð285:3Þ
φμCt

92

1:0

� �

or

ky 5
3:0683 1025

φμct
(B)

For Well 1-E with (x3, y3)5 (475,
514):

ð514Þ2kx 1 ð475Þ2ky 2 2ð475Þð514Þkxy
5

0:0002637ð285:3Þ
φμct

150

1:0

� �

or

0:5411kx 1 0:4621ky 2 kxy 5
2:3113 1025

φμct
(C)

Step 5. Combine Eqs. A�C to give:

kxy 5
4:0593 1026

φμct
(D)

Step 6. Using Eqs. A, B, and D in Eq. (1.288)
gives:

½kxyy �2 k2xy 5 ðkÞ2

ð2:4013 1025Þ
ðφμctÞ

ð3:0683 1025Þ
ðφμctÞ

2
4

3
5

2
ð4:059Þ3 1026Þ2

ðφμctÞ
5 ð16:89Þ2 5 285:3

or

φμct5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2:40131025Þð3:06831025Þ2ð4:05931026Þ2

285:3

s

51:58931026 cp=psi

Step 7. Solve for ct:

ct 5
1:5893 1026

ð0:20Þð1:0Þ 5 7:953 1026 psi21

Step 8. Using the calculated value of φμct from
step 6, i.e., φμct5 1.5893 1026, in
Eqs. A, B, and D, solve for kx, ky, and kxy:

kx 5
2:4013 1025

1:5893 1026
5 15:11 md

ky 5
3:0683 1025

1:5893 1026
5 19:31 md

kxy 5
4:0593 1026

1:5893 1026
5 2:55 md

Step 9. Estimate the maximum permeability
value by applying Eq. (1.283), to give:

kmax5
1

2
ðkx1ky Þ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkxky Þ214k2xy

q� �

5
1

2
ð15:11119:31Þ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð15:11219:31Þ214ð2:55Þ2

q� �
520:5md

Step 10. Estimate the minimum permeability value
by applying Eq. (1.284):

kmin5
1

2
ðkx1ky Þ22

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkxky Þ214k2xy

q� �

5
1

2
ð15:11119:31Þ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð15:11219:31Þ214ð2:55Þ2

q� �
513:9md
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Step 11. Estimate the direction of kmax from
Eq. (1.285):

θmax 5 arctan
kmax 2 kx

kxy

� �

5 arctan
20:52 15:11

2:55

� �
5 64:7� as measured from the 1 x�axis

1.6.3 Pulse Testing in Homogeneous
Isotropic Reservoirs

Pulse tests have the same objectives as conven-
tional interference tests, which include:

• estimation of permeability k;
• estimation of porosity�compressibility prod-

uct φct;
• existence of pressure communication

between wells.

The tests are conducted by sending a
sequence of flow disturbances, “pulses,” into
the reservoir from an active well and monitor-
ing the pressure responses to these signals at
shut-in observation wells. The pulse sequence is
created while producing from (or injecting into)
the active well, then shutting it in, and repeating
that sequence in a regular pattern, as depicted
by Figure 1.108. The figure is for an active pro-
ducing well that is pulsed by shutting in, con-
tinuing production, and repeating the cycle.

The production (or injection) rate should be
the same during each period. The lengths of all
production periods and all shut-in periods should
be equal; however, production periods do not
have to equal shut-in periods. These pulses create
a very distinctive pressure response at the obser-
vation well which can be easily distinguished
from any pre-existing trend in reservoir pressure,
or random pressure perturbations, “noise,”
which could otherwise be misinterpreted.

It should be noted that pulse testing offers
several advantages over conventional interfer-
ence tests:

• Because the pulse length used in a pulse test
is short, ranging from a few hours to a

few days, boundaries seldom affect the test
data.

• Because of the distinctive pressure response,
there are fewer interpretation problems
caused by random “noise” and by trends in
reservoir pressure at the observation well.

• Because of shorter test times, pulse tests
cause less disruption of normal field opera-
tions than interference test.

For each pulse, the pressure response at the
observation well is recorded (as illustrated in
Figure 1.109) with a very sensitive pressure
gauge. In pulse tests, pulse 1 and pulse 2 have
characteristics that differ from those of all sub-
sequent pulses. Following these pulses, all odd
pulses have similar characteristics and all even
pulses also have similar characteristics. Any one
of the pulses can be analyzed for k and φct.
Usually, several pulses are analyzed and
compared.

Figure 1.109, which depicts the rate history
of the active well and the pressure response at
an observation well, illustrates the following
five parameters which are required for the anal-
ysis of a pulse test:

(1) The “pulse period” Δtp represents the
length of the shut-in time.

(2) The “cycle period” ΔtC represents the total
time length of a cycle, i.e., the shut-in
period plus the flow or injection period.

(3) The “flowing or injection period” Δtf repre-
sents the length of the flow or injection
time.

(4) The “time lag” tL represents the elapsed
time between the end of a pulse and the
pressure peak caused by the pulse. This
time lag tL is associated with each pulse and
essentially describes the time required for a
pulse created when the rate is changed to
move from the active well to the observa-
tion well. It should be pointed out that a
flowing (or injecting) period is a “pulse”
and a shut-in period is another pulse; the
combined two pulses constitute a “cycle.”

(5) The “pressure response amplitude” Δp is
the vertical distance between two adjacent
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peaks (or valleys) and a line parallel to this
through the valley (or peak), as illustrated
in Figure 1.109. Analysis of simulated pulse
tests show that pulse 1, i.e., the “first odd
pulse,” and pulse 2, i.e., the “first even
pulse,” have characteristics that differ from
all subsequent pulses. Beyond these initial
pulses, all odd pulses have similar character-
istics, and all even pulses exhibit similar
behavior.

Kamal and Bigham (1975) proposed a pulse
test analysis technique that uses the following
four dimensionless groups:

(1) Pulse ratio F\, as defined by:

F \ 5
Pulse period

Cycle period
5

Δtp
Δtp 1Δtf

5
Δtp
ΔtC

(1.292)

where the time is expressed in hours.
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FIGURE 1.108 Schematic illustration of rate (pulse) history and pressure response for a pulse test. (After Earlougher,
Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5. Society of Petroleum Engineers of AIME, Dallas,
TX; Permission to publish by the SPE, copyright SPE, 1977.)
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(2) Dimensionless time lag (tL)D, as given by:

ðtLÞD 5
tL
ΔtC

(1.293)

(3) Dimensionless distance (rD) between the
active and observation wells, as given by:

rD 5
r

rw
(1.294)

where

r5 distance between the active well and the
observation well, ft

(4) Dimensionless pressure response amplitude
ΔpD, as given by:

ΔpD 5
kh

141:2Bμ
Δp

Q

� �
(1.295)

where

Q5 rate at the active well while it is
active, with the sign convention that Δp/Q is

always positive, i.e., the absolute value of
jΔp/Qj.

Kamal and Bigham developed a family of
curves, as shown in Figures 1.110�1.117, that
correlates the pulse ratio F\ and the dimension-
less time lag (tL)D to the dimensionless pressure
ΔpD. These curves are specifically designated to
analyze the pulse test data for the following
conditions:

• First odd pulse: Figures 1.110 and 1.114.
• First even pulse: Figures 1.111 and 1.115.
• All the remaining odd pulses except the first:

Figures 1.112 and 1.116.
• All the remaining even pulses except the

first: Figures 1.113 and 1.117.

The time lag tL and pressure response ampli-
tude Δp from one or more pulse responses are
used to estimate the average reservoir perme-
ability from:

k5
141:2QBμ
h Δp½ðtLÞD�2
� �

ΔpD
tL
ΔtC

� �2
" #

Fig

(1.296)
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FIGURE 1.109 Schematic pulse test rate and pressure history showing definition of time lag (tL) and pulse response
amplitude (Δp) curves. (After Earlougher, Robert C., Jr., 1977. Advances in Well Test Analysis, Monograph, vol. 5.
Society of Petroleum Engineers of AIME, Dallas, TX; Permission to publish by the SPE, copyright SPE, 1977.)
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The term [ΔpD(tL/ΔtC)
2]Fig is determined

from Figures 1.110, 1.111, 1.112, or 1.113 for
the appropriate values of tL/ΔtC and F\. The
other parameters of Eq. (1.296) are defined
below:

• Δp5 amplitude of the pressure response
from the observation well for the pulse being
analyzed, psi

• ΔtC5 cycle length, hours
• Q5 production (injection) rate during active

period, STB/day
• k5 average permeability, md

Once the permeability is estimated from
Eq. (1.296), the porosity�compressibility prod-
uct can be estimated from:

φct 5
0:002637kðtLÞ

μr2

� �
1

½ðtLÞD=r2D �Fig
(1.297)

where

tL5 time lag, hours
r5 distance between the active well and obser-
vation well, ft

The term ½ðtLÞD=r2D�Fig is determined from
Figures 1.114, 1.115, 1.116, or 1.117. Again,
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FIGURE 1.110 Pulse testing: relation between time lag and response amplitude for first odd pulse. (After Kamal and
Bigham, 1975.)
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the appropriate figure to be used in analyz-
ing the pressure response data depends on
whether the first odd or first even pulse or one
of the remaining pulses is being analyzed.

Example 1.44
In a pulse test following rate stabilization, the
active well was shut in for 2 hours, then produced
for 2 hours, and the sequence was repeated
several times.4

An observation well at 933 ft from the active
well recorded an amplitude pressure response of

0.639 psi during the fourth pulse and a time lag of
0.4 hours. The following additional data is also
available:

Q5 425 STB/day, B5 1.26 bbl/STB
r5 933 ft, h5 26 ft
μ5 0.8 cp, φ5 0.08

Estimate k and φct.

Solution

Step 1. Calculate the pulse ratio F \ from
Eq. (1.292), to give:

4After John Lee, Well Testing (1982).
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FIGURE 1.111 Pulse testing: relation between time lag and response amplitude for first even pulse. (After Kamal and
Bigham, 1975.)
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F \ 5
Δtp
ΔtC

5
Δtp

Δtp 1Δtf
5

2

21 2
5 0:5

Step 2. Calculate the dimensionless time lag (tL)D
by applying Eq. (1.293):

ðtLÞD 5
tL
ΔtC

5
0:4

4
5 0:1

Step 3. Using the values of (tL)D5 0.1 and
F\5 0.5, use Figure 1.113 to get:

ΔpD
tL
ΔtC

� �2
" #

Fig

5 0:00221

Step 4. Estimate the average permeability from
Eq. (1.296), to give:

k5
141:2QBμ
h Δp½ðtLÞD�2
� �

ΔpD
tL
ΔtC

� �2
" #

Fig

5
ð141:2Þð425Þð1:26Þð0:8Þ

ð26Þð0:269Þ½0:1�2
� �

ð0:00221Þ5 817 md

Step 5. Using (tL)D5 0.1 and F\5 0.5, use
Figure 1.117 to get:

ðtLÞD
r2D

� �
Fig

5 0:091
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FIGURE 1.112 Pulse testing: relation between time lag and response amplitude for all odd pulses after the first. (After
Kamal and Bigham, 1975.)
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Step 6. Estimate the product φct by applying
Eq. (1.297):

φct 5
0:00026387kðtLÞ

μr2

� �
1

½ðtLÞD=r2D �Fig
5

0:0002637ð817Þð0:4Þ
ð0:8Þð933Þ2

� �
1

ð0:091Þ 5 1:363 1026

Step 7. Estimate ct as:

ct 5
1:363 1026

0:08
5 173 1026 psi21

Example 1.45
A pulse test was conducted using an injection
well as the pulsing well in a five-spot pattern
with the four offsetting production wells as the
responding wells. The reservoir was at its static
pressure conditions when the first injection
pulse was initiated at 9:40 a.m., with an
injection rate of 700 bbl/day. The injection rate
was maintained for 3 hours followed by a shut-
in period for 3 hours. The injection shut-in
periods were repeated several times and the
results of pressure observation are given in
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FIGURE 1.113 Pulse testing: relation between time lag and response amplitude for all even pulses after the first.
(After Kamal and Bigham, 1975.)
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Table 1.9. The following additional data is
available:5

μ5 0.87 cp, ct5 9.63 1026 psi21

φ5 16%, r5 330 ft

Calculate the permeability and average
thickness.

Solution

Step 1. Plot the pressure response from one of
the observation wells as a function of
time, as shown in Figure 1.118.

Analyzing First Odd-pulse Pressure Data
Step 1. From Figure 1.118 determine the ampli-

tude pressure response and time lag dur-
ing the first pulse, to give:

Δp5 6:8 psi

tL 5 0:9 hour

5Data reported by H. C. Slider, Worldwide Practical
Petroleum Reservoir Engineering Methods, Penn Well
Books, 1976.
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FIGURE 1.114 Pulse testing: relation between time lag and cycle length for first odd pulse. (After Kamal and Bigham,
1975.)
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Step 2. Calculate the pulse ratio F\ from
Eq. (1.292) to give:

F \ 5
Δtp
ΔtC

5
3

31 3
5 0:5

Step 3. Calculate the dimensionless time lag
(tL)D by applying Eq. (1.293):

ðtLÞD 5
tL
ΔtC

5
0:9

6
5 0:15

Step 4. Using the values of (tL)D5 0.15 and
F\ 5 0:5, use Figure 1.110 to get:

ΔpD
tL
ΔtC

� �2
" #

Fig

5 0:0025

Step 5. Estimate average hk from Eq. (1.296),
to give:

hk5
141:2QBμ
Δp½ðtLÞD�2
� �

ΔpD
tL
ΔtC

� �2
" #

Fig

5
ð141:2Þð700Þð1:0Þð0:86Þ

ð6:8Þ½0:15�2
� �

ð0:0025Þ5 1387:9 md ft
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FIGURE 1.115 Pulse testing: relation between time lag and cycle length for first even pulse. (After Kamal and Bigham,
1975.)
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Step 6. Using (tL)D5 0.15 and F\ 5 0:5, use
Figure 1.114 to get:

ðtLÞD
r2D

� �
Fig

5 0:095

Step 7. Estimate the average permeability by
rearranging Eq. (1.297) as:

k5
φctμr2

0:0002637ðtLÞ

� � ðtLÞD
r2D

� �
Fig

5
ð0:16Þð9:63 1026Þð0:86Þð330Þ2

0:0002637ð0:9Þ

" #
ð0:095Þ5 57:6 md

Estimate the thickness h from the
value of the product hk as calculated in
step 5 and the above average permeabil-
ity. That is:

h5 hk= k
� 	

5
1387:9

57:6

� �
5 24:1 ft

Analyzing the Fifth Pulse Pressure Data
Step 1. From Figure 1.110 determine the ampli-

tude pressure response and time lag dur-
ing the fifth pulse, to give:
• Δp5 9.2 psi
• tL5 0.7 hour
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FIGURE 1.116 Pulse testing: relation between time lag and cycle length for all odd pulses after the first. (After Kamal
and Bigham, 1975.)
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Step 2. Calculate the pulse ratio F\ from
Eq. (1.292) to give:

F \ 5
Δtp
ΔtC

5
Δtp

Δtp 1Δtf
5

3

31 3
5 0:5

Step 3. Calculate the dimensionless time lag
(tL)D by applying Eq. (1.293):

ðtLÞD 5
tL
ΔtC

5
0:7

6
5 0:117

Step 4. Using the values of (tL)D5 0.117 and
F\ 5 0:5, use Figure 1.111 to get:

ΔpD
tL
ΔtC

� �2
" #

Fig

5 0:0018

Step 5. Estimate average hk from Eq. (1.296),
to give:

hk5
141:2QBμ
Δp½ðtLÞD�2
� �

ΔpD
tL
ΔtC

� �2
" #

Fig

5
ð141:2Þð700Þð1:0Þð0:86Þ

ð9:2Þ½0:117�2
� �

ð0:0018Þ5 1213 md ft
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FIGURE 1.117 Pulse testing: relation between time lag and cycle length for all even pulses after the first. (After Kamal
and Bigham, 1975.)
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Step 6. Using (tL)D5 0.117 and F\ 5 0:5, use
Figure 1.115 to get:

ðtLÞD
r2D

� �
Fig

5 0:093

Step 7. Estimate the average permeability by
rearranging Eq. (1.297) as:

k5
φctμr2

0:0002637ðtLÞ

� � ðtLÞD
r2D

� �
Fig

5
ð0:16Þð9:63 1026Þð0:86Þð330Þ2

0:0002637ð0:7Þ

" #
ð0:095Þ5 72:5 md

Estimate the thickness h from the value of
the product hk as calculated in step 5 and the
above average permeability. That is:

h5 hk= k
� 	

5
1213

72:5

� �
5 16:7 ft

The above calculations should be repeated
for all other pulses and the results should be
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FIGURE 1.118 Pulse pressure response for Example 1.45.
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compared with core and conventional well test-
ing analysis to determine the best values that
describe these properties.

1.6.4 Pulse Testing in Homogeneous
Anisotropic Reservoirs

The analysis for the pulse test case is the same
as that for the homogeneous isotropic case,
except the average permeability k as defined by
Eq. (1.282) is introduced into (1.296) and
(1.297), to give:

k5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kxky 2 k2xy

q
5

141:2QBμ
h Δp½ðtLÞD�2
� �

ΔpD
tL
ΔtC

� �2
" #

Fig

(1.298)

and

φct 5
0:0002637ðtLÞ

μr2

� � ðkÞ2
y 2kx 1 x2ky 22xykxy

" #
3

1

½ðtLÞD=r2D �Fig
(1.299)

The solution methodology outlined in analyz-
ing interference test data in homogeneous aniso-
tropic reservoirs can be employed when
estimating various permeability parameters
from pulse testing.

1.6.5 Pulse Test Design Procedure

Prior knowledge of the expected pressure
response is important so that the range and sen-
sitivity of the pressure gauge and length of time
needed for the test can be predetermined. To
design a pulse test, Kamal and Bigham (1975)
recommend the following procedure:

Step 1. The first step in designing a pulse test is
to select the appropriate pulse ratio F\

as defined by Eq. (1.292), i.e., pulse
ratio5 pulse period/cycle period. A
pulse ratio near 0.7 is recommended if
analyzing the odd pulses; and near 0.3
if analyzing the even pulses. It should

be noted the F\ should not exceed 0.8
or drop below 0.2.

Step 2. Calculate the dimensionless time lag
from one of the following
approximations:

For odd pulses: ðtLÞD 5 0:091 0:3F \ (1.300)

For even pulses: ðtLÞD 5 0:0272 0:027F \ (1.301)

Step 3. Using the values of F\ and (tL)D from
step 1 and step 2, respectively, deter-
mine the dimensionless parameter
½ðtLÞD=r2D� from Figure 1.114 or
Figure 1.115.

Step 4. Using the values of F\ and (tL)D, deter-
mine the dimensionless response ampli-
tude [ΔpD(tL/ΔtC)

2]Fig from the
appropriate curve in Figure 1.110 or
Figure 1.111.

Step 5. Using the following parameters:

• estimates of k, h, φ, μ, and ct,
• values of ðtLÞD=r2D

 �
Fig

and [ΔpD(tL/
ΔtC)

2]Fig from steps 3 and 4, and
• Eqs. (1.277) and (1.278)

calculate the cycle period (ΔtC) and the
response amplitude Δp from:

tL 5
φμctr2

0:0002637k

� � ðtLÞD
r2D

� �
Fig

(1.302)

ΔtC 5
tL

ðtLÞD
(1.303)

Δp5
141:2QBμ
hk½ðtLÞD�2

" #
ΔpD

tL
ΔtC

� �� �2
Fig

(1.304)

Step 6. Using the pulse ratio F\ and cycle period
ΔtC, calculate the pulsing (shut-in)
period and flow period from:

Pulse ðshut-inÞ period: Δtp 5 F \ ΔtC
Flow period: Δtf 5ΔtC 2Δtp
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Example 1.46
Design a pulse test using the following approximate
properties:

μ5 3 cp, φ5 0.18, k5 200 md
h5 25 ft, r5 600 ft, ct5 103 1026 psi21

B5 1 bbl/STB, Q5 100 bbl/day, F\5 0.6

Solution

Step 1. Calculate (tL)D from Eq. (1.300) or (1.301).
Since F \ is 0.6, the odd pulses should be
used and therefore from Eq. (1.300):

ðtLÞD 5 0:091 0:3ð0:6Þ5 0:27

Step 2. Selecting the first odd pulse, determine the
dimensionless cycle period from
Figure 1.114 to get:

ðtLÞD
r2D

� �
Fig

5 0:106

Step 3. Determine the dimensionless response
amplitude from Figure 1.110 to get:

ΔpD
tL
ΔtC

� �� �2
Fig

5 0:00275

Step 4. Solve for tL, ΔtC, and Δp by applying
Eqs. (1.302) through (1.304), to give:

Time lag:

tL 5
φμCtr2

0:0002637k

� � ðtLÞD
r2D

� �
Fig

5
ð0:18Þð3Þð103 1026Þð660Þ2

ð0:0002637Þð200Þ

" #
ð0:106Þ5 4:7 hours

Cycle time:

ΔtC 5
tL

ðtLÞD
5

4:7

0:27
5 17:5 hours

Pulse length (shut-in):

ΔtP 5ΔtCF
\ 5 ð17:5Þð0:27Þ � 5 hours

Flow period:

Δtf 5ΔtC 2Δtp 5 17:52 4:7 � 13 hours

Step 5. Estimate the pressure response from
Eq. (1.304):

Δp5
141:2QBμ
hk½ðtLÞD�2

" #
ΔpD

tL
ΔtC

� �2
" #

Fig

5
ð141:2Þð100Þð1Þð3Þ
ð25Þð200Þð0:27Þ2

� �
ð0:00275Þ5 0:32 psi

This is the expected response amplitude for
odd-pulse analysis. We shut-in the well for
5 hours and produced for 13 hours and repeated
each cycle with a period of 18 hours.

The above calculations can be repeated if we
desire to analyze the first even-pulse response.

1.7 FORMATION TESTING

Reservoir evaluation during the drilling and
completion process involves many tools, includ-
ing mud logs, Logging While Drilling (LWD),
open hole logs, coring, etc. Estimates of reser-
voir permeability and productivity along with
pore fluid contents usually require some sort of
flow test to achieve a desired level of accuracy.
Most of the pressure transient analysis methods
discussed so far are applied to completed wells
or to a conventional drill-stem test (DST).

One of the most powerful well testing tools
in newly drilled wells is the formation tester
(FT), which allows operators enormous flexibil-
ity during the drilling of a well (Figure 1.120).
It can be conveyed on wireline or on the drill-
string using advanced LWD technology. The
latter is important when it is difficult to convey
the tool to the desired depth using wireline,
such as in steep directional wells and horizontal
laterals or in difficult hole environments. FT
devices offer the operator a chance to measure
pressures at many locations in a well accurately
and efficiently. They can be verified by repeat
measurements and are valid over a wide range
of mobilities. With advanced pressure transient
techniques, directional permeabilities can be
measured quantitatively, offering improved res-
ervoir characterization and the ability to corre-
late petrophysical properties with permeability
and productivity measures.

196 CHAPTER 1 Well Testing Analysis



FT devices offer the operator the chance to
recover representative formation fluids captured
and maintained above saturation pressures, pre-
serving concentrations of nonhydrocarbon dilu-
ents6 such as H2S and CO2 with minimal
contamination. Advances in downhole measure-
ments allow rapid estimation of in situ PVT
properties including density, viscosity, GOR,
FVF, bubble point pressure, sulfur content, and
compressibility along with fluid typing and
identifying drilling fluid contamination. Other
advanced applications include mini-DSTs and
determination of parameters vital to hydraulic
fracturing using Micro-Frac.

FT devices use one or more snorkels that are
pushed flush into the formation face at a desired
depth by backup arms on the opposite side of
the tool. They may or may not have straddle
packers adjacent to them to provide isolation.
The snorkel can allow a small amount of fluids
into the tool for pressure identification or larger
volumes of fluids that can allow clean samples
of reservoir fluids to be analyzed and/or recov-
ered to surface. In either case, high-resolution
quartz crystal pressure gauges are used for accu-
rate transient testing and pressure
measurements.

Figure 1.121 shows the conceptual design of
such a tool along with the measured pressures
as a function of time.

1.7.1 Supercharging

Most of the pressure transient analysis techni-
ques discussed so far have been applicable for
production or injection wells that have been
completed and “cleaned up.” DSTs and FTs
require the reservoir engineer to ensure that the
correct reservoir conditions are being identified.
Invasion of mud filtrate during the drilling pro-
cess may cause an excessively high pressure in
the near wellbore region called “superchar-
ging.” It occurs in environments where the mud
cake does not adequately isolate the wellbore
pressure from the formation. The supercharging
is a bigger problem in LWD environments,
where active mud circulation limits filtrate cake
growth. As a result, the leak-off rates are higher
in dynamic mud conditions in LWD than in
wireline where mud condition is static.
Supercharging is larger if mud cake permeability
Km is high and formation permeability Kf is
low. It is commonly observed both with wire-
line and LWD measurements if the permeability
of the formation is less than 1 mD.

1.7.2 Flow Analysis

Flow toward a single point in a reservoir typi-
cally results in spherical flow. In a layered reser-
voir, this may give way over time to cylindrical
flow. In an FT, flow is restricted due to the
probe and results in semi-hemispherical flow
(Figure 1.122).

Various analysis techniques have been bor-
rowed from the conventional well testing

6FT devices constructed of nonreactive metals such as
titanium are required to maintain H2S concentrations.

FIGURE 1.120 Example formation tester. (RCI, courtesy Baker Hughes.)
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studies to analyze the FT-derived data. The
“drawdown mobility” calculation incorporates
the pressure drawdown corresponding to the
piston drawdown rate in Darcy’s equation to
calculate the near wellbore mobility.

kdd
μ

5
qdd

4πΔp

11Sgeom
rp
rw

� �h i
rp

0
@

1
A

where

Sgeom5 flow geometry effect due to hemispheri-
cal flow

kdd5 drawdown permeability
qdd5 drawdown piston rate
rp5 5 probe radius
rw5wellbore radius
μ5 viscosity

There is a drawback in this analysis, particu-
larly in very low permeability formations where
transitional behavior of pressure with respect to
the piston rate becomes more significant due to
tool storage effect. In low permeable formation,
the flow rate from the formation can be differ-
ent from the piston drawdown rate.

Mobility calculation by Formation Rate
Analysis (FRA) accounts for the tool storage
effect by calculating the system compressibility
during the drawdown within the fixed tool vol-
ume. In FRA, the formation flow rate is calcu-
lated from the piston drawdown rate using

FIGURE 1.122 Flow restricted by a probe on a wellbore
is created in semi-hemispherical domain.
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FIGURE 1.121 Illustrative pressure schematic. (courtesy Baker Hughes).
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Darcy’s equation and the material balance in
the tool.

qac 5 qf�qdd

The subscripts for flow rate q represent accu-
mulation, formation flow, and piston draw-
down and implicitly assume a small density
variation. Darcy’s law for this system becomes

qf 5
kGorp
μ

ðP��Pðt ÞÞ

where

Go5 geometric factor (4.67)
rp5 probe radius (in cm)
k5 permeability, md
μ5 viscosity, cp

Adding the mass balance with respect to time
and liquid accumulation rate:

Ct 5
1

Vsys

@Vt
@P ðt Þ

Ct Vsys 5
@Vt=@t

@Pt=@t

qac 5CtVsys
@Pt
@t

We can then solve for pressure as a function
of time as follows:

qac 5 qf 2 qdd

CtVsys
@Pt
@t

5 ðP� 2 Pðt ÞÞ kGori
μ

� �
2 qdd

P ðt Þ5 P�� μ
kGori

� �
CtVsys

@Pt
@t

1 qdd

� �

Which then simplifies to

P ðt Þ5 P�� μ
kGori

� �
ðqf Þ

A plot of P(t) vs. formation rate should
approach a straight line with negative slope and
intercept P* at the P(t) axis, and the mobility is
calculated from the slope (Figure 1.123). The
FRA plot should yield identical slopes for both
build up and drawdown if there was constant

compressibility. Compressibility effects can be
resolved using multilinear regression techniques.

1.7.3 Example use of gradients

In a reservoir that is hydrostatic the pressures in
the continuous phases vary by depth based on
the density of the fluid in the continuous phase.
In an oil reservoir, oil density is primarily a
function of the gravity of the oil, the amount of
dissolved gas, and the pressure. Although com-
positional variations in oil density and dissolved
gas are not uncommon over large areas and in
very thick reservoirs, it is often common to
have an approximately constant pressure gradi-
ent over the thickness of an oil reservoir among
all wells that are hydraulically continuous.
Similarly, water gradients are usually even more
constant. Except for very heavy oils (whose den-
sity approaches that of water), it is usually pos-
sible to distinguish oil- and water-bearing
formations by obtaining multiple formation
pressures at different depths in the reservoir
(Figure 1.124). If there is no clear oil/water con-
tact in a wellbore, the use of these gradients can
often identify an oil/water contact depth (Figure
1.125). Natural gas gradients are typically
much less than liquid gradients and can serve a
similar purpose. In thick reservoirs, the density
of oil usually varies with changing depth. This
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FIGURE 1.123 Example flow rate analysis interpretation.
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is quite common, and it is possible to detect
varying density (compositional grading) from a
depth vs. pressure plot using FT data.

The geology of the reservoir is very impor-
tant when considering gradient analysis; prior
knowledge of its structure can serve as lead
indicators to what the gradient trends will look
like and is demonstrated by the diagram of the
single well producing multiple zones from the
same field but not necessarily the same HC
deposit or communicating reservoirs (Fig
1.126). A discontinuity in the pressures
obtained from formation tests can probably be
used to identify hydraulic isolation among reser-
voirs due to layering, faulting, or other geologi-
cal heterogeneity.

Similarly, varying free water levels will result
in different gradient interpretations. In Figure
1.127, the first illustration shows Well A
encountering an oil sand and a water sand.
Because the top layer has no water contact, the
reservoir engineer could conclude that if the
reservoirs were in hydraulic communication

Local Pressure Gradient
0.433 to 0.5 psi/ft

(Freshwater 0.433 psi/ft)

Gradient in Gas Column
Specific Gravity of Gas × 0.433 psi/ft

Gradient in Oil Column
Specific Gravity of 

Oil × 0.433 psi/ft

Gradient in Aquifer

Path of Well

Impermeable Bed

Gas

Oil

Aquifer

FIGURE 1.124 Illustrative pressure gradients reflecting reservoir fluid contents.
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FIGURE 1.125 Interpretation of fluid gradients to
detect contacts.
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then the FWL in the top layer could be at the
subsea depth associated with the water encoun-
tered in the lower, water-bearing layer. Because
the gradient slopes intersect at a subsea depth
greater than the known oil levels, the layers are
hydraulically discontinuous and such a conclu-
sion cannot be reached.

The two oil layers in the second Well A
example are shown to be hydraulically sepa-
rated and will behave independently during
production.

Similarly, pressure gradients and magnitudes
shift during production, in transition zones, and
due to injection. One of the most powerful indi-
cators of bypassed oil in a mature waterflood is
a low-pressure layer in an infill well. While
pressure reductions can be communicated over
time in permeable reservoirs, the increase in
pressure due to fluid injection requires good
hydraulic communication and sufficient volu-
metric sweep. Low-pressure layers identify
poorly swept zones that can often result in

significant increases in production and recovery
when flooded. Pressure barriers with layers can
also be identified using FTs.

In the following example (Table 1.9), a series
of formation tests were obtained for three adja-
cent wells in a sand that was indicated from
open hole logs to be oil-bearing in Well 1 and
water-bearing in Wells 2 and 3. Geological
mapping suggests that they are in a continuous
reservoir and that there should be an oil�water
contact Wells 2 and 3 below the bottom of
Well 1. Unfortunately, no fluid samples were
obtained with any of the formation tests.

Use the following data to answer (if possible)
the following questions:

• Which wells are in hydraulic
communication?

• What contacts are present in any of the
wells?

• What is the in situ density of the oil, and of
the water?
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FIGURE 1.126 Interpretation of gradients to detect reservoir compartmentalization.
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1.7.4 Solution

Graphing the pressure points as a function of
depth yields Figure 1.128.

The gradient between the Well 1 top data
point at 26123 is much less than that at 26125
and below. This suggests that this top point is
potentially in a gas cap. With only one data
point, graphical methods cannot be used to
determine the gas gradient. However, if gas
density is estimated (perhaps from nearby
wells), with the known values for pressure and
temperature, an approximate gas�oil contact of
26124 ft can be obtained. The pressure gradi-
ent of the water-bearing sands is approximately
0.4546 psi/ft. The density of fresh water is
0.433 psi/ft, so the in situ density of the salt
water is 0.4546/0.433 or 1.05. The oil gradient
suggests an in situ density of 0.87 g/cm3.
Specific and API gravity are normally quoted at
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FIGURE 1.127 Interpretation of gradients to detect hydraulic isolation.

TABLE 1.9

RCI Pressure

Subsea
Depth, ft

Well 1 Well 2 Well 3

2 6123.0 3431.6
2 6125.0 3431.7
2 6130.9 3433.9
2 6137.0 3436.2
2 6142.0 3438.1
2 6158.0 3444.1
2 6182.0 3453.7
2 6190.0 3457.3
2 6201.0 3462.3
2 6256.0 3505.1
2 6275.0 3513.7
2 6278.0 3515.1
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standard conditions, so both of these densities
would need to be corrected for temperature,
pressure, and gas saturation to indicate surface
values.

Examining the gradients, it appears that Well
3 is hydraulically isolated from Wells 1 and 2.
This has a relatively high degree of certainty.
Wells 1 and 2 appear to be hydraulically con-
nected, and simultaneously solving the gradients
measured in the oil and water zones suggests an
oil�water contact of 26179 ft. The closer the
gradients are in the oil and water zones,
the more difficult it is to be accurate about the
value for the OWC. Additionally, the further
apart the data points are (vertically or areally),
the greater the chance that other errors are pos-
sible in the OWC determination. While caution
is warranted, the use of formation test data to
interpolate a best technical estimate for OWC is
normal practice. Since the capillary pressure
effect may be important in pressure

measurements, the calculated OWC may be
shifted up or down based on the wettability
conditions. Therefore, it can be misleading to
rely on the pressure data alone to determine the
OWC. It needs to be integrated with other log
data to make a reliable determination of OWC.

1.7.5 Fluid Identification

The produced fluid recovered by formation test-
ing can be analyzed in situ by the most
advanced FTs and/or recovered to the surface
for additional analysis. Advanced FTs like the
In-Situ Fluids eXplorert (IFX) available in the
Reservoir Characterization Instrumentt (RCI)7

have multiple-channel visible and near-infrared
spectrometers, methane detection devices, fluo-
rescence spectrometers, refractometers, and
tools to calculate in situ density, viscosity,
sound speed, GOR, and compressibility. Figure
1.129 illustrates typical responses of gas, oil,
and water under near-infrared spectrometry.
The 17 wavelength channels at x-axis indicate7Both are trademarks of Baker Hughes Incorporated.
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the color darkness of the flowing fluid at a par-
ticular wavelength.

Once the mud filtrate contamination is mini-
mized, the fluid flow is directed to the sample
chambers for fluid collection. Typical fluid
volumes that can be recovered to the surface
range from about 500 to 20,000 cc with pres-
sure ratings up to 25,000 psi. Samples recovered
at near-reservoir condition may prove invalu-
able in early reservoir characterization, particu-
larly in layered reservoirs that are likely to be
commingled during the completion or stimula-
tion process. The authors have experienced
situations with significant compositional varia-
tions obtained along a horizontal lateral in a
reservoir previously believed to have been a
common compartment.

1.7.6 Advanced applications

The state-of-the-art FTs allow the operator to
perform a mini-DST as well as tests to optimize
hydraulic fracturing processes. In a standard
DST, drillers isolate an interval of the borehole
and induce formation fluids to flow to surface,
where they measure flow volumes before burn-
ing or sending the fluids to a disposal tank. The
RCI tool, in particular the straddle packer mod-
ule, provides similar functions to DST but on a
wireline and at a smaller scale.

While the mini-DST is less expensive than a
conventional DST, it also provides a significant
safety advantage in that fluids are not produced
to the surface. Cost benefits come from cheaper
downhole equipment, shorter operating time,
and the avoidance of any surface handling

equipment. There are no problems of fluid dis-
posal, no safety issues, and no problems with
environmental regulations. The mini-DST inves-
tigates a smaller volume of formation due to
smaller packed-off interval and withdraws a
smaller amount of fluid at a lower flow rate.
Mini-DST can be applied to individual hydrau-
lic flow unit to characterize its flow properties,
which could be a significant input in under-
standing and quantifying the reservoir heteroge-
neity. This is in contrast with conventional well
testing, which provides average properties of all
units and is insensitive of the reservoir
heterogeneity.

The pressure transients measured during the
drawdown or buildup periods are interpreted to
obtain the reservoir parameters. The pressure
transients obey the same laws of physics as that
measured during a conventional DST or well
testing. Therefore, they can be analyzed and
interpreted the same way. As a result, mini-DST
conducted by wireline tools such as RCI can
provide reservoir permeability, assessment of
formation damage (skin factor), and formation
flow capacity as well as single-phase fluid sam-
pling at in situ conditions.

In a homogeneous layer, three flow regimes
are observed in a min-DST: early radial flow
around the packed-off interval, pseudo-spheri-
cal flow until the pressure pulse reaches a
boundary, and total radial flow between upper
and lower no-flow boundaries (Figure 1.130).
Rarely are all three seen because tool storage
effects can mask the early radial flow, whereas
the distance to the nearest barrier determines
whether or not the other regimes are developed
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during the test period. It has been common to
observe a pseudo-spherical flow regime and,
occasionally, total radial flow in buildup tests
(Figure 1.130).

To analyze pressure and rate response during
pressure testing, it is necessary to have knowl-
edge on the nature of the formation and the
fluids therein. For the packer configuration, an
analytical model for a partially completed well
with storage and skin is used. The partially pen-
etrating well model with homogenous reservoir
behavior assumes uniform reservoir thickness,
h, and porosity, φ, with the well completed over
a limited section, hw. The distance from the

center of the isolated section to the bottom of
the reservoir is designated as Zw.

On a log�log plot of the pressure derivative
vs. a particular function of time (Figure 1.131),
spherical flow is identified by a negative half
slope and radial flow by a stabilized horizontal
line. Tool storage includes the compressibility
of the fluid between the packers. A common
model is to relate the sandface flow rate, qsf to
the measured flow rate, q and the rate of
change of pressure by a constant, C. The very
early part of a buildup is dominated by well-
bore storage, also called afterflow. C can be
estimated from the rate of change of pressure
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FIGURE 1.130 Flow regimes for mini-DSTs.
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at this time. Skin due to partial completion
and formation damage can be calculated sepa-
rately using the pressure and derivative data
together.

For a very short time during the early fluid
flow, it is expected to have radial flow due to
thickness of the isolated zone (kxy3 hw). It is
unlikely to observe this flow regime in most
tests because it might be masked by the tool
storage effect in early time. The spherical flow
regime, which represents the geometric mean of
three-directional permeability (kxyz), is the dom-
inant flow regime in early time with straddle
packer configuration. Flow regime becomes
radial once the flow is restricted by top and bot-
tom no-flow boundaries. The radial flow repre-
sents the product of horizontal permeability and
reservoir thickness (kxy3 h). The observation of
both spherical and radial flow regimes in a
mini-DST provides an opportunity to calculate
both spherical permeability (kxyz) and horizon-
tal permeability (kx) and consequently the verti-
cal permeability (kz) from the integration of
both parameters.

Permeability anisotropy (kz/kx) is an impor-
tant parameter for coning studies and comple-
tion/perforation policy determination in vertical
wells. It is also one of the key factors influenc-
ing the production performance in horizontal
wells. It is usually impossible to determine the

vertical permeability in conventional well test-
ing. Vertical interference test (VIT) performed
by the RCI provides unique information on hor-
izontal and vertical permeability of the tested
formation in reservoirs. In a VIT, the combina-
tion of the straddle packer and conventional
probe is used to conduct the test. A single probe
or a combination of probes can be run directly
above or below the straddle packer to collect
pressure responses generated by the fluid flow
within the straddle packer section (Figure
1.132).

The time required the pressure transients to
propagate from the source to the observation
probe is a function of the storativity and verti-
cal permeability. For a given reservoir fluids
and formation rock conditions, the storativity
can be calculated and considered constant. The
simultaneous analysis of pressure transients
from the source and observation points provides
the unique calculation of kz values for the dis-
tance between two packers. Horizontal perme-
ability (kx), skin factor, and productivity index
are also calculated in a VIT (Figure 1.133).

Micro-Frac Testing

Micro-Frac testing (MFT) is performed in verti-
cal wells with the RCI straddle packer module
to determine stress and fracture gradient in
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reservoir and/or caprock formations for well
injection plans, gas storage, or geomechanics-
related issues and fracture closure pressure for
in situ stress determination. Instead of produc-
ing reservoir fluids, fluids are injected between
straddle packers to create a small hydraulic
fracture in the formation. After a brief pumping
period that extends the created fracture, fluid
injection is ceased and pressures are observed
during the closure of the created fracture.
Further pumping and shut-in periods are used
to characterize certain rock properties and the
minimum compressive stress. These properties
are used in the design and analysis of subse-
quent stimulation treatments or geomechanical
interpretations. Petroleum geomechanical mod-
els are used to optimize wellbore stability and
pore pressure prediction, manage subsidence,
etc.

1.8 INJECTION WELL TESTING

Injectivity testing is a pressure transient test dur-
ing injection into a well. Injection well testing
and the associated analysis are essentially sim-
ple, as long as the mobility ratio between the

injected fluid and the reservoir fluid is unity.
Earlougher (1977) pointed out that the unit-
mobility ratio is a reasonable approximation for
many reservoirs under water floods. The objec-
tives of injection tests are similar to those of
production tests, namely the determination of:

• permeability;
• skin;
• average pressure;
• reservoir heterogeneity;
• front tracking.

Injection well testing involves the application
of one or more of the following approaches:

• injectivity test;
• pressure falloff test;
• step-rate injectivity test.

The above three analyses of injection well
testing are briefly presented in the following
sections.

1.8.1 Injectivity Test Analysis

In an injectivity test, the well is shut-in until the
pressure is stabilized at initial reservoir pressure
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pi. At this time, the injection begins at a con-
stant rate qinj, as schematically illustrated in
Figure 1.119, while recording the bottom-hole
pressure pwf. For a unit-mobility ratio system,
the injectivity test would be identical to a pres-
sure drawdown test except that the constant
rate is negative with a value of qinj. However, in
all the preceding relationships, the injection rate
will be treated as a positive value, i.e., qinj . 0.

For a constant injection rate, the bottom-
hole pressure is given by the linear form of
Eq. (1.169) as:

pwf 5 p1 hour 1m logðt Þ (1.305)

The above relationship indicates that a plot
of bottom-hole injection pressure vs. the loga-
rithm of injection time would produce a
straight-line section as shown in Figure 1.136,
with an intercept of p1 hour and a slope m as
defined by:

m5
162:6qinjBμ

kh

where

qinj5 absolute value of injection rate, STB/day
m5 slope, psi/cycle
k5 permeability, md
h5 thickness, ft

Sabet (1991) pointed out that, depending on
whether the density of the injected fluid is high-
er or lower than the reservoir fluid, the injected
fluid will tend to override or underride the res-
ervoir fluid and, therefore the net pay h which
should be used in interpreting injectivity tests
would not be the same as the net pay which is
used in interpreting drawdown tests.

Earlougher (1977) pointed out that, as in
drawdown testing, the wellbore storage has
great effects on the recorded injectivity test data
due to the expected large value of the wellbore
storage coefficient. Earlougher recommended
that all injectivity test analyses must include the
log�log plot of (pwf2 pi) vs. injection time with
the objective of determining the duration of the

wellbore storage effects. As defined previously,
the beginning of the semilog straight line, i.e.,
the end of the wellbore storage effects, can be
estimated from the following expression:

t .
ð200; 0001 12; 000sÞC

kh=μ
(1.306)

where

t5 time that marks the end of wellbore storage
effects, hours
k5 permeability, md
s5 skin factor
C5wellbore storage coefficient, bbl/psi
μ5 viscosity, cp

Once the semilog straight line is identified,
the permeability and skin can be determined as
outlined previously by:

k5
162:6qinjBμ

mh
(1.307)

s5 1:1513
p1 hour 2 pi

m
2 log

k

φμctr2w

� �
1 3:2275

� �
(1.308)

The above relationships are valid as long as
the mobility ratio is approximately equal to 1.
If the reservoir is under water flood and a water
injection well is used for the injectivity test, the
following steps summarize the procedure of
analyzing the test data assuming a unit-mobility
ratio:

Step 1. Plot (pwf2 pi) vs. injection time on a
log�log scale.

Step 2. Determine the time at which the unit-
slope line, i.e., 45� line, ends.

Step 3. Move 112 log cycles ahead of the
observed time in step 2 and read
the corresponding time which marks the
start of the semilog straight line.

Step 4. Estimate the wellbore storage coeffi-
cient C by selecting any point on the
unit-slope line and reading its coordi-
nates, i.e., Δp and t, and applying the
following expression:
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C 5
qinjBt

24Δp
(1.309)

Step 5. Plot pwf vs. t on a semilog scale and
determine the slope m of the straight
line that represents the transient flow
condition.

Step 6. Calculate the permeability k and skin
factor from Eqs. (1.307) and (1.308),
respectively.

Step 7. Calculate the radius of investigation rinv
at the end of injection time. That is:

rinv 5 0:0359

ffiffiffiffiffiffiffiffiffiffi
kt

φμct

s
(1.310)

Step 8. Estimate the radius to the leading edge
of the water bank rwb before the initia-
tion of the injectivity test from:

rwb 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:615Winj

πhφðSw 2 SwiÞ

s
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:615Winj

πhφðΔSwÞ

s
(1.311)

where
rwb5 radius to the water bank, ft
Winj5 cumulative water injected at the start of
the test, bbl
Sw 5 average water saturation at the start of the
test
Swi5 initial water saturation

Step 9. Compare rwb with rinv: if rinv,rwb, the
unit-mobility ratio assumption is
justified.

Example 1.47
Figures 1.134 and 1.135 show pressure response
data for a 7-hour injectivity test in a water-flooded
reservoir in terms of log(pwf2 pi) vs. log(t) and log
(pwf) vs. log(t), respectively. Before the test, the
reservoir had been under water flood for 2 years
with a constant injection rate of 100 STB/day. The
injectivity test was initiated after shutting in all
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wells for several weeks to stabilize the pressure at
pi. The following data is available:8

ct 5 6:673 1026 psi21

B5 1:0 bbl=STB; μ5 1:0 cp;

Sw 5 62:4 lb=ft3; φ5 0:15; qinj 5 100 STB=day
h5 16 ft; rw 5 0:25 ft; pi 5 194 psig
ΔSw 5 0:4; depth5 1002 ft; total test time5 7 hours

The well is completed with 2-inch tubing set on
a packer. Estimate the reservoir permeability and
skin factor.

Solution

Step 1. The log�log data plot of Figure 1.134
indicates that the data begins to deviate
from the unit-slope line at about
0.55 hours. Using the rule of thumb of
moving 12112 cycles in time after the data
starts deviating from the unit-slope line,

suggests that the start of the semilog
straight line begins after 5�10 hours of
testing. However, Figures 1.134 and 1.135
clearly show that the wellbore storage
effects have ended after 2�3 hours.

Step 2. From the unit-slope portion of
Figure 1.134, select the coordinates of a
point (i.e., Δp and t) and calculate the
wellbore storage coefficient C by applying
Eq. (1.309):

Δp5 408 psig

t 5 1 hour

C 5
qinjBt

24Δp

5
ð100Þð1:0Þð1Þ
ð24Þð408Þ 5 0:0102 bbl=psi

Step 3. From the semilog plot in Figure 1.135,
determine the slope of the straight line m
to give:

m5 770 psig=cycle
8After Robert Earlougher, Advances in Well Test
Analysis, 1977.

p1 hr = 770 PSIG

SLOPE = m = 80 psig/cycle
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Step 4. Calculate the permeability and skin factor
by using Eqs. (1.307) and (1.308):

k5
162:6qinjBμ

mh

5
ð162:6Þð100Þð1:0Þð1:0Þ

ð80Þð16Þ 2 12:7 md

s5 1:1513
p1 hr 2 pi

m
2 log

k

φμctr2w

� �
1 3:2275

� �

5 1:1513
7702194

80

�

2 log
12:7

ð0:15Þð1:0Þð6:673 1026Þð0:25Þ2
� �

1 3:2275

�
5 2:4

Step 5. Calculate the radius of investigation after
7 hours by applying Eq. (1.310):

rinv 5 0:0359

ffiffiffiffiffiffiffiffiffiffi
kt

φμct

s

5 0:0359

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð12:7Þð7Þ

ð0:15Þð1:0Þð6:673 1026Þ

s

C338 ft

Step 6. Estimate the distance of the leading edge
of the water bank before the start of the
test from Eq. (1.311):

Winj D ð2Þð365Þð100Þð1:0Þ5 73; 000 bbl

rwb 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:615Winj

πhφðΔSwÞ

s
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð5:165Þð73 000Þ
πð16Þð0:15Þð0:4Þ

s
D 369 ft

Since rinv , rwb, the use of the unit�mobility
ratio analysis is justified.

1.8.2 Pressure Falloff Test

A pressure falloff test is usually preceded by an
injectivity test of a long duration. As illustrated
schematically in Figure 1.136, falloff testing is
analogous to pressure buildup testing in a

production well. After the injectivity test that
lasted for a total injection time of tp at a con-
stant injection rate of qinj, the well is then shut
in. The pressure data taken immediately before
and during the shut in period is analyzed by the
Horner plot method.

The recorded pressure falloff data can be
represented by Eq. (1.179), as:

pws 5 p� 1m log
tp 1Δt

Δt

� �� �

with

m5
162:6qinjBμ

kh

����
����

where p* is the false pressure that is only equal
to the initial (original) reservoir pressure in a
newly discovered field. As shown in
Figure 1.137, a plot of pws vs. log[(tp1Δt)/Δt]
would form a straight-line portion with an
intercept of p* at (tp1Δt)/Δt5 1 and a nega-
tive slope of m.

It should be pointed out that the log�log
data plot should be constructed to identify the
end of the wellbore storage effects and
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beginning of the proper semilog straight line.
The permeability and skin factor can be esti-
mated as outlined previously by the expressions:

k5
162:6qinjBμ

mj jh
s5 1:513

pwf at Δt 5 0 2 p1 hour

mj j 2 log
k

φμctr2w

� �
1 3:2275

� �

Earlougher (1977) indicated that if the injec-
tion rate varies before the falloff test, the equiv-
alent injection time may be approximated by:

tp 5
24Winj

qinj

where

Winj5 cumulative volume injected since the last
pressure equalization, i.e., last shut-in
qinj5 injection rate just before shut-in

It is not uncommon for a falloff test to expe-
rience a change in wellbore storage after the test
begins at the end of the injectivity test. This will
occur in any well which goes on vacuum during
the test. An injection well will go on vacuum
when the bottom-hole pressure decreases to a
value which is insufficient to support a column
of water to the surface. Prior to going on vac-
uum, an injection well will experience storage
due to water expansion; after going on vacuum,

the storage will be due to a falling fluid level.
This change in storage will generally exhibit
itself as a decrease in the rate of pressure
decline.

The falloff data can also be expressed in
graphical form by plotting pws vs. log(Δt) as
proposed by MDH (Miller�Dyes�Hutchinson).
The mathematical expression for estimating the
false pressure p* from the MDH analysis is
given by Eq. (1.180) as:

p� 5 p1 hour 2 mj j logðtp 1 1Þ (1.312)

Earlougher pointed out that the MDH plot is
more practical to use unless tp is less than about
twice the shut-in time.

The following example, as adopted from the
work of McLeod and Coulter (1969) and
Earlougher (1977), is used to illustrate the meth-
odology of analyzing the falloff pressure data.

Example 1.48
During a stimulation treatment, brine was injected
into a well and the falloff data, as reported by
McLeod and Coulter (1969), is shown graphically
in Figures 1.138�1.140. Other available data
includes:9

Total injection tp 5 6:82 hours;

Total falloff time5 0:67 hours

qinj 5 807 STB=day; Bw 5 1:0 bbl=STB;

cw 5 3:03 1026 psi21; φ5 0:25

h5 28 ft; μw 5 1:0 cp

ct 5 1:03 1025 psi21; rw 5 0:4 ft

Sw 5 67:46 lb=ft3; depth5 4819 ft

Hydrostatic fluid gradient5 0:4685 psi=ft

The recorded shut-in pressures are expressed in
terms of wellhead pressures pts with ptf at Δt5 05
1310 psig. Calculate:

• the wellbore storage coefficient;
• the permeability;
• the skin factor;
• the average pressure.

9Robert Earlougher, Advances in Well Test Analysis,
1977.
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FIGURE 1.137 Horner plot of a typical falloff test.
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Solution

Step 1. From the log�log plot of Figure 1.138, the
semilog straight line begins around
0.1�0.2 hours after shut-in. Using
Δp5 238 psi at Δt5 0.01 hours as the
selected coordinates of a point on the unit

slope straight line, calculate the wellbore
storage coefficient from Eq. (1.309), to
give:

C 5
qinjBt

24Δp
5

ð807Þð1:0Þð0:01Þ
ð24Þð238Þ 5 0:0014 bbl=psi

0.01 0.02 0.03 0.50.20.1 2.01.0 ¥
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2 24682 468468
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FIGURE 1.139 Horner plot of pressure falloff after brine injection, Example 1.48.
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FIGURE 1.138 Log�log data plot for a falloff test after brine injection, Example 1.48. (After Earlougher, Robert C., Jr.,
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Step 2. Figures 1.139 and 1.140 show the Horner
plot, i.e., “wellhead pressures vs. log
[(tp1Δt)/Δt],” and the MDH plot, i.e.,
“wellhead pressures vs. log(Δt),”
respectively, with both plots giving:

m5 270 psig=cycle

p1 hour 5 85 psig

Using these two values, calculate k
and s:

k5
162:6qinjBμ

mj jh
5
ð162:6Þð807Þð1:0Þð1:0Þ

ð270Þð28Þ
517:4md

s51:513
pwfatΔt502p1hour

mj j 2log
k

φμctr2w

� �
13:2275

� �

51:513
1310285

270
2log

17:4

ð0:25Þð1:0Þð1:031025Þð0:4Þ2
� �� �

13:3375

50:15

Step 3. Determine p* from the extrapolation of
the Horner plot of Figure 1.139 to
(tp1Δt)/Δt5 1, to give:

p�ts 52151 psig

Eq. (1.312) can be used to approximate p*:

p� 5 p1 hour 2 mj j logðtp 1 1Þ
p�ts 5 852 ð270Þ logð6:821 1Þ52156 psig

This is the false pressure at the wellhead, i.e.,
the surface. Using the hydrostatic gradient of
0.4685 psi/ft and the depth of 4819 ft, the reser-
voir false pressure is:

p� 5 ð4819Þð0:4685Þ21515 2107 psig

and since injection time tp is short compared
with the shut-in time, we can assume that:

p5 p� 5 2107 psig
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FIGURE 1.140 Miller�Dyes�Hutchinson plot of pressure falloff after brine injection, Example 1.48.
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Pressure Falloff Analysis in Non-unit�
Mobility Ratio Systems. Figure 1.141 shows a
plan view of the saturation distribution in the
vicinity of an injection well. This figure shows
two distinct zones.

Zone 1. It represents the water bank with its
leading edge at a distance of rf1 from the injec-
tion well. The mobility λ of the injected fluid in
this zone, i.e., zone 1, is defined as the ratio of
effective permeability of the injected fluid at its
average saturation to its viscosity, or:

λ1 5
k

μ

� �
1

Zone 2. It represents the oil bank with the
leading edge at a distance of rf2 from the injec-
tion well. The mobility λ of the oil bank in this

zone, i.e., zone 2, is defined as the ratio of effec-
tive oil permeability as evaluated at initial or
connate water saturation to its viscosity, or:

λ2 5
k

μ

� �
2

The assumption of a two-bank system is
applicable if the reservoir is filled with liquid or
if the maximum shut-in time of the falloff test is
such that the radius of investigation of the test
does not exceed the outer radius of the oil
bank. The ideal behavior of the falloff test in a
two-bank system as expressed in terms of the
Horner plot is illustrated in Figure 1.142.

Figure 1.142 shows two distinct straight lines
with slopes of m1 and m2, which intersect at
Δtfx. The slope m1 of the first line is used to

rf1

Injected Fluid
Bank

1

Unaffected Region

3

rf2

Oil Bank

2

FIGURE 1.141 Schematic diagram of fluid distribution around an injection well (composite reservoir).

215CHAPTER 1 Well Testing Analysis



estimate the effective permeability to water kw
in the flooded zone and the skin factor s. It is
commonly believed that the slope of the second
line m2 will yield the mobility of the oil bank
λo. However, Merrill et al. (1974) pointed out
that the slope m2 can be used only to determine
the oil zone mobility if rf2 . 10rf1 and
(φct)15 (φct)2, and developed a technique that
can be used to determine the distance rf1 and
mobility of each bank. The technique requires
knowing the values of (φct) in the first and sec-
ond zone, i.e., (φct)1 and (φct)2. The authors
proposed the following expression:

λ5
k

μ
5

162:6QB

m2h

The authors also proposed two graphical cor-
relations, as shown in Figures 1.143 and 1.144,
that can be used with the Horner plot to ana-
lyze the pressure falloff data.

The proposed technique is summarized by
the following:

Step 1. Plot Δp vs. Δt on a log�log scale and
determine the end of the wellbore stor-
age effect.

Step 2. Construct the Horner plot or the MDH
plot and determine m1, m2, and Δtfx.

Step 3. Estimate the effective permeability in
the first zone, i.e., injected fluid invaded

zone, “zone 1,” and the skin factor
from:

k1 5
162:6qinjBμ

m1j jh
s5 1:513

pwf at Δt 5 0 2 p1 hour

m1j j

�

2 log
k1

φμ1ðctÞ1r2w

� �
1 3:2275

i
(1.313)

where the subscript “1” denotes zone 1, the
injected fluid zone.
Step 4. Calculate the following dimensionless

ratios:

m2

m1
and

ðφctÞ1
ðφctÞ2

with the subscripts “1” and “2” denoting zone
1 and zone 2, respectively.
Step 5. Use Figure 1.143 with the two dimen-

sionless ratios of step 4 and read the
mobility ratio λ1/λ2.
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FIGURE 1.142 Pressure falloff behavior in a two-bank
system.
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Step 6. Estimate the effective permeability in
the second zone from the following
expression:

k2 5
μ2

μ1

� �
k1

λ1=λ2
(1.314)

Step 7. Obtain the dimensionless time ΔtDfx

from Figure 1.144.
Step 8. Calculate the distance to the leading

edge of the injected fluid bank rf1 from:

rf1 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0002637ðk=μÞ1

ðφctÞ1

� �
Δtfx
ΔtDfx

� �s
(1.315)

To illustrate the technique, Merrill
et al. (1974) presented Example 1.49.

Example 1.49
Figure 1.145 shows the MDH semilog plot of
simulated falloff data for a two-zone water flood
with no apparent wellbore storage effects. Data
used in the simulation is given below:

rw50:25 ft; h520 ft; rf1530 ft

rf25 re53600 ft;
k

μ

0
@
1
A

1

5η15100md=cp

k

μ

0
@
1
A

2

5η2550md=cp; ðφctÞ158:9531027 psi21

ðφctÞ251:5431026 psi21; qinj5400 STB=day
Bw51:0 bbl=STB

Calculate λ1, λ2, and rf1 and compare with the
simulation data.
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FIGURE 1.144 Correlation of dimensionless intersection time, ΔtDfx, for falloff data from a two-zone reservoir. (After
Merrill, L.S., Kazemi, H., Cogarty, W.B., 1974. Pressure falloff analysis in reservoirs with fluid banks. J. Pet. Technol. 26
(7), 809�818.)
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Solution

Step 1. From Figure 1.145, determine m1, m2, and
Δtfx to give:

m1 5 32:5 psi=cycle

m2 5 60:1 psi=cycle

Δtfx 5 0:095 hour

Step 2. Estimate (k/μ)1, i.e., mobility of water
bank, from Eq. (1.313):

k

μ

� �
1

5
162:6qinjB

m1j jh 5
162:6ð400Þð1:0Þ

ð32:5Þð20Þ 5 100 md=cp

The obtained value matches the value
used in the simulation.

Step 3. Calculate the following dimensionless
ratios:

m2

m1
5

260:1

232:5
5 1:85

ðφctÞ1
ðφctÞ2

5
8:953 1027

1:543 1026
5 0:581

Step 4. Using the two dimensionless ratios as
calculated in step 4, determine the ratio
λ1/λ2 from Figure 1.143:

λ1

λ2
5 2:0

Step 5. Calculate the mobility in the second zone,
i.e., oil bank mobility λ25 (k/μ)2, from
Eq. (1.314):

k

μ

� �
2

5
ðk=μÞ1
ðλ1=λ2Þ

5
100

2:0
5 50 md=cp

with the exact match of the input data.
Step 6. Determine ΔtDfx from Figure 1.130:

ΔtDfx 5 3:05

Step 7. Calculate rf1 from Eq. (1.315):

rf1 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:0002637Þð100Þð0:095Þ

ð8:953 1027Þð3:05Þ

s
5 30 ft

Yeh and Agarwal (1989) presented a differ-
ent approach of analyzing the recorded data
from the injectivity and falloff tests. Their meth-
odology uses the pressure derivate Δp and
Agarwal equivalent time Δte (see Eq. (1.207))
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FIGURE 1.145 Falloff test data for Example 1.49. (After Merrill, L.S., Kazemi, H., Cogarty, W.B., 1974. Pressure falloff
analysis in reservoirs with fluid banks. J. Pet. Technol. 26 (7), 809�818.)
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in performing the analysis. The authors defined
the following nomenclature:

• During the injectivity test period:

Δpwf 5 pwf 2 pi

Δp\wf 5
dðΔpwfÞ
dðln tÞ

where
pwf5 bottom-hole pressure at time t during
injection, psi
t5 injection time, hours
ln t5 natural logarithm of t
• During the falloff test period:

Δpws 5 pwf at Δt 5 0 2 pws

Δp\ws 5
dðΔpwsÞ
dðln ΔteÞ

with

Δte 5
tp Δt

tp 1Δt

where
Δt5 shut-in time, hours
tp5 injection time, hours

Through the use of a numerical simulator,
Yeh and Agarwal simulated a large number of
injectivity and falloff tests and made the follow-
ing observations for both tests.

Pressure Behavior During Injectivity Tests
(1) A log�log plot of the injection pressure dif-

ference Δpwf and its derivative Δp\wf vs.
injection time will exhibit a constant-slope
period, as shown in Figure 1.146, and desig-
nated as ðΔp\wfÞconst. The water mobility λ1
in the floodout zone, i.e., water bank, can
be estimated from:

λ1 5
k

μ

� �
1

5
70:62qinjB

hðΔp\wfÞconst

Notice that the constant 70.62 is used
instead of 162.6 because the pressure deriv-
ative is calculated with respect to the natu-
ral logarithm of time.

(2) The skin factor as calculated from the semi-
log analysis method is usually in excess of
its true value because of the contrast
between injected and reservoir fluid
properties.
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FIGURE 1.146 Injection pressure response and derivative (base case).
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Pressure Behavior During Falloff Tests
(1) The log�log plot of the pressure falloff

response in terms of Δp and its derivative
as a function of the falloff equivalent time
Δte is shown in Figure 1.147. The resulting
derivative curve shows two constant-slope
periods, ðΔp\wsÞ1 and ðΔp\wsÞ2, which reflect
the radial flow in the floodout zone, i.e.,
water bank, and, the radial flow in the
unflooded zone, i.e., oil bank.

These two derivative constants can be
used to estimate the mobility of the water
bank λ1 and the oil bank λ2 from:

λ1 5
70:62qinjB

hðΔp\wsÞ1
λ2 5

70:62qinjB

hðΔp\wsÞ2
(2) The skin factor can be estimated from the

first semilog straight line and closely repre-
sents the actual mechanical skin on the
wellbore.

1.8.3 Step-rate Test

Step-rate injectivity tests are specifically
designed to determine the pressure at which
fracturing could be induced in the reservoir
rock. In this test, water is injected at a constant
rate for about 30 minutes before the rate is
increased and maintained for successive periods,
each of which also lasts for 30 minutes. The
pressure observed at the end of each injection
rate is plotted vs. the rate. This plot usually
shows two straight lines which intersect at the
fracture pressure of the formation, as shown
schematically in Figure 1.148. The suggested
procedure is summarized below:

Step 1. Shut-in the well and allow the bottom-
hole pressure to stabilize (if shutting in
the well is not possible, or not practical,
stabilize the well at a low flow rate).
Measure the stabilized pressure.

Step 2. Open the well at a low injection rate
and maintain this rate for a preset time.
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FIGURE 1.147 Falloff pressure response and derivative (base case).
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Record the pressure at the end of the
flow period.

Step 3. Increase the rate, and at the end of an
interval of time equal to that used in
step 2, again record the pressure.

Step 4. Repeat step 3 for a number of increas-
ing rates until the parting pressure is
noted on the step-rate plot depicted by
Figure 1.148.

As pointed out by Horn (1995), data pre-
sented in graphical form is much easier to
understand than a single table of numbers.
Horn proposed the following “toolbox” of
graphing functions that is considered an essen-
tial part of computer-aided well test interpreta-
tion system:

Flow
Period

Characteristic Plot Used

Infinite-acting
radial flow
(drawdown)

Semilog straight line p vs. log(Δt)
(semilog plot,
sometimes called
MDH plot)

Infinite-acting
radial flow
(buildup)

Horner straight line p vs. log(tp1Δt)/
Δt (Horner plot)

Wellbore
storage

Straight line p vs. t,
or unit-slope log Δp
vs. log(Δt)

log Δp vs. log(Δt)
(log�log plot, type
curve)

Finite
conductivity
fracture

Straight-line slope
1
4 ; logðΔpÞ Δp vs.
log(Δt) plot

log Δp vs. log(Δt),
or Δp vs. Δt1/4

Infinite
conductivity
fracture

Straight-line slope
1
2 ; logðΔpÞ vs. log
(Δt) plot

log Δp vs. log(Δt),
or Δp vs. Δt1/2

Dual-porosity
behavior

S-shaped transition
between parallel
semilog straight lines

p vs. log(Δt)
(semilog plot)

Closed
boundary

Pseudosteady state,
pressure linear with
time

p vs. Δt (Cartesian
plot)

Impermeable
fault

Doubling of slope on
semilog straight line

p vs. log(Δt)
(semilog plot)

Constant-
pressure
boundary

Constant pressure,
flat line on all p, t
plots

Any

Chaudhry (2003) presented another useful
“toolbox” that summarizes the pressure deriva-
tive trends for common flow regimes that have
been presented in this chapter, as shown in
Table 1.10.

Kamal et al. (1995) conveniently summa-
rized; in tabulated form, various plots and flow
regimes most commonly used in transient tests
and the information obtained from each test as
shown in Tables 1.11 and 1.12.

1.9 PROBLEMS

1 An incompressible fluid flows in a linear
porous media with the following
properties.

L5 2500 ft; h5 30 ft; width5 500 ft; k5 50 md
φ5 17%; μ5 2 cp; inlet pressure5 2100 psi
Q5 4 bbl=day; ρ5 45 lb=ft3

Calculate and plot the pressure profile
throughout the linear system.

2 Assume the reservoir linear system as
described in Problem 1 is tilted with a dip
angle of 7�. Calculate the fluid potential
through the linear system.

3 A gas with specific gravity 0.7 is flowing in
a linear reservoir system at 150 �F. The
upstream and downstream pressures are
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FIGURE 1.148 Step-rate injectivity data plot.
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TABLE 1.10 Pressure Derivative Trends for Common Flow Regimes

Wellbore storage dual-porosity matrix to
fissure flow

Semilog straight lines with slope 1.151

Parallel straight-line responses are characteristics of naturally fractured
reservoirs

Dual porosity with pseudosteady-state
interporosity flow

Pressure change slope-increasing, leveling off, increasing

Pressure derivative slope5 0, valley5 0
Additional distinguishing characteristic is middle-time valley trend during more

than 1 log cycle
Dual porosity with transient inter-

porosity flow
Pressure change slope-steepening

Pressure derivative slope5 0, upward trend5 0
Additional distinguishing characteristic-middle-time slope doubles

Pseudosteady state Pressure change slope-for drawdown and zero for buildup
Pressure derivative slope-for drawdown and steeply descending for buildup
Additional distinguishing characteristic-late time drawdown pressure change

and derivative are overlain; slope of 1 occurs much earlier in the derivative
Constant-pressure boundary (steady

state)
Pressure change slope-0

Pressure derivative slope-steeply descending
Additional distinguishing characteristic-cannot be distinguished from

psuedosteady state in pressure buildup test
Single sealing fault (pseudoradial flow) Pressure change slope-steeping

Pressure derivative slope-0, upward trend-0
Additional distinguishing characteristic-late-time slope doubles

Elongated reservoir linear flow Pressure change slope-0.5
Pressure derivative slope-0.5
Additional distinguishing characteristic-late-time pressure change and

derivative are offset by factor of 2; slope of 0.5 occurs much earlier in the
derivative

Wellbore storage infinite-acting radial
flow

Pressure change slope5 1, pressure derivative slope5 1

Additional distinguishing characteristics are: early time pressure change, and
derivative are overlain

Wellbore storage, partial penetration,
infinite-acting radial flow

Pressure change increases and pressure derivative slope5 0

Additional distinguishing characteristic is: middle-time flat derivative
Linear flow in an infinite conductivity

vertical fracture
K(xf)

2-calculate from specialized plot

Pressure slope5 0.5 and pressure derivative slope5 0.5
Additional distinguishing characteristics are: early-time pressure change and the

derivative are offset by a factor of 2
Bilinear flow to an infinite conductivity

vertical fracture
Kf w-calculate from specialized plot

Pressure slope5 0.25 and pressure derivative slope5 0.25
Additional distinguishing characteristic are: early-time pressure change and

derivative are offset by factor of 4
Wellbore storage infinite-acting radial

flow
Sealing fault

Wellbore storage No flow boundary
Wellbore storage linear flow Kb2-calculate from specialized plot
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2000 and 1800 psi, respectively. The system
has the following properties:

L5 2000 ft; W 5 300 ft; h5 15 ft
k5 40 md; φ5 15%

Calculate the gas flow rate.
4. An oil well is producing a crude oil system

at 1000 STB/day and 2000 psi of bottom-
hole flowing pressure. The pay zone and
the producing well have the following
characteristics.

h5 35 ft; rw 5 0:25 ft; drainage area5 40 acres
API5 45�; γg 5 0:72; Rs 5 700 scf=STB
k5 80 md

Assuming steady-state flowing condi-
tions, calculate and plot the pressure profile
around the wellbore.

5. Assuming steady-state flow and an incom-
pressible fluid, calculate the oil flow rate
under the following conditions:

pe 5 2500 psi; pwf 5 2000 psi; re 5 745 ft
rw 5 0:3 ft; μo 5 2 cp; Bo 5 1:4 bbl=STB
h5 30 ft; k5 60 md

6. A gas well is flowing under a bottom-hole
flowing pressure of 900 psi. The current
reservoir pressure is 1300 psi. The follow-
ing additional data is available:

T 5 140 �F; γg 5 0:65; rw 5 0:3 ft
k5 60 md; h5 40 ft; re 5 1000 ft

Calculate the gas flow rate by using:
(a) the real-gas pseudopressure approach;
(b) the pressure-squared method.

7. After a period of shut-in of an oil well, the
reservoir pressure has stabilized at
3200 psi. The well is allowed to flow at a
constant flow rate of 500 STB/day under a
transient flow condition. Given:

Bo 5 1:1 bbl=STB; μo 5 2 cp; ct 5 153 1026 psi21

k5 50 md; h5 20 ft; φ5 20%
rw 5 0:3 ft; pi 5 3200 psi

TABLE 1.11 Reservoir Properties Obtainable from Various Transient Tests

Drill item tests Reservoir behavior Step-rate tests Formation parting pressure

Permeability Permeability
Skin Skin
Fracture length Falloff tests Mobility in various banks
Reservoir pressure Skin
Reservoir limit Reservoir pressure
Boundaries Fracture length

Repeat/multiple-formation test Pressure profile Location of front
Boundaries

Drawdown tests Reservoir behavior Interference and pulse test Communication between wells
Permeability
Skin Reservoir type behavior
Fracture length Porosity
Reservoir limit Interwell permeability
Boundaries Vertical permeability

Buildup tests Reservoir behavior Layered reservoir tests Properties of individual layers
Permeability Horizontal permeability
Skin Vertical permeability
Fracture length Skin
Reservoir pressure Average layer pressure
Boundaries Outer Boundaries

After Kamal, M., Freyder, D., Murray, M., 1995. Use of transient testing in reservoir management. J. Pet. Technol. 47 (11),
992�999.
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TABLE 1.12 Plots and Flow Regimes of Transient Tests

Plot

Flow regime Cartesian
ffiffiffiffiffiffiffi
Δt

p ffiffiffiffiffiffiffiffiffi
4Δt

p
Log�log Semilog

Wellbore storage Straight line Unit slope on Δp and p\ Positive s
Slope-C Δp and p\ coincide Negative s
Intercepts-Δtc
Δpc

Linear flow Straight line Slope5 1
2 on p\ and on

Slope5mf-lf Δp if s5 0
Intercept5 fracture

damage
Slope,1

2 on Δp if s 6¼ 0

p\ at half the level of Δp
Bilinear flow Straight line Slope5 1

4
Slope5mbf-Cfd p\ at 1

4 level of Δp
First IARFa (high-k layer,

fractures)
Decreasing slope p\ horizontal at p\D 5 0:5 Straight line

Slope5m-kh
Δp1 hour-s

Transition More decreasing
slope

Δp5λ e22s or B\ Straight line

p\D 5 0:25 (transition)5,0.25
(pseudo-steady state)

Slope5m/2 (transition)5 0
(pseudo-steady state)

Second IARF (total system) Similar slope to
first IARF

p\ horizontal at
p\D 5 0:5 p\ 5 0:5

Straight line

Slope5m-kh,p*

Δp1 hour-s
Single no-flow boundary p\ horizontal at p\D 5 1:0 Straight line

Slope5 2m
Intersection with

IARF-distance to
boundary

Outer no-flow boundaries
(drawdown test only)

Straight line Unit slope for Δp and p\ Increasing slope

Slope5m*-φAh Δp and p\ coincide

aIARF5 Infinite-Acting Radial Flow.
After Kamal, M., Freyder, D., Murray, M., 1995. Use of transient testing in reservoir management. J. Pet. Technol. 47 (11), 992�999.
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Calculate and plot the pressure profile
after 1, 5, 10, 15, and 20 hours.

8. An oil well is producing at a constant flow
rate of 800 STB/day under a transient flow
condition. The following data is available:

Bo 5 1:2 bbl=STB; μo 5 3 cp; ct 5 153 1026 psi21

k5 100 md; h5 25 ft; φ5 15%
rw 5 0:5; pi 5 4000 psi;

Using the Ei function approach and the
pD method, calculate the bottom-hole flow-
ing pressure after 1, 2, 3, 5, and 10 hours.
Plot the results on a semilog scale and
Cartesian scale.

9. A well is flowing under a drawdown pres-
sure of 350 psi and produces at a constant
flow rate of 300 STB/day The net thickness
is 25 ft. Given:

re 5 660 ft; rw 5 0:25 ft
μo 5 1:2 cp; Bo 5 1:25 bbl=STB

Calculate:
(a) the average permeability;
(b) the capacity of the formation.

10. An oil well is producing from the center of
a 40 acre square drilling pattern. Given:

φ5 20%; h5 15 ft; k5 60 md
μo 5 1:5 cp; Bo 5 1:4 bbl=STB; rw 5 0:25 ft
pi 5 2000 psi; pwf 5 1500 psi

Calculate the oil flow rate.
11. A shut-in well is located at a distance of

700 ft from one well and 1100 ft from a
second well. The first well flows for 5 days
at 180 STB/day, at which time the second
well begins to flow at 280 STB/day
Calculate the pressure drop in the shut-in
well when the second well has been flowing
for 7 days. The following additional data is
given:

pi 5 3000 psi; Bo 5 1:3 bbl=STB; μo 5 1:2 cp
h5 60 ft; ct 5 153 1026 psi21; φ5 15%; k5 45 md

12. A well is opened to flow at 150 STB/day
for 24 hours. The flow rate is then
increased to 360 STB/day and lasts for
another 24 hours. The well flow rate is

then reduced to 310 STB/day for 16 hours.
Calculate the pressure drop in a shut-in
well 700 ft away from the well, given:

φ5 15%; h5 20 ft; k5 100 md
μo 5 2 cp; Bo 5 1:2 bbl=STB; rw 5 0:25 ft
pi 5 3000 psi; ct 5 123 1026 psi21

13. A well is flowing under unsteady-state
flowing conditions for 5 days at 300 STB/
day The well is located at a distance of 350
and 420 ft from two sealing faults. Given:

φ5 17%; ct 5 163 1026 psi21; k5 80 md
pi 5 3000 psi; Bo 5 1:3 bbl=STB; μo 5 1:1 cp
rw 5 0:25 ft; h5 25 ft

Calculate the pressure in the well after 5
days.

14. A drawdown test was conducted on a new
well with results as given below:

t (hour) pwf (psi)

1.50 2978
3.75 2949
7.50 2927
15.00 2904
37.50 2876
56.25 2863
75.00 2848
112.50 2810
150.00 2790
225.00 2763

Given:

pi 5 3400 psi; h5 25 ft; Q5 300 STB=day
ct 5 183 1026 psi21; μo 5 1:8 cp
Bo 5 1:1 bbl=STB; rw 5 0:25 ft; φ5 12%

and assuming no wellbore storage, calculate:
(a) the average permeability;
(b) the skin factor.

15. A drawdown test was conducted on a dis-
covery well. The well was allowed to flow
at a constant flow rate of 175 STB/day. The
fluid and reservoir data is given below:

Swi 5 25%; φ5 15%; h5 30 ft; ct 5 183 1026 psi21

rw 5 0:25 ft; pi 5 4680 psi; μo 5 1:5 cp
Bo 5 1:25 bbl=STB
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The drawdown test data is given below:

t (hour) pwf (psi)

0.6 4388
1.2 4367
1.8 4355
2.4 4344
3.6 4334
6.0 4318
8.4 4309
12.0 4300
24.0 4278
36.0 4261
48.0 4258
60.0 4253
72.0 4249
84.0 4244
96.0 4240
108.0 4235
120.0 4230
144.0 4222
180.0 4206

Calculate:
(a) the drainage area;
(b) the skin factor;
(c) the oil flow rate at a bottom-hole flow-

ing pressure of 4300 psi, assuming
semisteady-state flowing conditions.

16. A pressure buildup test was conducted on a
well that had been producing at 146 STB/
day for 53 hours.

The reservoir and fluid data is given
below.

Bo 5 1:29 bbl=STB; μo 5 0:85 cp
ct 5 123 1026 psi21; φ5 10%; pwf 5 1426:9 psig
A5 20 acres

The buildup data is as follows:

Time pws (psig)

0.167 1451.5
0.333 1476.0
0.500 1498.6
0.667 1520.1
0.833 1541.5
1.000 1561.3
1.167 1581.9
1.333 1599.7
1.500 1617.9
1.667 1635.3
2.000 1665.7
C 1691.8
2.667 1715.3
3.000 1736.3
3.333 1754.7
3.667 1770.1
4.000 1783.5
4.500 1800.7
5.000 1812.8
5.500 1822.4
6.000 1830.7
6.500 1837.2
7.000 1841.1
7.500 1844.5
8.000 1846.7
8.500 1849.6
9.000 1850.4
10.000 1852.7
11.000 1853.5
12.000 1854.0
12.667 1854.0
14.620 1855.0

Calculate:
(a) the average reservoir pressure;
(b) the skin factor;
(c) the formation capacity;
(d) an estimate of the drainage area and

compare with the given value.
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C HA P T E R

2
Water Influx

Water-bearing rocks called aquifers surround
nearly all hydrocarbon reservoirs. These aquifers
may be substantially larger than the oil or gas
reservoirs they adjoin as to appear infinite in size,
and they may be so small in size as to be negligible
in their effect on reservoir performance.

As reservoir fluids are produced and reservoir
pressure declines, a pressure differential develops
from the surrounding aquifer into the reservoir.
Following the basic law of fluid flow in porous
media, the aquifer reacts by encroaching across the
original hydrocarbon�water contact. In some
cases, water encroachment occurs due to hydrody-
namic conditions and recharge of the formation by
surface waters at an outcrop. In many cases, the
pore volume of the aquifer is not significantly
larger than the pore volume of the reservoir itself.
Thus, the expansion of the water in the aquifer is
negligible relative to the overall energy system, and
the reservoir behaves volumetrically. In this case,
the effects of water influx can be ignored. In other
cases, the aquifer permeability may be sufficiently
low such that a very large pressure differential is
required before an appreciable amount of water
can encroach into the reservoir. In this instance,
the effects of water influx can be ignored as well.

The objective of this chapter, however, con-
cerns those reservoir�aquifer systems in which
the size of the aquifer is large enough and the
permeability of the rock is high enough that
water influx occurs as the reservoir is depleted.
This chapter is designed to provide the various
water influx calculation models and a detailed

description of the computational steps involved
in applying these models.

2.1 CLASSIFICATION OF AQUIFERS

Many gas and oil reservoirs are produced by a
mechanism termed “water drive.” Often this is
called natural water drive to distinguish it from
artificial water drive that involves the injection of
water into the formation. Hydrocarbon produc-
tion from the reservoir and the subsequent pres-
sure drop prompt a response from the aquifer to
offset the pressure decline. This response comes
in the form of a water influx, commonly called
water encroachment, which is attributed to:

• expansion of the water in the aquifer;
• compressibility of the aquifer rock;
• artesian flow where the water-bearing for-

mation outcrop is located structurally higher
than the pay zone.

Reservoir�aquifer systems are commonly
classified on the basis described in the following
subsections.

2.1.1 Degree of Pressure Maintenance

Based on the degree of reservoir pressure main-
tenance provided by the aquifer, the natural
water drive is often qualitatively described as:

• the active water drive;
• the partial water drive;
• the limited water drive.
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The term “active” water drive refers to the
water encroachment mechanism in which the
rate of water influx equals the reservoir total
production rate. Active water drive reservoirs
are typically characterized by a gradual and
slow reservoir pressure decline. If during any
long period the production rate and reservoir
pressure remain reasonably constant, the reser-
voir voidage rate must be equal to the water
influx rate:

Water influx
rate

� �
5

Oil flow
rate

� �
1

Free gas
flow rate

� �
1

Water
production

rate

2
4

3
5

or

ew 5QoBo 1QgBg 1QwBw (2.1)

where

ew5water influx rate, bbl/day
Qo5 oil flow rate, STB/day
Bo5 oil formation volume factor, bbl/STB
Qg5 free gas flow rate, scf/day
Bg5 gas formation volume factor, bbl/scf
Qw5water flow rate, STB/day
Bw5water formation volume factor, bbl/STB

Eq. (2.1) can be equivalently expressed in
terms of cumulative production by introducing
the following derivative terms:

ew 5
dWe

dt
5Bo

dNp

dt
1 ðGOR2RsÞ

dNp

dt
Bg 1

dWp

dt
Bw

(2.2)

where

We5 cumulative water influx, bbl
t5 time, days
Np5 cumulative oil production, STB
GOR5 current gas�oil ratio, scf/STB
Rs5 current gas solubility, scf/STB
Bg5 gas formation volume factor, bbl/scf
Wp5 cumulative water production, STB
dNp/dt5 daily oil flow rate Qo, STB/day
dWp/dt5 daily water flow rate Qw, STB/day
dWe/dt5 daily water influx rate ew, bbl/day
(GOR2Rs)dNp/dt5 daily free gas rate, scf/day

Example 2.1
Calculate the water influx rate ew in a reservoir
whose pressure is stabilized at 3000 psi. Given:

initial reservoir pressure5 3500 psi
dNp/dt5 32,000 STB/day
Bo5 1.4 bbl/STB, GOR5 900 scf/STB, Rs5 700 scf/STB
Bg5 0.00082 bbl/scf, dWp/dt5 0, Bw5 1.0 bbl/

STB

Solution

Applying Eq. (2.1) or (2.2) gives:

ew5
dWe

dt
5Bo

dNp

dt
1 ðGOR2RsÞ

dNp

dt
Bg1

dWp

dt
Bw

5 ð1:4Þð32;000Þ1 ð9002700Þð32;000Þð0:00082Þ10

550;048 bbl=day

2.1.2 Outer Boundary Conditions

The aquifer can be classified as infinite or finite
(bounded). Geologically all formations are finite but
may act as infinite if the changes in the pressure at
the oil�water contact are not “felt” at the aquifer
boundary. Some aquifers outcrop and are infinite
acting because of surface replenishment. In general,
the outer boundary governs the behavior of the
aquifer and can be classified as follows:

• Infinite system indicates that the effect of the
pressure changes at the oil�aquifer boundary
can never be felt at the outer boundary. This
boundary is for all intents and purposes at a con-
stant pressure equal to initial reservoir pressure.

• Finite system indicates that the aquifer outer
limit is affected by the influx into the oil
zone and that the pressure at this outer limit
changes with time.

2.1.3 Flow Regimes

There are basically three flow regimes that influence
the rate of water influx into the reservoir. As previ-
ously described inChapter 1, these flow regimes are:

(1) steady state;
(2) semi(pseudo)steady state;
(3) unsteady state.
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2.1.4 Flow Geometries

Reservoir�aquifer systems can be classified on
the basis of flow geometry as:

• edge-water drive;
• bottom-water drive;
• linear-water drive.

In edge-water drive, as shown in Figure 2.1,
water moves into the flanks of the reservoir as a
result of hydrocarbon production and pressure
drop at the reservoir�aquifer boundary. The
flow is essentially radial with negligible flow in
the vertical direction.

Bottom-water drive occurs in reservoirs with
large areal extent and a gentle dip where the
reservoir�water contact completely underlies
the reservoir. The flow is essentially radial and,
in contrast to the edge-water drive, the bottom-
water drive has significant vertical flow.

In linear-water drive, the influx is from one
flank of the reservoir. The flow is strictly linear
with a constant cross-sectional area.

2.2 RECOGNITION OF NATURAL
WATER INFLUX

Normally very little information is obtained dur-
ing the exploration and development period of a
reservoir concerning the presence or characteristics
of an aquifer that could provide a source of water
influx during the depletion period. Natural water
drive may be assumed by analogy with nearby
producing reservoirs, but early reservoir perfor-
mance trends can provide clues. A comparatively
low, and decreasing, rate of reservoir pressure
decline with increasing cumulative withdrawals is
indicative of fluid influx. Successive calculations of
barrels withdrawn per psi change in reservoir pres-
sure can supplement performance graphs.
However, if the reservoir limits have not been
delineated by the developmental dry holes, the
influx could be from an undeveloped area of the
reservoir not accounted for in averaging reservoir
pressure. If the reservoir pressure is below the oil
saturation pressure, a low rate of increase in pro-
duced GOR is also indicative of fluid influx.

Edge-Water Drive

Linear-Water Drive

Bottom-Water Drive

ReservoirReservoir

Aquifer

Aquifer

Oil

Aquifer

Aquifer

FIGURE 2.1 Flow geometries.
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Early water production from edge wells is
indicative of water encroachment. Such obser-
vations must be tempered by the possibility that
the early water production is due to formation
fractures, thin high-permeability streaks, or con-
ing in connection with a limited aquifer. The
water production may be due to casing leaks.

Calculation of increasing original oil-in-place
from successive reservoir pressure surveys by
using the material balance and assuming no
water influx is also indicative of fluid influx.

2.3 WATER INFLUX MODELS

It should be appreciated that there are more
uncertainties attached to this part of reservoir
engineering than to any other. This is simply
because one seldom drills wells into an aquifer
to gain the necessary information about the
porosity, permeability, thickness, and fluid
properties. Instead, these properties have fre-
quently to be inferred from what has been
observed in the reservoir. Even more uncertain,
however, is the geometry and areal continuity
of the aquifer itself.

Several models have been developed for esti-
mating water influx that is based on assumptions
that describe the characteristics of the aquifer.
Because of the inherent uncertainties in the aqui-
fer characteristics, all of the proposed models
require historical reservoir performance data to
evaluate constants representing aquifer property
parameters. However, these parameters are rarely
known from exploration and development dril-
ling with sufficient accuracy for direct application
in various aquifer models. The material balance
equation can be used to determine historical
water influx provided original oil-in-place is
known from pore volume estimates. This permits
evaluation of the constants in the influx equations
so that future water influx rate can be forecast.

The mathematical water influx models that
are commonly used in the petroleum industry
include:

• pot aquifer;
• Schilthuis steady state;

• Hurst modified steady state;
• van Everdingen and Hurst unsteady state:

� edge-water drive;
� bottom-water drive;

• Carter�Tracy unsteady state;
• Fetkovich method:

� radial aquifer;
� linear aquifer.

The following sections describe the above
models and their practical applications in water
influx calculations.

2.3.1 The Pot Aquifer Model

The simplest model that can be used to estimate
the water influx into a gas or oil reservoir is based
on the basic definition of compressibility. A drop in
the reservoir pressure, due to the production of
fluids, causes the aquifer water to expand and flow
into the reservoir. The compressibility is defined
mathematically as:

c5
1

V

@V

@p
5

1

V

ΔV

Δp

or

ΔV 5 cV Δp

Applying the above basic compressibility def-
inition to the aquifer gives:

Water influx5 ðAquifer compressibilityÞ
3 ðInitial volume of waterÞ ðPressure dropÞ

or

We 5 ctWiðpi 2 pÞ; ct 5 cw 1 cf (2.3)

where

We5 cumulative water influx, bbl
ct5 aquifer total compressibility, psi21

cw5 aquifer water compressibility, psi21

cf5 aquifer rock compressibility, psi21

Wi5 initial volume of water in the aquifer, bbl
pi5 initial reservoir pressure, psi
p5 current reservoir pressure (pressure at

oil�water contact), psi
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Calculating the initial volume of water in the
aquifer requires knowledge of aquifer dimen-
sions and properties. These, however, are sel-
dom measured since wells are not deliberately
drilled into the aquifer to obtain such informa-
tion. For instance, if the aquifer shape is radial,
then:

Wi 5
πðr2a 2 r2e Þhφ

5:615

� �
(2.4)

where

ra5 radius of the aquifer, ft
re5 radius of the reservoir, ft
h5 thickness of the aquifer, ft
φ5 porosity of the aquifer

Eq. (2.4) suggests that water is encroaching
in a radial form from all directions. Quite often,
water does not encroach on all sides of the res-
ervoir, or the reservoir is not circular in nature.
To account for these cases, a modification to
Eq. (2.4) must be made in order to properly
describe the flow mechanism. One of the sim-
plest modifications is to include the fractional
encroachment angle f in the equation, as illus-
trated in Figure 2.2, to give:

We 5 ðcw 1 cfÞWif ðpi 2 pÞ (2.5)

where the fractional encroachment angle f is
defined by:

f 5
ðEncroachment angleÞ�

360�
5

θ
360�

(2.6)

The above model is only applicable to a
small aquifer, i.e., pot aquifer, whose dimen-
sions are of the same order of magnitude as the
reservoir itself. Dake (1978) pointed out that
because the aquifer is considered relatively
small, a pressure drop in the reservoir is instan-
taneously transmitted throughout the entire
reservoir�aquifer system. Dake suggested that
for large aquifers, a mathematical model is
required that includes time dependence to
account for the fact that it takes a finite time
for the aquifer to respond to a pressure change
in the reservoir.

Example 2.2
Calculate the cumulative water influx that results
from a pressure drop of 200 psi at the oil�water
contact with an encroachment angle of 80�. The
reservoir�aquifer system is characterized by the
following properties:

Reservoir Aquifer

Radius, ft 2600 10,000
Porosity 0.18 0.12
cf, psi

21 43 1026 33 1026

cw, psi
21 53 1026 43 1026

h, ft 20 25

Solution

Step 1. Calculate the initial volume of water in
the aquifer from Eq. (2.4):

Wi 5
πðr2a 2 r2e Þhφ

5:615

� �

5
πð10; 0002 2 26002Þð25Þð0:12Þ

5:615

� �

5 156:5 MMbbl

Step 2. Determine the cumulative water influx
by applying Eq. (2.5):

We5ðcw1cfÞWif ðpi2pÞ

5ð4:013:0Þ1026ð156:53106Þ 80

360

� �
ð200Þ

548;689bbl

Aquifer

Reservoir
re

ra

θ

FIGURE 2.2 Radial aquifer geometries.
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2.3.2 The Schilthuis Steady-State
Model

Schilthuis (1936) proposed that for an aquifer
that is flowing under the steady-state flow
regime, the flow behavior could be described by
Darcy’s equation. The rate of water influx ew
can then be determined by applying Darcy’s
equation:

dWe

dt
5 ew 5

0:00708 kh

μw lnðra=reÞ

� �
ðpi 2 pÞ (2.7)

This relationship can be more conveniently
expressed as:

dWe

dt
5 ew 5 Cðpi 2 pÞ (2.8)

where

ew5 rate of water influx, bbl/day
k5 permeability of the aquifer, md
h5 thickness of the aquifer, ft
ra5 radius of the aquifer, ft
re5 radius of the reservoir, ft
t5 time, days

The parameter C is called the “water influx
constant” and expressed in bbl/day/psi. This
water influx constant C may be calculated
from the reservoir historical production data
over a number of selected time intervals, pro-
vided the rate of water influx ew has been
determined independently from a different
expression. For instance, the parameter C may
be estimated by combining Eq. (2.1) with
Eq. (2.8). Although the influx constant can
only be obtained in this manner when the res-
ervoir pressure stabilizes, once it has been
found it may be applied to both stabilized and
changing reservoir pressures.

Example 2.3
The data given in Example 2.1 is used in this
example:

pi5 3500 psi, p5 3000 psi, Qo5 32,000 STB/day
Bo5 1.4 bbl/STB, GOR5 900 scf/STB, Rs5 700 scf/STB
Bg5 0.00082 bbl/scf, Qw5 0, Bw5 1.0 bbl/STB

Calculate the Schilthuis water influx constant.

Solution

Step 1. Solve for the rate of water influx ew by
using Eq. (2.1):

ew 5QoBo 1QgBg 1QwBw

5 ð1:4Þð32; 000Þ1 ð9002700Þð32; 000Þð0:0082Þ1 0

5 50; 048 bbl=day

Step 2. Solve for the water influx constant from
Eq. (2.8):

dWe

dt
5 ew 5Cðpi 2 pÞ

or

C 5
ew

pi 2 p
5

50; 048

350023000
5 100 bbl=day=psi

If the steady-state approximation is consid-
ered to adequately describe the aquifer flow
regime, the values of the calculated water influx
constant C will be constant over the historical
period.

Note that the pressure drops contributing to
the influx are the cumulative pressure drops
from the initial pressure.

In terms of the cumulative water influx We,
Eq. (2.8) is integrated to give the common
Schilthuis expression for water influx as:

ðWe

0
dWe 5

ðt
0
Cðpi 2 pÞ dt

or

We 5 C

ðt
0
ðpi 2 pÞdt (2.9)

where

We5 cumulative water influx, bbl
C5water influx constant, bbl/day/psi
t5 time, days
pi5 initial reservoir pressure, psi
p5 pressure at the oil�water contact at time

t, psi
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When the pressure drop (pi2 p) is plotted
versus the time t, as shown in Figure 2.3, the
area under the curve represents the integralÐ t
0ðpi 2 pÞ dt. This area at time t can be deter-
mined numerically by using the trapezoidal rule
(or any other numerical integration method) as:

Ð t
0 ðpi 2 pÞ dt 5 areaI 1 areaII 1 areaIII 1?

5
pi 2 p1

2

0
@

1
Aðt1 20Þ

1
ðpi 2 p1Þ1 ðpi 2 p2Þ

2
ðt2 2 t1Þ

1
ðpi 2 p2Þ1 ðpi 2 p3Þ

2
ðt3 2 t2Þ1?

Equation (2.9) can then be written as:

We 5 C
Xt

0

ðΔpÞΔt (2.10)

Example 2.4
The pressure history of a water drive oil reservoir
is given below:

t (days) p (psi)

0
100 3450
200 3410

300 3380
400 3340

The aquifer is under a steady-state flowing
condition with an estimated water influx
constant of 130 bbl/day/psi. Given the initial
reservoir pressure is 3500 psi, calculate the
cumulative water influx after 100, 200, 300,
and 400 days using the steady-state model.

Solution

Step 1. Calculate the total pressure drop at
each time t:

t (days) p pi 2p

0 3500 0
100 3450 50
200 3410 90
300 3380 120
400 3340 160

Step 2. Calculate the cumulative water influx
after 100 days:

We 5 C
pi 2 p1

2

� �
ðt1 20Þ

h i

5 130
50

2

� �
ð10020Þ5 325; 000 bbl

Step 3. Determine We after 200 days:

We 5 C
pi 2 p1

2

� �
ðt1 20Þ

n

1
ðpi 2 p1Þ1 ðpi 2 p2Þ

2

� �
ðt2 2 t1Þ

�

5 130
50

2

� �
ð10020Þ1 501 90

2

� �
ð2002100Þ

� �

5 1; 235; 000 bbl

Step 4. Determine We after 300 days:

We 5 C
pi 2 p1

2

� �
ðt1 20Þ

n

1
ðpi 2 p1Þ1 ðpi 2 p2Þ

2

� �
ðt2 2 t1Þ

1
ðpi 2 p2Þ1 ðpi 2 p3Þ

2
ðt3 2 t2Þ

�

5 130
50

2

� �
ð100Þ1 501 90

2

� �
ð2002100Þ

�

Time

Time

p1

p2

p3

pi −p3

pi−p2

pi −p1

t1 t2 t3

t1 t2 t3

I II III

0

FIGURE 2.3 Calculating the area under the curve.
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1
1201 90

2

� �
ð3002200Þ

�
5 2; 600; 000 bbl

Step 5. Similarly, calculate We after 400 days:

We 5 130

�
25001 70001 10; 500

1
1601 120

2

� �
ð4002300Þ

�
5 4; 420; 000 bbl

2.3.3 The Hurst Modified Steady-
State Equation

One of the problems associated with the
Schilthuis steady-state model is that as the water
is drained from the aquifer, the aquifer drainage
radius ra will increase as the time increases. Hurst
(1943) proposed that the “apparent” aquifer
radius ra would increase with time and, therefore,
the dimensionless radius ra/re may be replaced
with a time-dependent function as given below:

ra
re

5 at (2.11)

Substituting Eq. (2.11) into Eq. (2.7) gives:

ew 5
dWe

dt
5

0:00708khðpi 2 pÞ
μw lnðat Þ (2.12)

The Hurst modified steady-state equation
can be written in a more simplified form as:

ew 5
dWe

dt
5

Cðpi 2 pÞ
lnðat Þ (2.13)

and in terms of the cumulative water influx:

We 5C

ðt
0

pi 2 p

lnðat Þ

� �
dt (2.14)

Approximating the integral with a summa-
tion gives:

We 5 C
Xt

0

Δp

lnðat Þ

� �
Δt (2.15)

The Hurst modified steady-state equation
contains two unknown constants, i.e., a and C,
that must be determined from the reservoir�
aquifer pressure and water influx historical
data. The procedure for determining the con-
stants a and C is based on expressing Eq. (2.13)
as a linear relationship:

pi 2 p

ew

� �
5

1

C
lnðat Þ

or

pi 2 p

ew
5

1

C

� �
lnðaÞ1 1

C

� �
lnðt Þ (2.16)

Eq. (2.16) indicates that a plot of the term
(pi2 p)/ew vs. ln(t) would produce a straight
line with a slope of 1/C and intercept of (1/C) ln
(a), as shown schematically in Figure 2.4.

Example 2.5
The following data, as presented by Craft and
Hawkins (1959), documents the reservoir pressure
as a function of time for a water drive reservoir.
Using the reservoir historical data, Craft and
Hawkins calculated the water influx by applying
the material balance equation (see Chapter 4). The

Slope = 1/C
(1/C ) ln(a)

1.0

FIGURE 2.4 Graphical determination of C and a.
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rate of water influx was also calculated
numerically at each time period:

Time
(days)

Pressure
(psi)

We (M
bbl)

ew
(bbl/
day)

pi2p
(psi)

0 3793 0 0 0
182.5 3774 24.8 389 19
365.0 3709 172.0 1279 84
547.5 3643 480.0 2158 150
730.0 3547 978.0 3187 246
912.5 3485 1616.0 3844 308
1095.0 3416 2388.0 4458 377

It is predicted that the boundary pressure
would drop to 3379 psi after 1186.25 days of
production. Calculate the cumulative water influx
at that time.

Solution

Step 1. Construct the following table:

t
(days)

ln(t) pi2p ew (bbl/
day)

(pi2p)/
ew

0 � 0 0 �
182.5 5.207 19 389 0.049

365.0 5.900 84 1279 0.066
547.5 6.305 150 2158 0.070
730.0 6.593 246 3187 0.077
912.5 6.816 308 3844 0.081

1095.0 6.999 377 4458 0.085

Step 2. Plot the term (pi2 p)/ew vs. ln(t) and
draw the best straight line through the
points as shown in Figure 2.5, and
determine the slope of the line:

Slope5
1

C
5 0:020

Step 3. Determine the coefficient C of the Hurst
equation from the slope:

C 5
1

Slope
5

1

0:02
5 50

Step 4. Use any point on the straight line and
solve for the parameter a by applying
Eq. (2.13):

a5 0:064

Step 5. The Hurst equation is represented by:

We 5 50

ðt
0

pi 2 p

lnð0:064tÞ

� �
dt

0.12

0.1

0.08

0.06

0.04

0.02

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00

0

−0.02

−0.04

−0.06

ln(t )

(p
i−

p)
/e

w

FIGURE 2.5 Determination of C and n for Example 2.5.
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Step 6. Calculate the cumulative water influx after
1186.25 days from:

We 5 23883 103 1

ð1186:25
1095

50
pi 2 p

lnð0:064tÞ

� �
dt

5 23883 103 1 50 ðð379323379Þ=lnð0:0643 1186:25Þ	

1 ð379323416Þ=lnð0:0643 1095ÞÞ=2�ð1186:2521095Þ

5 23883 103 1 420:5083 103 5 2809 Mbbl

2.3.4 The van Everdingen and Hurst
Unsteady-State Model

The mathematical formulations that describe the
flow of a crude oil system into a wellbore are
identical in form to those equations that describe
the flow of water from an aquifer into a cylindri-
cal reservoir, as shown schematically in
Figure 2.6. When an oil well is brought on pro-
duction at a constant flow rate after a shut-in
period, the pressure behavior is essentially con-
trolled by the transient (unsteady-state) flowing
condition. This flowing condition is defined as

the time period during which the boundary has
no effect on the pressure behavior.

The dimensionless form of the diffusivity
equation, as presented in Chapter 1 by
Eq. (1.89), is basically the general mathematical
equation that is designed to model the transient
flow behavior in reservoirs or aquifers. In a
dimensionless form, the diffusivity equation is:

@2PD
@r2D

1
1

rD

@PD
@rD

5
@PD
@tD

van Everdingen and Hurst (1949) proposed
solutions to the dimensionless diffusivity equa-
tion for the following two reservoir�aquifer
boundary conditions:

(1) constant terminal rate;
(2) constant terminal pressure.

For the constant-terminal-rate boundary con-
dition, the rate of water influx is assumed con-
stant for a given period, and the pressure drop
at the reservoir�aquifer boundary is calculated.

For the constant-terminal-pressure boundary
condition, a boundary pressure drop is assumed
constant over some finite time period, and the
water influx rate is determined.

In the description of water influx from an
aquifer into a reservoir, there is greater interest
in calculating the influx rate rather than the
pressure. This leads to the determination of the
water influx as a function of a given pressure
drop at the inner boundary of the reser-
voir�aquifer system.

van Everdingen and Hurst (1949) solved the
diffusivity equation for the aquifer�reservoir
system by applying the Laplace transformation
to the equation. The authors’ solution can be
used to determine the water influx in the fol-
lowing systems:

• edge-water drive system (radial system);
• bottom-water drive system;
• linear-water drive system.

Edge-Water Drive. Figure 2.7 shows an ideal-
ized radial flow system that represents an edge-
water drive reservoir. The inner boundary is

Wellbore

Reservoir

Aquifer

FIGURE 2.6 Water influx into a cylindrical reservoir.
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defined as the interface between the reservoir and
the aquifer. The flow across this inner boundary
is considered horizontal and encroachment occurs
across a cylindrical plane encircling the reservoir.
With the interface as the inner boundary, it is pos-
sible to impose a constant terminal pressure at the
inner boundary and determine the rate of water
influx across the interface.

van Everdingen and Hurst proposed a solu-
tion to the dimensionless diffusivity equation
that utilizes the constant-terminal-pressure con-
dition in addition to the following initial and
outer boundary conditions:

Initial conditions:

p5 pi for all values of radius r

Outer boundary conditions:

• For an infinite aquifer:

p5 pi at r 5N

• For a bounded aquifer:

@p

@r
5 0 at r 5 ra

van Everdingen and Hurst assumed that the
aquifer is characterized by:

• uniform thickness;
• constant permeability;

• uniform porosity;
• constant rock compressibility;
• constant water compressibility.

The authors expressed their mathematical
relationship for calculating the water influx in
the form of a dimensionless parameter called
dimensionless water influx WeD. They also
expressed the dimensionless water influx as a
function of the dimensionless time tD and
dimensionless radius rD; thus, they made the
solution to the diffusivity equation generalized
and it can be applied to any aquifer where the
flow of water into the reservoir is essentially
radial. The solutions were derived for the cases
of bounded aquifers and aquifers of infinite
extent. The authors presented their solution in
tabulated and graphical forms as reproduced
here in Figures 2.8�2.11 and Tables 2.1 and
2.2. The two dimensionless parameters tD and
rD are given by:

tD 5 6:3283 1023 kt

φμwctr
2
e

(2.17)

rD 5
ra
re

(2.18)

Aquifer Aquifer

AquiferAquifer

Reservoir Reservoir

Reservoir

re re

re

FIGURE 2.7 Idealized radial flow model.
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Dimensionless Time, tD
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FIGURE 2.8 Dimensionless water influx WeD for several values of re /rR, i.e., ra /re. (van Everdingen and Hurst WeD.
Permission to publish by the SPE ).
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FIGURE 2.9 Dimensionless water influx WeD for several values of re /rR, i.e., ra /re. (van Everdingen and Hurst WeD

values. Permission to publish by the SPE ).
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ct 5 cw 1 cf (2.19)

where

t5 time, days
k5 permeability of the aquifer, md
φ5 porosity of the aquifer
μw5 viscosity of water in the aquifer, cp
ra5 radius of the aquifer, ft
re5 radius of the reservoir, ft
cw5 compressibility of the water, psi21

cf5 compressibility of the aquifer formation,
psi21

ct5 total compressibility coefficient, psi21

The water influx is then given by:

We 5B ΔpWeD (2.20)

with

B5 1:119φctr2e h (2.21)

where

We5 cumulative water influx, bbl
B5water influx constant, bbl/psi
Δp5 pressure drop at the boundary, psi
WeD5 dimensionless water influx

Eq. (2.21) assumes that the water is
encroaching in a radial form. Quite often water
does not encroach on all sides of the reservoir,
or the reservoir is not circular in nature. In
these cases, some modifications must be made
in Eq. (2.21) to properly describe the flow
mechanism. One of the simplest modifications
is to introduce the encroachment angle, as a

F
lu
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x,
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eD
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FIGURE 2.10 Dimensionless water influx WeD for infinite aquifer. (van Everdingen and Hurst WeD values. Permission to
publish by the SPE ).
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dimensionless parameter f, to the water influx
constant B, as follows:

f 5
θ
360

(2.22)

B5 1:119φctr2e hf (2.23)

θ is the angle subtended by the reservoir circum-
ference, i.e., for a full circle θ5 360� and for a
semicircular reservoir against a fault θ5 180�,
as shown in Figure 2.12.

Example 2.6
Calculate the water influx at the end of 1, 2, and 5
years into a circular reservoir with an aquifer of
infinite extent, i.e., reD5N. The initial and
current reservoir pressures are 2500 and 2490 psi,
respectively. The reservoir�aquifer system has the
following properties1:

Reservoir Aquifer

Radius, ft 2000 N
h, ft 20 22.7
k, md 50 100
φ, % 15 20
μw, cp 0.5 0.8
cw, psi

21 13 1026 0.73 1026

cf, psi
21 23 1026 0.33 1026

Solution

Step 1. Calculate the aquifer total compressibility
coefficient ct from Eq. (2.19):

ct5cw1cf50:7ð1026Þ10:3ð1026Þ5131026 psi21

Step 2. Determine the water influx constant from
Eq. (2.23):

B5 1:119φctr2e hf

5 1:119ð0:2Þð13 1026Þð2000Þ2ð22:7Þð360=360Þ5 20:4

Step 3. Calculate the corresponding dimensionless
time after 1, 2, and 5 years:

tD 5 6:3283 1023 kt

φμwctr
2
e

1Data for this example was reported by Cole, F.W.,
1969. Reservoir Engineering Manual, Gulf Publishing,
Houston, TX.
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FIGURE 2.11 Dimensionless water influx WeD for infinite aquifer. (van Everdingen and Hurst WeD values. Permission to
publish by the SPE ).
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TABLE 2.1 Dimensionless Water Influx WeD for Infinite Aquifer

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

0.00 0.000 79 35.697 455 150.249 1190 340.843 3250 816.090 35.000 6780.247

0.01 0.112 80 36.058 460 151.640 1200 343.308 3300 827.088 40.000 7650.096

0.05 0.278 81 36.418 465 153.029 1210 345.770 3350 838.067 50.000 9363.099

0.10 0.404 82 36.777 470 154.416 1220 348.230 3400 849.028 60.000 11,047.299

0.15 0.520 83 37.136 475 155.801 1225 349.460 3450 859.974 70.000 12,708.358

0.20 0.606 84 37.494 480 157.184 1230 350.688 3500 870.903 75.000 13,531.457

0.25 0.689 85 37.851 485 158.565 1240 353.144 3550 881.816 80.000 14,350.121

0.30 0.758 86 38.207 490 159.945 1250 355.597 3600 892.712 90.000 15,975.389

0.40 0.898 87 38.563 495 161.322 1260 358.048 3650 903.594 100.000 17,586.284

0.50 1.020 88 38.919 500 162.698 1270 360.496 3700 914.459 125.000 21,560.732

0.60 1.140 89 39.272 510 165.444 1275 361.720 3750 925.309 1.5(10)5 2.538(10)4

0.70 1.251 90 39.626 520 168.183 1280 362.942 3800 936.144 2.0v 3.308v
0.80 1.359 91 39.979 525 169.549 1290 365.386 3850 946.966 2.5v 4.066v
0.90 1.469 92 40.331 530 170.914 1300 367.828 3900 957.773 3.0v 4.817v
1 1.569 93 40.684 540 173.639 1310 370.267 3950 968.566 4.0v 6.267v
2 2.447 94 41.034 550 176.357 1320 372.704 4000 979.344 5.0v 7.699v
3 3.202 95 41.385 560 179.069 1325 373.922 4050 990.108 6.0v 9.113v
4 3.893 96 41.735 570 181.774 1330 375.139 4100 1000.858 7.0v 1.051 (10)5

5 4.539 97 42.084 575 183.124 1340 377.572 4150 1011.595 8.0v 1.189v
6 5.153 98 42.433 580 184.473 1350 380.003 4200 1022.318 9.0v 1.326v
7 5.743 99 42.781 590 187.166 1360 382.432 4250 1033.028 1.0(10)60 1.462v
8 6.314 100 43.129 600 189.852 1370 384.859 4300 1043.724 1.5v 2.126v
9 6.869 105 44.858 610 192.533 1375 386.070 4350 1054.409 2.0v 2.781v
10 7.411 110 46.574 620 195.208 1380 387.283 4400 1065.082 2.5v 3.427v
11 7.940 115 48.277 625 196.544 1390 389.705 4450 1075.743 3.0v 4.064v
12 8.457 120 49.968 630 197.878 1400 392.125 4500 1086.390 4.0v 5.313v
13 8.964 125 51.648 640 200.542 1410 394.543 4550 1097.024 5.0v 6.544v
14 9.461 130 53.317 650 203.201 1420 396.959 4600 1107.646 6.0v 7.761v
15 9.949 135 54.976 660 205.854 1425 398.167 4650 1118.257 7.0v 8.965v
16 10.434 140 56.625 670 208.502 1430 399.373 4700 1128.854 8.0v 1.016(10)6

17 10.913 145 58.265 675 209.825 1440 401.786 4750 1139.439 9.0v 1.134v
18 11.386 150 59.895 680 211.145 1450 404.197 4800 1150.012 1.0(10)7 1.252v
19 11.855 155 61.517 690 213.784 1460 406.606 4850 1160.574 1.5v 1.828v
20 12.319 160 63.131 700 216.417 1470 409.013 4900 1171.125 2.0v 2.398v

(Continued )



TABLE 2.1 (Continued)

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

21 12.778 165 64.737 710 219.046 1475 410.214 4950 1181.666 2.5v 2.961v
22 13.233 170 66.336 720 221.670 1480 411.418 5000 1192.198 3.0v 3.517v
23 13.684 175 67.928 725 222.980 1490 413.820 5100 1213.222 4.0v 4.610v
24 14.131 180 69.512 730 224.289 1500 416.220 5200 1234.203 5.0v 5.689v
25 14.573 185 71.090 740 226.904 1525 422.214 5300 1255.141 6.0v 6.758v
26 15.013 190 72.661 750 229.514 1550 428.196 5400 1276.037 7.0v 7.816v
27 15.450 195 74.226 760 232.120 1575 434.168 5500 1296.893 8.0v 8.866v
28 15.883 200 75.785 770 234.721 1600 440.128 5600 1317.709 9.0v 9.911v
29 16.313 205 77.338 775 236.020 1625 446.077 5700 1338.486 1.0(10)8 1.095(10)7

30 16.742 210 78.886 780 237.318 1650 452.016 5800 1359.225 1.5v 1.604v
31 17.167 215 80.428 790 239.912 1675 457.945 5900 1379.927 2.0v 2.108v
32 17.590 220 81.965 800 242.501 1700 463.863 6000 1400.593 2.5v 2.607v
33 18.011 225 83.497 810 245.086 1725 469.771 6100 1421.224 3.0v 3.100v
34 18.429 230 85.023 820 247.668 1750 475.669 6200 1441.820 4.0v 4.071v
35 18.845 235 86.545 825 248.957 1775 481.558 6300 1462.383 5.0v 5.032v
36 19.259 240 88.062 830 250.245 1800 487.437 6400 1482.912 6.0v 5.984v
37 19.671 245 89.575 840 252.819 1825 493.307 6500 1503.408 7.0v 6.928v
38 20.080 250 91.084 850 255.388 1850 499.167 6600 1523.872 8.0v 7.865v
39 20.488 255 92.589 860 257.953 1875 505.019 6700 1544.305 9.0v 8.797v
40 20.894 260 94.090 870 260.515 1900 510.861 6800 1564.706 1.0(10)9 9.725v
41 21.298 265 95.588 875 261.795 1925 516.695 6900 1585.077 1.5v 1.429(10)8

42 21.701 270 97.081 880 263.073 1950 522.520 7000 1605.418 2.0v 1.880v
43 22.101 275 98.571 890 265.629 1975 528.337 7100 1625.729 2.5v 2.328v
44 22.500 280 100.057 900 268.181 2000 534.145 7200 1646.011 3.0v 2.771v
45 22.897 285 101.540 910 270.729 2025 539.945 7300 1666.265 4.0v 3.645v
46 23.291 290 103.019 920 273.274 2050 545.737 7400 1686.490 5.0v 4.510v
47 23.684 295 104.495 925 274.545 2075 551.522 7500 1706.688 6.0v 5.368v
48 24.076 300 105.968 930 275.815 2100 557.299 7600 1726.859 7.0v 6.220v
49 24.466 305 107.437 940 278.353 2125 563.068 7700 1747.002 8.0v 7.066v
50 24.855 310 108.904 950 280.888 2150 568.830 7800 1767.120 9.0v 7.909v
51 25.244 315 110.367 960 283.420 2175 574.585 7900 1787.212 1.0(10)10 8.747v
52 25.633 320 111.827 970 285.948 2200 580.332 8000 1807.278 1.5v 1.288v(10)9

53 26.020 325 113.284 975 287.211 2225 586.072 8100 1827.319 2.0v 1.697v
54 26.406 330 114.738 980 288.473 2250 591.806 8200 1847.336 2.5v 2.103v
55 26.791 335 116.189 990 290.995 2275 597.532 8300 1867.329 3.0v 2.505v
56 27.174 340 117.638 1000 293.514 2300 603.252 8400 1887.298 4.0v 3.299v



57 27.555 345 119.083 1010 296.030 2325 608.965 8500 1907.243 5.0v 4.087v
58 27.935 350 120.526 1020 298.543 2350 614.672 8600 1927.166 6.0v 4.868v
59 28.314 355 121.966 1025 299.799 2375 620.372 8700 1947.065 7.0v 5.643v
60 28.691 360 123.403 1030 301.053 2400 626.066 8800 1966.942 8.0v 6.414v
61 29.068 365 124.838 1040 303.560 2425 631.755 8900 1986.796 9.0v 7.183v
62 29.443 370 126.720 1050 306.065 2450 637.437 9000 2006.628 1.0(10)11 7.948v
63 29.818 375 127.699 1060 308.567 2475 643.113 9100 2026.438 1.5v 1.17(10)10

64 30.192 380 129.126 1070 311.066 2500 648.781 9200 2046.227 2.0v 1.55v
65 30.565 385 130.550 1075 312.314 2550 660.093 9300 2065.996 2.5v 1.92v
66 30.937 390 131.972 1080 313.562 2600 671.379 9400 2085.744 3.0v 2.29v
67 31.308 395 133.391 1090 316.055 2650 682.640 9500 2105.473 4.0v 3.02v
68 31.679 400 134.808 1100 318.545 2700 693.877 9600 2125.184 5.0v 3.75v
69 32.048 405 136.223 1110 321.032 2750 705.090 9700 2144.878 6.0v 4.47v
70 32.417 410 137.635 1120 323.517 2800 716.280 9800 2164.555 7.0v 5.19v
71 32.785 415 139.045 1125 324.760 2850 727.449 9900 2184.216 8.0v 5.89v
72 33.151 420 140.453 1130 326.000 2900 738.598 10,000 2203.861 9. 0v 6.58v
73 33.517 425 141.859 1140 328.480 2950 749.725 12,500 2688.967 1.0(10)12 7.28v
74 33.883 430 143.262 1150 330.958 3000 760.833 15,000 3164.780 1.5v 1.08(10)11

75 34.247 435 144.664 1160 333.433 3050 771.922 17,500 3633.368 2.0v 1.42v
76 34.611 440 146.064 1170 335.906 3100 782.992 20,000 4095.800

77 34.974 445 147.461 1175 337.142 3150 794.042 25,000 5005.726

78 35.336 450 148.856 1180 338.376 3200 805.075 30,000 5899.508

van Everdingen and Hurst WeD. Permission to publish by the SPE.



TABLE 2.2 Dimensionless Water Influx WeD for Several Values of re/rR, i.e., ra/re

re/rR5 1.5 re/rR5 2.0 re/rR5 2.5 re/rR5 3.0 re/rR5 3.5 re/rR5 4.0 re/rR5 4.5

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

Dimensionless

Time tD

Fluid

Influx

WeD

5.0(10)22 0.276 5.0(10)22 0.278 1.0(10)21 0.408 3.0(10)21 0.755 1.00 1.571 2.00 2.442 2.5 2.835

6.0v 0.304 7.5v 0.345 1.5v 0.509 4.0v 0.895 1.20 1.761 2.20 2.598 3.0 3.196

7.0v 0.330 1.0(10)21 0.404 2.0v 0.599 5.0v 1.023 1.40 1.940 2.40 2.748 3.5 3.537

8.0v 0.354 1.25v 0.458 2.5v 0.681 6.0v 1.143 1.60 2.111 2.60 2.893 4.0 3.859

9.0v 0.375 1.50v 0.507 3.0v 0.758 7.0v 1.256 1.80 2.273 2.80 3.034 4.5 4.165

1.0(10)21 0.395 1.75v 0.553 3.5v 0.829 8.0v 1.363 2.00 2.427 3.00 3.170 5.0 4.454

1.1v 0.414 2.00v 0.597 4.0v 0.897 9.0v 1.465 2.20 2.574 3.25 3.334 5.5 4.727

1.2v 0.431 2.25v 0.638 4.5v 0.962 1.00 1.563 2.40 2.715 3.50 3.493 6.0 4.986

1.3v 0.446 2.50v 0.678 5.0v 1.024 1.25 1.791 2.60 2.849 3.75 3.645 6.5 5.231

1.4v 0.461 2.75v 0.715 5.5v 1.083 1.50 1.997 2.80 2.976 4.00 3.792 7.0 5.464

1.5v 0.474 3.00v 0.751 6.0v 1.140 1.75 2.184 3.00 3.098 4.25 3.932 7.5 5.684

1.6v 0.486 3.25v 0.785 6.5v 1.195 2.00 2.353 3.25 3.242 4.50 4.068 8.0 5.892

1.7v 0.497 3.50v 0.817 7.0v 1.248 2.25 2.507 3.50 3.379 4.75 4.198 8.5 6.089

1.8v 0.507 3.75v 0.848 7.5v 1.299 2.50 2.646 3.75 3.507 5.00 4.323 9.0 6.276

1.9v 0.517 4.00v 0.877 8.0v 1.348 2.75 2.772 4.00 3.628 5.50 4.560 9.5 6.453

2.0v 0.525 4.25v 0.905 8.5v 1.395 3.00 2.886 4.25 3.742 6.00 4.779 10 6.621

2.1v 0.533 4.50v 0.932 9.0v 2.440 3.25 2.990 4.50 3.850 6.50 4.982 11 6.930

2.2v 0.541 4.75v 0.958 9.5v 1.484 3.50 3.084 4.75 3.951 7.00 5.169 12 7.208

2.3v 0.548 5.00v 0.993 1.0 1.526 3.75 3.170 5.00 4.047 7.50 5.343 13 7.457

2.4v 0.554 5.50v 1.028 1.1 1.605 4.00 3.247 5.50 4.222 8.00 5.504 14 7.680

2.5v 0.559 6.00v 1.070 1.2 1.679 4.25 3.317 6.00 4.378 8.50 5.653 15 7.880

2.6v 0.565 6.50v 1.108 1.3 1.747 4.50 3.381 6.50 4.516 9.00 5.790 16 8.060

2.8v 0.574 7.00v 1.143 1.4 1.811 4.75 3.439 7.00 4.639 9.50 5.917 18 8.365

3.0v 0.582 7.50v 1.174 1.5 1.870 5.00 3.491 7.50 4.749 10 6.035 20 8.611

3.2v 0.588 8.00v 1.203 1.6 1.924 5.50 3.581 8.00 4.846 11 6.246 22 8.809

3.4v 0.594 9.00v 1.253 1.7 1.975 6.00 3.656 8.50 4.932 12 6.425 24 8.968

3.6v 0.599 1.00v 1.295 1.8 2.022 6.50 3.717 9.00 5.009 13 6.580 26 9.097

3.8v 0.603 1.1 1.330 2.0 2.106 7.00 3.767 9.50 5.078 14 6.712 28 9.200

4.0v 0.606 1.2 1.358 2.2 2.178 7.50 3.809 10.00 5.138 15 6.825 30 9.283

4.5v 0.613 1.3 1.382 2.4 2.241 8.00 3.843 11 5.241 16 6.922 34 9.404

5.0v 0.617 1.4 1.402 2.6 2.294 9.00 3.894 12 5.321 17 7.004 38 9.481

6.0v 0.621 1.6 1.432 2.8 2.340 10.00 3.928 13 5.385 18 7.076 42 9.532

7.0v 0.623 1.7 1.444 3.0 2.380 11.00 3.951 14 5.435 20 7.189 46 9.565

8.0v 0.624 1.8 1.453 3.4 2.444 12.00 3.967 15 5.476 22 7.272 50 9.586



2.0 1.468 3.8 2.491 14.00 3.985 16 5.506 24 7.332 60 9.612

2.5 1.487 4.2 2.525 16.00 3.993 17 5.531 26 7.377 70 9.621

3.0 1.495 4.6 2.551 18.00 3.997 18 5.551 30 7.434 80 9.623

4.0 1.499 5.0 2.570 20.00 3.999 20 5.579 34 7.464 90 9.624

5.0 1.500 6.0 2.599 22.00 3.999 25 5.611 38 7.481 100 9.625

7.0 2.613 24.00 4.000 30 5.621 42 7.490

8.0 2.619 35 5.624 46 7.494

9.0 2.622 40 5.625 50 7.499

10.0 2.624

re/rR5 5.0 re/rR5 6.0 re/rR5 7.0 re/rR5 8.0 re/rR5 9.0 re/rR5 10.0

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

3.0 3.195 6.0 5.148 9.0 6.861 9 6.861 10 7.417 15 9.96

3.5 3.542 6.5 5.440 9.50 7.127 10 7.398 15 9.945 20 12.32

4.0 3.875 7.0 5.724 10 7.389 11 7.920 20 12.26 22 13.22

4.5 4.193 7.5 6.002 11 7.902 12 8.431 22 13.13 24 14.95

5.0 4.499 8.0 6.273 12 8.397 13 8.930 24 13.98 26 14.95

5.5 4.792 8.5 6.537 13 8.876 14 9.418 26 14.79 28 15.78

6.0 5.074 9.0 6.795 14 9.341 15 9.895 26 15.59 30 16.59

6.5 5.345 9.5 7.047 15 9.791 16 10.361 30 16.35 32 17.38

7.0 5.605 10.0 7.293 16 10.23 17 10.82 32 17.10 34 18.16

7.5 5.854 10.5 7.533 17 10.65 18 11.26 34 17.82 36 18.91

8.0 6.094 11 7.767 18 11.06 19 11.70 36 18.52 38 19.65

8.5 6.325 12 8.220 19 11.46 20 12.13 38 19.19 40 20.37

9.0 6.547 13 8.651 20 11.85 22 12.95 40 19.85 42 21.07

9.5 6.760 14 9.063 22 12.58 24 13.74 42 20.48 44 21.76

10 6.965 15 9.456 24 13.27 26 14.50 44 21.09 46 22.42

11 7.350 16 9.829 26 13.92 28 15.23 46 21.69 48 23.07

12 7.706 17 10.19 28 14.53 30 15.92 48 22.26 50 23.71

13 8.035 18 10.53 30 15.11 34 17.22 50 22.82 52 24.33

14 8.339 19 10.85 35 16.39 38 18.41 52 23.36 54 24.94

15 8.620 20 11.16 40 17.49 40 18.97 54 23.89 56 25.53

16 8.879 22 11.74 45 18.43 45 20.26 56 24.39 58 26.11

18 9.338 24 12.26 50 19.24 50 21.42 58 24.88 60 26.67

20 9.731 25 12.50 60 20.51 55 22.46 60 25.36 65 28.02

22 10.07 31 13.74 70 21.45 60 23.40 65 26.48 70 29.29

24 10.35 35 14.40 80 22.13 70 24.98 70 27.52 75 30.49

26 10.59 39 14.93 90 22.63 80 26.26 75 28.48 80 31.61

28 10.80 51 16.05 100 23.00 90 27.28 80 29.36 85 32.67

(Continued )



TABLE 2.2 (Continued)

re/rR5 5.0 re/rR5 6.0 re/rR5 7.0 re/rR5 8.0 re/rR5 9.0 re/rR5 10.0

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

Dimensionless

Time tD

Fluid

Influx WeD

30 10.98 60 16.56 120 23.47 100 28.11 85 30.18 90 33.66

34 11.26 70 16.91 140 23.71 120 29.31 90 30.93 95 34.60

38 11.46 80 17.14 160 23.85 140 30.08 95 31.63 100 35.48

42 11.61 90 17.27 180 23.92 160 30.58 100 32.27 120 38.51

46 11.71 100 17.36 200 23.96 180 30.91 120 34.39 140 40.89

50 11.79 110 17.41 500 24.00 200 31.12 140 35.92 160 42.75

60 11.91 120 17.45 240 31.34 160 37.04 180 44.21

70 11.96 130 17.46 280 31.43 180 37.85 200 45.36

80 11.98 140 17.48 320 31.47 200 38.44 240 46.95

90 11.99 150 17.49 360 31.49 240 39.17 280 47.94

100 12.00 160 17.49 400 31.50 280 39.56 320 48.54

120 12.00 180 17.50 500 31.50 320 39.77 360 48.91

200 17.50 360 39.88 400 49.14

220 17.50 400 39.94 440 49.28

440 39.97 480 49.36

480 39.98

van Everdingen and Hurst WeD. Permission to publish by the SPE.



5 6:3283 1023 100t

ð0:8Þð0:2Þð13 1026Þð2000Þ2 5 0:9888t

Thus in tabular form:

t (days) tD50.9888t

365 361
730 722
1825 1805

Step 4. Using Table 2.1 determine the
dimensionless water influx WeD:

t (days) tD WeD

365 361 123.5
730 722 221.8
1825 1805 484.6

Step 5. Calculate the cumulative water influx by
applying Eq. (2.20):

We 5B ΔpWeD

t
(days)

WeD We5 (20.4)(250032490)
WeD

365 123.5 25,194 bbl
730 221.8 45,247 bbl
1825 484.6 98,858 bbl

Example 2.6 shows that, for a given pressure
drop, doubling the time interval will not double
the water influx. This example also illustrates
how to calculate water influx as a result of a

single pressure drop. As there will usually be
many of these pressure drops occurring
throughout the prediction period, it is necessary
to analyze the procedure to be used where these
multiple pressure drops are present.

Consider Figure 2.13 that illustrates the
decline in the boundary pressure as a function of
time for a radial reservoir�aquifer system. If the
boundary pressure in the reservoir shown in
Figure 2.13 is suddenly reduced at time t, from pi
to p1, a pressure drop of (pi2 p1) will be imposed
across the aquifer. Water will continue to expand
and the new reduced pressure will continue to
move outward into the aquifer. Given a sufficient
length of time, the pressure at the outer edge of
the aquifer will finally be reduced to p1.

If some time after the boundary pressure has
been reduced to p1, a second pressure p2 is sud-
denly imposed at the boundary, a new pressure
wave will begin moving outward into the aqui-
fer. This new pressure wave will also cause
water expansion and therefore encroachment
into the reservoir. However, this new pressure
drop will not be pi2 p2 but will be p12 p2.
This second pressure wave will be moving
behind the first pressure wave. Just ahead of the
second pressure wave will be the pressure at the
end of the first pressure drop p1.

Since these pressure waves are assumed to
occur at different times, they are entirely inde-
pendent of each other. Thus, water expansion
will continue to take place as a result of the first
pressure drop, even though additional water
influx is also taking place as a result of one or
more later pressure drops. This is essentially an
application of the principle of superposition. To
determine the total water influx into a reservoir
at any given time, it is necessary to determine
the water influx as a result of each successive
pressure drop that has been imposed on the res-
ervoir and aquifer.

In calculating the cumulative water influx
into a reservoir at successive intervals, it is nec-
essary to calculate the total water influx from
the beginning. This is required because of the
different times during which the various pres-
sure drops have been effective.

f = 0.5 f = 0.25

Oil Reservoir

Fault

Fault

Fault

Oil Reservoir

R

R

Aqu
ife

r

Aquifer

FIGURE 2.12 Gas cap drive reservoir. (After Cole, F.W.,
1969. Reservoir Engineering Manual. Gulf Publishing
Company, Houston, TX).
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The van Everdingen and Hurst computa-
tional procedure for determining the water
influx as a function of time and pressure is sum-
marized by the following steps and described
conceptually in Figure 2.14:

Step 1. Assume that the boundary pressure has
declined from its initial value of pi to
p1 after t1 days. To determine the

cumulative water influx in response to
this first pressure drop Δp15 pi2 p1
can be simply calculated from
Eq. (2.20), or:

We 5B Δp1ðWeDÞt1
where We is the cumulative water influx
due to the first pressure drop Δp1. The
dimensionless water influx ðWeDÞt1 is

Time

P
re

ss
ur

e

T1

p1

pi
Δp1

Δp2

Δp3

Δp4

p2

p3

p4

T2 T3 T4

FIGURE 2.13 Boundary pressure versus time.

B

A

C 0 t1

t1

t1

t2

Δp3

Δp2

Δp2

Δp1

Δp1

Δp1

t2

t3

0

0

FIGURE 2.14 Illustration of the superposition concept.
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evaluated by calculating the dimension-
less time at t1 days. This simple calcula-
tion step is shown by A in Figure 2.14.

Step 2. Let the boundary pressure declines
again to p2 after t2 days with a pressure
drop of Δp25 p12 p2. The total cumu-
lative water influx after t2 days will
result from the first pressure drop Δp1
and the second pressure drop Δp2, or:

We 5Water influx due toΔp1

1Water influx due toΔp2

We 5 ðWeÞΔp1 1 ðWeÞΔp2

where

ðWeÞΔp1
5B Δp1ðWeDÞt2

ðWeÞΔp2
5B Δp2ðWeDÞt2 2 t1

The above relationships indicate that
the effect of the first pressure drop Δp1
will continue for the entire time t2,
while the effect of the second pressure
drop will continue only for (t22 t1)
days as shown by B in Figure 2.14.

Step 3. A third pressure drop of Δp35 p22 p3
would cause an additional water influx
as illustrated by C in Figure 2.14. The
total cumulative water influx can then
be calculated from:

We 5 ðWeÞΔp1 1 ðWeÞΔp2 1 ðWeÞΔp3

where

ðWeÞΔp1 5B Δp1ðWeDÞt3
ðWeÞΔp2

5B Δp2ðWeDÞt3 2 t1
ðWeÞΔp3

5B Δp3ðWeDÞt3 2 t2

The van Everdingen and Hurst water influx
relationship can then be expressed in a more
generalized form as:

We 5B
X

ΔpWeD (2.24)

The authors also suggested that instead of
using the entire pressure drop for the first
period, a better approximation is to consider
that one-half of the pressure drop, 1

2ðpi 2 p1Þ; is
effective during the entire first period. For the
second period, the effective pressure drop then

is one-half of the pressure drop during the first
period, 1

2ðpi 2 p2Þ; which simplifies to:

1

2
ðpi 2 p1Þ1 1

2 ðp1 2 p2Þ5 1
2ðpi 2 p2Þ

Similarly, the effective pressure drop for use
in the calculations for the third period would be
one-half of the pressure drop during the second
period, 1

2ðp1 2 p2Þ, plus one-half of the pressure
drop during the third period, 1

2ðp2 2 p3Þ, which
simplifies to 1

2ðp1 2 p3Þ. The time intervals must
all be equal in order to preserve the accuracy of
these modifications.

Example 2.7
Using the data given in Example 2.6, calculate
the cumulative water influx at the end of 6, 12,
18, and 24 months. The predicted boundary
pressure at the end of each specified time
period is given below:

Time
(days)

Time
(months)

Boundary Pressure
(psi)

0 0 2500
182.5 6 2490
365.0 12 2472
547.5 18 2444
730.0 24 2408

Data from Example 2.6 is listed below:

B5 20:4
tD 5 0:9888 t

Solution

Water influx after 6 months:

Step 1. Determine water influx constant B.
Example 2.6 gives a value of:

B5 20:4 bbl=psi

Step 2. Calculate the dimensionless time tD at
t5 182.5 days:

tD 5 0:9888t 5 0:9888ð182:5Þ5 180:5

Step 3. Calculate the first pressure drop Δp1.
This pressure is taken as one-half of the
actual pressured drop, or:

Δp1 5
pi 2 p1

2
5

250022490

2
5 5 psi
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Step 4. Determine the dimensionless water influx
WeD from Table 2.1 at tD5 180.5, to give:

ðWeDÞt1 5 69:46

Step 5. Calculate the cumulative water influx at
the end of 182.5 days due to the first
pressure drop of 5 psi, i.e., ðWeÞΔp1 5 5,
by using the van Everdingen and Hurst
equation, or:

ðWeÞΔp1 5 5 psi 5B Δp1ðWeDÞt1 5 ð20:4Þð5Þð69:46Þ
5 7085 bbl

Cumulative water influx after 12 months:

Step 1. After an additional 6 months, the
pressure has declined from 2490 to
2472 psi. This second pressure Δp2 is
taken as one-half the actual pressure
drop during the first period, plus one-
half the actual pressure drop during the
second period, or:

Δp2 5
pi 2 p2

2
5

250022472

2
5 14 psi

Step 2. The total cumulative water influx at the
end of 12 months would result from the
first pressure drop Δp1 and the second
pressure drop Δp2.

The first pressure drop Δp1 has
been effective for a year, but the second
pressure drop Δp2 has been effective
for only 6 months, as shown in
Figure 2.15. Separate calculations must
be made for the two pressure drops
because of this time difference, and the
results added in order to determine the
total water influx. That is:

We 5 ðWeÞΔp1 1 ðWeÞΔp2

Step 3. Calculate the dimensionless time at 365
days, as:

tD 5 0:9888t 5 0:9888ð365Þ5 361

Step 4. Determine the dimensionless water influx
at tD5 361 from Table 2.1, to give:

WeD 5 123:5

Step 5. Calculate the water influx due to the
first and second pressure drop, i.e.,
ðWeÞΔp1 and ðWeÞΔp2 , or:

ðWeÞΔp1 5 5 5 ð20:4Þð5Þð123:5Þ5 12; 597 bbl
ðWeÞΔp2 5 14 5 ð20:4Þð14Þð69:46Þ5 19; 838 bbl

Step 6. Calculate the total cumulative water
influx after 12 months:

We 5 ðWeÞΔp1
1 ðWeÞΔp2

5 12; 5971 19;9385 32;435 bbl

Water influx after 18 months:

Step 1. Calculate the third pressure drop Δp3,
which is taken as one-half of the actual
pressure drop during the second period
plus one-half of the actual pressure
drop during the third period, or:

Δp3 5
p1 2 p3

2
5

249022444

2
5 23 psi

Step 2. Calculate the dimensionless time after 6
months:

tD 5 0:9888t 5 0:9888ð547:5Þ5 541:5

Step 3. Determine the dimensionless water
influx from Table 2.1 at tD5 541.5:

WeD 5 173:7

Step 4. The first pressure drop will have been
effective for the entire 18 months, the
second pressure drop will have been
effective for 12 months, and the last
pressure drop will have been effective
for only 6 months, as shown in
Figure 2.16. Therefore, the cumulative
water influx is as calculated below:

0 6 Months 12 Months

Δp1 = 5

Δp2 = 14

FIGURE 2.15 Duration of the pressure drop in Example
2.7.
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Time (days) tD Δp WeD BΔpWeD

547.5 541.5 5 173.7 17,714
365 361 14 123.5 35,272
182.5 180.5 23 69.40 32,291

We5 85,277 bbl

Water influx after 24 months:
The first pressure drop has now been

effective for the entire 24 months, the second
pressure drop has been effective for 18 months,
the third pressure drop has been effective for 12
months, and the fourth pressure drop has been
effective for only 6 months. A summary of the
calculations is given below:

Time (days) tD Δp WeD BΔpWeD

730 722 5 221.8 22,624
547.5 541.5 14 173.7 49,609
365 361 23 123.5 57,946
182.5 180.5 32 69.40 45,343

We5 175,522 bbl

Edwardson et al. (1962) developed three sets
of simple polynomial expressions for calculating
the dimensionless water influx WeD for infinite-
acting aquifers. The proposed three expressions
essentially approximate the WeD data in three
dimensionless time regions.

(1) For tD,0.01:

WeD 5

ffiffiffiffi
tD
π

r
(2.25)

(2) For 0.01,tD,200:

WeD 5

1:2838
ffiffiffiffi
tD

p
1 1:19328tD 1 0:269872ðtDÞ3=2

1 0:00855294ðtDÞ2
11 0:616599

ffiffiffiffi
tD

p
1 0:413008tD

(2.26)

(3) For tD.200:

WeD 5
24:298811 2:02566tD

lnðtDÞ
(2.27)

Bottom-Water Drive. The van Everdingen
and Hurst solution to the radial diffusivity
equation is considered the most rigorous aqui-
fer influx model to date. However, the pro-
posed solution technique is not adequate to
describe the vertical water encroachment in
bottom-water drive systems. Coats (1962) pre-
sented a mathematical model that takes into
account the vertical flow effects from bottom-
water aquifers. He correctly noted that in
many cases reservoirs are situated on top of an
aquifer with a continuous horizontal interface
between the reservoir fluid and the aquifer
water and with a significant aquifer thickness.
He stated that in such situations significant
bottom-water drive would occur. He modified
the diffusivity equation to account for the ver-
tical flow by including an additional term in
the equation, to give:

@2p

@r2
1

1

r

@p

@r
1 Fk

@2p

@z2
5

μφc
k

@p

@t
(2.28)

0 6 Months 12 Months 18 Months

Δp1 = 5

Δp2 = 14

Δp3 = 23

FIGURE 2.16 Pressure drop data for Example 2.7.
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where Fk is the ratio of vertical to horizontal
permeability, or:

Fk 5
kv
kh

(2.29)

where

kv5 vertical permeability
kh5 horizontal permeability

Allard and Chen (1988) pointed out that
there are an infinite number of solutions to
Eq. (2.28), representing all possible reser-
voir�aquifer configurations. They suggested
that it is possible to derive a general solution
that is applicable to a variety of systems by the
solution to Eq. (2.28) in terms of the dimension-
less time tD, dimensionless radius rD, and a
newly introduced dimensionless variable zD.

zD 5
h

re
ffiffiffiffiffi
Fk

p (2.30)

where

zD5 dimensionless vertical distance
h5 aquifer thickness, ft

Allen and Chen used a numerical model to
solve Eq. (2.28). The authors developed a solu-
tion to the bottom-water influx that is compara-
ble in form with that of van Everdingen and
Hurst:

We 5B
X

ΔpWeD (2.31)

They defined the water influx constant B as
identical to that of Eq. (2.21), or

B5 1:119φctr2e h (2.32)

Note that the water influx constant B in bot-
tom-water drive reservoirs does not include the
encroachment angle θ.

The actual values of WeD are different from
those of the van Everdingen and Hurst model
because WeD for the bottom-water drive is also

a function of the vertical permeability. Allard
and Chen tabulated the values of WeD as a func-
tion of rD, tD, and zD. These values are pre-
sented in Tables 2.3�2.7.

The solution procedure of a bottom-water
influx problem is identical to the edge-water
influx problem outlined in Example 2.7. Allard
and Chen illustrated results of their method in
the following example.

Example 2.8
An infinite-acting bottom-water aquifer is

characterized by the following properties:

ra5N, kh5 50 md, Fk5 0.04, φ5 0.1
μw5 0.395 cp, ct5 83 1026 psi21, h5 200 ft
re5 2000 ft, θ5 360�

The boundary pressure history is given below:

Time (days) p (psi)

0 3000
30 2956
60 2917
90 2877
120 2844
150 2811
180 2791
210 2773
240 2755

Calculate the cumulative water influx as a
function of time by using the bottom-water drive
solution and compare with the edge-water drive
approach.

Solution

Step 1. Calculate the dimensionless radius for an
infinite-acting aquifer:

rD 5N

Step 2. Calculate zD from Eq. (2.30):

zD 5
h

re
ffiffiffiffiffi
Fk

p 5
200

2000
ffiffiffiffiffiffiffiffiffi
0:04

p 5 0:5
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TABLE 2.3 Dimensionless Water Influx WeD for Infinite Aquifer

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

0.1 0.700 0.677 0.508 0.349 0.251 0.195 0.176
0.2 0.793 0.786 0.696 0.547 0.416 0.328 0.295
0.3 0.936 0.926 0.834 0.692 0.548 0.440 0.396
0.4 1.051 1.041 0.952 0.812 0.662 0.540 0.486
0.5 1.158 1.155 1.059 0.918 0.764 0.631 0.569
0.6 1.270 1.268 1.167 1.021 0.862 0.721 0.651
0.7 1.384 1.380 1.270 1.116 0.953 0.806 0.729
0.8 1.503 1.499 1.373 1.205 1.039 0.886 0.803
0.9 1.621 1.612 1.477 1.286 1.117 0.959 0.872
1 1.743 1.726 1.581 1.347 1.181 1.020 0.932
2 2.402 2.393 2.288 2.034 1.827 1.622 1.509
3 3.031 3.018 2.895 2.650 2.408 2.164 2.026
4 3.629 3.615 3.477 3.223 2.949 2.669 2.510
5 4.217 4.201 4.048 3.766 3.462 3.150 2.971
6 4.784 4.766 4.601 4.288 3.956 3.614 3.416
7 5.323 5.303 5.128 4.792 4.434 4.063 3.847
8 5.829 5.808 5.625 5.283 4.900 4.501 4.268
9 6.306 6.283 6.094 5.762 5.355 4.929 4.680
10 6.837 6.816 6.583 6.214 5.792 5.344 5.080
11 7.263 7.242 7.040 6.664 6.217 5.745 5.468
12 7.742 7.718 7.495 7.104 6.638 6.143 5.852
13 8.196 8.172 7.943 7.539 7.052 6.536 6.231
14 8.648 8.623 8.385 7.967 7.461 6.923 6.604
15 9.094 9.068 8.821 8.389 7.864 7.305 6.973
16 9.534 9.507 9.253 8.806 8.262 7.682 7.338
17 9.969 9.942 9.679 9.218 8.656 8.056 7.699
18 10.399 10.371 10.100 9.626 9.046 8.426 8.057
19 10.823 10.794 10.516 10.029 9.432 8.793 8.411
20 11.241 11.211 10.929 10.430 9.815 9.156 8.763
21 11.664 11.633 11.339 10.826 10.194 9.516 9.111
22 12.075 12.045 11.744 11.219 10.571 9.874 9.457
23 12.486 12.454 12.147 11.609 10.944 10.229 9.801
24 12.893 12.861 12.546 11.996 11.315 10.581 10.142
25 13.297 13.264 12.942 12.380 11.683 10.931 10.481
26 13.698 13.665 13.336 12.761 12.048 11.279 10.817
27 14.097 14.062 13.726 13.140 12.411 11.625 11.152

(Continued )

2
5
3

C
H
A
P
T
E
R
2

W
ater

Influx



TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

28 14.493 14.458 14.115 13.517 12.772 11.968 11.485
29 14.886 14.850 14.501 13.891 13.131 12.310 11.816
30 15.277 15.241 14.884 14.263 13.488 12.650 12.145
31 15.666 15.628 15.266 14.634 13.843 12.990 12.473
32 16.053 16.015 15.645 15.002 14.196 13.324 12.799
33 16.437 16.398 16.023 15.368 14.548 13.659 13.123
34 16.819 16.780 16.398 15.732 14.897 13.992 13.446
35 17.200 17.160 16.772 16.095 15.245 14.324 13.767
36 17.579 17.538 17.143 16.456 15.592 14.654 14.088
37 17.956 17.915 17.513 16.815 15.937 14.983 14.406
38 18.331 18.289 17.882 17.173 16.280 15.311 14.724
39 18.704 18.662 18.249 17.529 16.622 15.637 15.040
40 19.088 19.045 18.620 17.886 16.964 15.963 15.356
41 19.450 19.407 18.982 18.240 17.305 16.288 15.671
42 19.821 19.777 19.344 18.592 17.644 16.611 15.985
43 20.188 20.144 19.706 18.943 17.981 16.933 16.297
44 20.555 20.510 20.065 19.293 18.317 17.253 16.608
45 20.920 20.874 20.424 19.641 18.651 17.573 16.918
46 21.283 21.237 20.781 19.988 18.985 17.891 17.227
47 21.645 21.598 21.137 20.333 19.317 18.208 17.535
48 22.006 21.958 21.491 20.678 19.648 18.524 17.841
49 22.365 22.317 21.844 21.021 19.978 18.840 18.147
50 22.722 22.674 22.196 21.363 20.307 19.154 18.452
51 23.081 23.032 22.547 21.704 20.635 19.467 18.757
52 23.436 23.387 22.897 22.044 20.962 19.779 19.060
53 23.791 23.741 23.245 22.383 21.288 20.091 19.362
54 24.145 24.094 23.593 22.721 21.613 20.401 19.664
55 24.498 24.446 23.939 23.058 21.937 20.711 19.965
56 24.849 24.797 24.285 23.393 22.260 21.020 20.265
57 25.200 25.147 24.629 23.728 22.583 21.328 20.564
58 25.549 25.496 24.973 24.062 22.904 21.636 20.862
59 25.898 25.844 25.315 24.395 23.225 21.942 21.160
60 26.246 26.191 25.657 24.728 23.545 22.248 21.457
61 26.592 26.537 25.998 25.059 23.864 22.553 21.754
62 26.938 26.883 26.337 25.390 24.182 22.857 22.049
63 27.283 27.227 26.676 25.719 24.499 23.161 22.344
64 27.627 27.570 27.015 26.048 24.616 23.464 22.639
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65 27.970 27.913 27.352 26.376 25.132 23.766 22.932
66 28.312 28.255 27.688 26.704 25.447 24.088 23.225
67 28.653 28.596 28.024 27.030 25.762 24.369 23.518
68 28.994 28.936 28.359 27.356 26.075 24.669 23.810
69 29.334 29.275 28.693 27.681 26.389 24.969 24.101
70 29.673 29.614 29.026 28.008 26.701 25.268 24.391
71 30.011 29.951 29.359 28.329 27.013 25.566 24.881
72 30.349 30.288 29.691 28.652 27.324 25.864 24.971
73 30.686 30.625 30.022 28.974 27.634 26.161 25.260
74 31.022 30.960 30.353 29.296 27.944 26.458 25.548
75 31.357 31.295 30.682 29.617 28.254 26.754 25.836
76 31.692 31.629 31.012 29.937 28.562 27.049 26.124
77 32.026 31.963 31.340 30.257 28.870 27.344 26.410
78 32.359 32.296 31.668 30.576 29.178 27.639 26.697
79 32.692 32.628 31.995 30.895 29.485 27.933 25.983
80 33.024 32.959 32.322 31.212 29.791 28.226 27.268
81 33.355 33.290 32.647 31.530 30.097 28.519 27.553
82 33.686 33.621 32.973 31.846 30.402 28.812 27.837
83 34.016 33.950 33.297 32.163 30.707 29.104 28.121
84 34.345 34.279 33.622 32.478 31.011 29.395 28.404
85 34.674 34.608 33.945 32.793 31.315 29.686 28.687
86 35.003 34.935 34.268 33.107 31.618 29.976 28.970
87 35.330 35.263 34.590 33.421 31.921 30.266 29.252
88 35.657 35.589 34.912 33.735 32.223 30.556 29.534
89 35.984 35.915 35.233 34.048 32.525 30.845 29.815
90 36.310 36.241 35.554 34.360 32.826 31.134 30.096
91 36.636 36.566 35.874 34.672 33.127 31.422 30.376
92 36.960 36.890 36.194 34.983 33.427 31.710 30.656
93 37.285 37.214 36.513 35.294 33.727 31.997 30.935
94 37.609 37.538 36.832 35.604 34.026 32.284 31.215
95 37.932 37.861 37.150 35.914 34.325 32.570 31.493
96 38.255 38.183 37.467 36.223 34.623 32.857 31.772
97 38.577 38.505 37.785 36.532 34.921 33.142 32.050
98 38.899 38.826 38.101 36.841 35.219 33.427 32.327
99 39.220 39.147 38.417 37.149 35.516 33.712 32.605
100 39.541 39.467 38.733 37.456 35.813 33.997 32.881
105 41.138 41.062 40.305 38.987 37.290 35.414 34.260
110 42.724 42.645 41.865 40.508 38.758 36.821 35.630
115 44.299 44.218 43.415 42.018 40.216 38.221 36.993
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TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

120 45.864 45.781 44.956 43.520 41.666 39.612 38.347
125 47.420 47.334 46.487 45.012 43.107 40.995 39.694
130 48.966 48.879 48.009 46.497 44.541 42.372 41.035
135 50.504 50.414 49.523 47.973 45.967 43.741 42.368
140 52.033 51.942 51.029 49.441 47.386 45.104 43.696
145 53.555 53.462 52.528 50.903 48.798 46.460 45.017
150 55.070 54.974 54.019 52.357 50.204 47.810 46.333
155 56.577 56.479 55.503 53.805 51.603 49.155 47.643
160 58.077 57.977 56.981 55.246 52.996 50.494 48.947
165 59.570 59.469 58.452 56.681 54.384 51.827 50.247
170 61.058 60.954 59.916 58.110 55.766 53.156 51.542
175 62.539 62.433 61.375 59.534 57.143 54.479 52.832
180 64.014 63.906 62.829 60.952 58.514 55.798 54.118
185 65.484 65.374 64.276 62.365 59.881 57.112 55.399
190 66.948 66.836 65.718 63.773 61.243 58.422 56.676
195 68.406 68.293 67.156 65.175 62.600 59.727 57.949
200 69.860 69.744 68.588 66.573 63.952 61.028 59.217
205 71.309 71.191 70.015 67.967 65.301 62.326 60.482
210 72.752 72.633 71.437 69.355 66.645 63.619 61.744
215 74.191 74.070 72.855 70.740 67.985 64.908 63.001
220 75.626 75.503 74.269 72.120 69.321 66.194 64.255
225 77.056 76.931 75.678 73.496 70.653 67.476 65.506
230 78.482 78.355 77.083 74.868 71.981 68.755 66.753
235 79.903 79.774 78.484 76.236 73.306 70.030 67.997
240 81.321 81.190 79.881 77.601 74.627 71.302 69.238
245 82.734 82.602 81.275 78.962 75.945 72.570 70.476
250 84.144 84.010 82.664 80.319 77.259 73.736 71.711
255 85.550 85.414 84.050 81.672 78.570 75.098 72.943
260 86.952 86.814 85.432 83.023 79.878 76.358 74.172
265 88.351 88.211 86.811 84.369 81.182 77.614 75.398
270 89.746 89.604 88.186 85.713 82.484 78.868 76.621
275 91.138 90.994 89.558 87.053 83.782 80.119 77.842
280 92.526 92.381 90.926 88.391 85.078 81.367 79.060
285 93.911 93.764 92.292 89.725 86.371 82.612 80.276
290 95.293 95.144 93.654 91.056 87.660 83.855 81.489
295 96.672 96.521 95.014 92.385 88.948 85.095 82.700
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300 98.048 97.895 96.370 93.710 90.232 86.333 83.908
305 99.420 99.266 97.724 95.033 91.514 87.568 85.114
310 100.79 100.64 99.07 96.35 92.79 88.80 86.32
315 102.16 102.00 100.42 97.67 94.07 90.03 87.52
320 103.52 103.36 101.77 98.99 95.34 91.26 88.72
325 104.88 104.72 103.11 100.30 96.62 92.49 89.92
330 106.24 106.08 104.45 101.61 97.89 93.71 91.11
335 107.60 107.43 105.79 102.91 99.15 94.93 92.30
340 108.95 108.79 107.12 104.22 100.42 96.15 93.49
345 110.30 110.13 108.45 105.52 101.68 97.37 94.68
350 111.65 111.48 109.78 106.82 102.94 98.58 95.87
355 113.00 112.82 111.11 108.12 104.20 99.80 97.06
360 114.34 114.17 112.43 109.41 105.45 101.01 98.24
365 115.68 115.51 113.76 110.71 106.71 102.22 99.42
370 117.02 116.84 115.08 112.00 107.96 103.42 100.60
375 118.36 118.18 116.40 113.29 109.21 104.63 101.78
380 119.69 119.51 117.71 114.57 110.46 105.83 102.95
385 121.02 120.84 119.02 115.86 111.70 107.04 104.13
390 122.35 122.17 120.34 117.14 112.95 108.24 105.30
395 123.68 123.49 121.65 118.42 114.19 109.43 106.47
400 125.00 124.82 122.94 119.70 115.43 110.63 107.64
405 126.33 126.14 124.26 120.97 116.67 111.82 108.80
410 127.65 127.46 125.56 122.25 117.90 113.02 109.97
415 128.97 128.78 126.86 123.52 119.14 114.21 111.13
420 130.28 130.09 128.16 124.79 120.37 115.40 112.30
425 131.60 131.40 129.46 126.06 121.60 116.59 113.46
430 132.91 132.72 130.75 127.33 122.83 117.77 114.62
435 134.22 134.03 132.05 128.59 124.06 118.96 115.77
440 135.53 135.33 133.34 129.86 125.29 120.14 116.93
445 136.84 136.64 134.63 131.12 126.51 121.32 118.08
450 138.15 137.94 135.92 132.38 127.73 122.50 119.24
455 139.45 139.25 137.20 133.64 128.96 123.68 120.39
460 140.75 140.55 138.49 134.90 130.18 124.86 121.54
465 142.05 141.85 139.77 136.15 131.39 126.04 122.69
470 143.35 143.14 141.05 137.40 132.61 127.21 123.84
475 144.65 144.44 142.33 138.66 133.82 128.38 124.98
480 145.94 145.73 143.61 139.91 135.04 129.55 126.13
485 147.24 147.02 144.89 141.15 136.25 130.72 127.27
490 148.53 148.31 146.16 142.40 137.46 131.89 128.41
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TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

495 149.82 149.60 147.43 143.65 138.67 133.06 129.56
500 151.11 150.89 148.71 144.89 139.88 134.23 130.70
510 153.68 153.46 151.24 147.38 142.29 136.56 132.97
520 156.25 156.02 153.78 149.85 144.70 138.88 135.24
530 158.81 158.58 156.30 152.33 147.10 141.20 137.51
540 161.36 161.13 158.82 154.79 149.49 143.51 139.77
550 163.91 163.68 161.34 157.25 151.88 145.82 142.03
560 166.45 166.22 163.85 159.71 154.27 148.12 144.28
570 168.99 168.75 166.35 162.16 156.65 150.42 146.53
580 171.52 171.28 168.85 164.61 159.02 152.72 148.77
590 174.05 173.80 171.34 167.05 161.39 155.01 151.01
600 176.57 176.32 173.83 169.48 163.76 157.29 153.25
610 179.09 178.83 176.32 171.92 166.12 159.58 155.48
620 181.60 181.34 178.80 174.34 168.48 161.85 157.71
630 184.10 183.85 181.27 176.76 170.83 164.13 159.93
640 186.60 186.35 183.74 179.18 173.18 166.40 162.15
650 189.10 188.84 186.20 181.60 175.52 168.66 164.37
660 191.59 191.33 188.66 184.00 177.86 170.92 166.58
670 194.08 193.81 191.12 186.41 180.20 173.18 168.79
680 196.57 196.29 193.57 188.81 182.53 175.44 170.99
690 199.04 198.77 196.02 191.21 184.86 177.69 173.20
700 201.52 201.24 198.46 193.60 187.19 179.94 175.39
710 203.99 203.71 200.90 195.99 189.51 182.18 177.59
720 206.46 206.17 203.34 198.37 191.83 184.42 179.78
730 208.92 208.63 205.77 200.75 194.14 186.66 181.97
740 211.38 211.09 208.19 203.13 196.45 188.89 184.15
750 213.83 213.54 210.62 205.50 198.76 191.12 186.34
760 216.28 215.99 213.04 207.87 201.06 193.35 188.52
770 218.73 218.43 215.45 210.24 203.36 195.57 190.69
780 221.17 220.87 217.86 212.60 205.66 197.80 192.87
790 223.61 223.31 220.27 214.96 207.95 200.01 195.04
800 226.05 225.74 222.68 217.32 210.24 202.23 197.20
810 228.48 228.17 225.08 219.67 212.53 204.44 199.37
820 230.91 230.60 227.48 222.02 214.81 206.65 201.53
830 233.33 233.02 229.87 224.36 217.09 208.86 203.69
840 235.76 235.44 232.26 226.71 219.37 211.06 205.85
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850 238.18 237.86 234.65 229.05 221.64 213.26 208.00
860 240.59 240.27 237.04 231.38 223.92 215.46 210.15
870 243.00 242.68 239.42 233.72 226.19 217.65 212.30
880 245.41 245.08 241.80 236.05 228.45 219.85 214.44
890 247.82 247.49 244.17 238.37 230.72 222.04 216.59
900 250.22 249.89 246.55 240.70 232.98 224.22 218.73
910 252.62 252.28 248.92 243.02 235.23 226.41 220.87
920 255.01 254.68 251.28 245.34 237.49 228.59 223.00
930 257.41 257.07 253.65 247.66 239.74 230.77 225.14
940 259.80 259.46 256.01 249.97 241.99 232.95 227.27
950 262.19 261.84 258.36 252.28 244.24 235.12 229.39
960 264.57 264.22 260.72 254.59 246.48 237.29 231.52
970 266.95 266.60 263.07 256.89 248.72 239.46 233.65
980 269.33 268.98 265.42 259.19 250.96 241.63 235.77
990 271.71 271.35 267.77 261.49 253.20 243.80 237.89
1000 274.08 273.72 270.11 263.79 255.44 245.96 240.00
1010 276.35 275.99 272.35 265.99 257.58 248.04 242.04
1020 278.72 278.35 274.69 268.29 259.81 250.19 244.15
1030 281.08 280.72 277.03 270.57 262.04 252.35 246.26
1040 283.44 283.08 279.36 272.86 264.26 254.50 248.37
1050 285.81 285.43 281.69 275.15 266.49 256.66 250.48
1060 288.16 287.79 284.02 277.43 268.71 258.81 252.58
1070 290.52 290.14 286.35 279.71 270.92 260.95 254.69
1080 292.87 292.49 288.67 281.99 273.14 263.10 256.79
1090 295.22 294.84 290.99 284.26 275.35 265.24 258.89
1100 297.57 297.18 293.31 286.54 277.57 267.38 260.98
1110 299.91 299.53 295.63 288.81 279.78 269.52 263.08
1120 302.28 301.87 297.94 291.07 281.98 271.66 265.17
1130 304.60 304.20 300.25 293.34 284.19 273.80 267.26
1140 306.93 308.54 302.56 295.61 286.39 275.93 269.35
1150 309.27 308.87 304.87 297.87 288.59 278.06 271.44
1160 311.60 311.20 307.18 300.13 290.79 280.19 273.52
1170 313.94 313.53 309.48 302.38 292.99 282.32 275.61
1180 316.26 315.86 311.78 304.64 295.19 284.44 277.69
1190 318.59 318.18 314.08 306.89 297.38 286.57 279.77
1200 320.92 320.51 316.38 309.15 299.57 288.69 281.85
1210 323.24 322.83 318.67 311.39 301.76 290.81 283.92
1220 325.56 325.14 320.96 313.64 303.95 292.93 286.00
1230 327.88 327.46 323.25 315.89 306.13 295.05 288.07
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TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

1240 330.19 329.77 325.54 318.13 308.32 297.16 290.14
1250 332.51 332.08 327.83 320.37 310.50 299.27 292.21
1260 334.82 334.39 330.11 322.61 312.68 301.38 294.28
1270 337.13 336.70 332.39 324.85 314.85 303.49 296.35
1280 339.44 339.01 334.67 327.08 317.03 305.60 298.41
1290 341.74 341.31 336.95 329.32 319.21 307.71 300.47
1300 344.05 343.61 339.23 331.55 321.38 309.81 302.54
1310 346.35 345.91 341.50 333.78 323.55 311.92 304.60
1320 348.65 348.21 343.77 336.01 325.72 314.02 306.65
1330 350.95 350.50 346.04 338.23 327.89 316.12 308.71
1340 353.24 352.80 348.31 340.46 330.05 318.22 310.77
1350 355.54 355.09 350.58 342.68 332.21 320.31 312.82
1360 357.83 357.38 352.84 344.90 334.38 322.41 314.87
1370 360.12 359.67 355.11 347.12 336.54 324.50 316.92
1380 362.41 361.95 357.37 349.34 338.70 326.59 318.97
1390 364.69 364.24 359.63 351.56 340.85 328.68 321.02
1400 366.98 366.52 361.88 353.77 343.01 330.77 323.06
1410 369.26 368.80 364.14 355.98 345.16 332.86 325.11
1420 371.54 371.08 366.40 358.19 347.32 334.94 327.15
1430 373.82 373.35 368.65 360.40 349.47 337.03 329.19
1440 376.10 375.63 370.90 362.61 351.62 339.11 331.23
1450 378.38 377.90 373.15 364.81 353.76 341.19 333.27
1460 380.65 380.17 375.39 367.02 355.91 343.27 335.31
1470 382.92 382.44 377.64 369.22 358.06 345.35 337.35
1480 385.19 384.71 379.88 371.42 360.20 347.43 339.38
1490 387.46 386.98 382.13 373.62 362.34 349.50 341.42
1500 389.73 389.25 384.37 375.82 364.48 351.58 343.45
1525 395.39 394.90 389.96 381.31 369.82 356.76 348.52
1550 401.04 400.55 395.55 386.78 375.16 361.93 353.59
1575 406.68 406.18 401.12 392.25 380.49 367.09 358.65
1600 412.32 411.81 406.69 397.71 385.80 372.24 363.70
1625 417.94 417.42 412.24 403.16 391.11 377.39 368.74
1650 423.55 423.03 417.79 408.60 396.41 382.53 373.77
1675 429.15 428.63 423.33 414.04 401.70 387.66 378.80
1700 434.75 434.22 428.85 419.46 406.99 392.78 383.82
1725 440.33 439.79 434.37 424.87 412.26 397.89 388.83
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1750 445.91 445.37 439.89 430.28 417.53 403.00 393.84
1775 451.48 450.93 445.39 435.68 422.79 408.10 398.84
1880 457.04 456.48 450.88 441.07 428.04 413.20 403.83
1825 462.59 462.03 456.37 446.46 433.29 418.28 408.82
1850 468.13 467.56 461.85 451.83 438.53 423.36 413.80
1875 473.67 473.09 467.32 457.20 443.76 428.43 418.77
1900 479.19 478.61 472.78 462.56 448.98 433.50 423.73
1925 484.71 484.13 478.24 467.92 454.20 438.56 428.69
1950 490.22 489.63 483.69 473.26 459.41 443.61 433.64
1975 495.73 495.13 489.13 478.60 464.61 448.66 438.59
2000 501.22 500.62 494.56 483.93 469.81 453.70 443.53
2025 506.71 506.11 499.99 489.26 475.00 458.73 448.47
2050 512.20 511.58 505.41 494.58 480.18 463.76 453.40
2075 517.67 517.05 510.82 499.89 485.36 468.78 458.32
2100 523.14 522.52 516.22 505.19 490.53 473.80 463.24
2125 528.60 527.97 521.62 510.49 495.69 478.81 468.15
2150 534.05 533.42 527.02 515.78 500.85 483.81 473.06
2175 539.50 538.86 532.40 521.07 506.01 488.81 477.96
2200 544.94 544.30 537.78 526.35 511.15 493.81 482.85
2225 550.38 549.73 543.15 531.62 516.29 498.79 487.74
2250 555.81 555.15 548.52 536.89 521.43 503.78 492.63
2275 561.23 560.56 553.88 542.15 526.56 508.75 497.51
2300 566.64 565.97 559.23 547.41 531.68 513.72 502.38
2325 572.05 571.38 564.58 552.66 536.80 518.69 507.25
2350 577.46 576.78 569.92 557.90 541.91 523.65 512.12
2375 582.85 582.17 575.26 563.14 547.02 528.61 516.98
2400 588.24 587.55 580.59 568.37 552.12 533.56 521.83
2425 593.63 592.93 585.91 573.60 557.22 538.50 526.68
2450 599.01 598.31 591.23 578.82 562.31 543.45 531.53
2475 604.38 603.68 596.55 584.04 567.39 548.38 536.37
2500 609.75 609.04 601.85 589.25 572.47 553.31 541.20
2550 620.47 619.75 612.45 599.65 582.62 563.16 550.86
2600 631.17 630.43 623.03 610.04 592.75 572.99 560.50
2650 641.84 641.10 633.59 620.40 602.86 582.80 570.13
2700 652.50 651.74 644.12 630.75 612.95 592.60 579.73
2750 663.13 662.37 654.64 641.07 623.02 602.37 589.32
2800 673.75 672.97 665.14 651.38 633.07 612.13 598.90
2850 684.34 683.56 675.61 661.67 643.11 621.88 608.45
2900 694.92 694.12 686.07 671.94 653.12 631.60 617.99
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TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

2950 705.48 704.67 696.51 682.19 663.13 641.32 627.52
3000 716.02 715.20 706.94 692.43 673.11 651.01 637.03
3050 726.54 725.71 717.34 702.65 683.08 660.69 646.53
3100 737.04 736.20 727.73 712.85 693.03 670.36 656.01
3150 747.53 746.68 738.10 723.04 702.97 680.01 665.48
3200 758.00 757.14 748.45 733.21 712.89 689.64 674.93
3250 768.45 767.58 758.79 743.36 722.80 699.27 684.37
3300 778.89 778.01 769.11 753.50 732.69 708.87 693.80
3350 789.31 788.42 779.42 763.62 742.57 718.47 703.21
3400 799.71 798.81 789.71 773.73 752.43 728.05 712.62
3450 810.10 809.19 799.99 783.82 762.28 737.62 722.00
3500 820.48 819.55 810.25 793.90 772.12 747.17 731.38
3550 830.83 829.90 820.49 803.97 781.94 756.72 740.74
3600 841.18 840.24 830.73 814.02 791.75 766.24 750.09
3650 851.51 850.56 840.94 824.06 801.55 775.76 759.43
3700 861.83 860.86 851.15 834.08 811.33 785.27 768.76
3750 872.13 871.15 861.34 844.09 821.10 794.76 778.08
3800 882.41 881.43 871.51 854.09 830.86 804.24 787.38
3850 892.69 891.70 881.68 864.08 840.61 813.71 796.68
3900 902.95 901.95 891.83 874.05 850.34 823.17 805.96
3950 913.20 912.19 901.96 884.01 860.06 832.62 815.23
4000 923.43 922.41 912.09 893.96 869.77 842.06 824.49
4050 933.65 932.62 922.20 903.89 879.47 851.48 833.74
4100 943.86 942.82 932.30 913.82 889.16 860.90 842.99
4150 954.06 953.01 942.39 923.73 898.84 870.30 852.22
4200 964.25 963.19 952.47 933.63 908.50 879.69 861.44
4250 974.42 973.35 962.53 943.52 918.16 889.08 870.65
4300 984.58 983.50 972.58 953.40 927.60 898.45 879.85
4350 994.73 993.64 982.62 963.27 937.43 907.81 889.04
4400 1004.9 1003.8 992.7 973.1 947.1 917.2 898.2
4450 1015.0 1013.9 1002.7 983.0 956.7 926.5 907.4
4500 1025.1 1024.0 1012.7 992.8 966.3 935.9 916.6
4550 1035.2 1034.1 1022.7 1002.6 975.9 945.2 925.7
4600 1045.3 1044.2 1032.7 1012.4 985.5 954.5 934.9
4650 1055.4 1054.2 1042.6 1022.2 995.0 963.8 944.0
4700 1065.5 1064.3 1052.6 1032.0 1004.6 973.1 953.1
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4750 1075.5 1074.4 1062.6 1041.8 1014.1 982.4 962.2
4800 1085.6 1084.4 1072.5 1051.6 1023.7 991.7 971.4
4850 1095.6 1094.4 1082.4 1061.4 1033.2 1000.9 980.5
4900 1105.6 1104.5 1092.4 1071.1 1042.8 1010.2 989.5
4950 1115.7 1114.5 1102.3 1080.9 1052.3 1019.4 998.6
5000 1125.7 1124.5 1112.2 1090.6 1061.8 1028.7 1007.7
5100 1145.7 1144.4 1132.0 1110.0 1080.8 1047.2 1025.8
5200 1165.6 1164.4 1151.7 1129.4 1099.7 1065.6 1043.9
5300 1185.5 1184.3 1171.4 1148.8 1118.6 1084.0 1062.0
5400 1205.4 1204.1 1191.1 1168.2 1137.5 1102.4 1080.0
5500 1225.3 1224.0 1210.7 1187.5 1156.4 1120.7 1098.0
5600 1245.1 1243.7 1230.3 1206.7 1175.2 1139.0 1116.0
5700 1264.9 1263.5 1249.9 1226.0 1194.0 1157.3 1134.0
5800 1284.6 1283.2 1269.4 1245.2 1212.8 1175.5 1151.9
5900 1304.3 1302.9 1288.9 1264.4 1231.5 1193.8 1169.8
6000 1324.0 1322.6 1308.4 1283.5 1250.2 1211.9 1187.7
6100 1343.6 1342.2 1327.9 1302.6 1268.9 1230.1 1205.5
6200 1363.2 1361.8 1347.3 1321.7 1287.5 1248.3 1223.3
6300 1382.8 1381.4 1366.7 1340.8 1306.2 1266.4 1241.1
6400 1402.4 1400.9 1386.0 1359.8 1324.7 1284.5 1258.9
6500 1421.9 1420.4 1405.3 1378.8 1343.3 1302.5 1276.6
6600 1441.4 1439.9 1424.6 1397.8 1361.9 1320.6 1294.3
6700 1460.9 1459.4 1443.9 1416.7 1380.4 1338.6 1312.0
6800 1480.3 1478.8 1463.1 1435.6 1398.9 1356.6 1329.7
6900 1499.7 1498.2 1482.4 1454.5 1417.3 1374.5 1347.4
7000 1519.1 1517.5 1501.5 1473.4 1435.8 1392.5 1365.0
7100 1538.5 1536.9 1520.7 1492.3 1454.2 1410.4 1382.6
7200 1557.8 1556.2 1539.8 1511.1 1472.6 1428.3 1400.2
7300 1577.1 1575.5 1559.0 1529.9 1491.0 1446.2 1417.8
7400 1596.4 1594.8 1578.1 1548.6 1509.3 1464.1 1435.3
7500 1615.7 1614.0 1597.1 1567.4 1527.6 1481.9 1452.8
7600 1634.9 1633.2 1616.2 1586.1 1545.9 1499.7 1470.3
7700 1654.1 1652.4 1635.2 1604.8 1564.2 1517.5 1487.8
7800 1673.3 1671.6 1654.2 1623.5 1582.5 1535.3 1505.3
7900 1692.5 1690.7 1673.1 1642.2 1600.7 1553.0 1522.7
8000 1711.6 1709.9 1692.1 1660.8 1619.0 1570.8 1540.1
8100 1730.8 1729.0 1711.0 1679.4 1637.2 1588.5 1557.6
8200 1749.9 1748.1 1729.9 1698.0 1655.3 1606.2 1574.9
8300 1768.9 1767.1 1748.8 1716.6 1673.5 1623.9 1592.3
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TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

8400 1788.0 1786.2 1767.7 1735.2 1691.6 1641.5 1609.7
8500 1807.0 1805.2 1786.5 1753.7 1709.8 1659.2 1627.0
8600 1826.0 1824.2 1805.4 1772.2 1727.9 1676.8 1644.3
8700 1845.0 1843.2 1824.2 1790.7 1746.0 1694.4 1661.6
8800 1864.0 1862.1 1842.9 1809.2 1764.0 1712.0 1678.9
8900 1883.0 1881.1 1861.7 1827.7 1782.1 1729.6 1696.2
9000 1901.9 1900.0 1880.5 1846.1 1800.1 1747.1 1713.4
9100 1920.8 1918.9 1899.2 1864.5 1818.1 1764.7 1730.7
9200 1939.7 1937.4 1917.9 1882.9 1836.1 1782.2 1747.9
9300 1958.6 1956.6 1936.6 1901.3 1854.1 1799.7 1765.1
9400 1977.4 1975.4 1955.2 1919.7 1872.0 1817.2 1782.3
9500 1996.3 1994.3 1973.9 1938.0 1890.0 1834.7 1799.4
9600 2015.1 2013.1 1992.5 1956.4 1907.9 1852.1 1816.6
9700 2033.9 2031.9 2011.1 1974.7 1925.8 1869.6 1833.7
9800 2052.7 2050.6 2029.7 1993.0 1943.7 1887.0 1850.9
9900 2071.5 2069.4 2048.3 2011.3 1961.6 1904.4 1868.0
1.003 104 2.0903 103 2.0883 103 2.0673 103 2.0293 103 1.9793 103 1.9223 103 1.8853 103

1.253 104 2.5533 103 2.5513 103 2.5263 103 2.4813 103 2.4213 103 2.3523 103 2.3083 103

1.503 104 3.0093 103 3.0063 103 2.9773 103 2.9253 103 2.8553 103 2.7753 103 2.7243 103

1.753 104 3.4573 103 3.4543 103 3.4213 103 3.3623 103 3.2843 103 3.1933 103 3.1353 103

2.003 104 3.9003 103 3.8973 103 3.8603 103 3.7943 103 3.7073 103 3.6053 103 3.5413 103

2.503 104 4.7733 103 4.7683 103 4.7243 103 4.6463 103 4.5413 103 4.4193 103 4.3413 103

3.003 104 5.6303 103 5.6253 103 5.5743 103 5.4833 103 5.3613 103 5.2193 103 5.1293 103

3.503 104 6.4763 103 6.4703 103 6.4123 103 6.3093 103 6.1703 103 6.0093 103 5.9063 103

4.003 104 7.3123 103 7.3053 103 7.2403 103 7.1253 103 6.9703 103 6.7903 103 6.6753 103

4.503 104 8.1393 103 8.1323 103 8.0603 103 7.9333 103 7.7623 103 7.5643 109 7.4373 103

5.003 104 8.9593 103 8.9513 103 8.8723 103 8.7343 103 8.5483 103 8.3313 103 8.1933 103

6.003 104 1.0573 104 1.0573 104 1.0473 104 1.0313 104 1.0103 104 9.8463 103 9.6843 103

7.003 104 1.2173 104 1.2173 104 1.2063 104 1.1883 104 1.1633 104 1.1343 104 1.1163 104

8.003 104 1.3753 104 1.3753 104 1.3633 104 1.3423 104 1.3153 104 1.2833 104 1.2623 104

9.003 104 1.5323 104 1.5313 104 1.5183 104 1.4963 104 1.4653 104 1.4303 104 1.4073 104

1.003 105 1.6873 104 1.6863 104 1.6723 104 1.6473 104 1.6143 104 1.5763 104 1.5513 104

1.253 105 2.0713 104 2.0693 104 2.0523 104 2.0233 104 1.9823 104 1.9363 104 1.9063 104

1.503 105 2.4483 104 2.4463 104 2.4273 104 2.3923 104 2.3453 104 2.2913 104 2.2563 104

2.003 105 3.1903 104 3.1883 104 3.1633 104 3.1193 104 3.0593 104 2.9893 104 2.9453 104

2.503 105 3.9183 104 3.9163 104 3.8853 104 3.8323 104 3.7603 104 3.6763 104 3.6223 104

2
6
4

C
H
A
P
T
E
R
2

W
ater

Influx



3.003 105 4.6363 104 4.6333 104 4.5983 104 4.5363 104 4.4523 104 4.3533 104 4.2903 104

4.003 105 6.0483 104 6.0443 104 5.9993 104 5.9203 104 5.8123 104 5.6873 104 5.6063 104

5.003 105 7.4383 104 7.4313 104 7.3763 104 7.2803 104 7.1503 104 6.9983 104 6.9003 104

6.003 105 8.8053 104 8.7983 104 8.7353 104 8.6233 104 8.4713 104 8.2933 104 8.1783 104

7.003 105 1.0163 105 1.0153 105 1.0083 105 9.9513 104 9.7773 104 9.5733 104 9.4423 104

8.003 105 1.1503 105 1.1493 105 1.1413 105 1.1273 105 1.1073 105 1.0843 105 1.0703 105

9.003 105 1.2833 105 1.2823 105 1.2733 105 1.2573 105 1.2353 105 1.2103 105 1.1943 105

1.003 106 1.4153 105 1.4123 105 1.4043 105 1.3873 105 1.3633 105 1.3353 105 1.3173 105

1.503 106 2.0593 105 2.0603 105 2.0413 105 2.0163 105 1.9823 105 1.9433 105 1.9183 105

2.003 106 2.6953 105 2.6953 105 2.6763 105 2.6443 105 2.6013 105 2.5513 105 2.5183 105

2.503 106 3.3203 105 3.3193 105 3.2963 105 3.2543 105 3.2023 105 3.1413 105 3.1013 105

3.003 106 3.9373 105 3.9363 105 3.9093 105 3.8643 105 3.8033 105 3.7313 105 3.6843 105

4.003 106 5.1543 105 5.1523 105 5.1183 105 5.0603 105 4.9813 105 4.8883 105 4.8283 105

5.003 106 6.3523 105 6.3493 105 6.3083 105 6.2383 105 6.1423 105 6.0293 105 5.9563 105

6.003 106 7.5363 105 7.5333 105 7.4853 105 7.4023 105 7.2903 105 7.1573 105 7.0723 105

7.003 106 8.7093 105 8.7053 105 8.6503 105 8.5563 105 8.4273 105 8.2753 105 8.1773 105

8.003 106 9.9723 105 9.8673 105 9.8063 105 9.6993 105 9.5553 105 9.3843 105 9.2733 105

9.003 106 1.1033 106 1.1023 106 1.0953 106 1.0843 106 1.0673 106 1.0493 106 1.0363 106

1.003 107 1.2173 106 1.2173 106 1.2093 106 1.1963 106 1.1793 106 1.1583 106 1.1443 106

1.503 107 1.7823 106 1.7813 106 1.7713 106 1.7523 106 1.7273 106 1.6973 106 1.6783 106

2.003 107 2.3373 106 2.3363 106 2.3223 106 2.2983 106 2.2663 106 2.2273 106 2.2023 106

2.503 107 2.8843 106 2.8823 106 2.8663 106 2.8373 106 2.7973 106 2.7503 106 2.7203 106

3.003 107 3.4253 106 3.4233 106 3.4043 106 3.3693 106 3.3233 106 3.2683 106 3.2323 106

4.003 107 4.4933 106 4.4913 106 4.4663 106 4.4223 106 4.3613 106 4.2903 106 4.2443 106

5.003 107 5.5473 106 5.5443 106 5.5143 106 5.4603 106 5.3863 106 5.2993 106 5.2433 106

6.003 107 6.5903 106 6.5873 106 6.5513 106 6.4883 106 6.4013 106 6.2993 106 6.2323 106

7.003 107 7.6243 106 7.6203 106 7.5793 106 7.5073 106 7.4073 106 7.2903 106 7.2133 106

8.003 107 8.6513 106 8.6473 106 8.6003 106 8.5193 106 8.4073 106 8.2743 106 8.1883 106

9.003 107 9.6713 106 9.6663 106 9.6153 106 9.5243 106 9.4003 106 9.2523 106 9.1563 106

1.003 108 1.0693 107 1.0673 107 1.0623 107 1.0523 107 1.0393 107 1.0233 107 1.0123 107

1.503 108 1.5673 107 1.5673 107 1.5553 107 1.5413 107 1.5223 107 1.4993 107 1.4833 107

2.003 108 2.0593 107 2.0593 107 2.0483 107 2.0293 107 2.0043 107 1.9743 107 1.9543 107

2.503 108 2.5463 107 2.5453 107 2.5313 107 2.5073 107 2.4763 107 2.4393 107 2.4153 107

3.003 108 3.0273 107 3.0263 107 3.0103 107 2.9843 107 2.9473 107 2.9043 107 2.8753 107

4.003 108 3.9793 107 3.9783 107 3.9583 107 3.9233 107 3.8753 107 3.8193 107 3.7823 107

5.003 108 4.9203 107 4.9183 107 4.8943 107 4.8513 107 4.7933 107 4.7243 107 4.6793 107

6.003 108 5.8523 107 5.8503 107 5.8213 107 5.7713 107 5.7023 107 5.6213 107 5.5683 107

7.003 108 6.7773 107 6.7743 107 6.7413 107 6.6843 107 6.6053 107 6.5113 107 6.4503 107

8.003 108 7.7003 107 7.6933 107 7.6553 107 7.5903 107 7.5013 107 7.3963 107 7.3273 107
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TABLE 2.3 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

9.003 108 8.6093 107 8.6063 107 8.5643 107 8.4923 107 8.3933 107 8.2753 107 8.1993 107

1.003 109 9.5183 107 9.5153 107 9.4693 107 9.3903 107 9.2813 107 9.1513 107 9.0663 107

1.503 109 1.4013 108 1.4003 108 1.3943 108 1.3823 108 1.3673 108 1.3483 108 1.3363 108

2.003 109 1.8433 108 1.8433 108 1.8343 108 1.8193 108 1.7993 108 1.7743 108 1.7583 108

2.503 109 2.2813 108 2.2803 108 2.2693 108 2.2513 108 2.2263 108 2.1963 108 2.1773 108

3.003 109 2.7143 108 2.7133 108 2.7013 108 2.6803 108 2.6503 108 2.6153 108 2.5923 108

4.003 109 3.5733 108 3.5723 108 3.5583 108 3.5283 108 3.4893 108 3.4433 108 3.4133 108

5.003 109 4.4223 108 4.4213 108 4.4013 108 4.3673 108 4.3203 108 4.2633 108 4.2273 108

6.003 109 5.2653 108 5.2623 108 5.2403 108 5.1993 108 5.1433 108 5.0773 108 5.0333 108

7.003 109 6.1013 108 6.0983 108 6.0723 108 6.0253 108 5.9613 108 5.8853 108 5.8353 108

8.003 109 6.9323 108 6.9303 108 6.9003 108 6.8473 108 6.7753 108 6.6883 108 6.6323 108

9.003 109 7.7603 108 7.7563 108 7.7233 108 7.6643 108 7.5843 108 7.4873 108 7.4243 108

1.003 1010 8.5833 108 8.5743 108 8.5433 108 8.4783 108 8.3893 108 8.2833 108 8.2143 108

1.503 1010 1.2633 109 1.2643 109 1.2573 109 1.2473 109 1.2353 109 1.2193 109 1.2093 109

2.003 1010 1.6663 109 1.6663 109 1.6593 109 1.6463 109 1.6303 109 1.6103 109 1.5963 109

2.503 1010 2.0653 109 2.0633 109 2.0553 109 2.0383 109 2.0183 109 1.9933 109 1.9773 109

3.003 1010 2.4583 109 2.4583 109 2.4473 109 2.4303 109 2.4053 109 2.3763 109 2.3573 109

4.003 1010 3.2403 109 3.2393 109 3.2263 109 3.2033 109 3.1713 109 3.1333 109 3.1083 109

5.003 1010 4.0143 109 4.0133 109 3.9973 109 3.9683 109 3.9293 109 3.8833 109 3.8523 109

6.003 1010 4.7823 109 4.7813 109 4.7623 109 4.7283 109 4.6823 109 4.6273 109 4.5913 109

7.003 1010 5.5463 109 5.5443 109 5.5223 109 5.4833 109 5.4303 109 5.3663 109 5.3253 109

8.003 1010 6.3053 109 6.3033 109 6.2783 109 6.2343 109 6.1743 109 6.1023 109 6.0553 109

9.003 1010 7.0603 109 7.0583 109 7.0303 109 6.9823 109 6.9143 109 6.8343 109 6.7823 109

1.003 1011 7.8133 109 7.8103 109 7.7803 109 7.7263 109 7.6523 109 7.5643 109 7.5063 109

1.503 1011 1.1543 1010 1.1533 1010 1.1493 1010 1.1413 1010 1.1303 1010 1.1183 1010 1.1093 1010

2.003 1011 1.5223 1010 1.5213 1010 1.5153 1010 1.5053 1010 1.4913 1010 1.4743 1010 1.4633 1010

2.503 1011 1.8863 1010 1.8853 1010 1.8783 1010 1.8663 1010 1.8493 1010 1.8283 1010 1.8143 1010

3.003 1011 2.2483 1010 2.2473 1010 2.2393 1010 2.2243 1010 2.2043 1010 2.1793 1010 2.1633 1010

4.003 1011 2.9653 1010 2.9643 1010 2.9533 1010 2.9343 1010 2.9073 1010 2.8763 1010 2.8553 1010

5.003 1011 3.6773 1010 3.6753 1010 3.6623 1010 3.6383 1010 3.6053 1010 3.5663 1010 3.5403 1010

6.003 1011 4.3833 1010 4.3813 1010 4.3653 1010 4.3373 1010 4.2983 1010 4.2523 1010 4.2213 1010

7.003 1011 5.0853 1010 5.0823 1010 5.0643 1010 5.0323 1010 4.9873 1010 4.9333 1010 4.8983 1010

8.003 1011 5.7833 1010 5.7813 1010 5.7063 1010 5.7233 1010 5.6733 1010 5.6123 1010 5.5723 1010

9.003 1011 6.4783 1010 6.7463 1010 6.4533 1010 6.4123 1010 6.3553 1010 6.2883 1010 6.2433 1010

1.003 1012 7.1713 1010 7.1683 1010 7.1433 1010 7.0983 1010 7.0353 1010 6.9613 1010 6.9123 1010

1.503 1012 1.0603 1011 1.0603 1011 1.0563 1011 1.0503 1011 1.0413 1011 1.0303 1011 1.0223 1011

2.003 1012 1.4003 1011 1.3993 1011 1.3943 1011 1.3863 1011 1.3743 1011 1.3593 1011 1.3503 1011
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Step 3. Calculate the water influx constant B:

B5 1:119φctr2e h

5 1:119ð0:1Þð83 1026Þð2000Þ2ð200Þ
5 716 bbl=psi

Step 4. Calculate the dimensionless time tD:

tD 5 6:3283 1023 kt

φμwctr
2
e

5 6:3283 1023 50

ð0:1Þð0:395Þð83 1026Þð2000Þ2
� �

t

5 0:2503t

Step 5. Calculate the water influx by using the
bottom-water model and edge-water
model. Note that the difference between
the two models lies in the approach used

TABLE 2.4 Dimensionless Water Influx WeD for r\D 54

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

2 2.398 2.389 2.284 2.031 1.824 1.620 1.507
3 3.006 2.993 2.874 2.629 2.390 2.149 2.012
4 3.552 3.528 3.404 3.158 2.893 2.620 2.466
5 4.053 4.017 3.893 3.627 3.341 3.045 2.876
6 4.490 4.452 4.332 4.047 3.744 3.430 3.249
7 4.867 4.829 4.715 4.420 4.107 3.778 3.587
8 5.191 5.157 5.043 4.757 4.437 4.096 3.898
9 5.464 5.434 5.322 5.060 4.735 4.385 4.184
10 5.767 5.739 5.598 5.319 5.000 4.647 4.443
11 5.964 5.935 5.829 5.561 5.240 4.884 4.681
12 6.188 6.158 6.044 5.780 5.463 5.107 4.903
13 6.380 6.350 6.240 5.983 5.670 5.316 5.113
14 6.559 6.529 6.421 6.171 5.863 5.511 5.309
15 6.725 6.694 6.589 6.345 6.044 5.695 5.495
16 6.876 6.844 6.743 6.506 6.213 5.867 5.671
17 7.014 6.983 6.885 6.656 6.371 6.030 5.838
18 7.140 7.113 7.019 6.792 6.523 6.187 5.999
19 7.261 7.240 7.140 6.913 6.663 6.334 6.153
20 7.376 7.344 7.261 7.028 6.785 6.479 6.302
22 7.518 7.507 7.451 7.227 6.982 6.691 6.524
24 7.618 7.607 7.518 7.361 7.149 6.870 6.714
26 7.697 7.685 7.607 7.473 7.283 7.026 6.881
28 7.752 7.752 7.674 7.563 7.395 7.160 7.026
30 7.808 7.797 7.741 7.641 7.484 7.283 7.160
34 7.864 7.864 7.819 7.741 7.618 7.451 7.350
38 7.909 7.909 7.875 7.808 7.719 7.585 7.496
42 7.931 7.931 7.909 7.864 7.797 7.685 7.618
46 7.942 7.942 7.920 7.898 7.842 7.752 7.697
50 7.954 7.954 7.942 7.920 7.875 7.808 7.764
60 7.968 7.968 7.965 7.954 7.931 7.898 7.864
70 7.976 7.976 7.976 7.968 7.965 7.942 7.920
80 7.982 7.982 7.987 7.976 7.976 7.965 7.954
90 7.987 7.987 7.987 7.984 7.983 7.976 7.965
100 7.987 7.987 7.987 7.987 7.987 7.983 7.976
120 7.987 7.987 7.987 7.987 7.987 7.987 7.987
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TABLE 2.5 Dimensionless Water Influx WeD for r 0D 56

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

6 4.780 4.762 4.597 4.285 3.953 3.611 3.414
7 5.309 5.289 5.114 4.779 4.422 4.053 3.837
8 5.799 5.778 5.595 5.256 4.875 4.478 4.247
9 6.252 6.229 6.041 5.712 5.310 4.888 4.642
10 6.750 6.729 6.498 6.135 5.719 5.278 5.019
11 7.137 7.116 6.916 6.548 6.110 5.648 5.378
12 7.569 7.545 7.325 6.945 6.491 6.009 5.728
13 7.967 7.916 7.719 7.329 6.858 6.359 6.067
14 8.357 8.334 8.099 7.699 7.214 6.697 6.395
15 8.734 8.709 8.467 8.057 7.557 7.024 6.713
16 9.093 9.067 8.819 8.398 7.884 7.336 7.017
17 9.442 9.416 9.160 8.730 8.204 7.641 7.315
18 9.775 9.749 9.485 9.047 8.510 7.934 7.601
19 10.09 10.06 9.794 9.443 8.802 8.214 7.874
20 10.40 10.37 10.10 9.646 9.087 8.487 8.142
22 10.99 10.96 10.67 10.21 9.631 9.009 8.653
24 11.53 11.50 11.20 10.73 10.13 9.493 9.130
26 12.06 12.03 11.72 11.23 10.62 9.964 9.594
28 12.52 12.49 12.17 11.68 11.06 10.39 10.01
30 12.95 12.92 12.59 12.09 11.46 10.78 10.40
35 13.96 13.93 13.57 13.06 12.41 11.70 11.32
40 14.69 14.66 14.33 13.84 13.23 12.53 12.15
45 15.27 15.24 14.94 14.48 13.90 13.23 12.87
50 15.74 15.71 15.44 15.01 14.47 13.84 13.49
60 16.40 16.38 16.15 15.81 15.34 14.78 14.47
70 16.87 16.85 16.67 16.38 15.99 15.50 15.24
80 17.20 17.18 17.04 16.80 16.48 16.06 15.83
90 17.43 17.42 17.30 17.10 16.85 16.50 16.29
100 17.58 17.58 17.49 17.34 17.12 16.83 16.66
110 17.71 17.69 17.63 17.50 17.34 17.09 16.93
120 17.78 17.78 17.73 17.63 17.49 17.29 17.17
130 17.84 17.84 17.79 17.73 17.62 17.45 17.34
140 17.88 17.88 17.85 17.79 17.71 17.57 17.48
150 17.92 17.91 17.88 17.84 17.77 17.66 17.58
175 17.95 17.95 17.94 17.92 17.87 17.81 17.76
200 17.97 17.97 17.96 17.95 17.93 17.88 17.86
225 17.97 17.97 17.97 17.96 17.95 17.93 17.91
250 17.98 17.98 17.98 17.97 17.96 17.95 17.95
300 17.98 17.98 17.98 17.98 17.98 17.97 17.97
350 17.98 17.98 17.98 17.98 17.98 17.98 17.98
400 17.98 17.98 17.98 17.98 17.98 17.98 17.98
450 17.98 17.98 17.98 17.98 17.98 17.98 17.98
500 17.98 17.98 17.98 17.98 17.98 17.98 17.98
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TABLE 2.6 Dimensionless Water Influx WeD for r 0D 58

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

9 6.301 6.278 6.088 5.756 5.350 4.924 4.675
10 6.828 6.807 6.574 6.205 5.783 5.336 5.072
11 7.250 7.229 7.026 6.650 6.204 5.732 5.456
12 7.725 7.700 7.477 7.086 6.621 6.126 5.836
13 8.173 8.149 7.919 7.515 7.029 6.514 6.210
14 8.619 8.594 8.355 7.937 7.432 6.895 6.578
15 9.058 9.032 8.783 8.351 7.828 7.270 6.940
16 9.485 9.458 9.202 8.755 8.213 7.634 7.293
17 9.907 9.879 9.613 9.153 8.594 7.997 7.642
18 10.32 10.29 10.01 9.537 8.961 8.343 7.979
19 10.72 10.69 10.41 9.920 9.328 8.691 8.315
20 11.12 11.08 10.80 10.30 9.687 9.031 8.645
22 11.89 11.86 11.55 11.02 10.38 9.686 9.280
24 12.63 12.60 12.27 11.72 11.05 10.32 9.896
26 13.36 13.32 12.97 12.40 11.70 10.94 10.49
28 14.06 14.02 13.65 13.06 12.33 11.53 11.07
30 14.73 14.69 14.30 13.68 12.93 12.10 11.62
34 16.01 15.97 15.54 14.88 14.07 13.18 12.67
38 17.21 17.17 16.70 15.99 15.13 14.18 13.65
40 17.80 17.75 17.26 16.52 15.64 14.66 14.12
45 19.15 19.10 18.56 17.76 16.83 15.77 15.21
50 20.42 20.36 19.76 18.91 17.93 16.80 16.24
55 21.46 21.39 20.80 19.96 18.97 17.83 17.24
60 22.40 22.34 21.75 20.91 19.93 18.78 18.19
70 23.97 23.92 23.36 22.55 21.58 20.44 19.86
80 25.29 25.23 24.71 23.94 23.01 21.91 21.32
90 26.39 26.33 25.85 25.12 24.24 23.18 22.61
100 27.30 27.25 26.81 26.13 25.29 24.29 23.74
120 28.61 28.57 28.19 27.63 26.90 26.01 25.51
140 29.55 29.51 29.21 28.74 28.12 27.33 26.90
160 30.23 30.21 29.96 29.57 29.04 28.37 27.99
180 30.73 30.71 30.51 30.18 29.75 29.18 28.84
200 31.07 31.04 30.90 30.63 30.26 29.79 29.51
240 31.50 31.49 31.39 31.22 30.98 30.65 30.45
280 31.72 31.71 31.66 31.56 31.39 31.17 31.03
320 31.85 31.84 31.80 31.74 31.64 31.49 31.39
360 31.90 31.90 31.88 31.85 31.78 31.68 31.61
400 31.94 31.94 31.93 31.90 31.86 31.79 31.75
450 31.96 31.96 31.95 31.94 31.91 31.88 31.85
500 31.97 31.97 31.96 31.96 31.95 31.93 31.90
550 31.97 31.97 31.97 31.96 31.96 31.95 31.94
600 31.97 31.97 31.97 31.97 31.97 31.96 31.95
700 31.97 31.97 31.97 31.97 31.97 31.97 31.97
800 31.97 31.97 31.97 31.97 31.97 31.97 31.97
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TABLE 2.7 Dimensionless Water Influx WeD for r 0D 510

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

22 12.07 12.04 11.74 11.21 10.56 9.865 9.449
24 12.86 12.83 12.52 11.97 11.29 10.55 10.12
26 13.65 13.62 13.29 12.72 12.01 11.24 10.78
28 14.42 14.39 14.04 13.44 12.70 11.90 11.42
30 15.17 15.13 14.77 14.15 13.38 12.55 12.05
32 15.91 15.87 15.49 14.85 14.05 13.18 12.67
34 16.63 16.59 16.20 15.54 14.71 13.81 13.28
36 17.33 17.29 16.89 16.21 15.35 14.42 13.87
38 18.03 17.99 17.57 16.86 15.98 15.02 14.45
40 18.72 18.68 18.24 17.51 16.60 15.61 15.02
42 19.38 19.33 18.89 18.14 17.21 16.19 15.58
44 20.03 19.99 19.53 18.76 17.80 16.75 16.14
46 20.67 20.62 20.15 19.36 18.38 17.30 16.67
48 21.30 21.25 20.76 19.95 18.95 17.84 17.20
50 21.92 21.87 21.36 20.53 19.51 18.38 17.72
52 22.52 22.47 21.95 21.10 20.05 18.89 18.22
54 23.11 23.06 22.53 21.66 20.59 19.40 18.72
56 23.70 23.64 23.09 22.20 21.11 19.89 19.21
58 24.26 24.21 23.65 22.74 21.63 20.39 19.68
60 24.82 24.77 24.19 23.26 22.13 20.87 20.15
65 26.18 26.12 25.50 24.53 23.34 22.02 21.28
70 27.47 27.41 26.75 25.73 24.50 23.12 22.36
75 28.71 28.55 27.94 26.88 25.60 24.17 23.39
80 29.89 29.82 29.08 27.97 26.65 25.16 24.36
85 31.02 30.95 30.17 29.01 27.65 26.10 25.31
90 32.10 32.03 31.20 30.00 28.60 27.03 26.25
95 33.04 32.96 32.14 30.95 29.54 27.93 27.10
100 33.94 33.85 33.03 31.85 30.44 28.82 27.98
110 35.55 35.46 34.65 33.49 32.08 30.47 29.62
120 36.97 36.90 36.11 34.98 33.58 31.98 31.14
130 38.28 38.19 37.44 36.33 34.96 33.38 32.55
140 39.44 39.37 38.64 37.56 36.23 34.67 33.85
150 40.49 40.42 39.71 38.67 37.38 35.86 35.04
170 42.21 42.15 41.51 40.54 39.33 37.89 37.11
190 43.62 43.55 42.98 42.10 40.97 39.62 38.90
210 44.77 44.72 44.19 43.40 42.36 41.11 40.42
230 45.71 45.67 45.20 44.48 43.54 42.38 41.74
250 46.48 46.44 46.01 45.38 44.53 43.47 42.87
270 47.11 47.06 46.70 46.13 45.36 44.40 43.84
290 47.61 47.58 47.25 46.75 46.07 45.19 44.68
310 48.03 48.00 47.72 47.26 46.66 45.87 45.41
330 48.38 48.35 48.10 47.71 47.16 46.45 46.03
350 48.66 48.64 48.42 48.08 47.59 46.95 46.57
400 49.15 49.14 48.99 48.74 48.38 47.89 47.60
450 49.46 49.45 49.35 49.17 48.91 48.55 48.31
500 49.65 49.64 49.58 49.45 49.26 48.98 48.82
600 49.84 49.84 49.81 49.74 49.65 49.50 49.41
700 49.91 49.91 49.90 49.87 49.82 49.74 49.69

(Continued )
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in calculating the dimensionless water
influx WeD:

We 5B
X

ΔpWeD

t

(days)

tD Δp

(psi)

Bottom-Water

Model

Edge-Water

Model

WeD We

(Mbbl)

WeD We

(Mbbl)

0 0 0 � � � �
30 7.5 22 5.038 79 6.029 95

60 15.0 41.5 8.389 282 9.949 336

90 22.5 39.5 11.414 572 13.459 678

120 30.0 36.5 14.994 933 16.472 1103

150 37.5 33.0 16.994 1353 19.876 1594

180 45.0 26.5 19.641 1810 22.897 2126

210 52.5 19.0 22.214 2284 25.827 2676

240 60.0 18.0 24.728 2782 28.691 3250

Linear-Water Drive. As shown by van
Everdingen and Hurst, the water influx from a
linear aquifer is proportional to the square root
of time. The van Everdingen and Hurst dimen-
sionless water influx is replaced by the square
root of time, as given by:

We 5BL

X
Δpn

ffiffiffiffiffiffiffiffiffiffiffi
t 2 tn

p	 �
where

BL5 linear-aquifer water influx constant, bbl/
psi/

ffiffiffiffiffiffiffiffiffiffi
time

p
t5 time (any convenient time units, e.g.,

months, years)
Δp5 pressure drop as defined previously for

the radial edge-water drive

The linear-aquifer water influx constant BL is
determined for the material balance equation as
described in Chapter 4.

2.3.5 The Carter and Tracy Water
Influx Model

The van Everdingen and Hurst methodology
provides the exact solution to the radial diffu-
sivity equation and therefore is considered the
correct technique for calculating water influx.
However, because superposition of solutions is
required, their method involves tedious calcula-
tions. To reduce the complexity of water influx
calculations, Carter and Tracy (1960) proposed
a calculation technique that does not require
superposition and allows direct calculation of
water influx.

The primary difference between the
Carter�Tracy technique and the van Everdingen
and Hurst technique is that Carter�Tracy tech-
nique assumes constant water influx rates over
each finite time interval. Using the Carter�Tracy
technique, the cumulative water influx at any
time, tn, can be calculated directly from the pre-
vious value obtained at tn21, or:

ðWeÞn 5 ðWeÞn21 1 ðtDÞn 2 ðtDÞn21
	 �

3
B Δpn 2 ðWeÞn21ðp \DÞn
ðpDÞn 2 ðtDÞn21ðp\DÞn

� �
(2.33)

where

B5 the van Everdingen and Hurst water influx
constant as defined by Eq. (2.23)

TABLE 2.7 (Continued)

Z 0
D

tD 0.05 0.1 0.3 0.5 0.7 0.9 1.0

800 49.94 49.94 49.93 49.92 49.90 49.85 49.83
900 49.96 49.96 49.94 49.94 49.93 49.91 49.90
1000 49.96 49.96 49.96 49.96 49.94 49.93 49.93
1200 49.96 49.96 49.96 49.96 49.96 49.96 49.96

Data for this example was reported by Cole, Frank Reservoir Engineering Manual, Gulf Publishing Company, 1969.
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tD5 the dimensionless time as defined by
Eq. (2.17)

n5 the current time step
n215 the previous time step
Δpn5 total pressure drop, pi2 pn, psi
pD5 dimensionless pressure
p\D 5 dimensionless pressure derivative

Values of the dimensionless pressure pD as a
function of tD and rD are tabulated in
Chapter 1, Table 1.2. In addition to the curve-
fit equations given in Chapter 1 (Eqs. (1.90)
through (1.95), Edwardson et al. (1962) devel-
oped the following approximation of pD for an
infinite-acting aquifer:

pD 5
370:529

ffiffiffiffi
tD

p
1 137:582tD 1 5:69549ðtDÞ1:5

328:8341 265:488
ffiffiffiffi
tD

p
1 45:2157tD 1 ðtDÞ1:5

(2.34)

The dimensionless pressure derivative can
then be approximated by:

p\D 5
E

F
(2.35)

where

E5 716.4411 46.7984
(tD)

0.51 270.038tD1 71.0098(tD)
1.5

F5 1296.86(tD)
0.51 1204.73tD1 618.618

(tD)
1.51 538.072(tD)

21 142.41(tD)
2.5

When the dimensionless time tD.100, the
following approximation can be used for pD:

pD 5
1

2
lnðtDÞ1 0:80907½ �

with the derivative given by:

p\D 5
1

2tD

Fanchi (1985) matched the van Everdingen
and Hurst tabulated values of the dimensionless
pressure pD as a function of tD and rD in
Table 1.2 by using a regression model and pro-
posed the following expression:

pD 5 a0 1 a1tD 1 a2lnðtDÞ1 a2½lnðtDÞ�2

in which the regression coefficients are given
below:

reD a0 a1 a2 a3

1.5 0.10371 1.6665700 20.04579 20.01023
2.0 0.30210 0.6817800 20.01599 20.01356
3.0 0.51243 0.2931700 0.015340 20.06732
4.0 0.63656 0.1610100 0.158120 20.09104
5.0 0.65106 0.1041400 0.309530 20.11258
6.0 0.63367 0.0694000 0.41750 20.11137
8.0 0.40132 0.0410400 0.695920 20.14350
10.0 0.14386 0.0264900 0.896460 20.15502
N 0.82092 20.000368 0.289080 0.028820

It should be noted that the Carter and Tracy
method is not an exact solution to the diffusiv-
ity equation and should be considered as an
approximation.

Example 2.9
Rework Example 2.7 by using the Carter and
Tracy method.

Solution Example 2.7 shows the following

preliminary results:

• Water influx constant B5 20.4 bbl/psi;
• tD5 0.9888t.

Step 1. For each time step n, calculate the total
pressure drop Δpn5 pi2 pn and the
corresponding tD:

n t1 (days) pn Δpn tD

0 0 2500 0 0
1 182.5 2490 10 180.5
2 365.0 2472 28 361.0
3 547.5 2444 56 541.5
4 730.0 2408 92 722.0

Step 2. Since the values of tD are greater than
100, use Eq. (1.91) to calculate pD and
its derivative p\D. That is:

pD 5
1

2
lnðtDÞ1 0:80907½ �

p\D 5
1

2tD
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n t tD pD p\
D

0 0 0 � �
1 182.5 180.5 3.002 2.7703 1023

2 365.0 361.0 3.349 1.3853 1023

3 547.5 541.5 3.552 0.9233 1023

4 730.0 722.0 3.696 0.6933 1023

Step 3. Calculate cumulative water influx by
applying Eq. (2.33)

We after 182.5 days:

ðWeÞn 5 ðWeÞn21 1 ðtDÞn 2 ðtDÞn21
	 �

3
B Δpn 2 ðWeÞn21ðp\DÞn
ðpDÞn 2 ðtDÞn21ðp\DÞn

� �
5 01 180:520½ �

3
ð20:4Þð10Þ2 ð0Þð2:773 1023Þ
3:0022 ð0Þð2:773 1023Þ

� �

5 12; 266 bbl

We after 365 days:

We 5 12; 2661 3612180:5½ �

3
ð20:4Þð28Þ2 ð12; 266Þð1:3853 1023Þ

3:3492 ð180:5Þð1:3853 1023Þ

� �

5 42; 545 bbl

We after 547.5 days:

We 5 42; 5461 541:52361½ �

3
ð20:4Þð56Þ2 ð42; 546Þð0:9233 1023Þ

3:5522 ð361Þð0:9233 1023Þ

� �

5 104; 406 bbl

We after 720 days:

We 5 104; 4061 7222541:5½ �

3
ð20:4Þð92Þ2 ð104; 406Þð0:6933 1023Þ

3:6962 ð541:5Þð0:6933 1023Þ

� �

5 202; 477 bbl

The following table compares the results of
the Carter and Tracy water influx calculations
with those of the van Everdingen and Hurst
method:

Time
(months)

Carter and
Tracy, We (bbl)

van Everdingen and
Hurst, We (bbl)

0 0 0
6 12,266 7085
12 42,546 32,435
18 104,400 85,277
24 202,477 175,522

The above comparison indicates that the
Carter and Tracy method considerably overesti-
mates the water influx. However, this is due to

Time
(months)

Time
(days)

p
(psi)

Δp
(psi)

tD pD p\
D Carter�Tracy

We (bbl)
van Everdingen and Hurst

We (bbl)

0 0 2500.0 0.00 0 0.00 0 0.0 0
1 30 2498.9 1.06 30.0892 2.11 0.01661 308.8
2 61 2497.7 2.31 60.1784 2.45 0.00831 918.3
3 91 2496.2 3.81 90.2676 2.66 0.00554 1860.3
4 122 2494.4 5.56 120.357 2.80 0.00415 3171.7
5 152 2492.4 7.55 150.446 2.91 0.00332 4891.2
6 183 2490.2 9.79 180.535 3.00 0.00277 7057.3 7088.9
7 213 2487.7 12.27 210.624 3.08 0.00237 9709.0
8 243 2485.0 15.00 240.713 3.15 0.00208 12,884.7
9 274 2482.0 17.98 270.802 3.21 0.00185 16,622.8
10 304 2478.8 21.20 300.891 3.26 0.00166 20,961.5
11 335 2475.3 24.67 330.981 3.31 0.00151 25,938.5
12 365 2471.6 28.38 361.070 3.35 0.00139 31,591.5 32,435.0
13 396 2467.7 32.34 391.159 3.39 0.00128 37,957.8
14 426 2463.5 36.55 421.248 3.43 0.00119 45,074.5
15 456 2459.0 41.00 451.337 3.46 0.00111 52,978.6
16 487 2454.3 45.70 481.426 3.49 0.00104 61,706.7
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the fact that a large time step of 6 months was
used in the Carter and Tracy method to determine
the water influx. The accuracy of this method can
be increased substantially by restricting the time
step to 1 month. Recalculating the water influx
on a monthly basis produces an excellent match
with the van Everdingen and Hurst method as
shown above.

2.3.6 The Fetkovich Method

Fetkovich (1971) developed a method of
describing the approximate water influx behav-
ior of a finite aquifer for radial and linear
geometries. In many cases, the results of this
model closely match those determined using the
van Everdingen and Hurst approach. The
Fetkovich theory is much simpler, and, like the
Carter�Tracy technique, this method does not
require the use of superposition. Hence, the
application is much easier, and this method is
also often utilized in numerical simulation
models.

The Fetkovich model is based on the premise
that the productivity index concept will ade-
quately describe water influx from a finite aqui-
fer into a hydrocarbon reservoir. That is, the
water influx rate is directly proportional to the
pressure drop between the average aquifer pres-
sure and the pressure at the reservoir�aquifer
boundary. The method neglects the effects of
any transient period. Thus, in cases where pres-
sures are changing rapidly at the aqui-
fer�reservoir interface, predicted results may
differ somewhat from the more rigorous van
Everdingen and Hurst or Carter�Tracy
approaches. However, in many cases pressure
changes at the waterfront are gradual and this

method offers an excellent approximation to
the two methods discussed above.

This approach begins with two simple equa-
tions. The first is the productivity index (PI)
equation for the aquifer, which is analogous to
the PI equation used to describe an oil or gas
well:

ew 5
dWe

dt
5 Jðpa 2 prÞ (2.36)

where

ew5water influx rate from aquifer, bbl/day
J5 productivity index for the aquifer, bbl/day/

psi
pa 5 average aquifer pressure, psi
pr5 inner aquifer boundary pressure, psi

The second equation is an aquifer material
balance equation for a constant compressibility,
which states that the amount of pressure deple-
tion in the aquifer is directly proportional to the
amount of water influx from the aquifer, or:

We 5 ctWiðpi 2 paÞf (2.37)

where

Wi5 initial volume of water in the aquifer, bbl
ct5 total aquifer compressibility, cw1 cf, psi

21

pi5 initial pressure of the aquifer, psi
f5 θ/360

Eq. (2.27) suggests that the maximum possi-
ble water influx occurs if pa 5 0, or:

Wei 5 ctWipif (2.38)

where

Wei5maximum water influx, bbl

17 517 2449.4 50.64 511.516 3.52 0.00098 71,295.3
18 547 2444.3 55.74 541.071 3.55 0.00092 81,578.8 85,277.0
19 578 2438.8 61.16 571.130 3.58 0.00088 92,968.2
20 608 2433.2 66.84 601.190 3.60 0.00083 105,323.0
21 638 2427.2 72.75 631.249 3.63 0.00079 118,681.0
22 669 2421.1 78.92 661.309 3.65 0.00076 133,076.0
23 699 2414.7 85.32 691.369 3.67 0.00072 148,544.0
24 730 2408.0 91.98 721.428 3.70 0.00069 165,119.0 175,522.0
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Combining Eq. (2.38) with (2.37) gives:

pa 5 pi 12
We

ctWipi

� �
5 pi 12

We

Wei

� �
(2.39)

Eq. (2.37) provides a simple expression to
determine the average aquifer pressure pa after
removing We bbl of water from the aquifer to
the reservoir, i.e., cumulative water influx.

Differentiating Eq. (2.39) with respect to
time gives:

dWe

dt
52

Wei

pi

dpa
dt

(2.40)

Fetkovich combined Eq. (2.40) with (2.36)
and integrated to give the following form:

We 5
Wei

pi
ðpi 2 prÞ exp

2 Jpit

Wei

� �
(2.41)

where

We5 cumulative water influx, bbl
pr5 reservoir pressure, i.e., pressure at the oil

or gas�water contact
t5 time, days

Eq. (2.41) has no practical applications since it
was derived for a constant inner boundary pres-
sure. To use this solution in the case in which the
boundary pressure is varying continuously as a
function of time, the superposition technique
must be applied. Rather than using superposition,

Fetkovich suggested that, if the reservoir�aquifer
boundary pressure history is divided into a finite
number of time intervals, the incremental water
influx during the nth interval is:

ðΔWeÞn 5
Wei

pi
ðpaÞn21 2 ðprÞn
	 �

12 exp 2
Jpi Δtn
Wei

� �� �

(2.42)

where ðpaÞn21 is the average aquifer pressure at
the end of the previous time step. This average
pressure is calculated from Eq. (2.39) as:

ðpaÞn21 5 pi 12
ðWeÞn21
Wei

� �
(2.43)

The average reservoir boundary pressure
ðprÞn is estimated from:

ðprÞn 5
ðprÞn 1 ðprÞn21

2
(2.44)

The productivity index J used in the calcula-
tion is a function of the geometry of the aquifer.
Fetkovich calculated the productivity index
from Darcy’s equation for bounded aquifers.
Lee and Wattenbarger (1996) pointed out that
the Fetkovich method can be extended to infi-
nite-acting aquifers by requiring that the ratio
of water influx rate to pressure drop is approxi-
mately constant throughout the productive life
of the reservoir. The productivity index J of the
aquifer is given by the following expressions:

Type of Outer Aquifer Boundary J for Radial Flow (bbl/day/psi) J for Linear Flow (bbl/day/psi)

Finite, no flow J5
0:00708khf

μw½lnðrDÞ20:75� J5
0:003381kwh

μwL
(2.45)

Finite, constant pressure J5
0:00708khf

μw½lnðrDÞ�
J5

0:001127kwh

μwL
(2.46)

Infinite

J5
0:00708khf

μwlnða=reÞ

a5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0142kt=ðφμwctÞ

p J5
0:001kwh

μw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0633kt=ðφμwctÞ

p (2.47)
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where

w5width of the linear aquifer, ft
L5 length of the linear aquifer, ft
rD5 dimensionless radius, ra/re
k5 permeability of the aquifer, md
t5 time, days
θ5 encroachment angle
h5 thickness of the aquifer
f5 θ/360

The following steps describe the methodol-
ogy of using the Fetkovich model in predicting
the cumulative water influx:

Step 1. Calculate the initial volume of water in
the aquifer from:

Wi 5
π

5:615
ðr2a 2 r2e Þhφ

Step 2. Calculate the maximum possible water
influx Wei by applying Eq. (2.38), or:

Wei 5 ctWipif

Step 3. Calculate the productivity index J based
on the boundary conditions and aquifer
geometry.

Step 4. Calculate the incremental water influx
(ΔWe)n from the aquifer during the nth
time interval by using Eq. (2.42). For
example, during the first time step Δt1:

ðΔWeÞ1 5
Wei

pi
pi 2 ðprÞ1
	 �

12 exp
2 Jpi Δt1

Wei

� �� �

with

ðprÞ1 5
pi 1 ðprÞ1

2

For the second time interval Δt2:

ðΔWeÞ2 5
Wei

pi
ðpaÞ2 ðprÞ2
	 �

12 exp
2 Jpi Δt2

Wei

� �� �

where ðpaÞ1 is the average aquifer pressure at
the end of the first period and removing (ΔWe)1
barrels of water from the aquifer to the reser-
voir. From Eq. (2.43):

ðpaÞ1 5 pi 12
ðΔWeÞ1
Wei

� �

Step 5. Calculate the cumulative (total) water
influx at the end of any time period
from:

We 5
Xn
i 5 1

ðΔWeÞi

Example 2.10
Using the Fetkovich method, calculate the water
influx as a function of time for the following
reservoir�aquifer and boundary pressure data2:

pi5 2740 psi, h5 100 ft, ct5 73 1026 psi21

μw5 0.55 cp, k5 200 md, θ5 140�

Reservoir area5 40,363 acres
Aquifer area5 1,000,000 acres

Time (days) pr (psi)

0 2740
365 2500
730 2290
1095 2109
1460 1949

Figure 2.173 shows the wedge reservoir�aquifer
system with an encroachment angle of 140�.

Solution

Step 1. Calculate the reservoir radius re:

re 5
θ
360

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
43; 560A

π

r
5 9200 ft

5
140

360

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð43; 560Þð2374Þ

π

r
5 9200 ft

Step 2. Calculate the equivalent aquifer radius ra:

ra 5
140

360

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð43; 560Þð1; 000; 000Þ

π

r
5 46; 000 ft

2Data for this example is given by Dake, L.P., 1978.
Fundamentals of Reservoir Engineering, Elsevier,
Amsterdam.
3Data for this example is given by Dake, L.P., 1978.
Fundamentals of Reservoir Engineering, Elsevier,
Amsterdam.
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Step 3. Calculate the dimensionless radius rD:

rD 5
ra
re

5
46; 000

9200
5 5

Step 4. Calculate initial water-in-place Wi:

Wi 5
πðr2a 2 r2e Þhθ

5:615

5
πð46; 0002 2 92002Þð100Þð0:25Þ

5:615
5 28:41 MMMbbl

Step 5. Calculate Wei from Eq. (2.38):

Wei 5 ctWipif

5 73 1026ð28:413 109Þð2740Þ 140

360

� �

5 211:9 MMMbbl

Step 6. Calculate the productivity index J of the
radial aquifer from Eq. (2.45)

J5
0:00708ð200Þð100Þð140=360Þ

0:55lnð5Þ 5116:bbl=day=psi

and therefore:

Jpi
Wei

5
ð116:5Þð2740Þ
211:93 106

5 1:5063 1023

Since the time step Δt is fixed at 365 days, then:

12expð2Jpi Δt=WeiÞ512expð21:506310233365Þ50:4229

Substituting in Eq. (2.43) gives:

ðΔWeÞn 5
Wei

pi
ðpaÞn21 2 ðprÞn
	 �

3 12 exp 2
Jpi Δtn
Wei

� �� �

5
211:93 106

2740
ðpaÞn21 2 ðprÞn
	 �ð0:4229Þ

5 32; 705 ðpaÞn21 2 ðprÞn
	 �

Step 7. Calculate the cumulative water influx as
shown in the following table:

140°

Reservoir

Aquifer

Sealing
Fault

r2 = 700¢

re = 9200¢

re = 9200¢

FIGURE 2.17 Aquifer�reservoir geometry for Example 2.10.

n t
(days)

pr ðprÞn ðpaÞn21 ðpaÞn21 2 ðprÞn (ΔWe)n (MMbbl) We (MMbbl)

0 0 2740 2740 � � � �
1 365 2500 2620 2740 120 3.925 3.925
2 730 2290 2395 2689 294 9.615 13.540
3 1095 2109 2199 2565 366 11.970 25.510
4 1460 1949 2029 2409 381 12.461 37.971
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Problems

(1) Calculate the cumulative water influx that
results from a pressure drop of 200 psi at
the oil�water contact with an encroach-
ment angle of 50�. The reservoir�aquifer
system is characterized by the following
properties:

Reservoir Aquifer

Radius, ft 6000 20,000
Porosity 0.18 0.15
cf, psi

21 43 1026 33 1026

cw, psi
21 53 1026 43 1026

h, ft 25 20

(2) An active water drive oil reservoir is pro-
ducing under steady-state flowing condi-
tions. The following data is available:

pi 5 4000 psi ; p5 3000 psi
Qo 5 40; 000 STB=day ; Bo 5 1:3 bbl=STB
GOR5 700 scf =STB; Rs 5 500 scf=STB
Z 5 0:82; T 5 140 �F
Qw 5 0; Bw 5 1:0 bbl=STB

Calculate the Schilthuis water influx constant.
(3) The pressure history of a water drive oil res-

ervoir is given below:

t (days) p (psi)

0 4000
120 3950
220 3910
320 3880
420 3840

The aquifer is under a steady-state flowing con-
dition with an estimated water influx constant
of 80 bbl/day/psi. Using the steady-state model,
calculate and plot the cumulative water influx
as a function of time.
(4) A water drive reservoir has the following

boundary pressure history:

Time (months) Boundary Pressure (psi)
0 2610
6 2600
12 2580
18 2552
24 2515

The aquifer�reservoir system is characterized
by the following data:

Reservoir Aquifer

Radius, ft 2000 N
h, ft 25 30
k, md 60 80
φ, % 17 18
μw, cp 0.55 0.85
cw, psi

21 0.73 026 0.83 1026

cf, psi
21 0.23 026 0.33 1026

If the encroachment angle is 360�, calculate the
water influx as a function of time by using:

(a) the van Everdingen and Hurst method;
(b) the Carter and Tracy Method.

(5) The following table summarizes the original
data available on the West Texas water
drive reservoir:

Oil Zone Aquifer

Geometry Circular Semicircular
Area, acres 640 Infinite
Initial reservoir pressure, psia 4000 4000
Initial oil saturation 0.80 0
Porosity, % 22 �
Boi, bbl/STB 1.36 �
Bwi, bbl/STB 1.00 1.05
co, psi 63 1026 �
cw, psi

21 33 1026 73 1026

The geological data of the aquifer esti-
mates the water influx constant at 551 bbl/
psi. After 1120 days of production, the res-
ervoir average pressure has dropped to
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3800 psi and the field has produced
860,000 STB of oil.

The field condition after 1120 days of
production is given below:

p5 3800 psi ; Np 5 860; 000 STB;

Bo 5 1:34 bbl=STB; Bw 5 1:05 bbl=STB;

W e 5 991;000 bbl

tD 5 32:99 ðdimensionless time after 1120 daysÞ;
Wp 5 0 bbl

It is expected that the average reservoir
pressure will drop to 3400 psi after 1520
days (i.e., from the start of production).
Calculate the cumulative water influx after
1520 days.

(6) A wedge reservoir�aquifer system with an
encroachment angle of 60� has the follow-
ing boundary pressure history:

Time (days) Boundary Pressure (psi)

0 2850
365 2610
730 2400
1095 2220
1460 2060

Given the following aquifer data:

h5 120 ft, cf5 53 1026 psi21

cw5 43 1026 psi21, μw5 0.7 cp
k5 60 md, φ5 12%
Reservoir area5 40,000 acres
Aquifer area5 980,000 acres, T5 140 �F

calculate the cumulative influx as a function of
time by using:

(a) the van Everdingen and Hurst method;
(b) the Carter and Tracy method;
the Fetkovich method.
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C HA P T E R

3
Unconventional Gas

Reservoirs

Efficient development and operation of a natural
gas reservoir depend on understanding the reser-
voir characteristics and the well performance.
Predicting the future recovery of the reservoir and
the producing wells is the most important part in
the economic analysis of the field for further devel-
opment and expenditures. To forecast the perfor-
mance of a gas field and its existing production
wells, sources of energy for producing the hydro-
carbon system must be identified and their contri-
butions to reservoir behavior must be evaluated.

The objective of this chapter is to document the
methods that can be used to evaluate and predict:

• vertical and horizontal gas well performance;
• conventional and nonconventional gas field

performance.

3.1 VERTICAL GAS WELL
PERFORMANCE

Determination of the flow capacity of a gas well
requires a relationship between the inflow gas
rate and the sand face pressure or flowing
bottom-hole pressure. This inflow performance
relationship (IPR) may be established by the
proper solution of Darcy’s equation. Solution of
Darcy’s law depends on the conditions of the
flow existing in the reservoir or the flow regime.

When a gas well is first produced after being
shut in for a period of time, the gas flow in the

reservoir follows an unsteady-state behavior until
the pressure drops at the drainage boundary of
the well. Then the flow behavior passes through a
short transition period, after which it attains a
steady-state or semisteady (pseudosteady)-state
condition. The objective of this chapter is to
describe the empirical as well as analytical expres-
sions that can be used to establish the IPRs under
the pseudosteady-state flow condition.

3.1.1 Gas Flow under Laminar
(Viscous) Flowing Conditions

The exact solution to the differential form of
Darcy’s equation for compressible fluids under
the pseudosteady-state flow condition was given
previously by Eq. (1.149), as:

Qg 5
kh½ψr 2ψwf�

1422T ½ ln ðre=rwÞ20:751 s� (3.1)

with

ψr 5mðprÞ5 2

ðpr
0

p

μZ
dp

ψwf 5mðpwfÞ5 2

ðpwf
0

p

μZ
dp

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md
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mðprÞ5ψr 5 average reservoir real-gas pseudo-
pressure, psi2/cp

T5 temperature, �R
s5 skin factor
h5 thickness
re5 drainage radius
rw5wellbore radius

Note that the shape factor CA, which is
designed to account for the deviation of the
drainage area from the ideal circular form as
introduced in Chapter 1 and given in Table 1.4,
can be included in Darcy’s equation to give:

Qg 5
kh½ψr 2ψwf�

1422T 1
2 ln ð4A=1:781CAr2wÞ1 s
� �

with

A5πr2e

where

A5 drainage area, ft2

CA5 shape factor with values as given in
Table 1.4

For example, a circular drainage area has a
shape factor of 31.62, i.e., CA5 31.62, as
shown in Table 1.4, and reduces the above
equation into Eq. (3.1).

The productivity index J for a gas well can
be written analogously to that for oil wells with
the definition as the production rate per unit
pressure drop. That is:

J5
Qg

½ψr 2ψwf�
5

kh

1422T 1
2 ln ð4A=1:781CAr2wÞ1 s��

For the most commonly used flow geometry,
i.e., a circular drainage area, the above equation
is reduced to:

J5
Qg

ψr 2ψwf

5
kh

1422T ½ ln ðre=rwÞ20:751 s� (3.2)

or

Qg 5 Jðψr 2ψwfÞ (3.3)

With the absolute open flow potential (AOF),
i.e., maximum gas flow rate (Qg)max, as calcu-
lated by setting ψwf 5 0, then:

AOF5 ðQgÞmax 5 Jðψr 20Þ

or

AOF5 ðQgÞmax 5 Jψr (3.4)

where

J5 productivity index, Mscf/day/psi2/cp
(Qg)max5maximum gas flow rate, Mscf/day
AOF5 absolute open flow potential, Mscf/day

Eq. (3.3) can be expressed in a linear rela-
tionship as:

ψwf 5ψr 2
1

J

� �
Qg (3.5)

Eq. (3.5) indicates that a plot of ψwf vs. Qg

would produce a straight line with a slope of 1/
J and intercept of ψr, as shown in Figure 3.1. If
two different stabilized flow rates are available,
the line can be extrapolated and the slope is
determined to estimate AOF, J, and ψr.

Eq. (3.1) can be written alternatively in the
following integral form:

Qg 5
kh

1422T ½ ln ðre=rwÞ20:751 s�
ðpr
pwf

2p

μgZ

 !
dp (3.6)

Qg

ψwf

(Qg)max = AOF

ψr
−

ψwf = ψr −
− Qg−1

J

FIGURE 3.1 Steady-state gas well flow.
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Note that (p/μgZ) is directly proportional to
(1/μgBg), where Bg is the gas formation volume
factor and defined as:

Bg 5 0:00504
ZT

p
(3.7)

where

Bg5 gas formation volume factor, bbl/scf
Z5 gas compressibility factor
T5 temperature, �R

Eq. (3.6) can then be written in terms of Bg

of Eq. (3.7), as follows. Arrange Eq. (3.6) to
give:

p

ZT
5

0:00504

Bg

Arrange Eq. (3.7) in the following form:

Qg 5
kh

1422½ ln ðre=rwÞ20:751 s�
ðpr
pwr

2

μg

p

TZ

 !
dp

Combining the above two expressions:

Qg 5
7:08ð1026Þkh

ln ðre=rwÞ20:751 s

� � ðpr
pwf

1

μgBg

 !
dp (3.8)

where

Qg5 gas flow rate, Mscf/day
μg5 gas viscosity, cp
k5 permeability, md

Figure 3.2 shows a typical plot of the gas
pressure functions (2p/μZ) and (1/μgBg) vs.
pressure. The integral in Eqs. (3.6) and (3.8)
represents the area under the curve between pr
and pwf. As illustrated in Figure 3.2, the pres-
sure function exhibits the following three dis-
tinct pressure application regions.
High-Pressure Region. When the bottom-hole
flowing pressure pwf and average reservoir
pressure pr are both higher than 3000 psi, the
pressure functions (2p/μgZ) and (1/μgBg) are
nearly constant, as shown by Region III in
Figure 3.2. This observation suggests that the
pressure term (1/μgBg) in Eq. (3.8) can be

treated as a constant and can be removed out-
side the integral, to give:

Qg 5
7:08ð1026Þkh

ln ðre=rwÞ20:751 s

� �
1

μgBg

 !ðpr
pwf

dp

or

Qg 5
7:08ð1026Þkhðpr 2 pwfÞ

ðμgBgÞavg½ ln ðre=rwÞ20:751 s� (3.9)

where

Qg5 gas flow rate, Mscf/day
Bg5 gas formation volume factor, bbl/scf
k5 permeability, md

The gas viscosity μg and formation volume
factor Bg should be evaluated at the average
pressure pavg as given by:

pavg 5
pr 1 pwf

2
(3.10)

The method of determining the gas flow rate
by using Eq. (3.9) is commonly called the “pres-
sure approximation method.”

It should be pointed out that the concept of
the productivity index J cannot be introduced
into Eq. (3.9) since this equation is only valid
for applications when both pwf and pr are more
than 3000 psi.

Note that deviation from the circular drain-
age area can be treated as an additional skin by

Low-Pressure

Region I Region II

Pressure
2000

μgZ
or

1/μBg

3000

Region III

High-PressureIntermediate-
Pressure

FIGURE 3.2 Gas PVT data.
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including the shape factor CA in Eq. (3.9), to
give:

Qg 5
7:08ð1026Þkhðpr 2 pwfÞ

ðμgBgÞavg 1
2 ln ð4A=1:781CAr2wÞ
� �

1 s�

Intermediate-Pressure Region. Between 2000
and 3000 psi, the pressure function shows dis-
tinct curvature. When the bottom-hole flowing
pressure and average reservoir pressure are both
between 2000 and 3000 psi, the pseudopressure
gas pressure approach (i.e., Eq. (3.1)) should be
used to calculate the gas flow rate:

Qg 5
kh½ψr 2ψwf�

1422T ½ ln ðre=rwÞ20:751 s�

and for a noncircular drainage area, the above
flow should be modified to include the shape
factor CA and the drainage area, to give:

Qg 5
kh½ψr 2ψwf�

1422T 1
2 ln ð4A=1:781CAr2wÞ1 s
� �

Low-Pressure Region. At low pressures, usu-
ally less than 2000 psi, the pressure functions
(2p/μZ) and (1/μgBg) exhibit a linear relation-
ship with pressure as shown in Figure 3.2 and is
identified as Region I. Golan and Whitson
(1986) indicated that the product (μgZ) is essen-
tially constant when evaluating any pressure
below 2000 psi. Implementing this observation
in Eq. (3.6) and integrating gives:

Qg 5
kh

1422T ½ ln ðre=rwÞ20:751 s�
2

μgZ

 !ðpr
pwf

p dp

or

Qg 5
khðp2r 2 p2wfÞ

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s� (3.11)

and for a noncircular drainage area:

Qg 5
khðp2r 2 p2wfÞ

1422T ðμgZ Þavg 1
2 ln ð4A=1:781CAr2wÞ1 s
� �

where

Qg5 gas flow rate, Mscf/day
k5 permeability, md

T5 temperature, �R
Z5 gas compressibility factor
μg5 gas viscosity, cp

It is recommended that the Z factor and gas
viscosity be evaluated at the average pressure
pavg as defined by:

pavg 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2r 1 p2wf

2

s

It should be pointed out that, for the remainder
of this chapter, it will be assumed that the well is
draining a circular area with a shape factor of
31.16.

The method of calculating the gas flow rate
by Eq. (3.11) is called the “pressure-squared
approximation method.”

If both pr and pwf are lower than 2000 psi,
Eq. (3.11) can be expressed in terms of the pro-
ductivity index J as:

Qg 5 J p2r 2 p2wf
	 


(3.12)

with

ðQgÞmax 5AOF 5 J p2r (3.13)

where

J5
kh

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s� (3.14)

Example 3.1
The PVT properties of a gas sample taken from a
dry gas reservoir are given below:

p
(psi)

μg

(cp)
Z ψ (psi2/

cp)
Bg (bbl/

scf)

0 0.01270 1.000 0 �
400 0.01286 0.937 13.23 106 0.007080
1200 0.01530 0.832 113.13 106 0.002100
1600 0.01680 0.794 198.03 106 0.001500
2000 0.01840 0.770 304.03 106 0.001160
3200 0.02340 0.797 678.03 106 0.000750
3600 0.02500 0.827 816.03 106 0.000695
4000 0.02660 0.860 950.03 106 0.000650
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The reservoir is producing under the
pseudosteady-state condition. The following
additional data is available:

k5 65 md, h5 15 ft, T5 600 �R
re5 1000 ft, rw5 0.25 ft, s520.4

Calculate the gas flow rate under the following
conditions:

(a) pr 5 4000 psi, pwf5 3200 psi;
(b) pr 5 2000 psi, pwf5 1200 psi.

Use the appropriate approximation methods
and compare results with the exact solution.

Solution

(a) Calculation of Qg at pr 5 4000 psi and
pwf5 3200 psi:
Step 1. Select the approximation method.

Because pr and pwf are both greater than
3000, the pressure approximation
method is used, i.e., Eq. (3.9).

Step 2. Calculate average pressure and
determine the corresponding gas
properties.

p5
40001 3200

2
5 3600 psi

μg 5 0:025; Bg 5 0:000695

Step 3. Calculate the gas flow rate by applying
Eq. (3.9):

Qg 5
7:08ð1026Þkhðpr 2 pwfÞ

ðμgBgÞavg½ ln ðre=rwÞ20:751 s�

5
7:08ð1026Þð65Þð15Þð400023200Þ

ð0:025Þð0:000695Þ½ ln ð1000=0:25Þ20:7520:4�
5 44; 490 Mscf=day

Step 4. Recalculate Qg by using the
pseudopressure equation, i.e., Eq. (3.1), to
give:

Qg 5
kh½ψr 2ψwf�

1422T ½ ln ðre=rwÞ2 0:751 s�

5
ð65Þð15Þð950:02678:0Þ106

ð1422Þð600Þ½ ln ð1000=0:25Þ20:7520:4�
5 43; 509 Mscf=day

Comparing results of the pressure
approximation method with the pseudopressure
approach indicates that the gas flow rate can be
approximated using the “pressure method” with
an absolute percentage error of 2.25%.

(b) Calculation of Qg at pr 5 2000 and
pwf5 1200:
Step 1. Select the appropriate approximation

method. Because pr and pwf# 2000, use
the pressure-squared approximation.

Step 2. Calculate average pressure and the
corresponding μg and Z:

p5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
20002 1 12002

2

vuut 5 1649 psi

μg 5 0:017; Z 5 0:791

Step 3. Calculate Qg by using the pressure-
squared equation, i.e., Eq. (3.11):

Qg 5
khðp22

r 2 p2wfÞ
1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s�

5
ð65Þð15Þð20002 2 12002Þ

1422ð600Þð0:017Þð0:791Þ½ ln ð1000=0:25Þ20:7520:4�
5 30; 453 Mscf=day

Step 4. Using the tabulated values of real-gas
pseudopressure, calculate the exact Qg by
applying Eq. (3.1):

Qg 5
kh½ψr 2ψwf�

1422T ½ ln ðre=rwÞ20:751 s�

5
ð65Þð15Þð304:02113:1Þ106

ð1422Þð600Þ½ ln ð1000=0:25Þ20:7520:4�
5 30; 536 Mscf=day

Comparing results of the two methods, the
pressure-squared approximation predicted the gas
flow rate with an average absolute error of
0.27%.

3.1.2 Gas Flow under Turbulent
Flow Conditions

All of the mathematical formulations presented
thus far in this chapter are based on the
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assumption that laminar (viscous) flow condi-
tions are observed during the gas flow. During
radial flow, the flow velocity increases as the
wellbore is approached. This increase of the gas
velocity might cause the development of a tur-
bulent flow around the wellbore. If turbulent
flow does exist, it causes an additional pressure
drop similar to that caused by the mechanical
skin effect.

As presented in Chapter 1 by Eqs. (1.163)�
(1.165), the semisteady-state flow equation for
compressible fluids can be modified to account
for the additional pressure drop due to the tur-
bulent flow by including the rate-dependent
skin factor DQg, where the term D is called the
turbulent flow factor. The resulting pseudostea-
dy-state equations are given in the following
three forms:

(1) Pressure-squared approximation form:

Qg 5
khðp2r 2 p2wfÞ

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s1DQg�
(3.15)

where D is the inertial or turbulent flow factor
and is given by Eq. (1.159) as:

D5
Fkh

1422T
(3.16)

and where the non-Darcy flow coefficient F is
defined by Eq. (1.155) as:

F 5 3:161ð10212Þ βTγg
μgh

2rw

" #
(3.17)

where

F5 non-Darcy flow coefficient
k5 permeability, md
T5 temperature, �R
γg5 gas gravity
rw5wellbore radius, ft
h5 thickness, ft
β5 turbulence parameter as given by Eq. (1.156):
β5 1.88(10210)k21.47φ20.53

φ5 porosity

(2) Pressure approximation form:

Qg 5
7:08ð1026Þkhðpr 2 pwfÞ

ðμgBgÞavgT ½ ln ðre=rwÞ20:751 s1DQg�
(3.18)

(3) Real-gas pseudopressure form:

Qg 5
khðψr 2ψwfÞ

1422T ½ ln ðre=rwÞ20:751 s1DQg�
(3.19)

Eqs. (3.15), (3.18), and (3.19) are essen-
tially quadratic relationships in Qg and,
thus, they do not represent explicit expres-
sions for calculating the gas flow rate. There
are two separate empirical treatments that
can be used to represent the turbulent flow
problem in gas wells. Both treatments, with
varying degrees of approximation, are
directly derived and formulated from the
three forms of the pseudosteady-state equa-
tions, i.e., Eqs. (3.15)�(3.17). These two
treatments are called:

(1) the simplified treatment approach;
(2) the laminar�inertial�turbulent (LIT) treatment.

These two empirical treatments of the gas
flow equation are presented below.
Simplified Treatment Approach. Based on
the analysis for flow data obtained from a large
number of gas wells, Rawlins and Schellhardt
(1936) postulated that the relationship between
the gas flow rate and pressure can be expressed
in the pressure-squared form, i.e., Eq. (3.11), by
including an exponent n to account for the
additional pressure drop due to the turbulent
flow as:

Qg 5
kh

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s� ½p
2
r 2 p2wf�n

Introducing the performance coefficient C
into the above equation, as defined by:

C 5
kh

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s�

gives:

Qg 5 C ½p2r 2 p2wf�n (3.20)
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where

Qg5 gas flow rate, Mscf/day
pr 5 average reservoir pressure, psi
n5 exponent
C5 performance coefficient, Mscf/day/psi2

The exponent n is intended to account for
the additional pressure drop caused by the high-
velocity gas flow, i.e., turbulence. Depending on
the flowing conditions, the exponent n may
vary from 1.0 for completely laminar flow to
0.5 for fully turbulent flow, i.e., 0.5# n# 1.0.

The performance coefficient C in Eq. (3.20)
is included to account for:

• reservoir rock properties;
• fluid properties;
• reservoir flow geometry.

It should be pointed out that Eq. (3.20) is
based on the assumption that the gas flow obeys
the pseudosteady-state or the steady-state flow-
ing condition as required by Darcy’s equation.
This condition implies that the well has estab-
lished a constant drainage radius re, and there-
fore, the performance coefficient C should
remain constant. On the other hand, during the
unsteady-state (transient) flow condition, the
well drainage radius is continuously changing.

Eq. (3.20) is commonly called the deliverabil-
ity or back-pressure equation. If the coefficients
of the equation (i.e., n and C) can be deter-
mined, the gas flow rate Qg at any bottom-hole
flow pressure pwf can be calculated and the IPR
curve constructed. Taking the logarithm of both
sides of Eq. (3.20) gives:

logðQgÞ5 logðCÞ1 n logðp2r 2 p2wfÞ (3.21)

Eq. (3.21) suggests that a plot of Qg vs.
ðp2r 2 p2wfÞ on a log�log scale should yield a
straight line having a slope of n. In the natural
gas industry, the plot is traditionally reversed
by plotting ðp2r 2 p2wfÞ vs. Qg on a logarithmic
scale to produce a straight line with a slope of
1/n. This plot as shown schematically in
Figure 3.3 is commonly referred to as the deliv-
erability graph or the back-pressure plot.

The deliverability exponent n can be deter-
mined from any two points on the straight line,
i.e., ðQg1;Δp21Þ and ðQg2;Δp22Þ, according to the
following expression:

n5
logðQg1Þ2 logðQg2Þ
logðΔp21 Þ2 logðΔp22 Þ

(3.22)

Given n, any point on the straight line can be
used to compute the performance coefficient C
from:

C 5
Qg

ðp2r 2 p2wfÞn
(3.23)

The coefficients of the back-pressure equa-
tion or any of the other empirical equations are
traditionally determined from analyzing gas
well testing data. Deliverability testing has been
used for more than 60 years by the petroleum
industry to characterize and determine the flow
potential of gas wells. There are essentially
three types of deliverability tests:

(1) conventional deliverability (back-pressure)
test;

(2) isochronal test;
(3) modified isochronal test.

These tests basically allow the wells to flow at
multiple rates and measure the bottom-hole flowing
pressure as a function of time. When the recorded
data is properly analyzed, it is possible to determine
the flow potential and establish the IPRs of the gas

AOF

Slope = 1/n

log (Qg)

lo
g 

(p—
2 r 

—
 p  

2 w
f)

Qg– C [p—2
r 

— p  2
wf
]n

FIGURE 3.3 Well deliverability graph.
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well. The deliverability test is discussed later in this
chapter for the purpose of introducing basic techni-
ques used in analyzing the test data.
Laminar�Inertial�Turbulent (LIT)
Approach. Essentially, this approach is based
on expressing the total pressure drop in terms
of the pressure drop due to Darcy’s (laminar)
flow and the additional pressure drop due to
the turbulent flow. That is:

ðΔpÞTotal 5 ðΔpÞLaminar flow 1 ðΔpÞTurbulent flow
The three forms of the semisteady-state

equation as presented by Eqs. (3.15), (3.18),
and (3.19), i.e., the pseudopressure, pressure-
squared, and pressure approach, can be
rearranged in quadratic forms for the purpose
of separating the “laminar” and “inertial�
turbulent” terms and composing these equa-
tions as follows.

Pressure-Squared Quadratic Form. Eq. (3.15)
can be written in a more simplified form as:

Qg 5
khðp2r 2 p2wfÞ

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s1DQg�

Rearranging this equation gives:

p2r 2 p2wf 5 aQg 1 bQ2
g (3.24)

with

a5
1422TμgZ

kh

� �
ln

re
rw

� �
20:751 s

� �
(3.25)

b5
1422TμgZ

kh

� �
D (3.26)

where

a5 laminar flow coefficient
b5 inertial�turbulent flow coefficient
Qg5 gas flow rate, Mscf/day
Z5 gas deviation factor
k5 permeability, md
μg5 gas viscosity, cp

Eq. (3.24) indicates that the first term on the
right-hand side of the equation (i.e., aQg)

represents the pressure drop due to laminar
(Darcy) flow, while the second term represents
aQ2

g, the pressure drop due to the turbulent
flow.

The term aQg in Eq. (3.26) represents the
pressure-squared drop due to laminar flow, while
the term bQ2

g accounts for the pressure-squared
drop due to inertial�turbulent flow effects.

Eq. (3.24) can be liberalized by dividing both
sides of the equation by Qg, to yield:

p2r 2 p2wf
Qg

5 a1 bQg (3.27)

The coefficients a and b can be determined
by plotting ðp2r 2 p2wf=2Þ vs. Qg on a Cartesian
scale and should yield a straight line with a
slope of b and intercept of a. As presented later
in this chapter, data from deliverability tests
can be used to construct the linear relationship
as shown schematically in Figure 3.4.

Given the values of a and b, the quadratic
flow equation, i.e., Eq. (3.24), can be solved for
Qg at any pwf from:

Qg 5
2a1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 1 4bðp2r 2 p2wfÞ

q
2b

(3.28)

Furthermore, by assuming various values of
pwf and calculating the corresponding Qg from

Gas Flow Rate Qg

Slope = b

Intercept = a

0
0

FIGURE 3.4 Graph of the pressure-squared data.
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Eq. (3.28), the current IPR of the gas well at the
current reservoir pressure pr can be generated.

It should be pointed out that the following
assumptions were made in developing
Eq. (3.24):

(1) The flow is single phase.
(2) The reservoir is homogeneous and isotropic.
(3) The permeability is independent of pressure.
(4) The product of the gas viscosity and com-

pressibility factor, i.e., (μgZ), is constant.

This method is recommended for applica-
tions at pressures less than 2000 psi.

Pressure Quadratic Form. The pressure
approximation equation, i.e., Eq. (3.18), can be
rearranged and expressed in the following qua-
dratic form:

Qg 5
7:08ð102 6Þkhðpr 2 pwfÞ

ðμgBgÞavgT ½ ln ðre=rwÞ20:751 s1DQg�

Rearranging gives:

pr 2 pwf 5 a1Qg 1 b1Q
2
g (3.29)

where

a1 5
141:2ð102 3ÞðμgBgÞ

kh
ln

re
rw

� �
20:751 s

� �
(3.30)

b1 5
141:2ð1023ÞðμgBgÞ

kh

" #
D (3.31)

The term a1Qg represents the pressure drop
due to laminar flow, while the term b1Q

2
g

accounts for the additional pressure drop due to
the turbulent flow condition. In a linear form,
Eq. (3.17) can be expressed as:

pr 2 pwf
Qg

5 a1 1 b1Qg (3.32)

The laminar flow coefficient a1 and iner-
tial�turbulent flow coefficient b1 can be deter-
mined from the linear plot of the above
equation as shown in Figure 3.5.

Once the coefficients a1 and b1 are deter-
mined, the gas flow rate can be determined at
any pressure from:

Qg 5
2 a1 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 1 4b1ðpr 2 pwfÞ

q
2b1

(3.33)

The application of Eq. (3.29) is also
restricted by the assumptions listed for the pres-
sure-squared approach. However, the pressure
method is applicable at pressures higher than
3000 psi.

Pseudopressure Quadratic Approach. The
pseudopressure equation has the form:

Qg 5
khðψr 2ψwfÞ

1422T ½ ln ðre=rwÞ20:751 s1DQg�

This expression can be written in a more sim-
plified form as:

ψr 2ψwf 5 a2Qg 1 b2Q
2
g (3.34)

where

a2 5
1422

kh

� �
ln

re
rw

� �
20:751 s

� �
(3.35)

b2 5
1422

kh

� �
D (3.36)

Gas Flow Rate Qg

Slope = b1

Intercept = a1

0
0

FIGURE 3.5 Graph of the pressure method data.
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The term a2Qg in Eq. (3.34) represents the
pseudopressure drop due to laminar flow, while
the term b2Q

2
g accounts for the pseudopressure

drop due to inertial�turbulent flow effects.
Eq. (3.34) can be liberalized by dividing both

sides of the equation by Qg, to yield:

ψr 2ψwf

Qg
5 a2 1 b2Qg (3.37)

The above expression suggests that a plot of
ðψr 2ψwf=QgÞ vs. Qg on a Cartesian scale
should yield a straight line with a slope of b2
and intercept of a2 as shown in Figure 3.6.

Given the values of a2 and b2, the gas flow
rate at any pwf is calculated from:

Qg 5
2a2 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a22 1 4b2ðψr 2ψwfÞ

q
2b2

(3.38)

It should be pointed out that the pseudopres-
sure approach is more rigorous than either the
pressure-squared or pressure method and is
applicable to all ranges of pressure.

In the next subsection, the back-pressure test is
introduced. However, the material is intended
only to be an introduction. There are several excel-
lent books by the following authors that address
transient flow and well testing in great detail:

• Earlougher (1977);
• Matthews and Russell (1967);

• Lee (1982);
• Canadian Energy Resources Conservation

Board (ERCB) (1975).

3.1.3 Back-Pressure Test

Rawlins and Schellhardt (1936) proposed a
method for testing gas wells by gauging the
ability of the well to flow against particular
pipeline back pressures greater than atmo-
spheric pressure. This type of flow test is com-
monly referred to as the “conventional
deliverability test.” The required procedure for
conducting this back-pressure test consists of the
following steps:

Step 1. Shut in the gas well sufficiently long for
the formation pressure to equalize at
the volumetric average pressure pr.

Step 2. Place the well on production at a con-
stant flow rate Qg1 for a sufficient time
to allow the bottom-hole flowing pres-
sure to stabilize at pwf1, i.e., to reach
the pseudosteady state.

Step 3. Repeat step 2 for several rates and
record the stabilized bottom-hole flow
pressure at each corresponding flow
rate. If three or four rates are used, the
test may be referred to as a three-point
or four-point flow test.

The rate and pressure history of a typical
four-point test is shown in Figure 3.7. The
figure illustrates a normal sequence of rate
changes where the rate is increased during the
test. Tests may also be run, however, using a
reverse sequence. Experience indicates that a
normal rate sequence gives better data in most
wells. The most important factor to be consid-
ered in performing the conventional deliverabil-
ity test is the length of the flow periods. It is
required that each rate be maintained suffi-
ciently long for the well to stabilize, i.e., to
reach the pseudosteady state. The pseudostea-
dy-state time is defined as the time when the
rate of change of pressure with respect to time,
i.e., dp/dt, is constant through the reservoir at a

Intercept = a2

Slope = b2

Gas Flow Rate Qg
0

FIGURE 3.6 Graph of real-gas pseudopressure data.

290 CHAPTER 3 Unconventional Gas Reservoirs



constant flow rate. This stabilization time for a
well in the center of a circular or square drain-
age area may be estimated from:

tpss 5
15:8φμgictiA

k
(3.39)

with

cti 5 Swcwi 1 ð12SwÞcgi 1 cf

where

tpss5 stabilization (pseudosteady-state) time,
days

cti5 total compressibility coefficient at initial
pressure, psi21

cwi5water compressibility coefficient at initial
pressure, psi21

cf5 formation compressibility coefficient, psi21

cgi5 gas compressibility coefficient at initial
pressure, psi21

φ5 porosity, fraction
μg5 gas viscosity, cp
k5 effective gas permeability, md
A5 drainage area, ft2

To properly apply Eq. (3.39), the fluid prop-
erties and system compressibility must be deter-
mined at the average reservoir pressure.
However, evaluating these parameters at initial
reservoir pressure has been found to provide a
good first-order approximation of the time

required to reach the pseudosteady-state condi-
tion and establish a constant drainage area. The
recorded bottom-hole flowing pressure pwf vs.
flow rate Qg can be analyzed in several graphi-
cal forms to determine the coefficients of the
selected flow gas flow equation. That is:

Back-pressure equation: logðQgÞ5 logðCÞ1n logðp2r 2p2wfÞ
Pressure-squared equation: p2r 2p2wf5aQg1bQ2

g

Pressure equation:
pr2pwf

Qg
5a11b1Qg

Pseudopressure equation: ψr2ψwf5a2Qg1b2Q
2
g

The application of the back-pressure test
data to determine the coefficients of any of the
empirical flow equations is illustrated in the fol-
lowing example.

Example 3.2
A gas well was tested using a three-point
conventional deliverability test with an initial
average reservoir pressure of 1952 psi. The
recorded data during the test is given below:

pwf

(psia)
m(pwf)5ψwf (psi

2/
cp)

Qg (Mscf/
day)

1952 3163 106 0
1700 2453 106 2624.6
1500 1913 106 4154.7
1300 1413 106 5425.1

Time t

pwf1

pR

p

Qg1

Q
g

Qg2

Qg3

Qg4

pwf2
pwf3

pwf4

FIGURE 3.7 Conventional back-pressure test.
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Figure 3.8 shows the gas pseudopressure ψ
as a function of pressure. Generate the current
IPR by using the following methods:

(a) simplified back-pressure equation;
(b) LIT methods:

(i) pressure-squared approach, Eq. (3.29);
(ii) pressure approach, Eq. (3.33);
(iii) pseudopressure approach, Eq. (3.26);

(c) compare results of the calculation.

Solution

(a) Back-pressure equation:
Step 1. Prepare the following table:

pwf

p2
wf

ðpsi2 3 103Þ
ðp2

r 2p2
wfÞ

ðpsi2 3 103Þ
Qg (Mscf/

day)

pr 5 1952 3810 0 0
1700 2890 920 2624.6
1500 2250 1560 4154.7
1300 1690 2120 5425.1

Step 2. Plot ðp2r 2 p2wfÞ vs. Qg on a log�log
scale as shown in Figure 3.9. Draw the
best straight line through the points.

Step 3. Using any two points on the
straight line, calculate the exponent
n from Eq. (3.22), as:

n5
logðQg1Þ2 logðQg2Þ
logðΔp22 Þ2 logðΔp22 Þ

5
logð4000Þ2 logð1800Þ
logð1500Þ2 logð600Þ 5 0:87

Step 4. Determine the performance coefficient
C from Eq. (3.23) by using the
coordinate of any point on the straight
line, or:

C 5
Qg

ðp2r 2 p2wfÞn

5
1800

ð600; 000Þ0:87 5 0:0169 Mscf=psi2

0 500 1000 1500 2000 2500
Pressure
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FIGURE 3.8 Real-gas potential vs. pressure.

Qg = 0.0169 (3,810,000 −p2
wf)
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FIGURE 3.9 Back-pressure curve.
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Step 5. The back-pressure equation is then
expressed as:

Qg 5 0:0169ð3; 810; 0002 p2wfÞ0:87

Step 6. Generate the IPR data by assuming
various values of pwf and calculate
the corresponding Qg:

pwf Qg (Mscf/day)

1952 0
1800 1720
1600 3406
1000 6891
500 8465
0 8980

where the AOF5 (Qg)max5 8980 Mscf/day.

(b) LIT method:
(i) Pressure-squared method:

Step 1. Construct the following table:

pwf ðp2
r 2p2

wfÞ
ðpsi2 3103Þ

Qg

(Mscf/
day)

ðp2
r 2p2

wfÞ=Qg

pr 5 1952 0 0 �
1700 920 2624.6 351
1500 1560 4154.7 375
1300 2120 5425.1 391

Step 2. Plot ðp2r 2 p2wfÞ=Qg vs. Qg on a
Cartesian scale and draw the
best straight line as shown in
Figure 3.10.

Step 3. Determine the intercept and the
slope of the straight line, to give:

Intercept a5 318

Slope b5 0:01333

Step 4. The quadratic form of the
pressure-squared approach is
given by Eq. (3.24) as:

p 2
r 2 p2wf 5 aQg 1 bQ2

g

ð3; 810; 0002 p2wfÞ5 318Qg 1 0:01333Q2
g

400.00

380.00

360.00

340.00

320.00

300.00

0 1000 2000 3000 4000 5000 6000

Flow Rate

FIGURE 3.10 Pressure-squared method.
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Step 5. Construct the IPR data by
assuming various values of pwf
and solving for Qg by using
Eq. (3.28):

pwf ðp2
r 2p2

wfÞ
psi2 3103

Qg (Mscf/day)

1952 0 0
1800 570 1675
1600 1250 3436
1000 2810 6862
500 3560 8304
0 3810 87635AOF5 (Qg)max

(ii) Pressure method:

Step 1. Construct the following table:

pwf ðpr 2pwfÞ Qg

(Mscf/
day)

ðpr 2pwfÞ=Qg

pr 5 1952 0 0 �
1700 252 262.6 0.090
1500 452 4154.7 0.109
1300 652 5425.1 0.120

Step 2. Plot ðpr 2 pwfÞ=Qg vs. Qg on a
Cartesian scale as shown in
Figure 3.11. Draw the best
straight line and determine the
intercept and slope as:

Intercept a1 5 0:06
Slope b1 5 1:113 1025

Step 3. The quadratic form of the
pressure method is then given by:

pr 2 pwf 5 a1Qg 1 b1Q
2
g

or

ð19522 pwfÞ5 0:06Qg 1 ð1:1113 1025ÞQ2
g

Step 4. Generate the IPR data by
applying Eq. (3.33):

pwf ðpr 2pwfÞ Qg (Mscf/day)

1952 0 0
1800 152 1879
1600 352 3543
1000 952 6942
500 1452 9046
0 1952 10,827

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0.00
0 1000 2000 3000 4000 5000 6000

Flow Rate

FIGURE 3.11 Pressure approximation method.
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(iii) Pseudopressure approach:

Step 1. Construct the following table:

pwf ψ (psi2/
cp)

ðψr 2ψwfÞ Qg

(Mscf/
day)

ðψr 2ψwfÞ=Qg

pr 5 1952 3163 106 0 0 �
1700 2453 106 713 106 262.6 27.053 103

1500 1913 106 1253 106 4154.7 30.093 103

1300 1413 106 1753 106 5425.1 32.263 103

Step 2. Plot ðψr 2ψwfÞ=Qg on a
Cartesian scale as shown in
Figure 3.12 and determine the
intercept a2 and slope b2 as:

a2 5 22:283 103

b2 5 1:727

Step 3. The quadratic form of the gas
pseudopressure method is
given by Eq. (3.34):

ψr 2ψwf 5 a2Qg 1 b2Q
2
g

3163 106 2ψwf 5 22:283 103Qg 1 1:727Q2
g

Step 4. Generate the IPR data by
assuming various values of pwf,

i.e., ψwf, and calculating the
corresponding Qg from Eq. (3.38):

pwf m(p) or ψ ψr 2ψwf Qg (Mscf/day)

1952 3163 106 0 0
1800 2703 106 463 106 1794
1600 2153 106 1013 106 3503
1000 1003 106 2163 106 6331
500 403 106 2763 106 7574
0 0 3163 106 83425AOF

(Qg)max

(c) Compare the gas flow rates as calculated
by the four different methods. Results of
the IPR calculation are documented below:

Gas Flow Rate (Mscf/day)

Pressure Back
Pressure

p2

Approach
p

Approach
ψ

Approach

1952 0 0 0 0
1800 1720 1675 1879 1811
1600 3406 3436 3543 3554
1000 6891 6862 6942 6460
500 8465 8304 9046 7742
0 8980 8763 10827 8536

6.0% 5.4% 11% �

27,000

28,000

26,000

30,000

32,000

29,000

31,000

33,000

0 1000 2000 3000 4000 5000 6000

Flow Rate

FIGURE 3.12 Pseudopressure method.
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Since the pseudopressure analysis is consid-
ered more accurate and rigorous than the
other three methods, the accuracy of each of
the methods in predicting the IPR data is
compared with that of the ψ approach.
Figure 3.13 compares graphically the perfor-
mance of each method with that of the ψ
approach. Results indicate that the pressure-
squared equation generated the IPR data with
an absolute average error of 5.4% as com-
pared with 6% and 11% for the back-pressure
equation and the pressure approximation
method, respectively.

It should be noted that the pressure approxi-
mation method is limited to applications for
pressures greater than 3000 psi.

3.1.4 Future Inflow Performance
Relationships

Once a well has been tested and the appropriate
deliverability or inflow performance equation
established, it is essential to predict the IPR

data as a function of average reservoir pressure.
The gas viscosity μg and gas compressibility fac-
tor Z are considered the parameters that are
subject to the greatest change as reservoir pres-
sure pr changes.

Assume that the current average reservoir
pressure is pr1 with gas viscosity of μg1 and
compressibility factor of Z1. At a selected future
average reservoir pressure pr2, μg2 and Z2 repre-
sent the corresponding gas properties. To
approximate the effect of reservoir pressure
changes, i.e., from pr1 to pr2, on the coefficients
of the deliverability equation, the following
methodology is recommended.
Back-Pressure Equation. Recall the back-
pressure equation:

Qg 5 C ½p2r 2 p2wf�n

where the coefficient C describes the gas and
reservoir properties by:

C 5
kh

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s�

Qg (Back-pressure)
Qg (Pressure-Squared)
Qg (Pressure)
Qg (Pseudopressure)
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FIGURE 3.13 IPR for all methods.
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The performance coefficient C is considered
a pressure-dependent parameter and should be
adjusted with each change of the reservoir pres-
sure. Assuming that the reservoir pressure has
declined from pr1 to pr2, the performance coeffi-
cient at p1 can be adjusted to reflect the pres-
sure drop by applying the following simple
approximation:

C2 5C1
μg1Z1

μg2Z2

" #
(3.40)

The value of n is considered essentially con-
stant. Subscripts 1 and 2 refer to the properties
at pr1 and pr2.
LIT Methods. The laminar flow coefficients a
and the inertial�turbulent flow coefficient b of
any of the previous LIT methods, i.e., Eqs. (3.24),
(3.29), and (3.34), are modified according to the
following simple relationships:

Pressure-Squared Method. The pressure-
squared equation is written as:

p2r 2 p2wf 5 aQg 1 bQ2
g

The coefficients of the above expression are
given by:

a5
1422TμgZ

kh

� �
ln

re
rw

� �
20:751 s

� �

b5
1422TμgZ

kh

� �
D

Obviously, the coefficients a and b are pres-
sure dependent and should be modified to
account for the change of the reservoir pressure
from pr1 to pr2. The proposed relationships for
adjusting the coefficients are as follows:

a2 5 a1
μg2Z2

μg1Z1

" #
(3.41)

b2 5 b1
μg2Z2

μg1Z1

" #
(3.42)

where the subscripts 1 and 2 represent
conditions at reservoir pressures pr1 to pr2,
respectively.

Pressure Approximation Method. The pres-
sure approximation equation for calculating the
gas rate is given by:

pr 2 pwf 5 a1Qg 1 b1Q
2
g

with

a1 5
141:2ð1023ÞðμgBgÞ

kh
ln

re
rw

� �
20:751 s

� �

b1 5
141:2ð1023ÞðμgBgÞ

kh

" #
D

The recommended methodology for adjusting
the coefficients a and b is based on applying the
following two simple expressions:

a2 5 a1
μg2Bg2

μg1Bg1
(3.43)

b2 5 b1
μg2Bg2

μg1Bg1

" #
(3.44)

where Bg is the gas formation volume factor in
bbl/scf.

Pseudopressure Approach. Recall the
pseudopressure equation:

ψr 2ψwf 5 a2Qg 1 b2Q
2
g

The coefficients are described by:

a2 5
1422

kh

� �
ln

re
rw

� �
20:751 s

� �

b2 5
1422

kh

� �
D

Note that the coefficients a and b of the
pseudopressure approach are essentially inde-
pendent of the reservoir pressure and can be
treated as constants.
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Example 3.3
In addition to the data given in Example 3.2,
the following information is available:

• (μgZ)5 0.01206 at 1952 psi;
• (μgZ)5 0.01180 at 1700 psi.

Using the following methods:

(a) back-pressure equation,
(b) pressure-squared equation, and
(c) pseudopressure equation

generate the IPR data for the well when the
reservoir pressure drops from 1952 to 1700 psi.

Solution

Step 1. Adjust the coefficients a and b of each
equation.
• For the back-pressure equation:

Adjust C by using Eq. (3.40):

C2 5 C1
μg1

Z1

μg2Z2

" #

C 5 0:0169
0:01206

0:01180

� �
5 0:01727

and therefore the future gas flow rate is
expressed by:

Qg 5 0:01727ð17002 2 p2wfÞ0:87

• Pressure-squared method: Adjust a and
b by applying Eqs. (3.41) and (3.42):

a2 5 a1
μg2Bg2

μg1Bg1

" #

a5 318
0:01180

0:01206

� �
5 311:14

b2 5 b1
μg2Bg2

μg1Bg1

" #

b5 0:01333
0:01180

0:01206

� �
5 0:01304

ð17002 2 p2wfÞ5 311:14Qg 1 0:01304Q2
g

• Pseudopressure method: No
adjustments are needed because

the coefficients are independent of
the pressure:

ð2453 106 2ψwfÞ5 22:283 103Qg 1 1:727Q2
g

Step 2. Generate the IPR data:

Gas Flow Rate Qg (Mscf/day)

pwf Back
Pressure

p2

Method
ψ

Method

pr 5 1700 0 0 0
1600 1092 1017 1229
1000 4987 5019 4755
500 6669 6638 6211
0 7216 7147 7095

Figure 3.14 compares graphically the IPR
data as predicted by the above three methods.

It should be pointed out that all the various
well tests and IPRs previously discussed are
intended to evaluate the formation capacity to
deliver gas to the wellbore for a specified aver-
age reservoir pressure pr and a bottom-hole
flowing pressure pwf. The volume of gas that
can actually be delivered to the surface will also
depend on the surface tubing head pressure pt
and the pressure drop from the wellbore to the
surface due to the weight of the gas column and
friction loss through the tubing. Cullender and
Smith (1956) described the pressure loss by the
following expression:

p2wf 5 eSp2t 1
L

H
ðFrQgTZ Þ2ðeS 21Þ

with

S 5
0:0375γgH

TZ

Fr 5
0:004362

d0:224
; where d # 4:277 in:

Fr 5
0:004007

d0:164
; where d.4:277 in:

where

pwf5 bottom-hole flowing pressure, psi
pt5 tubing head (wellhead) pressure, psi
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Qg5 gas flow rate, Mscf/day
L5 actual tubing flow length, ft
H5 vertical depth of the well to midpoint of

perforation, ft
T5 arithmetic average temperature, i.e.,

(Tt1Tb)/2,
�R

Tt5 tubing head temperature, �R
Tb5wellbore temperature, �R
Z5 gas deviation factor at arithmetic average

pressure, i.e., (pt1 pwf)/2
Fr5 friction factor for tubing ID
d5 inside tubing diameter, in.
γg5 specific gravity of the gas

The Cullender and Smith equation can be
combined with the back-pressure equation by
the gas flow rate Qg to give:

p2wf 2 eSp2t
ðL=HÞðFrTZ Þ2ðeS 21Þ 5 Cðp2r 2 p2wfÞ2n

It should be pointed out that the above non-
linear equation can be solved for pwf using any
of the numerical iterative techniques. The

correct value of pwf can then be used to estab-
lish the gas deliverability of the well.

3.2 HORIZONTAL GAS WELL
PERFORMANCE

Many low-permeability gas reservoirs are his-
torically considered to be noncommercial due to
low production rates. Most vertical wells drilled
in tight gas reservoirs are stimulated using
hydraulic fracturing and/or acidizing treatments
to attain economical flow rates. In addition, to
deplete a tight gas reservoir, vertical wells must
be drilled at close spacing to efficiently drain the
reservoir. This would require a large number of
vertical wells. In such reservoirs, horizontal wells
provide an attractive alternative to effectively
deplete tight gas reservoirs and attain high flow
rates. Joshi (1991) pointed out that horizontal
wells are applicable in both low- and high-per-
meability reservoirs. The excellent reference
textbook by Joshi (1991) gives a comprehensive
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Qg (Pressure-Squared)
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FIGURE 3.14 IPR comparison.
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treatment of horizontal well performance in oil
and gas reservoirs.

In calculating the gas flow rate from a hori-
zontal well, Joshi (1991) introduced the concept
of the effective wellbore radius r\w into the gas
flow equation. The effective wellbore radius is
given by:

r \w 5
rehðL=2Þ

a 11
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12 ðL=2aÞ2

q� �
½h=ð2rwÞ�h=L

(3.45)

with

a5
L

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251 ð2reh=LÞ4

q� �0:5
(3.46)

and

reh 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
43; 560A

π

r
(3.47)

where

L5 length of the horizontal well, ft
h5 thickness, ft
rw5wellbore radius, ft
reh5 horizontal well drainage radius, ft
a5 half the major axis of the drainage ellipse, ft
A5 drainage area of the horizontal well, acres

For a pseudosteady-state flow, Joshi (1991)
expressed Darcy’s equation of a laminar flow in
the following two familiar forms:

(1) Pressure-squared form:

Qg 5
khðp2r 2 p2wfÞ

1422T ðμgZ Þavg ln reh=r \w
	 


20:751 s
� � (3.48)

where

Qg5 gas flow rate, Mscf/day
s5 skin factor
k5 permeability, md
T5 temperature, �R
(2) Pseudopressure form:

Qg 5
khðψr 2ψwfÞ

1422T ln ðreh=r \wÞ20:751 s
� � (3.49)

Example 3.4
A horizontal gas well, 2000 foot long, is draining
an area of approximately 120 acres. The following
data is available:

pr 5 2000 psi; ψr 5 3403 106 psi2=cp
pwf 5 1200 psi; ψwf 5 1283 106 psi2=cp
ðμgZ Þavg 5 0:011826; rw 5 0:3 ft ; s5 0:5
h5 20 ft; T 5 180 �F; k5 1:5 md

Assuming a pseudosteady-state flow, calculate
the gas flow rate by using the pressure-squared
and pseudopressure methods.

Solution

Step 1. Calculate the drainage radius of the
horizontal well:

reh 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð43; 560Þð120Þ

π

r
5 1290 ft

Step 2. Calculate half the major axis of the
drainage ellipse by using Eq. (3.46):

a5
2000

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251

ð2Þð1290Þ
2000

� �4s2
4

3
50:5

5 1495:8

Step 3. Calculate the effective wellbore radius r \w
from Eq. (3.45):

h

2rw

0
@

1
A
h=L

5
20

ð2Þð0:3Þ

2
4

3
5
20=2000

5 1:0357

11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12

L

2a

0
@

1
A

2
vuuut 5 11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12

2000

2ð1495:8Þ

0
@

1
A

2
vuuut 5 1:7437

Applying Eq. (3.45) gives:

r \w 5
1290ð2000=2Þ

1495:8ð1:7437Þð1:0357Þ 5 477:54 ft

Step 4. Calculate the flow rate by using the
pressure-squared approximation approach
by using Eq. (3.48):

Qg5
ð1:5Þð20Þð20002212002Þ

ð1422Þð640Þð0:011826Þ ln ð1290=477:54Þ20:7510:5
� �

59594Mscf=day
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Step 5. Calculate the flow rate by using the ψ
approach as described by Eq. (3.49):

Qg 5
ð1:5Þð20Þð3402128Þð106Þ

ð1422Þð640Þ ln ð1290=477:54Þ20:751 0:5
� �

5 9396 Mscf=day

For turbulent flow, Darcy’s equation must be
modified to account for the additional pressure
caused by the non-Darcy flow by including the
rate-dependent skin factor DQg. In practice, the
back-pressure equation and the LIT approach
are used to calculate the flow rate and construct
the IPR curve for the horizontal well. Multirate
tests, i.e., deliverability tests, must be performed
on the horizontal well to determine the coeffi-
cients of the selected flow equation.

3.3 MATERIAL BALANCE
EQUATION FOR
CONVENTIONAL AND
UNCONVENTIONAL GAS
RESERVOIRS

Reservoirs that initially contain free gas as the
only hydrocarbon system are termed as gas
reservoirs. Such a reservoir contains a mixture
of hydrocarbon components that exists wholly
in the gaseous state. The mixture may be a
“dry,” “wet,” or “condensate” gas, depending
on the composition of the gas and the pressure
and temperature at which the accumulation
exists.

Gas reservoirs may have water influx from a
contiguous water-bearing portion of the forma-
tion or may be volumetric (i.e., have no water
influx).

Most gas engineering calculations involve the
use of gas formation volume factor Bg and gas
expansion factor Eg. The equations for both these
factors are summarized below for convenience.

• Gas formation volume factor Bg is defined
as the volume occupied by n moles of gas at
certain pressure p and temperature T to that

occupied at standard conditions. Applying
the real-gas equation of state to both condi-
tions gives:

Bg 5
psc
Tsc

ZT

p
5 0:02827

ZT

p
ft3=scf (3.50)

Expressing Bg in bb/scf gives:

Bg 5
psc

5:616Tsc

ZT

p
5 0:00504

ZT

p
bbl=scf

• The gas expansion factor is simply the recip-
rocal of Bg, or:

Eg 5
1

Bg
5

Tsc
psc

p

ZT
5 35:37

p

ZT
scf=ft3 (3.51)

Expressing Eg in scf/bbl gives

Eg 5
5:615Tsc

psc

p

ZT
5 198:6

p

ZT
scf=bbl

One of the primary concerns when conduct-
ing a reservoir study on a gas field is the deter-
mination of the initial gas-in-place G. There are
commonly two approaches that are extensively
used in natural gas engineering:

(1) the volumetric method;
(2) the material balance approach.

3.3.1 The Volumetric Method

Data used to estimate the gas-bearing reservoir
pore volume (PV) include, but are not limited to,
well logs, core analyses, bottom-hole pressure
(BHP) and fluid sample information, and well
tests. This data typically is used to develop vari-
ous subsurface maps. Of these, structural and
stratigraphic cross-sectional maps help to estab-
lish the reservoir’s areal extent and to identify res-
ervoir discontinuities such as pinch-outs, faults,
or gas�water contacts. Subsurface contour maps,
usually drawn relative to a known or marker for-
mation, are constructed with lines connecting
points of equal elevation and therefore portray
the geologic structure. Subsurface isopachous
maps are constructed with lines of equal net
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gas-bearing formation thickness. With these
maps, the reservoir PV can then be estimated by
planimetering the areas between the isopachous
lines and using an approximate volume calcula-
tion technique, such as pyramidal or trapezoidal
methods.

The volumetric equation is useful in reserve
work for estimating gas-in-place at any stage
of depletion. During the development period
before reservoir limits have been accurately
defined, it is convenient to calculate gas-in-
place per acre-foot of bulk reservoir rock.
Multiplication of this unit figure by the best
available estimate of bulk reservoir volume
then gives gas-in-place for the lease, tract, or
reservoir under consideration. Later in the life
of the reservoir, when the reservoir volume is
defined and performance data is available, vol-
umetric calculations provide valuable checks
on gas-in-place estimates obtained from mate-
rial balance methods.

The equation for calculating gas-in-place is:

G5
43; 560Ahφð12SwiÞ

Bgi
(3.52)

with

Bgi 5 0:02827
ZiT

pi
ft3=scf

where

G5 gas-in-place, scf
A5 area of reservoir, acres
h5 average reservoir thickness, ft
φ5 porosity
Swi5water saturation
Bgi5 gas formation volume factor at initial

pressure pi, ft
3/scf

This equation can be applied at the initial
pressure pi and at a depletion pressure p in order
to calculate the cumulative gas production Gp:

Gas produced5 Initial gas in place2 Remaining gas

Gp 5
43; 560Ahφð12 SwiÞ

Bgi
2

43; 560Ahφð12SwiÞ
Bg

or

Gp 5 43; 560Ahφð12 SwiÞ
1

Bgi
2

1

Bg

� �

Rearranging gives:

1

Bg
5

1

Bgi
2

1

43; 560Ahφð12 SwiÞ

� �
Gp

From the definition of the gas expansion fac-
tor Eg, i.e., Eg5 1/Bg, the above form of the
material balance equation can be expressed as:

Eg 5 Egi 2
1

43; 560Ahφð12SwiÞ

� �
Gp

or

Eg 5 Egi 2
1

ðPVÞð12 SwiÞ

� �
Gp

This relationship indicates that a plot of Eg

vs. Gp will produce a straight line with an inter-
cept on the x-axis with a value of Egi and on
the y-axis with a value that represents the initial
gas-in-place. Note that when p5 0, the gas
expansion factor is also zero, Eg5 0, and that
will reduce the above equation to:

Gp 5 ðPore volumeÞð12SwiÞEgi 5G

The same approach can be applied at both
initial and abandonment conditions in order to
calculate the recoverable gas.

Applying Eq. (3.52) to the above expression
gives:

Gp 5
43; 560Ahφð12SwiÞ

Bgi
2

43; 560Ahφð12 SwiÞ
Bga

or

Gp 5 43; 560Ahφð12SwiÞ
1

Bgi
2

1

Bga

� �
(3.53)

where Bga is evaluated at abandonment pres-
sure. Application of the volumetric method
assumes that the pore volume occupied by gas
is constant. If water influx is occurring, A, h,
and Sw will change.
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Example 3.5
A gas reservoir has the following characteristics:

A5 3000 acres, h5 30 ft, φ5 0.15, Swi5 20%

T5 150 �F, pi5 2600 psi, Zi5 0.82

p Z

2600 0.82
1000 0.88
400 0.92

Calculate the cumulative gas production and
recovery factor at 1000 and 400 psi.

Solution

Step 1. Calculate the reservoir PV:

PV5 43; 560Ahφ5 43; 560ð3000Þð30Þð0:15Þ
5 588:06 MMft3

Step 2. Calculate Bg at every given pressure by
using Eq. (3.50):

Bg 5 0:02827
ZT

p
ft3=scf

p Z Bg (ft3/scf)

2600 0.82 0.0054
1000 0.88 0.0152
400 0.92 0.0397

Step 3. Calculate initial gas-in-place at 2600 psi:

G5
43; 560Ahφð12SwiÞ

Bgi
5

ðPVÞð12SwiÞ
Bgi

5 588:06ð106Þð120:2Þ=0:00545 87:12 MMMscf

Step 4. Since the reservoir is assumed volumetric,
calculate the remaining gas at 1000 and
400 psi.

Remaining gas at 1000 psi:

G1000 psi 5
ðPVÞð12SwiÞ
ðBgÞ1000 psi

5 588:06ð106Þnð120:2Þ=0:0152
5 30:95 MMMscf

Remaining gas at 400 psi:

G400 psi 5
ðPVÞð12SwiÞ
ðBgÞ400 psi

5 588:06ð106Þð120:2Þ=0:0397
5 11:95 MMMscf

Step 5. Calculate cumulative gas production Gp

and the recovery factor RF at 1000 and
400 psi.

At 1000 psi:

Gp 5 ðG2G1000 psiÞ5 ð87:12230:95Þ3 109

5 56:17 MMMscf

RF5
56:173 109

87:123 109
5 64:5%

At 400 psi:

Gp 5 ðG2G400 psiÞ5 ð87:12211:95Þ3 109

5 75:17 MMMscf

RF5
75:173 109

87:123 109
5 86:3%

The recovery factors for volumetric gas reser-
voirs will range from 80% to 90%. If a strong
water drive is present, trapping of residual gas
at higher pressures can reduce the recovery fac-
tor substantially, to the range of 50�80%.

3.3.2 The Material Balance Method

Material balance is one of the fundamental
tools of reservoir engineering. Pletcher (2000)
presented excellent documentation of the mate-
rial balance equation in its various forms and
discussed some procedures of improving their
performances in predicting gas reserves. If
enough production�pressure history is available
for a gas reservoir in terms of:

• cumulative gas production Gp as a function
of pressure,

• gas properties as a function of pressure at
reservoir temperature, and

• the initial reservoir pressure, pi,
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then the gas reserves can be calculated without
knowing the areal extent of the reservoir or the
drainage area of the well A, thickness h, poros-
ity φ, or water saturation Sw. This can be
accomplished by forming a mass or mole bal-
ance on the gas, as:

np 5 ni 2 nf (3.54)

where

np5moles of gas produced
ni5moles of gas initially in the reservoir
nf5moles of gas remaining in the reservoir

Representing the gas reservoir by an idealized
gas container, as shown schematically in
Figure 3.15, the gas moles in Eq. (3.54) can be
replaced by their equivalents using the real-gas
law, to give:

np 5
pscGp

ZscRTsc

ni 5
piV

ZRT

nf 5
p½V 2 ðWe 2BwWpÞ�

ZRT

Substituting the above three relationships
into Eq. (3.54) and knowing Zsc5 1 gives:

pscGp

RTsc
5

piV

ZRT
2

p½V 2 ðWe 2BwWp�
ZRT

(3.55)

where

pi5 initial reservoir pressure
Gp5 cumulative gas production, scf

p5 current reservoir pressure
V5 original gas volume, ft3

Zi5 gas deviation factor at pi
Z5 gas deviation factor at p
T5 temperature, �R
We5 cumulative water influx, ft3

Wp5 cumulative water production, stock-tank ft3

Eq. (3.55) is essentially the general material
balance equation (MBE). It can be expressed in
numerous forms depending on the type of the
application and the driving mechanism. In gen-
eral, dry gas reservoirs can be classified into two
categories:

(1) volumetric gas reservoirs;
(2) water drive gas reservoirs.

These two types of gas reservoirs are pre-
sented next.

3.3.3 Volumetric Gas Reservoirs

For a volumetric reservoir and assuming no
water production, Eq. (3.55) is reduced to:

pscGp

Tsc
5

pi
ZiT

� �
V 2

p

ZT

� �
V (3.56)

Eq. (3.56) is commonly expressed in the fol-
lowing two forms:

(1) in terms of p/Z;
(2) in terms of Bg.

The above two forms of the MBE for volu-
metric gas reservoirs are discussed below.
Form 1: MBE as Expressed in Terms of
p/Z. Rearranging Eq. (3.7) and solving for p/Z
gives:

p

Z
5

pi
Zi

2
pscT

TscV

� �
Gp (3.57)

or equivalently:

p

Z
5

pi
Zi

2 ðmÞGp

Eq. (3.57) is the equation of a straight line
with a negative slope m, when p/Z is plotted vs.

V V

pi

p
Gp, Wp

We – WpBw

i

FIGURE 3.15 Idealized water-drive gas reservoir.
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the cumulative gas production Gp as shown in
Figure 3.16. This straight-line relationship is
perhaps one of the most widely used relation-
ships in gas-reserve determination. Eq. (3.57)
reveals the straight-line relationship and pro-
vides the engineer with the following four char-
acteristics of plot:

(1) Slope of the straight line is equal to:

2m52
pscT

TscV

or

V 5
pscT

Tscm
(3.58)

The calculated reservoir gas volume V
can be used to determine the areal extent of
the reservoir from:

V 5 43; 560Ahφð12 SwiÞ
That is:

A5
V

43; 560hφð12 SwiÞ

If reserve calculations are performed on a
well-by-well basis, the drainage radius of
the well can then estimated from:

re 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
43; 560A

π

r

where A is the area of the reservoir in acres.
(2) Intercept at Gp5 0 gives pi/Zi.
(3) Intercept at p/Z5 0 gives the gas initially in

place G in scf. Notice that when p/Z5 0,
Eq. (3.57) is reduced to:

05
pi
Zi

2
pscT

TscV

� �
Gp

Rearranging:

Tsc
psc

pi
TZi

V 5Gp

This equation is essentially EgiV and
therefore:

EgiV 5G

(4) Cumulative gas production or gas recovery
at any pressure.

Example 3.6
A volumetric gas reservoir has the following
production history1 :

Time, t
(years)

Reservior
Pressure, p

(psia)

Z Cumulative
Production, Gp

(MMMscf)

0.0 1798 0.869 0.00
0.5 1680 0.870 0.96
1.0 1540 0.880 2.12
1.5 1428 0.890 3.21
2.0 1335 0.900 3.92

The following data is also available:

φ5 13%, Swi5 0.52, A5 1060 acres, h5 54 ft
T5 164 �F

Calculate the gas initially in place
volumetrically and from the MBE.

G
Gp

pi

pi

FIGURE 3.16 Gas material balance equation.

1After Ikoku, C., 1984. Natural Gas Reservoir
Engineering. John Wiley & Sons, New York, NY.
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Solution

Step 1. Calculate Bgi from Eq. (3.50):

Bgi 5 0:02827
ð0:869Þð1641 460Þ

1798
5 0:00853 ft3=scf

Step 2. Calculate the gas initially in place
volumetrically by applying Eq. (3.52):

G5
43; 560Ahφð12SwiÞ

Bgi

5 43; 560ð1060Þð54Þð0:13Þð120:52Þ=0:00853
5 18:2 MMMscf

Step 3. Plot p/Z vs. Gp as shown in Figure 3.17
and determine G as:

G5 14:2 MMMscf

The value of the gas initially in place as cal-
culated from the MBE compares reasonably
with the volumetric value.

The reservoir gas volume V can be expressed
in terms of the volume of gas at standard condi-
tions by:

V 5BgiG5
psc
Tsc

ZiT

pi

� �
G

Combining the above relationship with that
of Eq. (3.57):

p

Z
5

pi
Zi

5
pscT

TscV

� �
Gp

gives:

p

Z
5

pi
Zi

2
pi
Zi

� �
1

G

� �
Gp (3.59)

or

p

Z
5

pi
Zi

2 m½ �Gp

The above equation indicates that a plot of p/Z
vs. Gp would produce a straight line with a slope
of m and intercept of pi/Zi, with the slope m
defined by:

m5
pi
Zi

� �
1

G

Eq. (3.59) can be rearranged to give:

p

Z
5

pi
Zi

12
Gp

G

� �
(3.60)

Again, Eq. (3.59) shows that for a volumetric
reservoir, the relationship between p/Z and Gp

is essentially linear. This popular equation indi-
cates that extrapolation of the straight line to
the abscissa, i.e., at p/Z5 0, will give the value
of the gas initially in place as G5Gp. Note that
when p/Z5 0, Eqs. (3.59) and (3.60) give:

G5Gp

The graphical representation of Eq. (3.59)
can be used to detect the presence of water
influx, as shown in Figure 3.18. When the
plot of p/Z vs. Gp deviates from the linear
relationship, it indicates the presence of water
encroachment.

Field Average p/Z. From the individual well
performance in terms of p/Z vs. Gp, the recov-
ery performance of the entire field can be esti-
mated from the following relationship:

p

N

� �
Field

5
pi
Zi

2

Pn
j 5 1 ðGpÞjPn

j 5 1 Gp=
pi
Zi
2 p

Z

h i
j

G = 14.2 MMMscf
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0
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p
/z

FIGURE 3.17 Relationship of p/z vs. Gp for Example 3.6.
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The summation
P

is taken over the total num-
ber of the field gas wells n, i.e., j5 1, 2, . . ., n. The
total field performance in terms of (p/Z)Field vs.
(Gp)Field can then be constructed from the esti-
mated values of the field p/Z and actual total field
production, i.e., (p/Z)Field vs.

P
Gp. The above

equation is applicable as long as all wells are pro-
ducing with defined static boundaries, i.e., under
pseudosteady-state conditions.

When using the MBE for reserve analysis for
the entire reservoir that is characterized by a
distinct lack of pressure equilibrium throughout
the reservoir, the following average pressure
decline (p/Z)Field can be used:

p

Z

� �
Field

5

Pn
j 5 1

p ΔGp

Δp

� �
jPn

j 5 1
ΔGp

Δp=Z

� �
j

where Δp and ΔGp are the incremental pressure
difference and cumulative production, respectively.
Form 2: MBE as Expressed in Terms of
Bg. From the definition of the initial gas forma-
tion volume factor, it can be expressed as:

Bgi 5
V

G

Replacing Bgi in the relation with Eq. (3.50)
gives:

psc
Tsc

ZiT

pi
5

V

G
(3.61)

where

V5 volume of gas originally in place, ft3

G5 volume of gas originally in place, scf
pi5 original reservoir pressure
Zi5 gas compressibility factor at pi

Recalling Eq. (3.57):

p

Z
5

pi
Zi

2
pscT

TscV

� �
Gp

Eq. (3.61) can be combined with Eq. (3.57)
to give:

G5
GpBg

Bg 2Bgi
(3.62)

Eq. (3.62) suggests that to calculate the ini-
tial gas volume, the information required is
production data, pressure data, gas specific
gravity for obtaining Z factors, and reservoir
temperature. However, early in the producing
life of a reservoir, the denominator of the
right-hand side of the MBE is very small, while
the numerator is relatively large. A small
change in the denominator will result in a large
discrepancy in the calculated value of initial
gas-in-place. Therefore, the MBE should not be
relied on early in the producing life of the
reservoir.

Material balances on volumetric gas reser-
voirs are simple. Initial gas-in-place may be
computed from Eq. (3.62) by substituting
cumulative gas produced and appropriate gas
formation volume factors at corresponding res-
ervoir pressures during the history period. If
successive calculations at various times during
the history give consistent and constant values
for initial gas-in-place, the reservoir is operating
under volumetric control and the computed G
is reliable, as shown in Figure 3.19. Once G has
been determined and the absence of water
influx established in this fashion, the same
equation can be used to make future predictions
of cumulative gas production as a function of
reservoir pressure.

It should be pointed out that the successive
application of Eq. (3.62) can yield increasing or

Active Water Drive

Partial Water Drive

Weak Water Drive

Gp

p
/z

FIGURE 3.18 Effect of water drive on p/z vs. Gp

relationship.
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decreasing values of the gas initially in place G.
Two different situations therefore exist:

(1) When the calculated value of the gas ini-
tially in place G appears to increase with
time, the reservoir might be under drive.
The invasion of water reduces the pressure
drop for a given amount of production,
making the reservoir appear larger as time
progresses. The reservoir should in this case
be classified as a water drive gas reservoir.
Another possibility, if no known aquifer
exists in the region, is that gas from a differ-
ent reservoir or zone might migrate through
fractures or leaky faults.

(2) If the calculated value of G decreases with
time, the pressure drops more rapidly than
would be the case in a volumetric reservoir.
This implies loss of gas to other zones,
leaky cementing job or casing leaks, among
other possibilities.

Example 3.7
After producing 360 MMscf of gas from a
volumetric gas reservoir, the pressure has
declined from 3200 to 3000 psi.

(a) Calculate the gas initially in place, given:

Bgi 5 0:005278 ft3=scf; at pi 5 3200 psi

Bg 5 0:005390 ft3=scf; at p5 3000 psi

(b) Recalculate the gas initially in place
assuming that the pressure measurements
were incorrect and the true average
pressure is 2900 psi, instead of 2900 psi.
The gas formation volume factor at this
pressure is 0.00558 ft3/scf.

Solution

(a) Using Eq. (3.14), calculate G:

G5
GpBg

Bg 2Bgi

5
3603 106ð0:00539Þ
0:0053920:005278

5 17:325 MMMscf

(b) Recalculate G by using the correct value of
Bg:

G5
3603 106ð0:00558Þ
0:0055820:005278

5 6:652 MMMscf

Strong
Water Drive

Moderate
Water Drive

Weak
Water Drive

Under Volumetric Control

Depletion Drive

Bad Cement Jobs Or Casing Leaks

O
G

IP

Gp (MSCF)

FIGURE 3.19 Gas-in-place in a depletion driver reservoir.

308 CHAPTER 3 Unconventional Gas Reservoirs



Thus, an error of 100 psia, which is only
3.5% of the total reservoir pressure, resulted in
an increase in calculated gas-in-place of approx-
imately 160%. Note that a similar error in res-
ervoir pressure later in the producing life of the
reservoir will not result in an error as large as
that calculated early in the producing life of the
reservoir.
Gas Recovery Factor. The gas recovery factor
(RF) at any depletion pressure is defined as the
cumulative gas produced Gp at this pressure
divided by the gas initially in place G:

RF5
Gp

G

Introducing the gas RF into Eq. (3.60) gives:

p

Z
5

pi
Zi

12
Gp

G

� �

or

p

Z
5

pi
Zi

12RF½ �

Solving for the RF at any depletion pressure
gives:

RF5 12
p

Z

Zi
pi

� �

3.3.4 Water Drive Gas Reservoirs

The plot of p/Z vs. cumulative gas production
Gp is a widely accepted method for solving gas
material balance under depletion drive condi-
tions. The extrapolation of the plot to atmo-
spheric pressure provides a reliable estimate of
the original gas-in-place. If a water drive is pres-
ent, the plot often appears to be linear, but the
extrapolation will give an erroneously high value
for gas-in-place. If the gas reservoir has a water
drive, then there will be two unknowns in the
MBE, even though production data, pressure,
temperature, and gas gravity are known. These
two unknowns are initial gas-in-place and cumu-
lative water influx. To use the MBE to calculate
initial gas-in-place, some independent method of
estimating We, the cumulative water influx,
must be developed.

Eq. (3.13) can be modified to include the
cumulative water influx and water production,
to give:

G5
GpBg 2 ðWe 2WpBwÞ

Bg 2Bgi
(3.63)

The above equation can be arranged and
expressed as:

G1
We

Bg 2Bgi
5

GpBg 1WpBw

Bg 2Bgi
(3.64)

where

Bg5 gas formation volume factor, bbl/scf
We5 cumulative water influx, bbl

Eq. (3.64) reveals that for a volumetric reser-
voir, i.e., We5 0, the right-hand side of the
equation will be constant and equal to the ini-
tial gas-in-place “G” regardless of the amount
of gas Gp that has been produced. That is:

G1 05
GpBg 1WpBw

Bg 2Bgi

For a water drive reservoir, the values of the
right-hand side of Eq. (3.64) will continue to
increase because of the We/(Bg2Bgi) term. A
plot of several of these values at successive time
intervals is illustrated in Figure 3.20.
Extrapolation of the line formed by these points
back to the point where Gp5 0 shows the true
value of G, because when Gp5 0, then We/
(Bg2Bgi) is also zero.

This graphical technique can be used to esti-
mate the value of We, because at any time the dif-
ference between the horizontal line (i.e., true value
ofG) and the straight lineG1 [We/(Bg2Bgi)] will
give the value ofWe/(Bg2Bgi).

Because gas often is bypassed and trapped by
the encroaching water, recovery factors for gas
reservoirs with water drive can be significantly
lower than for volumetric reservoirs produced
by simple gas expansion. In addition, the pres-
ence of reservoir heterogeneities, such as low-
permeability stringers or layering, may reduce
gas recovery further. As noted previously,
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ultimate recoveries of 80�90% are common in
volumetric gas reservoirs, while typical recovery
factors in water drive gas reservoirs can range
from 50% to 70%. The amount of gas that is
trapped in the region that has been flooded by
water encroachment can be estimated by defin-
ing the following characteristic reservoir para-
meters and the steps as outlined below:

(PV)5 reservoir pore volume, ft3

(PV)water5 pore volume of the water-invaded
zone, ft3

Sgrw5 residual gas saturation to water
displacement

Swi5 initial water saturation
G5 gas initially in place, scf
Gp5 cumulative gas production at depletion

pressure p, scf
Bgi5 initial gas formation volume factor, ft3/scf
Bg5 gas formation volume factor at depletion

pressure p, ft/scf
Z5 gas deviation factor at depletion pressure p
Step 1. Express the reservoir pore volume (PV)

in terms of the initial gas-in-place G as
follows:

GBgi 5 ðPVÞð12SwiÞ

Solving for the reservoir pore volume
gives:

PV5
GBgi

12Swi

Step 2. Calculate the pore volume in the water-
invaded zone, as:

We 2WpBw 5 ðPVÞwaterð12Swi 2SgrwÞ

Solving for the pore volume of the
water-invaded zone, (PV)water, gives:

ðPVÞwater 5
We 2WpBw

12 Swi 2Sgrw

Step 3. Calculate trapped gas volume in the
water-invaded zone, or:

Trapped gas volume5 ðPVÞwaterSgrw
5

We 2WpBw

12 Swi 2 Sgrw

� �
Sgrw

Step 4. Calculate the number of moles of gas n
trapped in the water-invaded zone by
using the equation of state, or:

p ðtrapped gas volumeÞ5 ZnRT

True Value of G
C

0
0

FIGURE 3.20 Effect of water influx on calculating the gas initially in place.
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Solving for n gives:

n5
pððWe 2WpBwÞ=ð12Swi 2SgrwÞÞSgrw

ZRT

This indicates that the higher the
pressure, the greater the quantity of
trapped gas. Dake (1994) pointed out
that if the pressure is reduced by rapid
gas withdrawal, the volume of gas
trapped in each individual pore space,
i.e., Sgrw, will remain unaltered but its
quantity n will be reduced.

Step 5. The gas saturation at any pressure can
be adjusted to account for the trapped
gas as follows:

Sg 5
Remaining gas volume2 Trapped gas volume

Reservior pore volume2 Pore volume of water�invaded zone

Sg 5
ðG2GpÞBg 2 ððWe 2WpBwÞ=ð12 SwiSgrwÞÞSgrw

ðGBgi=ð12 SwiÞÞ2 ððWe 2WpBwÞ=ð12Swi 2 SgrwÞÞ

There are several methods of expressing the
MBE in a convenient graphical form that can be
used to describe the recovery performance of a
volumetric or water drive gas reservoir
including:

• energy plot;
• MBE as a straight line;
• Cole plot;
• modified Cole plot;
• Roach plot;
• modified Roach plot;
• Fetkovich et al. plot;
• Paston et al. plot;
• Hammerlindl method.

These methods are presented below.
The Energy Plot. Many graphical methods
have been proposed for solving the gas MBE
that are useful in detecting the presence of
water influx. One such graphical technique is
called the energy plot, which is based on
arranging Eq. (3.60):

p

Z
5

pi
Zi

12
Gp

G

� �

to give:

12
p

Z

Zi
pi

� �
5

Gp

G

Taking the logarithm of both sides of this
equation:

log 12
Zip

piZ

� �
5 log Gp 2 log G (3.65)

Figure 3.21 shows a schematic illustration of
the plot.

From Eq. (3.65), it is obvious that a plot of
[12 (Zip)/(piZ)] vs. Gp on log�log coordinates
will yield a straight line with a slope of 1 (45�

angle). An extrapolation to 1 on the vertical
axis (p5 0) yields a value for initial gas-in-
place, G. The graphs obtained from this type of
analysis have been referred to as energy plots.
They have been found to be useful in detecting
water influx early in the life of a reservoir. If
We is not 0, the slope of the plot will be less
than 1, and will also decrease with time, since
We increases with time. An increasing slope can
only occur as a result of either gas leaking from
the reservoir or bad data, since the increasing
slope would imply that the gas occupied PV
was increasing with time.
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FIGURE 3.21 Energy plot.
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Generalized MBE as a Straight Line. Havlena
and Odeh (1963, 1964) expressed the material
balance in terms of gas production, fluid expan-
sion, and water influx as:

Underground

withdrawal

� �
5 Gas expansion½ �1 Water expansion and

pore compaction

� �

1
Water

influx

� �
1 Fluid injection½ �

and mathematically as:

GpBg 1WpBw 5GðBg 2BgiÞ1GBgi
cwSwi 1 cf
12Swi

Δp

1We 1 ðWinjBw 1GinjBginjÞ

Assuming no water or gas injection, i.e., Winj

and Ginj5 0, the above generalized MBE
reduces to:

GpBg 1WpBw 5GðBg 2BgiÞ1GBgi
cwSwi 1 cf
12 Swi

Δp1We

(3.66)

where

Δp5 pi2 p
Bg5 gas formation volume factor, bbl/scf

Using the nomenclature of Havlena and
Odeh, Eq. (3.66) can be written in the following
form:

F 5GðEG 1 Ef ;w Þ1We (3.67)

with the terms F, EG, and Ef,w as defined by:
Underground fluid withdrawal F:

F 5GpBg 1WpBw (3.68)

Gas expansion term EG:

EG 5Bg 2Bgi (3.69)

Water and rock expansion Ef,w:

Ef ;w 5Bgi
cwSwi 1 cf
12Swi

Δp (3.70)

Eq. (3.67) can be further simplified by intro-
ducing the total system expansion term Et that

combined both compressibilities EG and Ef,w as
defined by:

Et 5 EG 1 Ef ;w

to give:

F 5GEt 1We

Note that for a volumetric gas reservoir with
no water influx or production, Eq. (3.66) is
expressed in an expanded form as:

GpBg 5GðBg 2BgiÞ1GBgi
cwSwi 1 cf
12 Swi

Δp

Dividing both sides of the above equation by
G and rearranging gives:

Gp

G
5 12 12

ðcwSwi 1 cfÞΔp

12Swi

� �
Bgi

Bg

Inserting the typical values of
cw5 33 1026 psi21, cf5 103 1026 psi21, and
Swi5 0.25 in the above relationship and consid-
ering a large pressure drop of Δp5 1000 psi,
the term in the square brackets becomes:

12
ðcwSwi 1 cfÞΔp

12 Swi

� �
5 12

½33 0:251 10�1026ð1000Þ
120:25

5 120:014

The above value of 0.014 suggests that the
inclusion of the term accounting for the reduction
in the hydrocarbon PV due to connate water
expansion and shrinkage of the PV only alters the
material balance by 1.4%, and therefore the term
is frequently neglected. The main reason for
the omission is that the water and formation com-
pressibilities are usually, although not always,
insignificant in comparison with the gas
compressibility.

Assuming that the rock and water expansion
term Ef,w is negligible in comparison with the
gas expansion term EG, Eq. (3.57) is reduced
to:

F 5GEG 1We (3.71)

Finding the proper model that can be used to
determine the cumulative water influx We is
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perhaps the biggest unknown when applying
the MBE. The water influx is usually replaced
with the analytical aquifer model that must be
known or determined from the MBE. The MBE
can be expressed as the equation of a straight
line by dividing both sides of the above equa-
tion by the gas expansion EG to give:

F

EG
5G1

We

EG
(3.72)

The graphical presentation of Eq. (3.72) is
given in Figure 3.22. Assuming that the water
influx can be adequately described by the van
Everdingen and Hurst (1949) unsteady-state
model, the selected water influx model can be
integrated into Eq. (3.72), to give:

F

EG
5G1B

P½ΔpWeD�
EG

This expression suggests that a graph of F/EG

vs.
P

ΔpWeD/EG will yield a straight line, pro-
vided the unsteady-state influx summation,P

ΔpWeD, is accurately assumed. The resulting
straight line intersects the y-axis at the initial

gas-in-place G and has a slope equal to the water
influx constant B, as illustrated in Figure 3.23.

Nonlinear plots will result if the aquifer is
improperly characterized. A systematic upward
or downward curvature suggests that the sum-
mation term is too small or too large, respec-
tively, while an S-shaped curve indicates that a
linear (instead of a radial) aquifer should be
assumed. The points should plot sequentially
from left to right. A reversal of this plotting
sequence indicates that an unaccounted aquifer

G

Gp

Partial or Moderate
          Aquifer

Volumetric
Reservoir

Active Aquifer

F/Eg

FIGURE 3.22 Defining the reservoir driving mechanism.
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FIGURE 3.23 Havlena�Odeh MBE plot for a gas reservoir.
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boundary has been reached and that a smaller
aquifer should be assumed in computing the
water influx term.

A linear infinite system rather than a radial
system might better represent some reservoirs,
such as reservoirs formed as fault blocks in salt
domes. The van Everdingen and Hurst dimen-
sionless water influx WeD is replaced by the
square root of time as:

We 5C
X

Δpn
ffiffiffiffiffiffiffiffiffiffiffi
t 2 tn

p
(3.73)

where

C5water influx constant, ft3/psi
t5 time (any convenient units, i.e., days, years,

etc.)

The water influx constant C must be deter-
mined by using the past production and pres-
sure of the field in conjunction with the
Havlena and Odeh methodology. For the linear
system, the underground withdrawal F is plot-
ted vs. ½PΔpn

ffiffiffiffiffiffiffiffiffiffiffi
t2 tn

p
=ðBg 2BgiÞ� on a

Cartesian coordinate graph. The plot should
result in a straight line with G being the inter-
cept and the water influx constant C being the
slope of the straight line.

To illustrate the use of the linear aquifer
model in the gas MBE expressed as the equation
of a straight line, Havlena and Odeh proposed
the following problem.

Example 3.8
The volumetric estimate of the gas initially in
place for a dry gas reservoir ranges from 1.3 to
1.653 1012 scf. Production, pressures, and the
pertinent gas expansion term, i.e., Eg5Bg2Bgi,
are presented in Table 3.1. Calculate the original
gas-in-place G.

Solution

Step 1. Assume a volumetric gas reservoir.
Step 2. Plot p/Z vs. Gp or GpBg/(Bg2Bgi) vs. Gp.
Step 3. A plot of GpBg/(Bg2Bgi) vs. GpBg

shows upward curvature, as shown in
Figure 3.24 indicating water influx.

Step 4. Assuming a linear water influx, plot
GpBg/(Bg2Bgi) vs. ðPΔpn

ffiffiffiffiffiffiffiffiffiffiffi
t 2 tn

p Þ=
ðBg 2BgiÞ as shown in Figure 3.25.

Step 5. As evident from Figure 3.25, the
necessary straight-line relationship is
regarded as satisfactory evidence for
the presence of the linear aquifer.

Step 6. From Figure 3.25, determine the original
gas-in-place G and the linear water
influx constant C, to give:

G5 1:3253 1012 scf

C 5 212:73 103 ft3=psi

Drive Indices for Gas Reservoirs. Drive
indices have been defined for oil reservoirs (see
Chapter 4) to indicate the relative magnitude of
the various energy forces contributing to the
driving mechanism of the reservoir. Similarly,
drive indices can be defined for gas reservoirs
by dividing Eq. (3.66) by GpBg1WpBw, to
give:

G

Gp
12

Bgi

Bg

� �
1

G

Gp

Ef ;w
Bg

1
We 2WpBw

GpBg
5 1

Define the following three drive indices:

(1) Gas drive index (GDI) as:

GDI5
G

Gp
12

Bgi

Bg

� �

(2) Compressibility drive index (CDI) as:

CDI5
G

Gp

Ef;w
Bg

(3) Water drive index (WDI) as:

WDI5
We 2WpBw

GpBg

Substituting the above three indices into the
MBE gives:

GDI1 CDI1WDI5 1
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Pletcher (2000) pointed out that if the drive
indices do not sum to 1.0, this indicates that the
solution to the MBE has not been obtained or is
simply incorrect. In practice, however, drive
indices calculated from actual field data rarely
sum exactly to 1.0 unless accurate recording of
production data is achieved. The summed drive
indices typically fluctuate above or below 1

depending on the quality of the collected pro-
duction data with time.
The Cole Plot. The Cole plot is a useful tool for
distinguishing between water drive and depletion

TABLE 3.1 Havlena�Odeh Dry Gas Reservoir Data for Example 8.8

Time
(months)

Average Reservoir
Pressure (psi)

Eg5 (Bg2Bgi)3
1026 (ft3/scf)

Eg5 (Gg2Bg)3
106 (ft3)

P
ΔpnZ

ffiffiffiffiffiffiffiffiffi
t2 tn

p

Bg 2Bgi
ð106Þ F

Eg
5

GpBg

Bg 2Bgi
ð1012Þ

0 2883 0.0 � � �
2 2881 4.0 5.5340 0.3536 1.3835
4 2874 18.0 24.5967 0.4647 1.3665
6 2866 34.0 51.1776 0.6487 1.5052
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FIGURE 3.24 Indication of the water influx.
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FIGURE 3.25 Havlena�Odeh MBE plot for Example 3.8.
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drive reservoirs. The plot is derived from the gen-
eralized MBE as given in an expanded form by
Eq. (3.64) as:

GpBg 1WpBw

Bg 2Bgi
5G1

We

Bg 2Bgi

or in a compact form by Eq. (3.72) as:

F

EG
5G1

We

EG

Cole (1969) proposed ignoring the water
influx term We/EG and simply plotting the left-
hand side of the above expression as a function
of the cumulative gas production, Gp. This is
simply for display purposes to inspect its varia-
tion during depletion. Plotting F/EG vs. produc-
tion time or pressure decline, Δp, can be
equally illustrative.

Dake (1994) presented an excellent discus-
sion of the strengths and weaknesses of the
MBE as a straight line. He pointed out that the
plot will have one of the three shapes depicted
previously in Figure 3.19. If the reservoir is of
the volumetric depletion type, We5 0, then the
values of F/EG evaluated, say, at six monthly
intervals, should plot as a straight line parallel
to the abscissa, whose ordinate value is the gas
initially in place. Alternatively, if the reservoir
is affected by natural water influx, then the plot
of F/EG will usually produce a concave-down-
ward-shaped arc whose exact form is dependent
upon the aquifer size and strength and the gas
off-take rate. Backward extrapolation of the F/
EG trend to the ordinate should nevertheless
provide an estimate of the gas initially in place
(WeB0); however, the plot can be highly non-
linear in this region yielding a rather uncertain
result. The main advantage in the F/EG vs. Gp

plot, however, is that it is much more sensitive
than other methods in establishing whether the
reservoir is being influenced by natural water
influx or not.

However, in the presence of a weak water
drive, the far right-hand term in the above
expression, i.e., [We/(Bg2Bgi)], would decrease
with time because the denominator would
increase faster than the numerator. Therefore,

the plotted points will exhibit a negative slope
as shown in Figure 3.19. As reservoir depletion
progresses in a weak water drive reservoir, the
points migrate vertically down and to the right
toward the time value of G. Therefore, under a
weak water drive, the apparent initial gas-in-
place decreases with time, contrary to that for a
strong or moderate water drive. Pletcher (2000)
pointed out that the weak water drive curve
begins with a positive slope in the very early
stages of reservoir depletion (as shown in
Figure 3.19) prior to developing the signature
negative slope. The very early points are diffi-
cult to use for determining G because they fre-
quently exhibit a wide scatter behavior that is
introduced by even small errors in pressure
measurements early in the reservoir life.
Therefore, the curve is a “hump-shaped” curve
similar to the moderate water drive with the
exception that the positive-slope portion of the
hump is very short and in practice will not
appear if early data is not obtained.
Modified Cole Plot. Pore compressibility can
be very large in shallow unconsolidated reser-
voirs with values in excess of 1003 1026 psi21.
Such large values have been measured, for
instance, in the Bolivar Coast Fields in
Venezuela, and therefore it would be inadmiss-
ible to omit cf from the gas MBE. In such cases,
the term Ef,w should be included when con-
structing the Cole plot and the equation should
be written as:

F

Et
5G1

We

Et

As pointed out by Pletcher, the left-hand
term F/Et now incorporates energy contribu-
tions from the formation (and water) compress-
ibility as well as the gas expansion. The
modified Cole plot shows F/Et on the y-axis vs.
Gp on the x-axis. Vertically, the points will lie
closer to the true value of G than the original
Cole plot. In reservoirs where formation com-
pressibility is a significant contributor to reser-
voir energy, such as abnormally pressured
reservoirs, the original Cole plot will exhibit a
negative slope even if no water drive is present.
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The modified plot, however, will be a horizon-
tal line assuming the correct value of cf is used
in calculating the term F/Et. Thus, constructing
both the original and modified Cole plots will
distinguish between the following two
possibilities:

(1) Reservoirs that are subject to weak aquifer
and significant cf. In this case, both plots,
i.e., the original and modified Cole plots,
will have a negative slope.

(2) Reservoirs where cf is significant but there is
no aquifer attached. In this particular case, the
original Cole plot will have a negative slope,
while the modified plot will be horizontal.

It should be pointed out that negative slopes
in the original and modified Cole plots could
result from any unaccounted-for source of
energy that is decreasing with time relative to
gas expansion. This could include, for example,
communication with other depleting reservoirs.

An “abnormally pressured” gas reservoir
(sometimes called an “overpressured” or “geo-
pressured” gas reservoir) is defined as a reservoir
with pressures greater than a normal pressure
gradient, i.e., over 0.5 psi/ft. A typical p/Z vs. Gp

plot for an abnormally pressured gas reservoir
will exhibit two straight lines as shown in
Figure 3.26:

(1) The first straight line corresponds to the
“apparent” gas reservoir behavior with an
extrapolation that gives the “apparent gas-
in-place Gapp.”

(2) The second straight line corresponds to the
“normal pressure behavior” with an extra-
polation that gives the “actual initial gas-in-
place G.”

Hammerlindl (1971) pointed out that in
abnormally high-pressure volumetric gas reser-
voirs, two distinct slopes are evident when the
plot of p/Z vs. Gp is used to predict reserves
because of the formation and fluid compressibil-
ity effects as shown in Figure 3.26. The final
slope of the p/Z plot is steeper than the initial
slope; consequently, reserve estimates based on
the early life portion of the curve are

erroneously high. The initial slope is due to gas
expansion and significant pressure maintenance
brought about by formation compaction, crystal
expansion, and water expansion. At approxi-
mately normal pressure gradient, the formation
compaction is essentially complete and the res-
ervoir assumes the characteristics of a normal
gas expansion reservoir. This accounts for the
second slope. Most early decisions are made
based on the early life extrapolation of the p/Z
plot; therefore, the effects of hydrocarbon PV
change on reserve estimates, productivity, and
abandonment pressure must be understood.

All gas reservoir performance is related to
effective compressibility, not gas compressibility.
When the pressure is abnormal and high, the
effective compressibility may equal two or more
times the gas compressibility. If the effective com-
pressibility is equal to twice the gas compressibil-
ity, then the first cubic foot of gas produced is
due to 50% gas expansion and 50% formation
compressibility and water expansion. As the
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FIGURE 3.26 p/Z vs. cumulative production—North
Ossum Field, Lafayette Parish, Louisiana NS2B reservoir.
(After Hammerlindl, D.J., 1971. Predicting gas reserves in
abnormally pressure reservoirs. Paper SPE 3479, pre-
sented at the 46th Annual Fall Meeting of SPE�AIME.
New Orleans, LA, October, 1971).
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pressure is lowered in the reservoir, the contribu-
tion due to gas expansion becomes greater
because the gas compressibility is approaching
the effective compressibility. Using formation
compressibility, gas production, and shut-in bot-
tom-hole pressures, two methods are presented
for correcting the reserve estimates from the early
life data (assuming no water influx).

Gunawan Gan and Blasingame (2001) provided
a comprehensive literature review of the methods
and theories that have been proposed to explain
the nonlinear behavior of p/Z vs. Gp. There are
essentially two theories for such behavior:

(1) rock collapse theory;
(2) shale water influx theory.

These theories are briefly addressed below.
Rock Collapse Theory. Harville and Hawkins

(1969) suggested that the nonlinear behavior that
is characterized with two straight-line plots can be
attributed to “pore collapse” and formation com-
paction. They concluded from a study on the
North Ossum Field (Louisiana) that the initial
slope is a result of the continuous increase in the
net overburden pressure as the pore pressure
declines with production. This increase in the net
overburden pressure causes rock failure, i.e., rock
collapse, which subsequently causes a continuous
decrease in the rock compressibility cf. This pro-
cess continues until cf eventually reaches a “nor-
mal value” that marks the beginning of the second
slope. At this point, the reservoir performance
becomes similar to that for a constant-volume,
normally pressured, gas reservoir system.

Shale Water Influx Theory. Several investi-
gators have attributed the nonlinear behavior of
p/Z vs. Gp to shale water influx or peripheral
water influx from a limited aquifer and the
treatment of PV compressibility as a constant.
Bourgoyne (1990) demonstrated that reasonable
values of shale permeability and compressibility,
treated as a function of pressure, can be used to
match abnormal gas reservoir performance
behavior to yield the first straight line. The sec-
ond straight line is a result of a decrease in pres-
sure support from the surrounding shales as the
gas reservoir is depleted.

Fetkovich et al. (1998) differentiated between
two different PV compressibilities: the “total”
and the “instantaneous.” The total PV com-
pressibility is defined mathematically by the fol-
lowing expression:

cf 5
1

ðPVÞi
ðPVÞi 2 ðPVÞp

pi 2 p

� �

The term in the square brackets is the slope
of the chord from initial condition (Pi, (PV)i) to
any lower pressure (P, (PV)p), where

cf 5 cumulative pore volume (formation or
rock) compressibility, psi21

pi5 initial pressure, psi
p5 pressure, psi
(PV)i5 pore volume at initial reservoir pressure
(PV)p5 pore volume at pressure p

The instantaneous pore volume (rock or for-
mation) compressibility is defined as:

cf 5
1

ðPVÞP
@ðPVÞ
@p

The instantaneous compressibility cf should
be used in reservoir simulation, while the cumu-
lative compressibility cf must be used with
forms of the material balance that apply cumu-
lative pressure drop (pi2 p).

Both types of compressibilities are pressure
dependent and best determined by special core
analysis. An example of this analysis is shown
below for a Gulf Coast sandstone as given by
Fetkovich et al.:

p (psia) pi2p

(psi)

(PV)i2 (PV)p
(cm3)

cf
(1026 psi21)

cf
(1026 psi21)

pi5 9800 0 0.000 16.50 16.50

9000 800 0.041 14.99 13.70

8000 1800 0.083 13.48 11.40

7000 2800 0.117 12.22 9.10

6000 3800 0.144 11.08 6.90

5000 4800 0.163 9.93 5.00

4000 5800 0.177 8.92 3.80

3000 6800 0.190 8.17 4.10

2000 7800 0.207 7.76 7.30

1000 8800 0.243 8.07 16.80

500 9300 0.276 8.68 25.80
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Figure 3.27 shows how cf and cf vary as a func-
tion of pressure for this overpressured Gulf Coast
sandstone reservoir. Figure 3.27 gives the proper def-
inition of the “pore collapse,” which is the condition

when the instantaneous PV compressibility begins to
increase at decreasing reservoir pressure.
Roach Plot for Abnormally Pressured Gas
Reservoirs. Roach (1981) proposed a graphical
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technique for analyzing abnormally pressured
gas reservoirs. The MBE as expressed by
Eq. (3.66) may be written in the following form
for a volumetric gas reservoir:

p

Z

� �
ct 5

pi
Zi

� �
12

Gp

G

� �
(3.74)

where

ct 5 12
ðcf 1 cwSwiÞðpi 2 pÞ

12Swi
(3.75)

Defining the rock expansion term ER as:

ER 5
cf 1 cwSwi
12 Swi

(3.76)

Eq. (3.75) can be expressed as:

ct 5 12 ERðpi 2 pÞ (3.77)

Eq. (3.74) indicates that plotting the term (p/
Z)ct vs. cumulative gas production Gp on
Cartesian coordinates results in a straight line
with an x intercept at the original gas-in-place
and a y intercept at the original (p/Z)i. Since ct
is unknown and must be found by choosing the
compressibility values resulting in the best
straight-line fit, this method is a trial-and-error
procedure.

Roach used the data published by Duggan
(1972) for the Mobil�David Anderson
Gas Field to illustrate the application of
Eqs. (3.74) and (3.77) to determine graphi-
cally the gas initially in place. Duggan
reported that the reservoir had an initial pres-
sure of 9507 psig at 11,300 ft. Volumetric
estimates of original gas-in-place indicated
that the reservoir contains 69.5 MMMscf. The
historical p/Z vs. Gp plot produced an initial
gas-in-place of 87 MMMscf, as shown in
Figure 3.28.

Using the trial-and-error approach, Roach
showed that a value of the rock expansion term
Er of 18053 1026 would result in a straight
line with an initial gas-in-place of 75 MMMscf,
as shown in Figure 3.28.

To avoid the trial-and-error procedure,
Roach proposed that Eqs. (3.74) and (3.77) can
be combined and expressed in a linear form by:

ðp=Z Þi=ðp=Z Þ21

pi 2 p
5

1

G

ðp=Z Þi=ðp=Z Þ
pi 2 p

� �
Gp 2

Swicw 1 cf
12Swi

(3.78)

or equivalently as:

α5
1

G

� �
β2 ER (3.79)

with

α5
½ðpi=ZiÞ=ðp=Z Þ�21

pi 2 p
(3.80)

β5
ðpi=ZiÞ=ðp=Z Þ

pi 2 p

� �
Gp (3.81)

ER 5
Swicw 1 cf
12Swi

where

G5 initial gas-in-place, scf
ER5 rock and water expansion term, psi21

Swi5 initial water saturation
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FIGURE 3.28 Mobil�David Anderson “L” p/Z vs. cumu-
lative production. (After Roach, R.H., 1981. Analyzing
geopressured reservoirs—a material balance technique.
SPE Paper 9968, Society of Petroleum Engineers of AIME,
Dallas, TX, December, 1981).
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Eq. (3.79) shows that a plot of α vs. β will
yield a straight line with

Slope5
1

G

y intercept52 ER

To illustrate the proposed methodology,
Roach applied Eq. (3.79) to the Mobil�David
Gas Field with the results as shown graphically
in Figure 3.29. The slope of the straight line
gives G5 75.2 MMMscf and the intercept gives
ER5 18053 1026.

Begland and Whitehead (1989) proposed a
method to predict the percentage recovery of
volumetric, high-pressured gas reservoirs from
the initial pressure to the abandonment pressure
when only initial reservoir data is available. The
proposed technique allows the PV and water
compressibilities to be pressure dependent. The

authors derived the following form of the MBE
for a volumetric gas reservoir:

r 5
Gp

G
5

Bg 2Bgi

Bg

1
ðBgiSwi=ð12 SwiÞÞ½ððBtw=BtwiÞ21Þ1 ððcfðpi 2 pÞÞ=SwiÞ�

Bg

(3.82)

where

r5 recovery factor
Bg5 gas formation volume factor, bbl/scf
cf5 formation compressibility, psi21

Btw5 two-phase water formation volume fac-
tor, bbl/STB

Btwi5 initial two-phase water formation volume
factor, bbl/STB

The water two-phase formation volume fac-
tor (FVF) is determined from:

Btw 5Bw 1BgðRswi 2 RswÞ

where

Rsw5 gas solubility in the water phase, scf/STB
Bw5water FVF, bbl/STB
Bg5 gas FVF, bbl/scf

The following three assumptions are inherent
in Eq. (3.82):

(1) a volumetric, single-phase gas reservoir;
(2) no water production;
(3) the formation compressibility cf remains

constant over the pressure drop (pi2 p).

The authors point out that the change in
water compressibility cw is implicit in the change
of Btw with pressure as determined above.

Begland and Whitehead suggested that
because cf is pressure dependent, Eq. (3.82) is
not correct as reservoir pressure declines from
the initial pressure to some value several hun-
dred psi lower. The pressure dependence of cf
can be accounted for in Eq. (3.82) and is solved
in an incremental manner.
Modified Roach Plot for Pot Aquifer Gas
Reservoirs. Assuming that the aquifer can be
described adequately by a pot aquifer model
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FIGURE 3.29 Mobil�David Anderson “L” p/Z gas mate-
rial balance. (After Roach, R.H., 1981. Analyzing geopres-
sured reservoirs—a material balance technique. SPE
Paper 9968, Society of Petroleum Engineers of AIME,
Dallas, TX, December, 1981).
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with a total water volume of Waq, the MBE can
be arranged to give:

ðp=Z Þi=ðp=Z Þ21

pi 2 p

5
1

G

ðp=Z Þi=ðp=Z ÞGp 1 ðWpBw=BgiÞ
pi 2 p

� �

2
Swicw 1 cf
12Swi

1
ðcw 1 cfÞWaq

GBgi

� �

or equivalently as the equation of a straight
line:

α5
1

G

� �
β2 ER

with

α5
½ðpi=ZiÞ=ðp=Z Þ�21

pi 2 p

β5
ðpi=ZiÞ=ðp=Z ÞGp 1 ðWpBw=BgiÞ

pi 2 p

� �

ER 5
Swicw 1 cf
12Swi

1
ðcw 1 cfÞWaq

GBgi

Plotting α vs. β will produce a straight line
with a correct slope of 1/G and constant inter-
cept of ER.
Fetkovich et al. Plot for Abnormal Pressure
Gas Reservoirs. Fetkovich et al. (1998)
adopted the shale water influx theory and devel-
oped a general gas MBE that accounts for the
total cumulative effects of the various reservoir
compressibilities as well as the total water asso-
ciated with the reservoir. The “associated”
water includes:

• connate water;
• water within interbedded shales and nonpay

reservoir rock;
• volume of water in the attached aquifer.

The authors expressed the associated water
as a ratio of the total volume of the associated
water to that of the reservoir pore volume, or
total associated water volume

M5
Total associated water volume

Reservoir pore volume

where M is a dimensionless volume ratio.

In the development of the general MBE, the
authors also introduced the cumulative effective
compressibility term ce as defined by:

ce 5
Swicw 1Mðcf 1 cwÞ1 cf

12 Swi
(3.83)

where

ce 5 cumulative effective compressibility, psi21

cf 5 total PV (formation) compressibility, psi21

cw 5 cumulative total water compressibility,
psi21

Swi5 initial water saturation

The gas MBE can then be expressed as:

p

Z
12 ceðpi 2 pÞ½ �5 pi

Zi
2

pi=Zi
G

� �
Gp (3.84)

The ce function represents the cumulative
change in hydrocarbon PV caused by com-
pressibility effects and water influx from inter-
bedded shales and nonpay reservoir rock, and
water influx from a small limited aquifer. The
effect of the compressibility function ce on the
MBE depends strongly on the magnitude of
cw; cf, and the dimensionless parameter M. The
nonlinear behavior of the p/Z vs. Gp plot is
basically attributed to changes in the magni-
tude of ce with declining reservoir pressure, as
follows:

• The first straight line in the “early-time”
trend is developed in the abnormal pressure
period where the effect of cw and cf (as
described by the ce function) is significant.

• The second straight line in the “late-time”
trend is a result of increasing the magnitude
of the gas compressibility significantly to
dominate the reservoir driving mechanism.

The procedure for estimating the initial gas-
in-place G from Eq. (3.84) is summarized in the
following steps:

Step 1. Using the available rock and water
compressibilities (cf and cw as a func-
tion of pressure) in Eq. (3.83), generate
a family of ce curves for several
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assumed values of the dimensionless
volume rates M:

ce 5
Swicw 1Mðcf 1 cwÞ1 cf

12 Swi

Step 2. Assume a range of values for G with
the largest value based on extrapolation
of the early depletion data, and the low-
est value being somewhat larger than
the current Gp. For an assumed value of
G, calculate ce from Eq. (3.84) for each
measured p/Z and Gp data point, or:

ce 5 12
ðp=Z Þi
ðp=Z Þ 12

Gp

G

� �� �
1

pi 2 p

Step 3. For a given assumed value of G, plot
the calculated values of ce from step 2
as a function of pressure and repeat for
all other values of G. This family of ce
curves is essentially generated indepen-
dently from the MBE to match the ce
values as calculated in step 1.

Step 4. The match gives G, the M value, and
the ce function that can be used to pre-
dict the p/Z vs. Gp plot by rearranging
Eq. (3.84) and assuming several values
of p/Z and calculating the correspond-
ing Gp, to give:

Gp 5G 12
Zi
pi

p

Z

� �
12 ceðpi 2 pÞ½ �

 �

Paston et al. Plot for Abnormal Pressure Gas
Reservoirs. Harville and Hawkins (1969)
attributed the concave-downward shape of the
p/Z vs. Gp curve for overpressured gas reservoirs
to pore collapse and formation compaction.
Hammerlindl (1971) calculated the changes in
the PV and indicated that the system isothermal
compressibility changed from 283 1026 psi21

at initial conditions to 63 1026 psi21 at final
condition. Poston and Berg (1997) suggested
that the gas MBE can be arranged to solve for
the original gas-in-place, formation compress-
ibility, and water influx values simultaneously.
The MBE as presented by Eq. (3.66) can be rear-
ranged to give:

1

Δp

piZ

pZi

� �
21

� �
5

1

G

� �
Zpi
Zip

� �
Gp

Δp

� �� �
2 ðce 1WenÞ

where the energy term for the net water influx
Wen and effective compressibility ce are given by:

Wen 5
ðWe 2WpÞBw

ΔpGBgi

ce 5
cwSwi 1 cf
12 Swi

where

G5 gas initially in place, scf
Bgi5 initial gas FVF, bbl/scf
cw5water compressibility coefficient, psi21

Δp5 pi2 p

The above form of the MBE indicates that
for a volumetric gas reservoir (i.e., We5 0) with
a constant effective compressibility, a plot of
the left-hand side of the equation vs. (Zpi/Zip)
(Gp/Δp) would produce a straight line with a
slope of 1/G and a negative intercept of �ce
that can be used to solve the above equation for
the formation compressibility cf, to give:

cf 52 ceð12SwiÞ2 cwSwi

Experience has shown that cf values should
range over 63 1026,cf,253 1026 psi21, a
value over 253 1026 as calculated from the
above expression; that is, ce might indicate
water influx.
Hammerlindl Method for Abnormal Pressure
Gas Reservoirs. Hammerlindl (1971) proposed
two methods to correct apparent gas-in-place
Gapp obtained by extrapolation of the early
straight line of the p/Z vs. Gp graph. Both meth-
ods use the initial reservoir pressure pi and
another average reservoir pressure p1 at some
time while the reservoir is still behaving as an
abnormally pressured reservoir. The proposed
mathematical expressions for both methods are
given below.

Method I. Hammerlindl suggested that the
actual gas-in-place G can be estimated by cor-
recting the apparent gas-in-place Gapp by incor-
porating the ratio R of the effective total system
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compressibility to the gas compressibility, to
give:

G5
Gapp

R

with

R 5
1

2

ceff;i
cgi

1
ceff;1
cg1

� �

where the effective total system compressibility
ceff,i at the initial reservoir pressure and the
effective system compressibility ceff,1 at reservoir
pressure p1 are given by:

ceff;i 5
Sgicgi 1 Swicwi 1 cf

Sgi

ceff;1 5
Sgicg1 1 Swicw1 1 cf

Sgi

where

pi5 initial reservoir pressure, psi
p15 average reservoir pressure during the

abnormally pressured behavior, psi
cgi5 gas compressibility at pi, psi

21

cg15 gas compressibility at p1, psi
21

cwi5water compressibility at pi, psi
21

cw15water compressibility at p1, psi
21

Swi5 initial water saturation

Method II. Hammerlindl’s second method
also uses two pressures pi and p1 to compute
actual gas-in-place from the following
relationship:

G5 Corr Gapp

where the correction factor “Corr” is given by:

Corr5
ðBg1 2BgiÞSgi

ðBg1 2BgiÞSgi 1Bgiðpi 2 p1Þðcf 1 cwSwiÞ
and Bg is the gas formation volume factor at pi
and p1 as expressed in ft3/scf by:

Bg 5 0:02827
ZT

p

Effect of Gas Production Rate on Ultimate
Recovery. Volumetric gas reservoirs are essen-
tially depleted by expansion and, therefore, the

ultimate gas recovery is independent of the field
production rate. The gas saturation in this type
of reservoirs is never reduced, only the number
of pounds of gas occupying the pore spaces is
reduced. Therefore, it is important to reduce the
abandonment pressure to the lowest possible
level. In closed gas reservoirs, it is not uncom-
mon to recover as much as 90% of the initial
gas-in-place.

Cole (1969) pointed out that for water drive
gas reservoirs, recovery may be rate dependent.
There are two possible influences that the pro-
ducing rate may have on ultimate recovery.
First, in an active water drive reservoir, the
abandonment pressure may be quite high, some-
times only a few psi below the initial pressure.
In such a case, the gas remaining in the pore
spaces at abandonment will be relatively great.
However, the encroaching water reduces the
initial gas saturation. Therefore, the high aban-
donment pressure is somewhat offset by the
reduction in initial gas saturation. If the reser-
voir can be produced at a rate greater than the
water influx rate, without water coning, then a
high producing rate could result in maximum
recovery by taking advantage of a combination
of reduced abandonment pressure and reduction
in initial gas saturation. Second, the water-con-
ing problems may be very severe in gas reser-
voirs, in which case it will be necessary to
restrict withdrawal rates to reduce the magni-
tude of this problem.

Cole suggested that recovery from water
drive gas reservoirs is substantially less than
that from closed gas reservoirs. As a rule of
thumb, recovery from a water drive reservoir
will be approximately 50% to 0% of the initial
gas-in-place. The structural location of produc-
ing wells and the degree of water coning are
important considerations in determining ulti-
mate recovery. A set of circumstances could
exist—such as the location of wells very high on
the structure with very little coning tendencies—
where water drive recovery would be greater
than depletion drive recovery. Abandonment
pressure is a major factor in determining recov-
ery efficiency, and permeability is usually the
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most important factor in determining the
magnitude of the abandonment pressure.
Reservoirs with low permeability will have
higher abandonment pressures than reservoirs
with high permeability. A certain minimum
flow rate must be sustained, and a higher
permeability will permit this minimum flow
rate at a lower pressure.

3.4 COALBED METHANE

The term “coal” refers to sedimentary rocks
that contain more than 50% by weight and
more than 70% by volume of organic materials
consisting mainly of carbon, hydrogen, and
oxygen in addition to inherent moisture. Coals
generate an extensive suite of hydrocarbons and
nonhydrocarbon components. Although the
term “methane” is used frequently in the indus-
try, in reality the produced gas is typically a
mixture of C1, C2, traces of C3, and heavier N2

and CO2. Methane, as one such hydrocarbon
constituent of coal, is of special interest for two
reasons:

(1) Methane is usually present in high concen-
tration, in coal, depending on composition,
temperature, pressure, and other factors.

(2) Of the many molecular species trapped
within coal, methane can be easily liberated
by simply reducing the pressure in the bed.
Other hydrocarbon components are tightly
held and generally can be liberated only
through different extraction methods.

Levine (1991) suggested that the materials
comprising a coalbed fall broadly into the fol-
lowing two categories:

(1) “volatile” low-molecular-weight materials
(components) that can be liberated from the
coal by pressure reduction, mild heating, or
solvent extraction;

(2) materials that will remain in the solid state
after the separation of volatile components.

Most of the key data needed for estimating
gas-in-place and performing other performance

calculations is obtained mainly from the follow-
ing core tests:

• Canister desorption tests: These tests are
conducted on coal samples to determine:
� the total adsorbed gas content Gc of the

coal sample as measured in scf/ton of
coal;

� desorption time t that is defined by the
time required to disrobe 63% of the
total adsorbed gas.

• Proximate tests: These tests are designed to
determine coal composition in terms of:
� percentage of ash;
� fixed carbon;
� moisture content;
� volatile matter.

Remner et al. (1986) presented a comprehen-
sive study on the effects of coal seam properties
on the coalbed methane drainage process. The
authors pointed out that reservoir characteris-
tics of coalbeds are complex because they are
naturally fractured reservoirs that are character-
ized by two distinct porosity systems, i.e., dual-
porosity systems. These are:

(1) Primary porosity system: The matrix pri-
mary porosity system in these reservoirs is
composed of very fine pores, “micropores,”
with extremely low permeability. These
micropores contain a large internal surface
area on which substantial quantities of gas
may be adsorbed. With such low permeabil-
ity, the primary porosity is both imperme-
able to gas and inaccessible to water.
However, the desorbed gas can flow (trans-
port) through the primary porosity system
by the diffusion process, as discussed later
in this section. The micropores are essen-
tially responsible for most of the porosity in
coal.

(2) Secondary porosity system: The secondary
porosity system (macropores) of coal seams
consists of the natural fracture network of
cracks and fissures inherent in all coals. The
macropores, known as cleats, act as a sink
to the primary porosity system and provide
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the permeability for fluid flow. They act as
conduits to the production wells as shown in
Figure 3.30. The cleats are mainly composed
of the following two major components:
(a) The face cleat: The face cleat, as shown

conceptually in Figure 3.30 by Remner
et al., is continuous throughout the reser-
voir and is capable of draining large areas.

(b) The butt cleat: Butt cleats contact a much
smaller area of the reservoir and thus are
limited in their drainage capacities.

In addition to the cleat system, a fracture sys-
tem caused by tectonic activity may also be
present in coals. Water and gas flow to coalbed
methane wells occurs in the cleat and fracture
systems. These cleats and fractures combine to

make up the bulk permeability measured from
well tests conducted on coalbed methane wells.

The bulk of the methane, i.e., gas-in-place,
is stored in an adsorbed state on internal coal
surfaces and is considered a near liquid-like
state as opposed to a free gas phase. The coal
cleats are considered initially saturated with
water and must be removed (produced) from
the natural fractures, i.e., cleats, to lower the
reservoir pressure. When the pressure is
reduced, the gas is released (desorbed) from
the coal matrix into the fractures. The gas pro-
duction is then controlled by a four-step
process that includes:

Step 1. Removal of water from the coal cleats
and lowering the reservoir pressure to

Stage
1

Stage
2

Stage
3

Flow In the Natural
Fracture
Network

Flow Through the
Coal Matrix

Butt Cleat

Matrix Blocks Containing Micropores

Fa
ce

 C
le

at

Desorption from
Internal Coal

Surfaces

FIGURE 3.30 Schematic of methane flow dynamics in a coal seam system. (After King, G., Ertekin, T., Schwerer, F.,
1986. Numerical simulation of the transient behavior of coal seam wells. SPE Form. Eval. 1 (2), 165�183).
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that of the gas desorption pressure. This
process is called dewatering the
reservoir.

Step 2. Desorption of gas from the coal internal
surface area.

Step 3. Diffusion of the desorbed gas to the
coal cleat system.

Step 4. Flow of the gas through fractures to the
wellbore.

The economical development of coalbed
methane (CBM) reservoirs depends on the fol-
lowing four coal seam characteristics:

(1) gas content Gc;
(2) density of the coal ρB;
(3) deliverability and drainage efficiency;
(4) permeability and porosity.

Hughes and Logan (1990) pointed out that an
economic reservoir must first contain a sufficient
amount of adsorbed gas (gas content), must have
adequate permeability to produce that gas, must
have enough pressure for adequate gas storage
capacity, and, finally, the desorption time must
be such that it is economical to produce that gas.
These four characteristic coal seam parameters

that are required to economically develop the
reservoir are discussed below.

3.4.1 Gas Content

The gas present in the coal is molecularly
adsorbed on the coal’s extensive surface area.
Gas content estimation methods involve placing
freshly cut reservoir coal samples in airtight gas
desorption canisters and measuring the volume
of gas that desorbs as a function of time at
ambient temperature and pressure conditions. A
disadvantage of this analysis procedure is that
the measured desorbed gas volume is not equal
to the total gas content since a large amount of
gas is commonly lost by desorption during sam-
ple recovery. The volume of gas lost during this
core recovery time is referred to as “lost gas.”
The volume of the lost gas can be estimated by
using the USBM direct method, as illustrated in
Figure 3.31. The method simply involves plot-
ting the desorbed gas volume vs. the square
root of time,

ffiffi
t

p
, on a Cartesian scale and

extrapolating the early-time desorption data
back to time zero. Experience has shown that
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FIGURE 3.31 Plot of test data used to determine lost gas volume.
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this technique works adequately in shallow,
low-pressure, low-temperature coals with a lost
gas volume in the range of 5�10% of the total
adsorbed gas content of the coal. However, in
higher-pressure coal seams, the lost gas volume
may exceed 50% of the total adsorbed gas
content.

It should be pointed out that some of the gas
may not desorb from coal by the end of desorp-
tion measurements and remains absorbed in the
core sample. The term “residual gas” is com-
monly referred to the gas that remains at the
end of the desorption test. McLennan and
Schafer (1995) and Nelson (1999) pointed out
that the rate of gas desorption from coals is so
very slow that impracticably long time intervals
would be required for complete gas desorption
to occur. This residual gas content remaining at
the end of desorption measurements is deter-
mined by crushing the sample and measuring
the released gas volume. The chief limitation of
this direct method analysis procedure is that it
yields different gas content values depending
upon the coal sample type, gas desorption test-
ing conditions, and lost gas estimation method.
Nelson (1999) pointed out that the failure to

quantify and account for any residual gas vol-
ume that may remain in the coal sample at the
end of gas desorption measurements would
result in significant underestimation error in
coalbed gas-in-place evaluations. This residual
gas volume can be a significant fraction, rang-
ing between 5% and 50%, of the total adsorbed
gas content.

Another important laboratory measurement
is known as the “sorption isotherm” and is
required to relate the gas storage capacity of a
coal sample to pressure. This information is
required to predict the volume of gas that will
be released from the coal as the reservoir pres-
sure declines. Note that the gas content Gc is a
measurement of the actual (total) gas con-
tained in a given coal reservoir, while the sorp-
tion isotherm defines the relationship of
pressure to the capacity of a given coal to hold
gas at a constant temperature. Accurate deter-
minations of both gas content and the sorption
isotherm are required to estimate recoverable
reserve and production profiles. An example
of a typical sorption isotherm relationship is
shown in Figure 3.32 as given by Mavor et al.
(1990). This sorption isotherm was measured

Maximum Gas Recovery 227 scf/tonAbandonment Gas
Content 128 scf/ton

Initial
Gas Content
355 scf/ton

Abandonment
Pressure 100 psia

Critical Desorption
Pressure 648 psia
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FIGURE 3.32 Sorption isotherm curve. (After Mavor, M., Close, J., Mcbane, R., 1990. Formation evaluation of coalbed
methane wells. Pet. Soc. CIM, CIM/SPE Paper 90-101).
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on a sample collected from a well in the
Fruitland Formation Coal Seam of the San
Juan Basin, New Mexico. The authors pointed
out that the total gas content Gc of the coal
was determined to be 355 scf/ton by desorp-
tion canister tests performed on whole core
samples at the well location. The gas content
is less than the sorption isotherm gas storage
capacity of 440 scf/ton at the initial reservoir
pressure of 1620 psia. This implies that the
pressure must be reduced to 648 psia, which
corresponds to 355 scf/ton on the sorption iso-
therm curve. This pressure is known as the
critical or desorption pressure pd. This value
will determine whether a coal seam is satu-
rated or undersaturated. A saturated coal seam
holds as much adsorbed gas as it possibly can
for the given reservoir pressure and tempera-
ture. An analogy would be an oil reservoir
having a bubble point equal to the initial res-
ervoir pressure. If the initial reservoir pressure
is greater than the critical desorption pressure,
the coalbed is considered an undersaturated
one as in the case of Fruitland Formation
Coal. An undersaturated coal seam is undesir-
able since more water will have to be pro-
duced (dewatering process) before gas begins
to flow.

For an undersaturated reservoir, i.e., pi.pd,
the total volume of water that must be
removed to drop from the initial reservoir
pressure pi to the desorption pressure pd can
be estimated from the total isothermal com-
pressibility coefficient:

ct 5
1

Wi

Wp

pi 2 pd
(3.85)

where

Wp5 total volume of water removed, bbl
Wi5 total volume of water in the reservoir

(area), bbl
pi5 initial reservoir pressure, psi
pd5 desorption pressure, psi

ct5 total system compressibility coefficient in
psi21 as given by:

ct5 cw1 cf

with

cw5water compressibility
cf5 formation compressibility

Solving Eq. (3.85) for water removed gives:

Wp 5 ctWiðpi 2 pdÞ (3.86)

Example 3.9
An undersaturated coal system has the following
reservoir parameters:

drainage area5 160 acres, thickness5 15 ft,
porosity5 3%
initial pressure5 650 psia,
desorption pressure5 450 psia
total compressibility5 16 3 1025 psi21

Estimate the total volume of water that must
be produced for the reservoir pressure to decline
from initial pressure to desorption pressure.

Solution

Step 1. Calculate the total volume of water
initially in the drainage area:

Wi 5 7758AhφSwi
Wi 5 7758ð160Þð15Þð0:03Þð1:0Þ5 558; 576 bbl

Step 2. Estimate the total water volume to be
produced to reach the desorption
pressure from Eq. (3.86):

Wp 5 16ð1025Þð558; 576Þð6502450Þ5 17; 874 bbl

Step 3. Assuming the area is being drained with
only one well that is discharging at
300 bbl/day, the total time to reach the
desorption pressure is:

t 5
17; 874

300
5 60 days
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For most coal seams, the quantity of gas
held in the coal is primarily a function of coal
rank, ash content, and the initial reservoir
pressure. The adsorbed capacity of the coal
seam varies nonlinearly with pressure. A com-
mon method of utilizing sorption isotherm
data is to assume that the relationship
between gas storage capacity and pressure can
be described by a relationship that was origi-
nally proposed by Langmuir (1918). The sorp-
tion isotherm data that fits this relationship is
known as a “Langmuir isotherm” and is given
by:

V 5 VL
p

p1 pL
(3.87)

where

V5 volume of gas currently adsorbed at p,
scf/ft3 of coal

VL5Langmuir’s volume, scf/ft3

pL5Langmuir’s pressure, psi
p5 reservoir pressure, psi

Because the amount of gas adsorbed depends
on mass of coal, not volume, a more useful
form of the Langmuir equation that expresses
the adsorbed volume in scf/ton is:

V 5Vm
bp

11 bp
(3.88)

where

V5 volume of gas currently adsorbed at p,
scf/ton

Vm5Langmuir’s isotherm constant, scf/ton
b5Langmuir’s pressure constant, psi21

p5 pressure, psi

The two sets of Langmuir’s constants are
related by:

VL 5 0:031214VmρB

and

pL 5
1

b

where ρB is the bulk density of the coal deposit
in g/cm3.

The Langmuir pressure b and volume Vm can
be estimated by fitting the sorption isotherm
data to Eq. (3.88). The equation can be linear-
ized as follows:

V 5Vm 2
1

b

� �
V

p
(3.89)

The above relationship suggests that a plot of
the desorbed gas volume V vs. the ratio V/p on
a Cartesian scale would produce a straight line
with a slope of 21/b and intercept of Vm.

Similarly, when expressing the adsorbed gas
volume in scf/ft3, Eq. (3.87) can be expressed as
the equation of a straight line to give:

V 5 VL 2 pL
V

p

� �

A plot of V in scf/ft3 as a function of V/P
would produce a straight line with an intercept
of VL and a negative slope of 2 pL.

Example 3.10
The following sorption isotherm data is given by
Mavor et al. (1990) for a coal sample from the
San Juan Basin:

Calculate the Langmuir isotherm constant Vm
and the Langmuir pressure constant b for the
San Juan Basin coal sample.

p (psi) 76.0 122.0 205.0 221.0 305.0 504.0 507.0 756.0 1001.0 1008.0
V (scf/ton) 77.0 113.2 159.8 175.0 206.4 265.3 267.2 311.9 339.5 340.5
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Solution

Step 1. Calculate V/p for each of the measured
data points and construct the following
table:

p V V/p

76.0 77.0 1.013158
122.0 113.2 0.927869
205.0 159.8 0.779512
221.0 175.0 0.791855
305.0 206.4 0.676721
504.0 265.3 0.526389
507.0 267.2 0.527022
756.0 311.9 0.412566
1001.0 339.5 0.339161
1108.0 340.5 0.307310

Step 2. Plot V vs. V/p on a Cartesian scale, as
shown in Figure 3.33, and draw the best
straight line through the points.

Step 3. Determine the coefficient of the straight
line, i.e., slope and intercept, to give:

Intercept5Vm 5 465:2 scf=ton
Slope521=b52380:26; or b5 0:00263 psi21

Step 4. The Langmuir equation, i.e., Eq. (3.88),
can be written as:

V 5 465:2
0:00263p

11 0:00263p

Seidle and Arrl (1990) proposed that the des-
orbed gas will begin to flow through the cleats at
the time that is required for a well to reach the
semisteady state. For a gas well centered in a circu-
lar or square drainage area, the semisteady-state
flow begins when the dimension time tDA is 0.1, or:

tDA 5 0:15
2:637ð1024Þkgt

φðμgctÞiA

Solving for the time t gives:

t 5
379:2ϕðμgctÞiA

kg

where

t5 time, hours
A5 drainage area, ft2

kg5 gas effective compressibility, md

V/p
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Intercept = Vm = 465.2 scf/ton
Slope = −1/b = 380.26, or b = 0.00263 psi−1

FIGURE 3.33 Volume V vs. the ratio V/p of Example 3.10.
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φ5 cleat porosity, fraction
μg5 gas viscosity, cp
ct5 total system compressibility, psi21

Both gas viscosity and system compressibility
are calculated at the desorption pressure. The
total system compressibility is given by:

ct 5 cp 1Swcw 1Sgcg 1 cs

where

cp5 cleat volume compressibility, psi21

Sw5water saturation
Sg5 gas saturation
cw5water compressibility, psi21

cg5 gas compressibility, psi21

cs5 apparent sorption compressibility, psi21

The authors pointed out that the adsorption
of the gas on the coal surface increases the total
system compressibility by cs, i.e., apparent sorp-
tion compressibility, that is given by:

cs 5
0:17525BgVmρBb

φð11 bpÞ2 (3.90)

where

Bg5 gas formation volume factor, bbl/scf
ρB5 bulk density of the coal deposit, g/cm3

Vm, b5Langmuir’s constants

Example 3.11
In addition to the data given in Example 3.10
for the San Juan coal, the following properties
are also available:

ρB5 1.3 g/cm3, φ5 2%, T5 575 �R
pd5 600 psi, Sw5 0.9, Sg5 0.1
cf5 153 1026 psi21,
cw5 103 1026 psi21,
cg5 2.33 1023 psi21

A5 40 acres, kg5 5 md,
μg5 0.012 cp
Z5 factor at 600 psi5 0.86

Calculate the time required to achieve the
semisteady state.

Solution

Step 1. From Example 3.10:

Vm 5 465:2 scf=ton

b5 0:00263 psi2 1

Step 2. Calculate Bg in bbl/scf from Eq. (3.7), or:

Bg 5 0:00504
ZT

P

5 0:00504
ð0:86Þð575Þ

600
5 0:00415 bbl=scf

Step 3. Apply Eq. (3.90) to calculate cs to give:

cs 5
0:17525ð0:00415Þð465:2Þð1:3Þð0:00263Þ

0:02½11 ð0:00263Þð600Þ�2
5 8:713 1023 psi21

Step 4. Calculate ct:

ct 5 15ð1026Þ1 0:9ð10Þð1026Þ1 0:1ð2:3Þð1023Þ
1 8:71ð1023Þ5 0:011 psi2 1

Step 5. Calculate the time to reach semisteady
state:

t 5
ð379:2Þð0:03Þð0:012Þð0:011Þð40Þð43;560Þ

5
5 523 hours

Seidle and Arrl (1990) proposed the use of con-
ventional black-oil simulators to model the pro-
duction behavior of coalbed methane. The authors
pointed out that the amount of gas held by coal at
a given pressure is analogous to the amount of gas
dissolved in a crude oil system at a given pressure.
The Langmuir isotherm of coalbeds is comparable
to the solution gas�oil ratio Rs of conventional oil
reservoirs. A conventional reservoir simulator can
be used to describe coalbed methane by treating
the gas adsorbed to the surface of the coal as a dis-
solved gas in immobile oil.

Seidle and Arrl suggested that the introduc-
tion of the oil phase requires increasing the
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porosity and altering the initial saturations. The
gas�water relative permeability curves must be
modified and fluid properties of the immobile
oil must also be adjusted. The required adjust-
ments for use in a conventional black-oil simu-
lator are summarized below:

Step 1. Select any arbitrary initial oil saturation
Som for the model, with the subscript m
denoting a model value. The initial value
may be set as the residual oil saturation
and must remain constant throughout the
simulation.

Step 2. Adjust the actual coalbed cleat porosity
φm by the following expression:

φm 5
φ

12 Som
(3.91)

Step 3. Adjust the actual water and gas satura-
tions, i.e., Sw and Sg, to equivalent
model saturations Swm and Sgm from:

Swm 5 ð12SomÞSw (3.92)

Sgm 5 ð12SomÞSg (3.93)

These two equations are used to
adjust gas�water relative permeability
data for input into the simulator. The
relative permeability corresponding to
the actual Sg or Sw is assigned to the
equivalent model saturation Sgm or
Swm.

Step 4. To ensure that the oil phase will remain
immobile, assign a zero oil relative per-
meability Kro5 0 for all saturations
and/or specifying a very large oil viscos-
ity, i.e., μo5 106 cp.

Step 5. To link the gas dissolved in the immo-
bile oil, i.e., Rs in immobile oil, con-
vert the sorption isotherm data to gas
solubility data using the following
expression:

Rs 5
0:17525ρB
φmSom

� �
V (3.94)

where
Rs5 equivalent gas solubility, scf/STB
V5 gas content, scf/STB
ρB5 bulk coal seam density, g/cm3

Eq. (3.94) can be expressed equally
in terms of Langmuir’s constants by
replacing the gas content V with
Eq. (3.88) to give:

Rs 5
0:17525ρB
φmSom

� �
ðVmÞ

bp

11 bp

� �
(3.95)

Step 6. To conserve mass over the course of
simulation, the oil formation volume
factor must be constant with a value of
1.0 bbl/STB.

Using the relative permeability and coal seam
properties as given by Ancell et al. (1980) and
Seidle and Arrl (1990), the following example
illustrates the use of the above methodology.

Example 3.12
The following coal seam properties and relative
permeability are available:

Sgi5 0.0, Vm5 660 scf/ton, b5 0.00200 psi21

ρB5 1.3 g/cm3, φ5 3%

Sg Sw5 12 Sg krg krw

0.000 1.000 0.000 1.000
0.100 0.900 0.000 0.570
0.200 0.800 0.000 0.300
0.225 0.775 0.024 0.256
0.250 0.750 0.080 0.210
0.300 0.700 0.230 0.140
0.350 0.650 0.470 0.090
0.400 0.600 0.750 0.050
0.450 0.550 0.940 0.020
0.475 0.525 0.980 0.014
0.500 0.500 1.000 0.010
0.600 0.400 1.000 0.000
1.000 0.000 1.000 0.000

Adjust the above relative permeability data
and convert the sorption isotherm data into gas
solubility for use in a black-oil model.
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Solution

Step 1. Select any arbitrary initial oil saturation,
to get:

Som 5 0:1

Step 2. Adjust the actual cleat porosity by
using Eq. (3.91):

φm 5
0:03

120:1
5 0:0333

Step 3. Re-tabulate the relative permeability
data by only readjusting the saturation
values using Eqs. (3.92) and (3.93), to
give:

Sg Sw Sgm
5 0.9Sg

Swm

5 0.9Sw

krg krw

0.0000 1.0000 0.0000 0.9000 0.0000 1.0000

0.1000 0.9000 0.9000 0.8100 0.0000 0.5700

0.2000 0.8000 0.1800 0.7200 0.0000 0.3000

0.2250 0.7750 0.2025 0.6975 0.0240 0.2560

0.2500 0.7500 0.2250 0.6750 0.0800 0.2100

0.3000 0.7000 0.2700 0.6300 0.2300 0.1400

0.3500 0.6500 0.3150 0.5850 0.4700 0.0900

0.4000 0.6000 0.3600 0.5400 0.7500 0.0500

0.4500 0.5500 0.4045 0.4950 0.9400 0.0200

0.4750 0.5250 0.4275 0.4275 0.9800 0.0140

0.5000 0.5000 0.4500 0.4500 1.0000 0.0100

0.6000 0.4000 0.5400 0.3600 1.0000 0.0000

1.0000 0.0000 0.9000 0.0000 1.0000 0.0000

Step 4. Calculate Rs from either Eq. (3.92) or
(3.93) at different assumed pressures:

Rs 5
ð0:17525Þð1:30Þ
ð0:0333Þð0:1Þ

� �
V 5 68; 354V

with

V 5 ð660Þ 0:0002p

11 0:002p

to give:

p (psia) V (scf/ton) Rs (scf/STB)

0.0 0.0 0.0
50.0 60.0 4101.0
100.0 110.0 7518.0
150.0 152.3 10,520.0
200.0 188.6 12,890.0
250.0 220.0 15,040.0
300.0 247.5 16,920.0
350.0 271.8 18,570.0
400.0 293.3 20,050.0
450.0 312.6 21,370.0
500.0 330.0 22,550.0

For pressures below the critical desorption pres-
sure, the fractional gas recovery could be roughly
estimated from the following relationship:

RF5 12
Vm
Gc

� �
bp

11 bp

� �� �a
(3.96)

where

RF5 gas recovery factor
Vm, b5Langmuir’s constants
V5 gas content at pressure p, scf/ton
Gc5 gas content at critical desorption pressure,

scf/ton
p5 reservoir pressure, psi
a5 recovery exponent

The recovery exponent a is included to
account for the deliverability, heterogeneity,
well spacing, among other factors that affect
the gas recovery. The recovery exponent a is
usually ,0.5 and can be roughly estimated
from the following relationship that was gener-
ated from evaluating several CBM case studies:

a522371:9
b p

V

� �2

216:336
b p

V

� �
1 0:5352

A detailed discussion of the MBE calcula-
tions and predicting the recovery performance
of coal seems are presented later in this chapter.
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Example 3.13
Using the data in Example 3.10 and assuming
Gc5 330 scf/ton at 500 psia, estimate the gas
recovery factor as a function of pressure to an
abandonment pressure of 100 psia.

Solution

Step 1. Substitute Langmuir’s constants, i.e., Vm
and b, and the recovery exponent into
Eq. (3.96), to give:

RF5 12
660

330

� �
0:002p

11 0:002p

� �� �a

RF5 12
0:004p

11 0:002p

� �a
where

a522371:9
bp

V

� �2

216:336
bp

V

� �
1 0:5352

Step 2. Assume several reservoir pressures and
calculate the recovery factor in the
following tabulated form:

p,

psi

V bp/V (bp/V)2 a RF

450 312.6 0.002879 8.28909E206 0.468506 0.025013

400 293.3 0.002728 7.43971E206 0.472996 0.054187

350 271.8 0.002575 6.6328E206 0.477396 0.088523

300 247.5 0.002424 5.87695E206 0.481658 0.129393

250 220 0.002273 5.16529E206 0.485821 0.178796

200 188.6 0.002121 4.49818E206 0.489884 0.239780

150 152.3 0.00197 3.8801E206 0.493818 0.317379

100 110 0.001818 3.30579E206 0.497657 0.421162

Many factors influence the measured gas
content Gc and sorption isotherm and, conse-
quently, affect the determination of the initial
gas-in-place. Among these factors are:

• moisture content of the coal;
• temperature;
• rank of the coal.

These parameters are briefly discussed below.

• Moisture content: One of the major difficul-
ties in measuring the gas content and sorption
isotherm is the reproduction of the coal con-
tent at reservoir conditions. The moisture con-
tent of coal is the weight of the water in the
coal matrix, not the water contained as free
water in the fracture system. The gas storage
capacity of coal is significantly affected by
moisture content as shown in Figures 3.34
and 3.35. Figure 3.34 illustrates Langmuir iso-
therms as the moisture increases from 0.37%
to 7.41% with apparent reduction of the
methane storage capacity. Figure 3.35 shows
that the quantity of methane adsorbed in coal
is inversely proportional to the inherent mois-
ture content. As evidenced by these two fig-
ures, an increase in the moisture content
decreases the ability of coal to store gas.

• Temperature: This affects both the volume of
gas retained by the coal and the rate at which
it is desorbed. Numerous laboratory studies
confirmed the following two observations:
(a) the rate of gas desorption from the coal

is exponentially dependent upon temper-
ature (i.e., the higher the temperature,
the faster the desorption);

(b) the gas sorption capacity of the coal is
inversely proportional to temperature
(i.e., the storage capacity of the coal
decreases with increasing temperature as
shown in Figure 3.34).
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FIGURE 3.34 Effect of moisture content on gas storage
capacity.
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• Rank of the coal: According to the
American Society for Testing and Materials
(ASTM), coal rank is the assignment of a
distinct maturation level to a coal derived
through the measurement of chemical and
physical properties of the coal. The proper-
ties most commonly used for rank classifica-
tion include the fixed carbon content,
volatile matter content, and calorific value,
among older properties. Coal rank determi-
nation is important as the capability of the
coal to have generated gas is related to the
rank of the coal. Figure 3.36 shows that
the gas content and the storage capacity of
the coal increase with higher coal ranks.
Coals with higher ranks have more capaci-
ties to both store and generate gas.

3.4.2 Density of the Coal

Gas-in-place volume G is the total amount of
gas stored within a specific reservoir rock
volume. The basic equation used to calculate
G is:

G5 1359:7AhρBGc (3.97)

where

G5 initial gas-in-place, scf
A5 drainage area, acres
h5 thickness, ft
ρB5 average coal bulk density, g/cm3

Gc5 average gas content, scf/ton

Mavor and Nelson (1997) pointed out that
the use of Eq. (3.97) requires accurate determi-
nation of the four parameters in the equation,
i.e., A, h, Gc, and ρB. The accuracy of G
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estimates is limited by uncertainties or errors in
the parameters. Nelson (1999) pointed out the
density of the coal is a strong function of its
composition. Since the mineral matter compo-
nent of coal has a significantly higher density
than the bulk organic matter, coal density will
be directly correlated to the mineral matter con-
tent. Coal density and compositional properties
are not uniform throughout the coal seam but
vary vertically and laterally as a function of
coal rank, moisture content, and mineral matter
content, among other depositional environment
geological variables. To illustrate the significant
vertical and lateral changes in coal density,
Mavor and Nelson (1997) used the basal
Fruitland Formation coalbed reservoirs at three
well locations in the San Juan Basin as examples
for this density variation. As shown below,
these examples list the variations in ash content,
gas content, and average density.

Well Interval Average
Ash

Content
(%)

Average
Density
(g/cm3)

Average
Gas

Content
(scf/ton)

1 Intermediate 27.2 1.49 370
Basal 20.4 1.44 402

2 Intermediate 36.4 1.56 425
Basal 31.7 1.52 460

3 Intermediate 61.3 1.83 343
Basal 43.3 1.63 512

It is commonly assumed that interbedded
rocks having densities greater than 1.75 g/cm3

have negligible gas storage capacity.

Because of its organic richness, coal has a
much lower bulk density than, for example,
shale or sandstone, and, as a result, the gross
thickness of coal-bearing intervals can be read-
ily quantified using geophysical log data.
Nelson (1999) pointed out that the commonly
used analysis practice for coalbed reservoir
thickness is to use 1.75 g/cm3 as the maximum
log density value for the gas-bearing seams. The
author stated that the density of ash in San Juan
Basin coal is typically 2.4�2.5 g/cm3. The
amount of gas stored in coalbed reservoir rocks

between the density values of 1.75 and 2.5 g/
cm3 can be significant. This suggests that if the
reservoir thickness analysis is based upon a
maximum log density value of 1.75 g/cm3, the
calculated gas-in-place volume as expressed by
Eq. (3.97) can greatly underestimate the gas-in-
place. It should be pointed out that the moisture
content, which varies inversely as a function of
coal rank, substantially affects the coal density.
As shown by Eq. (3.97), the gas initially in
place G is a function of coal density ρc. Neavel
et al. (1999), Unsworth et al. (1989), Pratt et al.
(1999), and Nelson (1989) observed that
high-rank coals (bituminous coals) have a low
moisture content of less than 10%, whereas
low-rank coals (sub-bituminous coals) have a
very high moisture content (.25%). The
authors pointed out that at 5% ash content,
Powder River Basin sub-bituminous coal has a
dry-basis density of 1.4 g/cm3; however, with a
moisture content of 27% and ash content of
5%, the density is only 1.33 g/cm3. This density
value difference indicates how crucial the accu-
rate moisture content is for a reliable estimate
of gas-in-place.

3.4.3 Deliverability and Drainage
Efficiency

Interest has grown recently in utilizing the vast
resources of coalbed methane reservoirs. As
indicated earlier, methane is held in an
adsorbed state on the surface of the coal pores
by reservoir pressure; this pressure must be
reduced to allow desorption of methane from
coal surfaces and subsequent methane produc-
tion. The reservoir pressure is caused by an
existing static pressure due to groundwater.
Hence, unlike a conventional gas reservoir, gas
production is obtained from coal seams by first
dewatering and depressurizing the coal seam.
Typically, coal seams are naturally fractured
and contain laterally extensive, closed, spaced
vertical fractures (i.e., cleats). Because the
intrinsic permeability of the coal matrix is usu-
ally very small, these cleats must be well devel-
oped with the minimum required permeability
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(usually .1 md) to economically develop the
reservoir. Holditch et al. (1988) proposed that
to produce gas at economic rates from a coal
seam, the following three criteria must be met:

(1) An extensive cleat system must exist to pro-
vide the needed permeability.

(2) The gas content must be large enough to
provide a source that is worth developing.

(3) The cleat system must be connected to the
wellbore.

Therefore, large-scale coalbed methane field
development requires significant initial invest-
ment before any gas production can occur.
Most coalbed methane reservoirs require:

• hydraulic fracture stimulation to supplement
the coal cleats and to interconnect the cleat
system to the wellbore;

• artificial lift of the reservoir water;
• water disposal facilities;
• complete well pattern development.

In general, proper well spacing and stimula-
tion govern the economic attractiveness of the
gas production from coalbeds.

Construction of a complete theory of coal
well deliverability is difficult as it is necessary
to consider the two-phase flow of gas and
water in the coalbed. However, coal wells pro-
duce substantial amounts of water before the
reservoir pressure declines to the desorption
pressure. Once the drainage area of a coal well
has been dewatered and the gas rate peaks,

water production often declines to negligible
rates. This peak in gas rate is essentially a
function of:

• the ability of the primary porosity, i.e.,
porosity of the coal matrix, to supply gas to
the secondary porosity system (cleat system);

• the conductivity of the cleat system to
water.

Unlike conventional gas and oil reservoirs
where minimal well interference is desired, the
design of efficient dewatering and depressuriz-
ing systems requires maximum well interference
for maximum drawdown. Well performance in
coalbed reservoirs is strongly dependent on this
amount of pressure interference between wells,
which allows the reservoir pressure to be low-
ered rapidly and consequently allows gas to be
released from the coal matrix. This objective
can be accomplished by optimizing the follow-
ing two decision variables:

(1) optimal well spacing;
(2) optimal drilling pattern shape.

Wick et al. (1986) used a numerical simula-
tor to examine the effect of well spacing on
single-well production. The investigation
examined the recovery factors from a 160-acre
coalbed that contains 1676 MMscf of gas as a
function of well spacing for a total of simula-
tion time of 15 years. Results of the study for
20-, 40-, 80-, and 160-acre well spacing are
given below:

Well
Spacing
(acres)

Wells on
160 acres

Gas-in-Place Per
Well (MMscf)

Cumulative
Gas

Production
Per Well
(MMscf)

Recovery
Factor (%)

Total Gas Production from
160 acres (MMscf)

5
Years

15
Years

160 1 1676 190 417 25 417
80 2 838 208 388 46 776
40 4 419 197 292 70 1170
20 8 209.5 150 178 85 1429
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These results suggest that gas recovery over
15 years from an individual well increases
with larger well spacing, while gas recoveries
from the first 5 years are very similar for the
40-, 80-, and 160-acre cases. This is largely a
result of the need to dewater the drainage area
for a particular well before gas production
becomes efficient. Percentage gas recovery
ranges from 25% on 160-acre spacing to 85%
on 20-acre spacing. Drilling on 20-acre spac-
ing produces the most gas from a 160-acre
area in 15 years. At this time, 85% of the gas-
in-place has been produced but only 25% gas
recovery with one well on the 160-acre spac-
ing. In determining optimal well spacing, an
economic evaluation that includes current and
predicted future gas price must be made by the
operator to maximize both gas recovery and
profit.

Selecting the optimum pattern depends
heavily on the following variables:

• the coal characteristics, i.e., isotropic or ani-
sotropic permeability behavior;

• reservoir configuration;
• locations of existing wells and total number

of wells;
• initial water pressure and desorption

pressure;
• volume of water to be removed and the

required drawdown.

3.4.4 Permeability and Porosity

Permeability in coals is essentially controlled by
the magnitude of the net stress in the reservoir.
The variations in the net stress throughout the
coal seam can cause local variations in perme-
ability. It has been also shown by several investi-
gators that the coal permeability can increase as
gas is desorbed from the coal matrix. Numerous
laboratory measurements have shown the depen-
dence of permeability and porosity on the stress
conditions in coal seams with relationships that
are unique for each coal seam. With the produc-
tion, cleat properties experience changes due to

the following two distinct and opposing
mechanisms:

(1) Cleat porosity and permeability decline due
to compaction and the reduction of net
stress Δσ.

(2) Cleat porosity and permeability increase
due to coal matrix shrinkage as a result of
gas desorption.

Walsh (1981) suggested that the change in
the net stress Δσ can be expressed in terms of
reservoir pressure by:

σ5σ2σo 5 sðpo 2 pÞ5 s Δp (3.98)

where

Δp5 pressure drop from po to p, psi
po5 original pressure, psia
p5 current pressure, psia
σo5 original effective stress, psia
σ5 effective stress, psia
s5 constant relating change in psia pressure to

change in effective stress

The effective stress is defined as the total
stress minus the seam fluid pressure. The effec-
tive stress tends to close the cleats and to reduce
permeability within the coal. If the effective
stress σ is not known, it can be approximated
at any given depth D by:

σ5 0:572D

Eq. (3.98) can be simplified by setting the
constant s equal to 0.572, to give:

Δσ5 0:572 Δp

Defining the average pore compressibility by
the following expression:

c5
1

po 2 p

ðpo
p

cp dp

where

cp 5 average pore compressibility, psi21

cp5 pore volume compressibility, psi21
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the desired relationships for expressing the
changes in porosity and permeability as a func-
tion of the reservoir pressure are given by:

φ5
A

11A
(3.99)

with

A5
φo

11φo

exp2 scpðΔpÞ (3.100)

and

k5 ko
φ
φo

� �3

where φ is the porosity and the subscript o
represents the value at initial conditions.

Somerton et al. (1975) proposed a correla-
tion that allows the formation permeability to
vary with the changes in the net stress Δσ as
follows:

k5 ko exp
20:003 Δσ

ðkoÞ0:1
� �

1 0:0002ðΔσÞ1=3ðkoÞ1=3
� �

where

ko5 original permeability at zero net stress, md
k5 permeability at net stress Δσ, md
Δσ5 net stress, psia

3.4.5 Material Balance Equation for
Coalbed Methane

The MBE is a fundamental tool for estimating
the original gas-in-place G and predicting the
recovery performance of conventional gas reser-
voirs. The MBE as expressed by Eq. (3.57) is:

p

Z
5

pi
Zi

2
pscT

TscV

� �
Gp

The great utility of the p/Z plots and the ease
of their constructions for conventional gas
reservoirs have led to many efforts, in particular
the work of King (1992) and Seidle (1999), to
extend this approach to unconventional gas
resources such as coalbed methane (CBM).

The MBE for CBM can be expressed in the
following generalized form:

Gas produced GP 5Gas originally adsorbed G1Original

free gas GF 2Gas currently adsorbed

at this pressure GA 2 Remaining free GR

or

Gp 5G1GF 2GA 2GR (3.101)

For a saturated reservoir (i.e., initial reservoir
pressure pi5 desorption pressure pd) with no
water influx, the four main components of the
right-hand side of the above equality can be
determined individually as follows.
Gas Originally Adsorbed G. As defined previ-
ously by Eq. (3.97), the gas-in-place G is given
by:

G5 1359:7AhρBGc

where

G5 gas initially in place, scf
ρB5 bulk density of coal, g/cm3

Gc5 gas content, scf/ton
A5 drainage area, acres
h5 average thickness, ft

Original Free Gas GF. For this:

GF 5 7758Ahφð12 SwiÞEgi (3.102)

where

GF5 original free gas-in-place, scf
Swi5 initial water saturation
φ5 porosity
Egi5 gas expansion factor at pi in scf/bbl and

given by:

Egi 5
5:615ZscTsc

psci

pi
TZi

5 198:6
pi
TZi

Gas Currently Adsorbed at p, GA. The gas
stored by adsorption at any pressure p is typi-
cally expressed with the adsorption isotherm or
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mathematically by Langmuir’s equation, i.e.,
Eq. (3.88), as:

V 5Vm
bp

11 bp

where

V5 volume of gas currently adsorbed at p,
scf/ton

Vm5Langmuir’s isotherm constant, scf/ton
b5Langmuir’s pressure constant, psi21

The volume of the adsorbed gas V as expressed
in scf/ton at reservoir pressure p can be converted
into scf by the following relationship:

GA 5 1359:7AhPBV (3.103)

where

GA5 adsorbed gas at p, scf
PB5 average bulk density of the coal, g/cm3

V5 adsorbed gas at p, scf/ton

Remaining Free Gas GR. During the dewater-
ing phase of the reservoir, formation compac-
tion (matrix shrinkage) and water expansion
will significantly affect water production. Some
of the desorbed gas remains in the coal�cleat
system and occupies a PV that will be available
with water production. King (1992) derived the
following expression for calculating the average
water saturation remaining in the coal cleats
during the dewatering phase:

Sw 5
Swi½11 cwðpi 2 pÞ�2 ðBwWp=7758AhφÞ

12 ðpi 2 pÞcf
(3.104)

where

pi5 initial pressure, psi
p5 current reservoir pressure, psi
Wp5 cumulative water produced, bbl
Bw5water formation volume factor, bbl/STB
A5 drainage area, acres
cw5 isothermal compressibility of the water,

psi21

cf5 isothermal compressibility of the formation,
psi21

Swi5 initial water saturation

Using the above estimated average water sat-
uration, the following relationship for the
remaining gas in cleats is developed:

GR 5 7758Ahφ

3
ðBwWp=7758AhφÞ1 ð12 SwiÞ2 ðpi 2 pÞðcf 1 cwSwiÞ

12 ðpi 2 pÞcf

� �
Eg

(3.105)

where

GR5 remaining gas at pressure p, scf
Wp5 cumulative water produced, bbl
A5 drainage area, acres

and with the gas expansion factor given by:

Eg 5 198:6
p

TZ
scf=bbl

Substituting the above derived four terms
into Eq. (3.101) and rearranging gives:

Gp 5G1GF 2GA 2GR

or

Gp 1
BwWpEg

12 ðcf ΔP Þ 5Ah 1359:7PB Gc 2
Vmbp

11 bp

� ��

1
7758φ½ΔPðcf 1 SwicwiÞ2 ð12SwiÞ�Eg

12 ðcf ΔPÞ

�

1 7758Ahφð12 SwiÞEgi (3.106)

In terms of the volume of gas adsorbed V,
this equation can be expressed as:

Gp 1
BwWpEg

12 ðcf ΔP Þ 5Ah 1359:7PBðGc 2V Þ½

1
7758φ½ΔPðcf 1 SwicwiÞ2 ð12SwiÞ�Eg

12 ðcf ΔPÞ �

1 7758Ahφð12SwiÞEgi (3.107)

Each of the above two forms of the general-
ized MBE is the equation of a straight line and
can be written as:

y 5mx 1 a
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with

y 5Gp 1
BwWpEg

12 ðcf ΔPÞ
x 5 1359:7PB Gc 2

Vmbp

11 bp

� �

1
7758φ½ΔPðcf 1 SwicwiÞ2 ð12SwiÞ�Eg

12 ðcf ΔPÞ
or equivalently:

x 5 1359:7PBðGc 2V Þ

1
7758φ½ΔP ðcf 1SwicwiÞ2 ð12SwiÞ�Eg

12 ðcf ΔP Þ
with a slope of:

m5Ah

and intercept as:

a5 7758Ahφð12 SwiÞEgi
A plot of y as defined above and using the

production and pressure drop data vs. the term
x would produce a straight line with a slope m
of Ah and intercept of a. The drainage area A
as calculated from the slope m and the intercept
a must be the same. That is:

A5
m

h
5

a

7758hφð12SwiÞEgi
For scattered points, the correct straight line

must satisfy the above equality.
Neglecting the rock and fluid compressibility,

Eq. (3.107) is reduced to:

Gp 1BwWpEg

5Ah 1359:7PB Gc 2 Vm
bp

11 bp

� �
27758φð12SwiÞEg

� �
1 7758Ahφð12 SwiÞEgi

(3.108)

This expression is again the equation of a
straight line, i.e., y5mx1 a, where

y 5Gp 1BwWpEg

x 5 1359:7PB Gc 2Vm
bp

11 bp

0
@

1
A27758φð12SwiÞEg

Slope m5Ah

Intercept a5 7758Ahφð12SwiÞEgi

In terms of the adsorbed gas volume V,
Eq. (3.108) is expressed as:

Gp 1BwWpEg 5Ah½1359:7PBðGc 2 V Þ27758φð12SwiÞEg�
1 7758Ahφð12 SwiÞEgi

(3.109)

With the calculation of the bulk volume Ah,
the original gas-in-place G can then be calcu-
lated from:

G5 1359:7ðAhÞPBGc

Example 3.14
A coal well is draining a homogeneous 320-acre
coal deposit.

The actual well production and pertinent coal
data is given below:

Time
(days)

Gp

(MMscf)
Wp

(MSTB)
p

(psia)
p/Z

(psia)

0 0 0 1500 1704.5
730 265.086 157,490 1315 1498.7
1460 968.41 290,238 1021 1135.1
2190 1704.033 368,292 814.4 887.8
2920 2423.4 425,473 664.9 714.1
3650 2992.901 464,361 571.1 607.4

Langmuir’s pressure constant b5 0.00276 psi21

Langmuir’s volume constant Vm5 428.5 scf/ton
Average bulk density PB5 1.70 g/cm3

Average thickness h5 50 ft
Initial water saturation Swi5 0.95
Drainage area A5 320 acres
Initial pressure pi5 1500 psia
Critical (desorption) pressure pd5 1500 psia
Temperature T5 105 �F
Initial gas content Gc5 345.1 scf/ton
Formation volume factor Bw5 1.00 bbl/STB
Porosity φ5 0.01
Water compressibility cw5 33 1026 psi21

Formation compressibility cf5 63 1026 psi21

(a) Neglecting formation and water compressibility
coefficients, calculate the well drainage area
and original gas-in-place.
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(b) Repeat the above calculations by including
water and formation compressibilities.

Solution

Step 1. Calculate Eg and V as a function of
pressure by applying the following
expressions:

Eg 5 198:6
p

Tz
5 0:3515

p

z
scf=bbl

V 5 Vm
bp

11 bp
5 0:18266

p

11 0:00276p
scf=ton

p (psi) p/Z (psi) Eg (scf/bbl) V (scf/ton)

1500 1704.5 599.21728 345.0968
1315 1498.7 526.86825 335.903
1021 1135.1 399.04461 316.233
814.4 887.8 312.10625 296.5301
664.9 714.1 251.04198 277.3301
571.1 607.5 213.56673 262.1436

Step 2. Neglecting cw and cf, the MBE is given by
Eq. (3.109), or:

Gp 1BwWpEg 5Ah½1359:7PBðGc 2 V Þ
27758φð12SwiÞEg�1 7758Ahφð12SwiÞEgi

or

Gp 1BwWpEg 5Ah½2322:66ð345:12V Þ
23:879Eg�1 2324:64ðAhÞ

Use the given data in the MBE to
construct the following table:

Step 3. Plot Gp1BwWpEg vs. 2322.66
(345.12 V)23.879Eg on a Cartesian scale,
as shown in Figure 3.37.

Step 4. Draw the best straight line through the
points and determine the slope, to give:

Slope5Ah5 15; 900 acre-ft

or

Area A5
15; 900

50
5 318 acres

Step 5. Calculate the initial gas-in-place:

G5 1359:7AhρBGc

5 1359:7ð318Þð50Þð1:7Þð345:1Þ
5 12:68 Bscf

GF 5 77:58Ahφð12SwiÞEgi
5 7758ð318Þð50Þð0:01Þð0:05Þð599:2Þ
5 0:0369 Bscf

Total gas-in-place5G1GF 5 12:681 0:0369

5 12:72 Bscf

Step 1. Using the given values of cw and cf in
Eq. (3.107), calculate the Y and X terms
and tabulate the results as a function of
pressure as follows:

y 5Gp 1
WpEg

12 ½6ð102 6Þð15002 pÞ�
x 5 1359:7ð1:7Þð345:12 V Þ

1
7758ð0:01Þð15002 pÞð6ð1026Þ1 0:95cwiÞ2 ð120:95Þ�Eg

12 ½6:ð1026Þð15002 pÞ�

p
(psi)

V (scf/
ton)

Gp

(MMscf)
Wp

(MMETB)
Eg (scf/
bbl)

y5Gp1WpEg
(MMscf)

x5 2322.66 (345.12V) 23.879Eg
(scf/acre-ft)

1500 345.097 0 0 599.21 0 0
1315 335.90 265.086 0.15749 526.87 348.06 19,310
1021 316.23 968.41 0.290238 399.04 1084.23 65,494
814.4 296.53 1704.033 0.368292 312.11 1818.98 111,593
664.9 277.33 2423.4 0.425473 251.04 2530.21 156,425
571.1 262.14 2992.901 0.464361 213.57 3092.07 191,844
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p (psi) V (scf/ton) X Y

1315 335.903 1.90E1 04 3.48E1 08
1021 316.233 6.48E1 04 1.08E1 09
814.4 296.5301 1.11E1 05 1.82E1 09
664.9 277.3301 1.50E1 05 2.53E1 09
571.1 262.1436 1.91E1 05 3.09E1 09

Step 2. Plot the x and y values on a Cartesian scale,
as shown in Figure 3.38, and draw the best
straight line through the points.

Step 3. Calculate the slope and intercept of the
line, to give:

Slope5Ah5 15;957 acre-ft

or

A5
15; 957

50
5 319 acres

To confirm the above calculated
drainage area of the well, it can be also
determined from the intercept of the
straight line, to give:

Intercept5 3:77ð107Þ5 7758Ahφð12 SwiÞEgi

or

A5
3:708ð107Þ

7758ð50Þð0:01Þð0:05Þð599:2Þ 5 324 acres

Step 4. Calculate the initial gas-in-place to give:

Total5G1GF 5 12:721 0:0375 12:76 Bscf

Under the conditions imposed on Eq. (3.108)
and assuming 100% initial water saturation,
the usefulness of the equation can be extended
to estimate the average reservoir pressure p
from the historical production data, i.e., Gp and
Wp. Eq. (3.108) is given as:

Gp 1WpEg 5 ð1359:7PBAhÞ Gc 2Vm
bp

11 bp

� �� �

Or in terms of G:

Gp 1WpEg 5G2 ð1359:7PBAhÞVm
bp

11 bp
(3.110)
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=

FIGURE 3.37 Graphical determination of drainage area.
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At the initial reservoir pressure pi, initial gas-
in-place G is given by:

G5 1359:7PBAh½ �Gc 5 1359:7PBAh½ � Vm
bpi

11 bpi

� �
(3.111)

Combining Eq. (3.111) with (3.110) and
rearranging gives:

p

pi

� �
11 bpi
11 bp

� �� �
5 12

1

G
ðGp 1BwWpEgÞ

� �

or

p

pi

� �
11 bpi
11 bp

� �� �
5 12

1

G
Gp 1 198:6

p

ZT
BwWp

� �
(3.112)

where

G5 initial gas-in-place, scf
Gp5 cumulative gas produced, scf
Wp5 cumulative water produced, STB
Eg5 gas formation volume factor, scf/bbl

pi5 initial pressure
T5 temperature, �R
Z5 z factor at pressure p

Eq. (3.112) is the equation of a straight line
with a slope of 21/G and intercept of 1.0. In a
more convenient form, Eq. (3.112) is written as:

y 5 11mx

where

y 5
p

pi

� �
11 bpi
11 bp

� �� �
(3.113)

x 5Gp 1 198:6
p

ZT
BwWp (3.114)

m5
1

G

Figure 3.39 shows the graphical linear relation-
ship of Eq. (3.112). Solving this linear relationship
for the average reservoir pressure p requires an

X
0.00E+00

0.00E+00

5.00E+08

1.00E+09

1.50E+09

2.00E+09

2.50E+09

3.00E+09

3.50E+09

5.00E+04 1.00E+05 1.50E+05 2.00E+05 2.50E+05

Slope = Ah = 15,957 acre-ft

15,957

FIGURE 3.38 Straight-line relationship of y as a function of x.
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iterative procedure as summarized in the following
steps:

Step 1. On a Cartesian scale, draw a straight
line that originates from 1 on the y-axis
and with a negative slope of 1/G, as
shown in Figure 3.39.

Step 2. At a given Gp and Wp, guess the reser-
voir pressure p and calculate the y and
x terms as given by Eqs. (3.113) and
(3.114), respectively.

Step 3. Plot the coordinate of the calculated
point, i.e., (x, y), in Figure 3.39. If the
coordinate of the point falls on the
straight line, it indicates that the assumed
reservoir pressure is correct, otherwise
the process is repeated at a different pres-
sure. The process can be rapidly con-
verged by assuming three different
pressure values and connecting the coor-
dinate plotted points with a smooth curve
that intersects with the straight line at
(xcorr, ycorr). The reservoir pressure at the
givenWp andGp is calculated from:

p5
piycorr

11 bpið12 ycorrÞ

3.4.6 Prediction of CBM Reservoir
Performance

The MBE as given by its various mathematical
forms, i.e., Eqs. (3.106)�(3.109), can be used to pre-
dict future performance ofCBMreservoirs as a func-
tion of reservoir pressure. Assuming, for simplicity,
that the water and formation compressibility coeffi-
cients are negligible, Eq. (3.106) can be expressed as:

Gp 1BwWpEg 5G2 ð1359:7AhPBVmbÞ
p

11 bp

27758φAhð12 SwiÞEg 1 7758Ahφð12 SwiÞEgi
where

G5 initial gas-in-place, scf
A5 drainage area, acres
h5 average thickness, ft
Swi5 initial water saturation
Eg5 gas formation volume factor, scf/bbl
b5Langmuir’s pressure constant, psi21

Vm5Langmuir’s volume constant, scf/ton

In a more convenient form, the above expres-
sion is written as:

Gp 1BwWpEg 5G2
a1p

11 bp
1 a2ðEgi 2 EgÞ (3.115)

where the coefficients a1 and a2 are given by:

a1 5 1359:7AhbVm

a2 5 7758Ahφð12 SwiÞ

Differentiating with respect to pressure gives:

@ðGp 1BwWpEgÞ
@p

52
a1

ð11 bpÞ2 2 a2
@Eg
@p

Expressing the above derivative in finite dif-
ference form gives:

Gn1 1
p 1Bn1 1

w Wn1 1
p En1 1

g 5Gn
p

1Bn
wW

n
p E

n
g 1

a1ðpn 2 pn1 1Þ
ð11 bpn1 1Þ 1 a2ðEn

g 2 En1 1
g Þ

(3.116)

where the superscripts n and n1 1 indicate the
current and future time levels, respectively, and:

pn, pn1 15 current and future reservoir pres-
sures, psia

0.00

1

Ycorr

Xcorr

i

i

FIGURE 3.39 Graphical determination of reservoir
pressure.
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Gn
p;G

n1 1
p 5 current and future cumulative gas

production, scf
Wn

p ;W
n1 1
p 5 current and future cumulative

water production, STB
En
g ;E

n1 1
g 5 current and future gas expansion

factor, scf/bbl

Eq. (3.116) contains two unknowns, Gn1 1
p

andWn1 1
p , and requires two additional relations:

(1) the producing gas�water ratio (GWR)
equation;

(2) the gas saturation equation.

The gas�water ratio relationship is given by:

Qg

Qw
5GWR5

krg
krw

μwBw

μgBg
(3.117)

where

GWR5 gas�water ratio, scf/STB
krg5 relative permeability to gas
krw5 relative permeability to water
μw5water viscosity, cp
μg5 gas viscosity, cp
Bw5water formation volume factor, bbl/STB
Bg5 gas formation volume factor, bbl/STB

The cumulative gas produced Gp is related to
the EWR by the following expression:

Gp 5

ðWp

0
ðGWRÞ dWp (3.118)

This expression suggests that the cumulative
gas production at any time is essentially the
area under the curve of the GWR vs. the Wp

relationship, as shown in Figure 3.40.
Also, the incremental cumulative gas produced

ΔGp betweenWn
p and Wn1 1

p is given by:

Gn1 1
p 2Gn

p 5ΔGp 5

ðWn1 1
p

Wn
p

ðGWRÞ dWp (3.119)

This expression can be approximated by
using the trapezoidal rule, to give:

Gn11
p 2Gn

p 5ΔGp5
ðGWRÞn111 ðGWRÞn

2

" #
ðWn11

p 2Wn
p Þ

(3.120)

or

Gn1 1
p 5Gn

p 1
X

½ðGWRÞavg ΔWp� (3.121)

The other auxiliary mathematical expression
needed to predict the recovery performance of a
coalbed gas reservoir is the gas saturation equa-
tion. Neglecting the water and formation com-
pressibilities, the gas saturation is given by:

Sn11
g 5

ð12SwiÞ2ðpi2pn11Þðcf 1 cwSwiÞ1 Bn1 1
w Wn1 1

p

7758Ahφ

12 ½ðpi 2 pn1 1Þcf�
(3.122)

The required computations are performed in
a series of pressure drops that proceed from a
known reservoir condition at pressure pn to the
new lower pressure pn11. It is accordingly
assumed that the cumulative gas and water pro-
duction has increased from Gn

p and Wn
p to Gn1 1

p

and Wn1 1
p , while flow rates have changed from

Qn
g and Qn

w to Qn1 1
g and Qn1 1

w . The proposed
methodology for predicting the reservoir perfor-
mance consists of the following steps:

Step 1. Using the gas�water relative perme-
ability data, prepare a plot of the rela-
tive permeability ratio krg/krw vs. gas
saturation Sg on a semilog scale.

Step 2. Knowing the reservoir temperature T
and specific gravity of the gas γg,

Wp

W n
p W n+1

    p

Qw

Qw

FIGURE 3.40 Relationships between GWR, Qw, and
Wp.
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calculate and prepare a plot of Eg, Bg,
and gas viscosity μg as a function of
pressure, where

Eg 5 198:6
p

ZT
; scf=bbl

Bg 5
1

Eg
5 0:00504

ZT

p
; bbl=scf

Step 3. Select a future reservoir pressure pn1 1

below the current reservoir pressure
pn. If the current reservoir pressure pn

is the initial reservoir pressure, set Wn
p

and Gn
p equal to zero.

Step 4. Calculate Bn1 1
w ; En1 1

g , and Bn11
g at

the selected pressure pn11.
Step 5. Estimate or guess the cumulative water

production Wn1 1
p and solve

Eq. (3.116) for Gn1 1
p , to give:

Gn1 1
p 5Gn

p 1 ðBn
wW

n
p E

n
g 2Bn1 1

w Wn1 1
p En1 1

g Þ

1
a1ðpn 2 pn1 1Þ
11 bpn1 1

1 a2ðEn
g 2 En1 1

g Þ

Step 6. Calculate the gas saturation at pn1 1

and Wn1 1
p by applying Eq. (3.122):

Sn1 1
g 5

ð12SwiÞ2 ðpi 2 pn1 1Þðcf 1 cwSwiÞ1 Bn1 1
w Wn1 1

p

7758Ahφ

12 ½ðpi 2 pn1 1Þcf�

Step 7. Determine the relative permeability
ratio krg/krw at Sn1 1

g and estimate the
GWR from Eq. (3.117), or:

ðGWRÞn1 1 5
krg
krw

μwBw

μgBg

 !n1 1

Step 8. Recalculate the cumulative gas produc-
tion Gn1 1

p by applying Eq. (3.120):

Gn1 1
p 5Gn

p 1
ðGWRÞn1 1 1 ðGWRÞn

2
ðWn1 1

p 2Wn
p Þ

Step 9. The total gas produced Gn1 1
p as calcu-

lated from the MBE in step 5 and that of
the GWR in step 8 provide two indepen-
dent methods for determining the cumu-
lative gas production. If the two values
agree, the assumed value of Wn1 1

p and
the calculated Gn1 1

p are correct.

Otherwise, assume a new value for
Wn11

p and repeat steps 5�9. To simplify
this iterative process, three values of
Wn11

p can be assumed that yield three
different solutions of Gn1 1

p for each of
the equations (i.e., MBE and GWR equa-
tions). When the computed values of
Gn11

p are plotted vs. the assumed values
of Wn1 1

p , the resulting two curves (one
representing results of step 5 and the
other representing results of step 8) will
intersect. The coordinates of the intersec-
tion give the correctGn1 1

p andWn1 1
p .

Step 10. Calculate the incremental cumulative
gas production ΔGp from:

ΔGp 5Gn1 1
p 2Gn

p

Step 11. Calculate the gas and water flow rates
from Eqs. (3.11) and (3.117), to give:

Qn1 1
g 5

0:703hkðkrgÞn1 1ðpn1 1 2 pwfÞ
T ðμgZ Þavg½ ln ðre=rwÞ20:751 s�

Qn1 1
w 5

krw
krg

� �n1 1 μgBg

μwBw

� �n1 1

Qn1 1
g

where
Qg5 gas flow rate, scf/day
Qw5water flow rate, STB/day
k5 absolute permeability, md
T5 temperature, �R
re5 drainage radius, ft
rw5wellbore radius, ft
s5 skin factor

Step 12. Calculate the average gas flow rate as
the reservoir pressure declines from pn

to pn11, as:

ðQgÞavg 5
Qn
g 1Qn1 1

g

2

Step 13. Calculate the incremental time Δt
required for the incremental gas pro-
duction ΔGp during the pressure drop
from pn to pn11, as:

Δt 5
ΔGP

ðQgÞavg
5

Gn1 1
p 2Gn

p

ðQgÞavg
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where
Δt5 incremental time, days
Step 14. Calculate the total time t:

t 5
X

Δt

Step 15. Get:

Wn
p 5Wn1 1

p

Gn
p 5Gn1 1

p

Qn
g 5Qn1 1

g

Qn
w 5Qn1 1

w

and repeat steps 3�15.

3.4.7 Flow of Desorbed Gas in Cleats
and Fractures

Flow in conventional gas reservoirs obeys,
depending on the flow regime, Darcy’s equa-
tion in response to a pressure gradient. In coal
seams, the gas is physically adsorbed on the
internal surfaces of the coal matrix. As dis-
cussed in previous sections, coal seam reser-
voirs are characterized by a dual-porosity
system: primary (matrix) porosity and second-
ary (cleats) porosity. The secondary porosity
system φ2 of coal seams consists of the natural
fracture (cleats) system inherent in these reser-
voirs. These cleats act as a sink to the primary
porosity (porosity of the coal matrix) and as a
conduit to production wells. The porosity φ2 in
this system ranges between 2% and 4%.
Therefore, methane production from coal
seams occurs by a three-stage process in which
the methane:

(1) diffuses through the coal matrix to the cleat
and obeys Fick’s law;

(2) desorbs at the matrix�cleat interface; then
(3) flows through the cleat system to the well-

bore as described by Darcy’s equation.

The primary porosity system in these seams
is composed of very fine pores that contain a
large internal surface area on which large
quantities of gas are stored. The permeability
of the coal matrix system is extremely low,

and, in effect, the primary porosity system
(coal matrix) is both impermeable to gas and
inaccessible to water. In the absence of gas
flow in the matrix, the gas is transported
according to gradients in concentration, i.e.,
diffusion process. Diffusion is a process where
flow occurs via random motion of molecules
from a high concentration area to an area with
lower concentration, in which the flow obeys
Fick’s law as given by:

Qg 52379:4DA
dCm
ds

(3.123)

where

Qg5matrix-fracture gas flow rate, scf/day
s5 fracture spacing, ft
D5 diffusion coefficient, ft2/day
Cm5molar concentration, lbm-mole/ft3

A5 surface area of the coal matrix, ft2

The volume of the adsorbed gas can be con-
verted into molar concentration Cm from the
following expression:

Cm 5 0:5547ð1026Þγg ρ BV (3.124)

where

Cm5molar concentration lbm-mole/ft3

ρB5 coal bulk density, g/cm3

V5 adsorbed gas volume, scf/ton
γg5 specific gravity of the gas

Zuber et al. (1987) pointed out that the dif-
fusion coefficient D can be determined indi-
rectly from the canister desorption test. The
authors correlated the diffusion coefficient with
the coal cleat spacing s and desorption time t.
The average cleat spacing can be determined by
visual observation of coal cores. The proposed
expression is given by:

D5
s2

8πt
(3.125)

where

D5 diffusion coefficient, ft2/day
t5 desorption time from the canister test, days
s5 coal cleat spacing, ft
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The desorption time t is determined from
canister tests on a core sample as defined by the
time required to disrobe 63% of the total
adsorbed gas.

3.5 TIGHT GAS RESERVOIRS

Gas reservoirs with permeability less than
0.1 md are considered “tight gas” reservoirs.
They present unique problems to reservoir engi-
neers when applying the MBE to predict the
gas-in-place and recovery performance.

The use of the conventional material balance
in terms of p/Z plot is commonly utilized as a
powerful tool for evaluating the performance of
gas reservoirs. For a volumetric gas reservoir,
the MBE is expressed in different forms that
will produce a linear relationship between p/Z
and the cumulative gas production Gp. Two
such forms are given by Eqs. (3.59) and (3.60)
as:

p

Z
5

pi
Zi

2
pi
Zi

� �
1

G

� �
Gp

p

Z
5

pi
Zi

12
Gp

G

� �

The MBE as expressed by any of the above
equations is very simple to apply because it is
not dependent on flow rates, reservoir configu-
ration, rock properties, or well details.
However, there are fundamental assumptions
that must be satisfied when applying the equa-
tion, including:

• uniform saturation throughout the reservoir
at any time;

• there is small or no pressure variation within
the reservoir;

• the reservoir can be represented by a single
weighted average pressure at any time;

• the reservoir is represented by a tank, i.e.,
constant drainage area, of homogeneous
properties.

Payne (1996) pointed out that the assump-
tion of uniform pressure distributions is
required to ensure that pressure measurements

taken at different well locations represent true
average reservoir pressures. This assumption
implies that the average reservoir pressure to be
used in the MBE can be described with one
pressure value. In high-permeability reservoirs,
small pressure gradients exist away from the
wellbore and the average reservoir pressure esti-
mates can be readily made with short-term
shut-in buildups or static pressure surveys.

Unfortunately, the concept of the straight-line
p/Z plot as described by the conventional MBE
fails to produce this linear behavior when applied
to tight gas reservoirs that had not established a
constant drainage area. Payne (1996) suggested
that the essence of the errors associated with the
use of p/Z plots in tight gas reservoirs is that sub-
stantial pressure gradients exist within the forma-
tion, resulting in a violation of the basic tank
assumption. These gradients manifest themselves
in terms of scattered, generally curved, and rate-
dependent p/Z plot behavior. This nonlinear
behavior of p/Z plots, as shown in Figure 3.41,
may significantly underestimate gas initially
in place (GIIP) when interpreting by the
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FIGURE 3.41 (a) Real-life example of p/Z plot from
Sheet IVc in the Waterton Gas Field. (b) Real-life example
of p/Z plot from Sheet IV in the Waterton Gas Field.
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conventional straight-line method. Figure 3.41(a)
reveals that the reservoir pressure declines very
rapidly as the area surrounding the well cannot
be recharged as fast as it is depleted by the well.
This early, rapid pressure decline is seen often in
tight gas reservoirs and is an indication that the
use of p/Z plot analysis may be inappropriate. It
is clearly apparent that the use of early points
would dramatically underestimate GIIP, as shown
in Figure 3.41(a) for the Waterton Gas Field with
an apparent GIIP of 7.5 Bm3. However, late-time
production and pressure data shows a nearly dou-
ble GIIP of 16.5 Bm3, as shown in Figure 3.41(b).

The main problem with tight gas reservoirs is
the difficulty of accurately estimating the aver-
age reservoir pressure required for p/Z plots as
a function of Gp or time. If the pressures
obtained during shut-in do not reflect the aver-
age reservoir pressure, the resulting analysis will
be inaccurate. In tight gas reservoirs, excessive
shut-in times of months or years may be
required to obtain accurate estimates of average
reservoir pressure. The minimum shut-in time
that is required to obtain a reservoir pressure
that represents the average reservoir pressure
must be at least equal to time to reach the pseu-
dosteady state tpss. This time is given by
Eq. (3.39) for a well in the centre of a circular
or square drainage area, as:

tpss 5
15:8φμgictiA

k

with

cti 5Swicwi 1Sgcgi 1 cf

where

tpss5 stabilization (pseudosteady-state) time,
days

cti5 total compressibility coefficient at initial
pressure, psi21

cwi5water compressibility coefficient at initial
pressure, psi21

cf5 formation compressibility coefficient, psi21

cgi5 gas compressibility coefficient at initial
pressure, psi21

φ5 porosity, fraction

With most tight gas reservoirs being hydrau-
lically fractured, Earlougher (1977) proposed
the following expression for estimating the min-
imum shut-in time to reach the semisteady
state:

tpss 5
474φμgctx

2
f

k
(3.126)

where

xf5 fracture half-length, ft
k5 permeability, md

Example 3.15
Estimate the time required for a shut-in gas well
to reach its 40-acre drainage area. The well is
located in the centre of a square drainage
boundary with the following properties:

φ5 14%, μgi5 0.016 cp, cti5 0.0008 psi
A5 40 acres, k5 0.1 md

Solution

Calculate the stabilization time by applying
Eq. (3.39) to give:

tpss 5
15:8ð0:14Þð0:016Þð0:0008Þð40Þð43; 560Þ

0:1
5 493 days

The above example indicates that an exces-
sive shut-in time of approximately 16 months is
required to obtain a reliable average reservoir
pressure.

Unlike curvature in the p/Z plot, which can
be caused by:

• an aquifer,
• an oil leg,
• formation compressibility, or
• liquid condensation,

scatter in the p/Z plot is diagnostic of substan-
tial reservoir pressure gradients. Hence, if sub-
stantial scatter is seen in a p/Z plot, the tank
assumption is being violated and the plot should
not be used to determine GIIP. One obvious
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solution to the material balance problem in
tight gas reservoirs is the use of a numerical
simulator. Two other relatively new approaches
for solving the material balance problem that
can be used if reservoir simulation software is
not available are:

(1) the compartmental reservoir approach;
(2) the combined decline curve and type curve

approach.

These two methodologies are discussed below.

3.5.1 Compartmental Reservoir
Approach

A compartmental reservoir is defined as a reser-
voir that consists of two or more distinct regions
that are allowed to communicate. Each compart-
ment or “tank” is described by its own material
balance, which is coupled to the material bal-
ance of the neighboring compartments through
influx or efflux gas across the common bound-
aries. Payne (1996) and Hagoort and Hoogstra
(1999) proposed two different robust and rigor-
ous schemes for the numerical solution of the
MBEs, of compartmented gas reservoirs. The
main difference between the two approaches is
that Payne solves for the pressure in each com-
partment explicitly and Hagoort and Hoogstra
implicitly. However, both schemes employ the
following basic approach:

• Divide the reservoir into a number of com-
partments with each compartment contain-
ing one or more production wells that are
proximate and that measure consistent reser-
voir pressures. The initial division should be
made with as few tanks as possible with each
compartment having different dimensions in
terms of length L, width W, and height h.

• Each compartment must be characterized by
a historical production and pressure decline
data as a function of time.

• If the initial division is not capable of
matching the observed pressure decline,
additional compartments can be added
either by subdividing the previously defined

tanks or by adding tanks that do not contain
drainage points, i.e., production wells.

The practical application of the compartmen-
tal reservoir approach is illustrated by the fol-
lowing two methods:

(1) the Payne method;
(2) the Hagoort and Hoogstra method.

Payne Method. Rather than using the conven-
tional single-tank MBE in describing the perfor-
mance of tight gas reservoirs, Payne (1996)
suggested a different approach that is based on
subdividing the reservoir into a number of
tanks, i.e., compartments, which are allowed to
communicate. Such compartments can be
depleted either directly by wells or indirectly
through other tanks. The flow rate between
tanks is set proportionally to either the differ-
ence in the square of tank pressure or the differ-
ence in pseudopressures, i.e., m(p). To illustrate
the concept, consider a reservoir that consists of
two compartments, 1 and 2, as shown schemati-
cally in Figure 3.42.

Initially, i.e., before the start of production,
both compartments are in equilibrium with the
same initial reservoir pressure. Gas can be pro-
duced from either one or both compartments.
With gas production, the pressures in the reser-
voir compartments will decline at a different
rate depending on the production rate from

G2 G1

Influx

Production
Production

Compartment 2 Compartment 1

FIGURE 3.42 Schematic representation of compartmen-
ted reservoir consisting of two reservoir compartments
separated by a permeable boundary.
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each compartment and the crossflow rate
between the two compartments. Adopting the
convention that influx is positive if gas flows
from compartment 1 into compartment 2, the
linear gas flow rate between the two compart-
ments in terms of gas pseudopressure is given
by Eq. (1.22) of Chapter 1 as:

Q12 5
0:111924kA

TL

� �
mðp1Þ2mðp2Þ½ �

where

Q125 flow rate between the two compartments,
scf/day

m(p1)5 gas pseudopressure in compartment
(tank) 1, psi2/cp

m(p2)5 gas pseudopressure in compartment
(tank) 2, psi2/cp

k5 permeability, md
L5 distance between the center of the two com-

partments, ft
A5 cross-sectional area, i.e., width height, ft2

T5 temperature, �R

The above equation can be expressed in a
more compact form by including a “communi-
cation factor” C12 between the two compart-
ments, as:

Q12 5C12½mðp1Þ2mðp2Þ� (3.127)

The communication factor C12 between the
two compartments is computed by calculating
the individual communication factor for each
compartment and employing an average tech-
nique. The communication factor for each of
the two compartments is given by:

For compartment 1: C1 5
0:111924k1A1

TL1

For compartment 2: C2 5
0:11192k2A2

TL2

And the communication factor between two
compartments, C12, is given by the following
average technique:

C12 5
2C1C2
C1 1C2

where

C125 communication factor between two com-
partments, scf/day/psi2/cp

C15 communication factor for compartment 1,
scf/day/psi2/cp

C25 communication factor for compartment 2,
scf/day/psi2/cp

L15 length of compartment 1, ft
L25 length of compartment 2, ft
A15 cross-sectional area of compartment 1, ft2

A25 cross-sectional area of compartment 2, ft2

The cumulative gas in flux Gp12 from com-
partment 1 to compartment 2 is given by the
integration of flow rate over time t as:

Gp12 5

ðt
0
Q12 dt 5

Xt
0

ðΔQ12Þ Δt (3.128)

Payne proposed that individual compart-
ment pressures are determined by assuming a
straight-line relationship of p/Z vs. Gpt with
the total gas production Gpt from an individ-
ual compartment as defined by the following
expression:

Gpt 5Gp 1Gp12

where Gp is the cumulative gas produced from
wells in the compartment and Gp12 is the
cumulative gas efflux/influx between the con-
nected compartments. Solving Eq. (3.59) for
the pressure in each compartment and assum-
ing a positive flow from compartment 1 to 2
gives:

p1 5
pi
Zi

� �
Z1 12

Gp1 1Gp12

G1

� �
(3.129)

p2 5
pi
Zi

� �
Z2 12

Gp2 1Gp12

G2

� �
(3.130)

with

G1 5
43; 560A1h1φ1ð1SwiÞ

Bgi
(3.131)
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G2 5
43; 560A2h2φ2ð1SwiÞ

Bgi
(3.132)

where

G15 initial gas-in-place in compartment 1, scf
G25 initial gas-in-place in compartment 2, scf
Gp15 actual cumulative gas production from

compartment 1, scf
Gp25 actual cumulative gas production from

compartment 2, scf
A15 areal extent of compartment 1, acres
A25 areal extent of compartment 2, acres
h15 average thickness of compartment 1, ft
h25 average thickness of compartment 2, ft
Bgi5 initial gas formation volume factor, ft3/scf
φ15 average porosity in compartment 1
φ25 average porosity in compartment 2

The subscripts 1 and 2 denote the two com-
partments 1 and 2, while the subscript i refers
to initial condition. The required input data for
the Payne method consists of:

• amount of gas contained in each tank, i.e.,
tank dimensions, porosity, and saturation;

• intercompartment communication factors
C12;

• initial pressure in each compartment;
• production data profiles from the individual

tanks.

Payne’s technique is performed fully explicit
in time. At each time step, the pressures in vari-
ous tanks are calculated, yielding a pressure
profile that can be matched to the actual pres-
sure decline. The specific steps of this iterative
method are summarized below:

Step 1. Prepare the available gas properties
data in tabulated and graphical forms
that include:

Z vs: p
μg vs: p
2p

μgZ
vs: p

mðpÞ vs: p

Step 2. Divide the reservoir into compart-
ments and determine the dimensions
of each compartment in terms of:

length L
height h
width W
cross-sectional area A

Step 3. For each compartment, determine the
initial gas-in-place G. Assuming two
compartments for example, calculate
G1 and G2 from Eqs. (3.131) and
(3.132):

G1 5
43; 560A1h1φ1ð1SwiÞ

Bgi

G2 5
43; 560A2h2φ2ð1SwiÞ

Bgi

Step 4. For each compartment, make a plot of
p/Z vs. GP that can be constructed by
simply drawing a straight line between
pi/Zi with initial gas-in-place in both
compartments, i.e., G1 and G2.

Step 5. Calculate the communication factors
for each compartment and between
compartments. For two compartments:

C1 5
0:111924k1A1

TL1

C2 5
0:111924k2A2

TL2

C12 5
2C1C2
C1 1C2

Step 6. Select a small time step Δt and deter-
mine the corresponding actual cumula-
tive gas production Gp from each
compartment. Assign Gp5 0 if the
compartment does not include a well.

Step 7. Assume (guess) the pressure distribu-
tions throughout the selected compart-
mental system and determine the gas
deviation factor Z at each pressure.
For a two-compartment system, let the
initial values be denoted by pk1 and pk2.

Step 8. Using the assumed values of the pressure
pk1 and pk2, determine the corresponding
m(p1) andm(p2) from the data of step 1.
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Step 9. Calculate the gas influx rate Q12 and
cumulative gas influx Gp12 by applying
Eqs. (3.127) and (3.128), respectively.

Q12 5 C12½mðp1Þ2mðp2Þ�

Gp12 5

ðt
0
Q12dt 5

Xt
0

ðΔQ12Þ Δt

Step 10. Substitute the values of Gp12, the Z
factor, and actual values of Gp1 and
Gp2 in Eqs. (3.129) and (3.130) to cal-
culate the pressure in each compart-
ment as denoted by pk1 1

1 and pk1 1
2 :

pk1 1
1 5

pi
Zi

� �
Z1 12

Gp1 1Gp12

G1

� �

pk1 1
2 5

pi
Zi

� �
Z2 12

Gp2 1Gp12

G2

� �

Step 11. Compare the assumed and calculated
values, i.e., pk1 2 pk1 1

1 j
�� and pk2 2 pk1 1

2 j
�� .

If a satisfactory match is achieved within
a tolerance of 5�10 psi for all the pres-
sure values, then steps 3�7 are repeated
at the new time level with the correspond-
ing historical gas production data. If the
match is not satisfactory, repeat the itera-
tive cycle of steps 4�7 and set pk1 5 pk1 1

1

and pk2 5 pk1 1
2 .

Step 12. Repeat steps 6�11 to produce a pres-
sure decline profile for each compart-
ment that can be compared with the
actual pressure profile for each com-
partment or that from step 4.

Performing a material balance history
match consists of varying the number of com-
partments required, the dimension of the com-
partments, and the communication factors
until an acceptable match of the pressure
decline is obtained. The improved accuracy in
estimating the original gas-in-place, resulting
from determining the optimum number and
size of compartments, stems from the ability
of the proposed method to incorporate reser-
voir pressure gradients, which are completely
neglected in the single-tank conventional p/Z
plot method.

Hagoort and Hoogstra Method. Based on the
Payne method, Hagoort and Hoogstra (1999)
developed a numerical method to solve the
MBE of compartmental gas reservoirs that
employs an implicit, iterative procedure and
that recognizes the pressure dependency of the
gas properties. The iterative technique relies on
adjusting the size of compartments and the
transmissibility values to match the historical
pressure data for each compartment as a func-
tion of time. Referring to Figure 3.42, the
authors assume a thin permeable layer with a
transmissibility of Γ12 separating the two com-
partments. Hagoort and Hoogstra expressed the
instantaneous gas influx through the thin per-
meable layer by Darcy’s equation as given by
(in Darcy’s units):

Q12 5
Γ 12ðp21 2 p22 Þ
2p1ðμgBgÞavg

where

Γ125 the transmissibility between compartments

Here, we suggest a slightly different approach
for estimating the gas influx between compart-
ments by modifying Eq. (1.22) in Chapter 1 to
give:

Q12 5
0:111924Γ 12ðp21 2 p22 Þ

TL
(3.133)

with

Γ 12 5
Γ 1Γ 2ðL1 1 L2Þ
L1Γ 2 1 L2Γ 1

(3.134)

Γ 1 5
kA

Zμg

" #
1

(3.135)

Γ 2 5
kA

Zμg

" #
2

(3.136)

where

Q125 influx gas rate, scf/day
L5 distance between the centers of compart-

ments 1 and 2, ft
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A5 cross-sectional area, ft2

μg5 gas viscosity, cp
Z5 gas deviation factor
k5 permeability, md
p5 pressure, psia
T5 temperature, �R
L15 length of compartment 1, ft
L25 length of compartment 2, ft

The subscripts 1 and 2 refer to compartments
1 and 2, respectively.

Using Eq. (3.59), the material balance for the
two reservoir compartments can be modified to
include the gas influx from compartment 1 to
compartment 2 as:

p1
Z1

5
p1
Z1

12
Gp1 1Gp12

G1

� �
(3.137)

p2
Z2

5
p1
Z1

12
Gp2 2Gp12

G2

� �
(3.138)

where

p15 initial reservoir pressure, psi
Z15 initial gas deviation factor
Gp5 actual (historical) cumulative gas produc-

tion, scf
G1, G25 initial gas-in-place in compartments 1

and 2, scf
Gp125 cumulative gas influx from compartment

1 to 2 in scf, as given in Eq. (3.138)

Again, subscripts 1 and 2 represent compart-
ments 1 and 2, respectively.

To solve the MBEs as represented by the
relationships (3.132) and (3.135) for the two
unknowns p1 and p2, the two expressions can
be arranged and equated to zero, to give:

F1ðp1; p2Þ5 p1 2
pi
Zi

� �
Z1 12

Gp1 1Gp12

G1

� �
5 0 (3.139)

F2ðp1; p2Þ5 p2 2
pi
Zi

� �
Z2 12

Gp2 1Gp12

G2

� �
5 0 (3.140)

The general methodology of applying the
method is very similar to that of Payne method
and involves the following specific steps:

Step 1. Prepare the available gas properties
data in tabulated and graphical forms
that include, Z vs. p and μg vs. p.

Step 2. Divide the reservoir into compart-
ments and determine the dimensions
of each compartments in terms of:

length L
height h
width W
cross-sectional area A

Step 3. For each compartment, determine the
initial gas-in-place G. For reasons of
clarity, assume two gas compartments
and calculate G1 and G2 from
Eqs. (3.131) and (3.132):

G1 5
43; 560A1h1φ1ð1SwiÞ

Bgi

G2 5
43; 560A2h2φ2ð1SwiÞ

Bgi

Step 4. For each compartment, make a plot of
p/Z vs. Gp that can be constructed by
simply drawing a straight line between
pi/Zi with initial gas-in-place in both
compartments, i.e., G1 and G2.

Step 5. Calculate the transmissibility by apply-
ing Eq. (3.134):

Step 6. Select a time step Δt and determine
the corresponding actual cumulative
gas production Gp1 and Gp2.

Step 7. Calculate the gas influx rate Q12 and
cumulative gas influx Gp12 by apply-
ing Eqs. (3.133) and (3.128),
respectively:

Q12 5
0:11194Γ 12ðp21 2 p22 Þ

TL

Gp12 5

ðt
0
Q12 dt 5

Xt
0

ðΔQ12ÞΔt

Step 8. Start the iterative solution by assuming
initial estimates of the pressure for
compartments 1 and 2 (i.e., pk1 and
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pk2). Using the Newton�Raphson itera-
tive scheme, calculate new improved
values of the pressure pk1 1

1 and pk1 1
2

by solving the following linear equa-
tions as expressed in a matrix form:

pk1 1
1

pk1 1
2

" #
5

pk1
pk2

" #
2

@F1ðpk1 ; pk2 Þ
@p1

@F1ðpk1 ; pk2 Þ
@p2

@F2ðpk1 ; pk2 Þ
@p1

@F2ðpk1 ; pk2 Þ
@p2

2
666664

3
777775

21

3
2 F1ðpk1 ; pk2 Þ
2 F2ðpk1 ; pk2 Þ

" #

where the superscript 1 denotes the inverse of
the matrix. The partial derivatives in the above
system of equations can be expressed in analyti-
cal form by differentiating Eqs. (3.139) and
(3.140) with respect to p1 and p2. During an
iterative cycle, the derivatives are evaluated at
the updated new pressures, i.e., pk1 1

1 and pk1 1
2 .

The iteration is stopped when pk1 1
1 2 pk1j

�� and
pk11
2 2 pk2j

�� are less than a certain pressure tol-
erance, i.e., 5�10 psi.
Step 9. Generate the pressure profile as a

function of time for each compartment
by repeating steps 2 and 3.

Step 10. Repeat steps 6�11 to produce a pres-
sure decline profile for each compart-
ment that can be compared with the
actual pressure profile for each com-
partment or that from step 4.

Compare the calculated pressure profiles
with those of the observed pressures. If a match
has not been achieved, adjust the size and num-
ber of compartments (i.e., initial gas-in-place)
and repeat steps 2�10.

3.5.2 Combined Decline Curve and
Type Curve Analysis Approach

Production decline analysis is the analysis of
past trends of declining production perfor-
mance, i.e., rate vs. time and rate vs. cumulative
production plots, for wells and reservoirs.
During the past 30 years, various methods have

been developed for estimating reserves in tight
gas reservoirs. These methods range from the
basic MBE to decline and type curve analysis
techniques. There are two kinds of decline curve
analysis techniques, namely:

(1) the classical curve fit of historical produc-
tion data;

(2) the type curve matching technique.

Some graphical solutions use a combination
of decline curves and type curves with varying
limitations. General principles of both types and
methods of combining both approaches to deter-
mine gas reserves are briefly presented below.
Decline Curve Analysis. Decline curves are
one of the most extensively used forms of data
analysis employed in evaluating gas reserves
and predicting future production. The decline
curve analysis technique is based on the
assumption that the past production trend with
its controlling factors will continue in the future
and, therefore, can be extrapolated and
described by a mathematical expression.

The method of extrapolating a “trend” for
the purpose of estimating future performance
must satisfy the condition that the factors that
caused changes in the past performance, i.e.,
decline in the flow rate, will operate in the same
way in the future. These decline curves are char-
acterized by three factors:

(1) initial production rate, or the rate at some
particular time;

(2) curvature of the decline;
(3) rate of decline.

These factors are a complex function of
numerous parameters within the reservoir, well-
bore, and surface-handling facilities.

Ikoku (1984) presented a comprehensive and
rigorous treatment of production decline curve
analysis. He pointed out that the following
three conditions must be considered when per-
forming production decline curve analysis:

(1) Certain conditions must prevail before we
can analyze a production decline curve with
any degree of reliability. The production
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must have been stable over the period being
analyzed; that is, a flowing well must have
been produced with constant choke size or
constant wellhead pressure and a pumping
well must have been pumped off or produced
with constant fluid level. These indicate that
the well must have been produced at capacity
under a given set of conditions. The produc-
tion decline observed should truly reflect res-
ervoir productivity and not be the result of
external causes, such as a change in produc-
tion conditions, well damage, production
controls, and equipment failure.

(2) Stable reservoir conditions must also prevail
in order to extrapolate decline curves with
any degree of reliability. This condition will
normally be met as long as the producing
mechanism is not altered. However, when
action is taken to improve the recovery of
gas, such as infill drilling, fluid injection,
fracturing, and acidizing, decline curve anal-
ysis can be used to estimate the performance
of the well or reservoir in the absence of the
change and compare it to the actual perfor-
mance with the change. This comparison
will enable us to determine the technical
and economic success of our efforts.

(3) Production decline curve analysis is used in
the evaluation of new investments and the
audit of previous expenditures. Associated
with this is the sizing of equipment and
facilities such as pipelines, plants, and treat-
ing facilities. Also associated with the eco-
nomic analysis is the determination of
reserves for a well, lease, or field. This is an
independent method of reserve estimation,
the result of which can be compared with
volumetric or material balance estimates.

Arps (1945) proposed that the “curvature” in
the production rate vs. time curve can be
expressed mathematically by one of the hyper-
bolic family of equations. Arps recognized the fol-
lowing three types of rate decline behavior:

(1) exponential decline;
(2) harmonic decline;
(3) hyperbolic decline.

Each type of decline curve has a different
curvature as shown in Figure 3.43. This
figure depicts the characteristic shape of each
type of decline when the flow rate is plotted vs.
time or vs. cumulative production on Cartesian,
semilog, and log�log scales. The main charac-
teristics of these decline curves are discussed
below and can be used to select the flow rate
decline model that is appropriate for describing
the rate�time relationship of the hydrocarbon
system:

• For exponential decline: A straight-line rela-
tionship will result when flow rate is plotted
vs. time on a semilog scale and also when
the flow rate vs. cumulative production is
plotted on a Cartesian scale.

• For harmonic decline: Rate vs. cumulative
production is a straight line on a semilog
scale with all other types of decline curves
having some curvature. There are several
shifting techniques that are designed to
straighten out the resulting curve of plotting
flow rate vs. time when plotted on a log�log
scale.

• For hyperbolic decline: None of the above
plotting scales, i.e., Cartesian, semilog, or
log�log, will produce a straight-line rela-
tionship for a hyperbolic decline. However,
if the flow rate is plotted vs. time on
log�log paper, the resulting curve can
be straightened out by using shifting
techniques.

Nearly all conventional decline curve analysis
is based on empirical relationships of produc-
tion rate vs. time given by Arps (1945) as:

qt 5
qi

ð11 bDit Þ1=b
(3.141)

where

qt5 gas flow rate at time t, MMscf/day
qi5 initial gas flow rate, MMscf/day
t5 time, days
Di5 initial decline rate, day21

b5Arps’s decline curve exponent
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The mathematical description of these pro-
duction decline curves is greatly simplified
with the use of the instantaneous (nominal)
decline rate D. This decline rate is defined as
the rate of change of the natural logarithm of
the production rate, i.e., ln(q), with respect to
time t, or:

D52
dð ln qÞ
dt

52
1

q

dq

dt
(3.142)

The minus sign has been added since dq and
dt have opposite signs and it is convenient to
have D always positive. Note that the decline
rate equation, i.e., Eq. (3.142), describes the
instantaneous changes in the slope of the curva-
ture dq/dt with changing of the flow rate q with
time.

The parameters determined from the classical
fit of the historical data, namely the decline rate
D and the exponent b, can be used to predict
future production. This type of decline curve
analysis can be applied to individual wells or
the entire reservoir. The accuracy of the entire

reservoir application is sometimes better than
for individual wells due to smoothing of the
rate data. Based on the type of rate decline
behavior of the hydrocarbon system, the value
of b ranges from 0 to 1 and, accordingly, Arps’s
equation can be conveniently expressed in the
following three forms:

Case b Rate�Time Relationship

Exponential b5 0
qt 5 qi expð2Dit Þ (3.143)

Hyperbolic 0,b,1 qt 5
qi

ð11 bDit Þ1=b
(3.144)

Harmonic b5 1 qt 5
qi

11Dit
(3.145)

Figure 3.44 illustrates the general shape of
the three curves at different possible values of b.

It should be pointed out that the above forms
of decline curve equations are strictly applicable
only when the well/reservoir is under pseudos-
teady (semisteady)-state flow conditions, i.e.,
boundary-dominated flow conditions. Arps’s
equation has been often misused and applied to

Time (t)

3040

2000

1000

0
1200

Coordinate

Cumulative

3040

2000

1000

0
100,0000

Coordinate

Time (t)

3040

1000

100

1200

Semilog

Cumulative

Lo
g 

R
at

e 
(q

) 
 

Lo
g 

R
at

e 
(q

) 
 

Lo
g 

R
at

e 
(q

) 
 

Lo
g 

R
at

e 
(q

) 
 

3040

1000

100

100,0000

Semilog

Log Time (t)

3040

1000

100

1200

Log–log
Rate–Time Curves

Rate–Cumulative Curves

10 100

Log Cumulative

3040

1000

100

100,000100

Log–log

1000 10,000

I. Constant
Percentage Decline

II. Hyperbolic
 Decline

III. Harmonic 
Decline

R
at

e 
(q

)
R

at
e 

(q
)

FIGURE 3.43 Classification of production decline curves. (After Arps, J.J. Estimation of Primary Oil Reserves, Courtesy
of Trans. AIME, vol. 207, 1956).
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model the performance of oil and gas wells
whose flow regimes are in a transient flow. As
presented in Chapter 1, when a well is first open
to flow, it is under a transient (unsteady-state)
condition. It remains under this condition until
the production from the well affects the total res-
ervoir system by reaching its drainage boundary,
then the well is said to be flowing under pseu-
dosteady-state or boundary-dominated flow
conditions. The following is a list of inherent
assumptions that must be satisfied before per-
forming rate�time decline curve analysis:

• The well is draining a constant drainage
area, i.e., the well is under boundary-domi-
nated flow conditions.

• The well is produced at or near capacity.
• The well is produced at a constant bottom-

hole pressure.

Again, the above conditions must be satis-
fied before applying any of the decline curve
analysis methods to describe the production
performance of a reservoir. In most cases, tight
gas wells are producing at capacity and
approach a constant bottom-hole pressure, if
produced at a constant line pressure. However,
it can be extremely difficult to determine when
a tight gas well has defined its drainage area
and the start of the pseudosteady-state flowing
condition.

The area under the decline curve of q vs.
time between times t1 and t2 is a measure of the
cumulative gas production Gp during this
period as expressed mathematically by:

Gp 5

ðt2
t1

qt dt (3.146)
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b = 0
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b = 1

Hyperbolic
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FIGURE 3.44 Decline curve—rate/time (exponential, harmonic, hyperbolic).
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Replacing the flow rate qt in the above equa-
tion with the three individual expressions that
describe types of decline curves, i.e.,
Eqs. (3.143)�(3.145), and integrating gives:

Exponential
b5 0

Gpðt Þ 5
1

Di
ðqi 2 qt Þ (3.147)

Hyperbolic

0,b,1 Gpðt Þ 5
ðqiÞ

Dið12 bÞ

� �
12

qt
qi

� �12 b
" #

(3.148)

Harmonic

b5 1
Gpðt Þ 5

qi
Di

� �
ln

qi
qt

� �
(3.149)

where

Gp(t)5 cumulative gas production at time t,
MMscf

qi5 initial gas flow rate at time t5 0, MMscf/
unit time

t5 time, unit time
qt5 gas flow rate at time t, MMscf/unit time
Di5 nominal (initial) decline rate, 1/unit time

All the above expressions as given by
Eqs. (3.143)�(3.149) require consistent units.
Any convenient unit time can be used but,
again, care should be taken to make certain
that the time base of rates, i.e., qi and qt,
matches the time unit of the decline rate Di,
e.g., for flow rate q in scf/month with Di in
month21.

Note that the traditional Arps decline curve
analysis, as given by Eqs. (3.147)�(3.149), gives
a reasonable estimation of reserves, but it has
its failings, the most important one being that it
completely ignores the flowing pressure data.
As a result, it can underestimate or overestimate
the reserves. The practical applications of these
three commonly used decline curves are docu-
mented below.

Exponential Decline, b5 0. The graphical
presentation of this type of decline curve indi-
cates that a plot of qt vs. t on a semilog scale or
a plot of qt vs. Gp(t) on a Cartesian scale will

produce linear relationships that can be
described mathematically by:

qt 5 qi expð2Dit Þ

or linearly as:

ln ðqt Þ5 ln ðqiÞ2Dit

And similarly:

GpðtÞ 5
qi 2 qt
Di

or linearly as:

qt 5 qi 2DiGpðt Þ

This type of decline curve is perhaps the sim-
plest to use and perhaps the most conservative.
It is widely used in the industry for the follow-
ing reasons:

• Many wells follow a constant decline rate
over a great portion of their productive life
and will deviate significantly from this trend
toward the end of this period.

• The mathematics involved, as described by
the above line expressions, is easier to apply
than the other line types.

Assuming that the historical production
from a well or field is recognized by its expo-
nential production decline behavior, the fol-
lowing steps summarize the procedure to
predict the behavior of the well or the field as
a function of time:

Step 1. Plot qt vs. Gp on a Cartesian scale and
qt vs. t on semilog paper.

Step 2. For both plots, draw the best straight
line through the points.

Step 3. Extrapolate the straight line on qt vs.
Gp to Gp5 0 that intercepts the y-axis
with a flow rate value that is identified
as qi.
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Step 4. Calculate the initial decline rate Di by
selecting a point on the Cartesian
straight line with coordinates of (qt, Gpt)
or on a semilog line with coordinates of
(qt, t) and solve for Di by applying
Eq. (3.145) or (3.147):

Di 5
ln ðqi=qt Þ

t
(3.150)

or equivalently as:

Di 5
qi 2 qt
Gpðt Þ

(3.151)

If the method of least squares is
used to determine the decline rate by
analyzing the entire production data,
then

Di 5

P
t½t ln ðqi=qt Þ�P

tt
2

(3.152)

or equivalently as:

Di 5
qi
P

tGpðt Þ 2
P

tqtGpðt ÞP
t½Gpðt Þ�2

(3.153)

Step 5. Calculate the time to reach the eco-
nomic flow rate qa (or any rate) and
the corresponding cumulative gas
production from Eqs. (3.143) and
(3.147):

ta 5
ln ðqi=qaÞ

Di

Gpa 5
qi 2 qa

ta

where

Gpa5 cumulative gas production when reaching
the economic flow rate or at abandonment,
MMscf

qi5 initial gas flow rate at time t5 0, MMscf/
unit time

t5 abandonment time, unit time
qa5 economic (abandonment) gas flow rate,

MMscf/unit time
Di5 nominal (initial) decline rate, 1/time unit

Example 3.16
The following production data is available from
a dry gas field:

qt

(MMscf/
day)

Gp

(MMscf)
qt

(MMscf/
day)

Gp

(MMscf)

320 16,000 208 304,000
336 32,000 197 352,000
304 48,000 184 368,000
309 96,000 176 384,000
272 160,000 184 400,000
248 240,000

Estimate:

(a) the future cumulative gas production when
gas flow rate reaches 80 MMscf/day;

(b) the extra time to reach 80 MMscf/day.

Solution

(a) Use the following steps:
Step 1. A plot of Gp vs. qt on a Cartesian

scale as shown in Figure 3.45
produces a straight line indicating
an exponential decline.

Step 2. From the graph, cumulative gas
production is 633,600 MMscf at
qt5 80 MMscf/day indicating an
extra production of 633.62
400.05 233.6 MMMscf.

Step 3. The intercept of the straight line
with the y-axis gives a value of
qi5 344 MMscf/day.

Step 4. Calculate the initial (nominal) decline
rate Di by selecting a point on the
straight line and solving for Di by
applying Eq. (3.150). At Gp(t) of
352 MMscf, qt is 197 MMscf/day, or:

Di 5
qi 2 qt
Gpðt Þ

5
3442197

352; 000
5 0:000418 day21
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It should be pointed out that the
monthly and yearly nominal decline can be
determined as:

Dim 5 ð0:000418Þð30:4Þ5 0:0126 month2 1

Diy 5 ð0:0126Þð12Þ5 0:152 year2 1

Using the least-squares approach, i.e.,
Eq. (3.153), gives:

Di 5
0:3255ð109Þ20:19709ð109Þ

0:295ð1012Þ
5 0:000425 day21

(b) To calculate the extra time to reach
80 MMscf/day, use the following steps:
Step 1. Calculate the time to reach the last

recorded flow rate of 184 MMscf
from Eq. (3.150).

t 5
ln ð344=184Þ
0:000425

5 1472 days5 4:03 years

Step 2. Calculate total time to reach a gas
flow rate of 80 MMscf/day:

t 5
ln ð344=80Þ
0:000425

5 3432 days5 9:4 years

Step 3. Extra time5 9.424.035 5.37 years.

Example 3.17
A gas well has the following production history:

Date Time (months) qt (MMscf/month)

1/1/02 0 1240
2/1/02 1 1193
3/1/02 2 1148
4/1/02 3 1104
5/1/02 4 1066
6/1/02 5 1023
7/1/02 6 986
8/1/02 7 949
9/1/02 8 911
10/1/02 9 880
11/1/02 10 843
12/1/02 11 813
1/1/03 12 782
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FIGURE 3.45 Decline curve data for Example 3.16.
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(a) Use the first 6 months of the production
history data to determine the coefficient of
the decline curve equation.

(b) Predict flow rates and cumulative gas
production from August 1, 2002 through
January 1, 2003.

(c) Assuming that the economic limit is
30 MMscf/month, estimate the time to reach
the economic limit and the corresponding
cumulative gas production.

Solution

(a) Use the following steps:
Step 1. A plot of qt vs. t on a semilog scale

as shown in Figure 3.46 indicates
an exponential decline.

Step 2. Determine the initial decline rate
Di by selecting a point on the
straight line and substituting
the coordinates of the point in
Eq. (3.150) or using the least-
squares method, to give, from
Eq. (3.150):

Di 5
ln ðqi=qt Þ

t

5
ln ð1240=986Þ

6
5 0:0382 month21

Similarly, from Eq. (3.152):

Di 5

P
t½t ln ðqi=qt ÞP

tt
2

5
3:48325

91
5 0:0383 month2 1

(b) Use Eqs. (3.143) and (3.147) to calculate
qt and Gp(t) in the following tabulated
form:

qt 5 1240 expð20:0383t Þ
Gpt 5

qi 2 qt
0:0383

Date Time

(months)

Actual

qt

(MMscf/

month)

Calculated

qt (MMscf/

month)

Gp(t)

(MMscf/

month)

2/1/02 1 1193 1193 1217

3/1/02 2 1148 1149 2387

4/1/02 3 1104 1105 3514

5/1/02 4 1066 1064 4599

6/1/02 5 1023 1026 4643

7/1/02 6 986 986 6647

8/1/02 7 949 949 7614

9/1/02 8 911 913 8545

10/1/02 9 880 879 9441

11/1/02 10 843 846 10303

12/1/02 11 813 814 11132

1/1/03 12 782 783 11931

(c) Use Eqs. (3.150) and (3.151) to calculate
the time to reach an economic flow rate of
30 MMscf/month and the corresponding
reserves:

t 5
ln ð1240=30Þ

0:0383
5 97 months5 8 years

Gpt 5
ð1240230Þ106

0:0383
5 31:6 MMMscf

Harmonic Decline, b5 1. The production
recovery performance of a hydrocarbon system
that follows a harmonic decline, i.e., b5 1 in
Eq. (3.141), is described by Eqs. (3.145) and
(3.149):

qt 5
qi

11Dit

Gpðt Þ 5
qi
Di

� �
ln

qi
qt

� �

The above two expressions can be rearranged
and expressed respectively as:

1

qt
5

1

qi
1

Di

qi

� �
t (3.154)
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ln ðqt Þ5 ln ðqi Þ2
Di

qi

� �
GpðtÞ (3.155)

The basic two plots for harmonic decline
curve analysis are based on the above two rela-
tionships. Eq. (3.154) indicates that a plot of
1/qt vs. t on a Cartesian scale will yield a
straight line with a slope of (Di/qt) and inter-
cept of 1/qi. Eq. (3.155) suggests that a plot of
qt vs. Gp(t) on a semilog scale will yield a
straight line with a negative slope of (Di/qi)
and an intercept of qi. The method of least
squares can also be used to calculate the
decline rate Di, to give:

Di 5

P
tðtqi=qt Þ2

P
ttP

tt
2

Other relationships that can be derived from
Eqs. (3.154) and (3.155) include the time to

reach the economic flow rate qa (or any flow
rate) and the corresponding cumulative gas pro-
duction Gp(a):

ta 5
qi 2 qa
qaDi

GpðaÞ 5
qi
Di

0
@

1
A ln

qa
qt

0
@

1
A (3.156)

Hyperbolic Decline, 0,b, 1. The two
governing relationships for a reservoir or a well
when its production follows the hyperbolic
decline behavior are given by Eqs. (3.144) and
(3.148), or:

qt 5
qi

ð11 bDit Þ1=b

Gpðt Þ 5
qi

ðDið12 bÞ

� �
12

qt
qi

� �12 b
" #
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FIGURE 3.46 Decline curve data for Example 3.17.
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The following simplified iterative method is
designed to determine Di and b from the histori-
cal production data:

Step 1. Plot qt vs. t on a semilog scale and draw
a smooth curve through the points.

Step 2. Extend the curve to intercept the y-axis
at t5 0 and read qi.

Step 3. Select the other end point of the smooth
curve and record the coordinates of the
point and refer to it as (t2, q2).

Step 4. Determine the coordinates of the mid-
dle point on the smooth curve that cor-
responds to (t1, q1) with the value of
q1 as obtained from the following
expression:

q1 5
ffiffiffiffiffiffiffiffi
qiq2

p
(3.157)

The corresponding value of t1 is read
from the smooth curve at q1.

Step 5. Solve the following equation iteratively
for b:

f ðbÞ5 t2
qi
q1

� �b
2 t1

qi
q2

� �b
2 ðt2 2 t1Þ5 0 (3.158)

The Newton�Raphson iterative
method can be employed to solve the
above nonlinear function by using the
following recursion technique:

bk1 1 5 bk 2
f ðbk Þ
f 0ðbk Þ (3.159)

where the derivative f \ðbkÞ is given by:

f \ðbk Þ5 t2
qi
q1

� �bk
ln

qi
q1

� �
2 t1

qi
q2

� �bk
ln

qi
q2

� �
(3.160)

Starting with an initial value of
b5 0.5, i.e., bk5 0.5, the method will
usually converge after four to five itera-
tions when setting the convergence cri-
terion at bk112 bk# 1026.

Step 6. Solve for Di by solving Eq. (3.144) for
Di and using the calculated value of b
from step 5 and the coordinates of a

point on the smooth graph, i.e., (t2, q2),
to give:

Di 5
ðqi=q2Þb 21

bt2
(3.161)

The following example illustrates the pro-
posed methodology for determining b and Di.

Example 3.18
The following production data is reported by
Ikoku for a gas well2:

Date Time
(years)

qt (MMscf/
day)

Gp(t)

(MMscf)

1/1/79 0.0 10.00 0.00
7/1/79 0.5 8.40 1.67
1/1/80 1.0 7.12 3.08
7/1/80 1.5 6.16 4.30
1/1/81 2.0 5.36 5.35
7/1/81 2.5 4.72 6.27
1/1/82 3.0 4.18 7.08
7/1/82 3.5 3.72 7.78
1/1/83 4.0 3.36 8.44

Estimate the future production performance
for the next 16 years.

Solution

Step 1. Determine the type of decline that
adequately represents the historical
data. This can be done by constructing
the following two plots:
(1) Plot qt vs. t on a semilog scale as

shown in Figure 3.47. The plot does
not yield a straight line and, thus,
the decline is not exponential.

(2) Plot qt vs. Gp(t) on semilog paper as
shown in Figure 3.48. The plot
again does not produce a straight
line and, therefore, the decline is
not harmonic.

2Ikoku, C., 1984. Natural Gas Reservoir Engineering.
John Wiley & Sons, New York, NY.
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The generated two plots indicate
that the decline must be hyperbolic.

Step 2. From Figure 3.47, determine the initial
flow rate qi by extending the smooth
curve to intercept with the y-axis, i.e.,
at t5 0, to give:

qi 5 10 MMscf=day

Step 3. Select the coordinates of the other end
point on the smooth curve as (t2, q2),
to give:

t2 5 4 years

q2 5 3:36 MMscf=day

Step 4. Calculate q1 from Eq. (3.157) and
determine the corresponding time:

q1 5
ffiffiffiffiffiffiffiffi
qiq2

p
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð10Þð3:36Þ

p
5 5:8 MMscf=day

The corresponding time t15 1.719
years.

Step 5. Assume b5 0.5, and solve Eq. (3.158)
iteratively for b:

f ðbÞ5 t2
qi
q1

� �b

2 t1
qi
q2

� �b

2 ðt2 2 t1Þ

f ðbÞ5 4ð1:725Þb 21:719ð2:976Þb 22:26

and

f \ðbk Þ5 t2
qi
q1

� �bk

ln
qi
q1

� �
2 t1

qi
q2

� �bk

ln
qi
q2

� �
f \ðbÞ5 2:18ð1:725Þb 21:875ð2:976Þb

with

bk1 1 5 bk 2
f ðbk Þ
f \ðbk Þ

The iterative method can be
conveniently performed by constructing
the following table:

k bk f(b) f\(b) bk11

0 0.500000 7.573 1023 20.36850 0.520540

1 0.520540 24.193 1024 20.40950 0.519517

2 0.519517 21.053 1026 20.40746 0.519514

3 0.519514 26.873 1029 20.40745 0.519514

The method converges after three
iterations with a value of b5 0.5195.

Step 6. Solve for Di by using Eq. (3.161):

Di 5
ðqi=q2Þb 21

bt2

5
ð10=3:36Þ0:5195 21

ð0:5195Þð4Þ 5 0:3668 year21

or on a monthly basis Di5 0.3668/125 0.0306
month21or on a daily basis Di5 0.3668/
3655 0.001 day21

Step 7. Use Eqs. (3.144) and (3.148) to predict
the future production performance of
the gas well. Note in Eq. (3.144) that
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FIGURE 3.48 Rate—cumulative plot for Example 3.18.
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the denominator contains Dit and,
therefore, the product must be
dimensionless, or:

qt 5
10ð106Þ

½11 0:5195Dit �ð1=0:5195Þ

5
ð10Þð106Þ

½11 0:5195ð0:3668Þðt Þ�ð1=0:5195Þ

where

qt5 flow rate, MMscf/day
t5 time, years
Di5 decline rate, year21

In Eq. (3.148), the time basis in qi is
expressed in days and, therefore, Di must be
expressed in day21, or:

Gpðt Þ 5
qi

Dið12 bÞ

� �
12

qt
qi

� �12 b
" #

5
ð10Þð106Þ

ð0:001Þð120:5195Þ

� �

3 12
qt

ð10Þð106Þ

� �120:5195" #

Results of step 7 are tabulated below and
shown graphically in Figure 3.49:

Gentry (1972) developed a graphical method
for the coefficients b and Di as shown in
Figures 3.50 and 3.51. Arps’s decline curve
exponent b is expressed in Figure 3.50 in terms
of the ratios qi/q and Gp/(tqi) with an upper
limit for qi/q at 100. To determine the exponent

Time
(years)

Actual q
(MMscf/day)

Calculated q
(MMscf/day)

Actual Cumulative Gas
(MMMscf)

Calculated Cumulative Gas
(MMMscf)

0 10 10 0 0
0.5 8.4 8.392971 1.67 1.671857
1 7.12 7.147962 3.08 3.08535
1.5 6.16 6.163401 4.3 4.296641
2 5.36 5.37108 5.35 5.346644
2.5 4.72 4.723797 6.27 6.265881
3 4.18 4.188031 7.08 7.077596
3.5 3.72 3.739441 7.78 7.799804
4 3.36 3.36 8.44 8.44669
5 2.757413 9.557617
6 2.304959 10.477755
7 1.956406 11.252814
8 1.68208 11.914924
9 1.462215 12.487334
10 1.283229 12.987298
11 1.135536 13.427888
12 1.012209 13.819197
13 0.908144 14.169139
14 0.819508 14.484015
15 0.743381 14.768899
16 0.677503 15.027928
17 0.620105 15.264506
18 0.569783 15.481464
19 0.525414 15.681171
20 0.486091 15.86563
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b, enter the graph with the abscissa with a value
of Gp/(tqi) that corresponds to the last data
point on the decline curve and enter the coordi-
nates with the value of the ratio of initial pro-
duction rate to that of the last rate on the
decline curve qi/q. The exponent b is read by
the intersection of these two values. The initial
decline rate Di can be determined from
Figure 3.51 by entering the ordinate with the
value of qi/q and moving to the right to
the curve that corresponds to the value of b.
The initial decline rate Di can be found by read-
ing the value on the abscissa divided by the
time t from qi to q.

Example 3.19
Using the data given in Example 3.18,
recalculate the coefficients b and Di by using
Gentry’s graphs.

Solution

Step 1. Calculate the ratios qi/q and Gp/(tqi) as:

qi
q
5

10

3:36
5 2:98

Gp

tqi
5

8440

ð43 365Þð10Þ 5 0:58

Step 2. From Figure 3.50, draw a horizontal
line from the y-axis at 2.98 and a
vertical line from the x-axis at 0.58 and
read the value of b at the intersection
of the two lines, to give:

b5 0:5

Step 3. Enter Figure 3.51 with the values of
2.98 and 0.5 to give:

Dit 5 1:5 or Di 5
1:5

4
5 0:38 year21
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FIGURE 3.49 Decline curve data for Example 3.18.
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In many cases, gas wells are not produced at
their full capacity during their early life for vari-
ous reasons, such as limited capacity of flow
lines, transportation, low demand, or other
types of restrictions. Figure 3.52 illustrates a
model for estimating the time pattern of pro-
duction where the rate is restricted.

Figure 3.52 shows that the well produces at
a restricted flow rate of qr for a total time of
tr with a cumulative production of Gpr.
The proposed methodology for estimating
the restricted time tr is to set the total cumula-
tive production Gp(tr) that would have occurred
under normal decline from the initial well

capacity qi down to qr equal to Gpr. Eventually,
the well will reach the time tr where it begins
to decline with a behavior that is similar to
other wells in the area. The proposed method
for predicting the decline rate behavior for a
well under restricted flow is based on the
assumption that the following data is available
and applicable to the well:

• coefficients of Arps’s equation, i.e., Di and b
by analogy with other wells;

• abandonment (economic) gas flow rate qa;
• ultimate recoverable reserves Gpa;
• allowable (restricted) flow rate qr.
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FIGURE 3.50 Relationship between production rate and cumulative production. (After Gentry, R.W., 1972. Decline
curve analysis. J. Pet. Technol. 24 (1), 38�41).
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The methodology is summarized in the fol-
lowing steps:

Step 1. Calculate the initial well flow capacity
qi that would have occurred with no
restrictions, as follows:

For exponential: qi 5GpaDi 1 qa (3.162)

For harmonic: qi 5 qr 11
DiGpa

qr
2 ln

qr
qa

� �� �
(3.163)

For hyperbolic: qi 5 ðqrÞb 1
DibGpa

ðqrÞ12b
2

bðqrÞb
12b

(

3 12
qa
qr

� �12b
" #)1=b

(3.164)

Step 2. Calculate the cumulative gas produc-
tion during the restricted flow rate
period:

For exponential: Gpr 5
qi 2 qr
Di

(3.165)

Dit

q i/q
 a
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Technol. 24 (1), 38�41).
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For harmonic: Gpr 5
qi
Di

� �
ln

qi
qr

� �
(3.166)

For hyperbolic: Gpr 5
qi

Dið12 bÞ

� �
12

qr
qi

� �12b
" #

(3.167)

Step 3. Regardless of the type of decline, calcu-
late the total time of the restricted flow
rate from:

tr 5
Gpr

qr
(3.168)

Step 4. Generate the well production perfor-
mance as a function of time by applying
the appropriate decline relationships as
given by Eqs. (3.143)�(3.154).

Example 3.20
The volumetric calculations on a gas well show
that the ultimate recoverable reserves Gpa are
25 MMMscf of gas. By analogy with other wells
in the area, the following data is assigned to
the well:

exponential decline allowable (restricted)
production rate5 425 MMscf/month;

economic limit5 30 MMscf/month;
nominal decline rate5 0.044 month21.

Calculate the yearly production performance
of the well.

Solution

Step 1. Estimate the initial flow rate qi from
Eq. (3.162):

qi 5GpaDi 1 qa

5 ð0:044Þð25; 000Þ1 305 1130 MMscf=month

Step 2. Calculate the cumulative gas production
during the restricted flow period by
using Eq. (3.165):

Gpr 5
qi 2 qr
Di

5
11302425

0:044
5 16:023 MMscf

Step 3. Calculate the total time of the restricted
flow from Eq. (3.168):

tr 5
Gpr

qr

5
16; 023

425
5 37:7 months5 3:14 years

Step 4. The yearly production during the first 3
years is:

q5 ð425Þð12Þ5 5100 MMscf=year

The fourth year is divided into 1.68 months,
i.e., 0.14 years, of constant production plus
10.32 months of declining production, or:

For the first 1:68 months: ð1:68Þð425Þ5 714 MMscf

At the end of the fourth year:

q5 425 exp½20:044ð10:32Þ�5 270 MMscf=month

Cumulative gas production for the last 10.32
months is:

4252270

0:044
5 3523 MMscf

Total production for the fourth year is:

7141 35235 4237 MMscf

The flow rate at the end of the fourth year,
i.e., 270 MMscf/month, is set equal to the initial
flow rate at the beginning of the fifth year. The
flow rate at the end of the fifth year, qend, is
calculated from Eq. (3.165) as:

qend 5 qi exp½2Dið12Þ�
5 270 exp½20:044ð12Þ�5 159 MMscf=month

with a cumulative gas production of:

Gp 5
qi 2 qend

Di
5

2702159

0:044
5 2523 MMscf

Year Production (MMscf/year)

1 5100
2 5100
3 5100
4 4237
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And for the sixth year:

qend 5 159 exp½20:044ð12Þ�5 94 MMscf=month

as:

Gp 5
159294

0:044
5 1482 MMscf

Results of the above repeated procedure are
tabulated below:

t

(years)

qi

(MMscf/

month)

qend

(MMSCF/

month)

Yearly

Production

(MMscf/

year)

Cumulative

Production

(MMMscf)

1 425 425 5100 5.100

2 425 425 5100 10.200

3 425 425 5100 15.300

4 425 270 4237 19.537

5 270 159 2523 22.060

6 159 94 1482 23.542

7 94 55 886 24.428

8 55 33 500 24.928

Reinitialization of Data. Fetkovich (1980)
pointed out that there are several obvious situa-
tions where rate�time data must be reinitialized
for reasons that include among others:

• the drive or production mechanism has changed;
• an abrupt change in the number of wells on

a lease or a field due to infill drilling;
• changing the size of tubing would change qi

and also the decline exponent b.

Provided a well is not limited by tubing size or
equipment capacity, the effects of stimulation will
result in a change in deliverability qi and possibly
the remaining recoverable gas. However, the
decline exponent b normally can be assumed con-
stant. Fetkovich et al. (1996) suggested a “rule-of-
thumb” equation to approximate an increase in
rate due to stimulation as:

ðqiÞnew 5
71 sold
71 snew

� �
ðqt Þold

where

(qt)old5 producing rate just prior to stimulation
s5 skin factor

Arps’s equation, i.e., Eq. (3.141), can be
expressed as:

qt 5
ðqiÞnew

ð11 bt ðDiÞnewÞ1=b

with

ðDiÞnew 5
ðqiÞnew
ð12 bÞG

where

G5 gas-in-place, scf

Type Curve Analysis. As presented in
Chapter 1, type curve analysis of production data
is a technique where actual production rate and
time are history matched to a theoretical model.
The production data and theoretical model are
generally expressed graphically in dimensionless
forms. Any variable can be made “dimensionless”
by multiplying it by a group of constants with
opposite dimensions, but the choice of this group
will depend on the type of problem to be solved.
For example, to create the dimensionless pressure
drop pD, the actual pressure drop in psi is multi-
plied by the group A with units of psi21, or:

pD 5A Δp

Finding group A that makes a variable
dimensionless is derived from equations that
describe reservoir fluid flow. To introduce this
concept, recall Darcy’s equation that describes
the radial, incompressible, steady-state flow as
expressed by:

Q5
0:00708 kh

Bμ½ ln ðre=rwaÞ20:5

� �
Δp

where rwa is the apparent (effective) wellbore
radius and is defined by Eq. (1.151) in terms of
the skin factor s as:

rwa 5 rw e2s

Group A can be defined by rearranging
Darcy’s equation as:

ln
re
rwa

� �
2

1

2
5

0:00708 kh

QBμ

� �
Δp
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Because the left-hand slide of the above equa-
tion is dimensionless, the right-hand side must
be accordingly dimensionless. This suggests that
the term 0.00708kh/QBμ is essentially group A
with units of psi21 that defines the dimension-
less variable pD, or:

pD 5
0:00708 kh

QBμ

� �
Δp

Or the ratio of pD to Δp as:

pD
Δp

5
kh

141:2QBμ

� �

Taking the logarithm of both sides of this
equation gives:

logðpDÞ5 logðΔpÞ1 log
0:00708 kh

QBμ

� �
(3.169)

where

Q5 flow rate, STB/day
B5 formation volume factor, bbl/STB
μ5 viscosity, cp

For a constant flow rate, Eq. (3.169) indi-
cates that the logarithm of the dimensionless
pressure drop, log(pD), will differ from the loga-
rithm of the actual pressure drop, log(Δp), by a
constant amount of:

log
0:00708 kh

QBμ

� �

Similarly, the dimensionless time tD is given
in Chapter 1 by Eq. (1.86a) and (1.86b), with
time t given in days, as:

tD 5
0:006328 k

φμctr2w

� �
t

Taking the logarithm of both sides of this
equation gives:

logðtDÞ5 logðt Þ1 log
0:006328 k

φμctr2w

� �
(3.170)

where

t5 time, days
ct5 total compressibility coefficient, psi21

φ5 porosity

Hence, a graph of log(Δp) vs. log(t) will
have an identical shape (i.e., parallel) to a graph
of log(pD) vs. log(tD), although the curve will be
shifted by log(0.00708kh/QBμ) vertically in
pressure and logð0:000264k=φμctr2wÞ horizon-
tally in time. This concept is illustrated in
Chapter 1 by Figure 1.46 and reproduced in
this chapter for convenience.

0.0002637k/φ μ ct r
2
w

10

10

10

102

102
102

103

103

10−1

10−2

104 105

1

1

10.1

ΔppD

t

tD

FIGURE 1.46 Concept of type curves.

Not only do these two curves have the
same shape, but if they are moved relative to
each other until they coincide or “match,” the
vertical and horizontal displacements required
to achieve the match are related to these con-
stants in Eqs. (3.169) and (3.170). Once these
constants are determined from the vertical
and horizontal displacements, it is possible to
estimate reservoir properties such as perme-
ability and porosity. This process of matching
two curves through the vertical and horizontal
displacements and determining the reser-
voir or well properties is called type curve
matching.

To fully understand the power and conve-
nience of using the dimensionless concept
approach in solving engineering problems, this
concept is illustrated through the following
example.
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Example 3.21
A well is producing under transient (unsteady-
state) flow conditions. The following properties are
given:

pi5 3500 psi, B5 1.44 bbl/STB
ct5 17.63 1026 psi21, φ5 15%
μ5 1.3 cp, h5 20 ft
Q5 360 STB/day, k5 22.9 md
s5 0

(a) Calculate the pressure at radii 10 and 100 ft
for the flowing times 0.1, 0.5, 1.0, 2.0, 5.0,
10, 20, 50, and 100 hours. Plot pi2 p(r, t) vs. t
on a log�log scale.

(b) Present the data from part (a) in terms of
pi2 p(r, t) vs. (t/r2) on a log�log scale.

Solution

(a) During transient flow, Eq. (1.77) is designed to
describe the pressure at any radius r and any
time t as given by:

pðr ; t Þ5 pi 1
70:6QBμ

kh

� �
Ei

2948φμctr2

kt

� �

or

pi 2 pðr ; t Þ5 270:6ð360Þð1:444Þð1:3Þ
ð22:9Þð20Þ

� �

3 Ei
2948ð0:15Þð1:3Þð17:63 1026r2Þ

ð22:9Þt

� �

pi 2 pðr ; t Þ5 2104Ei 20:0001418
r2

t

� �

Values of pi2 p(r, t) are presented as a
function of time and radius (i.e., at r5 10 and
100 ft) in the following table and graphically in
Figure 3.53:

Assumed
t (hours)

r5 10 ft

t/r2 Ei[20.0001418r2/t] pi2p
(r, t)

0.1 0.001 21.51 157
0.5 0.005 23.02 314
1.0 0.010 23.69 384
2.0 0.020 24.38 455
5.0 0.050 25.29 550
10.0 0.100 25.98 622
20.0 0.200 26.67 694
50.0 0.500 27.60 790
100.0 1.000 28.29 862

Time (hours)

p i
 –

 p
(r

,t)

0 20 40 60 80 100 120
0
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20

30

40
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60

70

80

90

100

r = 10 ft

r = 100 ft

FIGURE 3.53 Pressure profile at 10 and 100 ft as a function of time.
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Assumed
t (hours)

r5100 ft

t/r2 Ei[20.0001418r2/t] pi2p
(r, t)

0.1 0.00001 0.00 0
0.5 0.00005 20.19 2
1.0 0.00010 20.12 12
2.0 0.00020 20.37 38
5.0 0.00050 20.95 99
10.0 0.00100 21.51 157
20.0 0.00200 22.14 223
50.0 0.00500 23.02 314
100.0 0.00100 23.69 386

(b) Figure 3.53 shows two different curves for
the 10 and 100 ft radii. Obviously, the same
calculations can be repeated for any number
of radii and, consequently, the same number
of curves will be generated. However, the
solution can be greatly simplified by
examining Figure 3.54. This plot shows that
when the pressure difference pi2 p(r, t) is
plotted vs. t/r2, the data for both radii forms
a common curve. In fact, the pressure
difference for any reservoir radius will plot on
this exact same curve.

For example, in the same reservoir if we have
to calculate the pressure p at 150 ft after
200 hours of transient flow, then:

t

r2
5

200

1502
5 0:0089

From Figure 3.54:

pi 2 pðr ; t Þ5 370 psi

Thus:

pðr ; t Þ5 pi 23705 500023705 4630 psi

Several investigators have employed the
dimensionless variables approach to determine
reserves and to describe the recovery perfor-
mance of hydrocarbon systems with time,
notably:

• Fetkovich;
• Carter;
• Palacio and Blasingame;
• flowing material balance;
• Anash et al.;
• decline curve analysis for fractured wells.

0
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700

800

900

1000

0.2 0.4 0.6 0.8 1 1.2

t/r 2

p i
 –

 p
(r

,t) Ei

FIGURE 3.54 Pressure profile at 10 and 100 ft as a function of t/r2.
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All the methods are based on defining a set
of “Decline curve dimensionless variables” that
includes:

• decline curve dimensionless rate qDd;
• decline curve dimensionless cumulative pro-

duction QDd;
• decline curve dimensionless time tDd.

These methods were developed with the
objective of providing the engineer with an
additional convenient tool for estimating
reserves and determining other reservoir proper-
ties for oil and gas wells using the available per-
formance data. A review of these methods and
their practical applications are documented
below.

Fetkovich Type Curve. Type curve match-
ing is an advanced form of decline analysis
proposed by Fetkovich (1980). The author
proposed that the concept of the dimension-
less variables approach can be extended for
use in decline curve analysis to simplify the
calculations. He introduced the decline curve
dimensionless flow rate variable qdD and
decline curve dimensionless time tdD that are
used in all decline curve and type curve
analysis techniques. Arps’s relationships can
be expressed in the following dimensionless
forms:

Hyperbolic:
qt
qi

5
1

½11 bDit �1=b

In a dimensionless form:

qDd 5
1

½11 btDd�1=b
(3.171)

where the decline curve dimensionless variables
qDd and tDd are defined by:

qDd 5
qt
qi

(3.172)

tDd 5Dit (3.173)

Exponential:
qt
qi

5
1

exp½Dit �

Similarly:

qDd 5
1

exp½tDd�
(3.174)

Harmonic:
qt
qi

5
1

11Dit

or

qDd 5
1

11 tDd
(3.175)

where qDd and tDd are the decline curve dimen-
sionless variables as defined by Eqs. (3.172) and
(3.173), respectively. During the boundary-
dominated flow period, i.e., steady-state or
semisteady-state flow conditions, Darcy’s equa-
tion can be used to describe the initial flow rate
qi as:

qi 5
0:00708kh Δp

Bμ ln ðre=rwaÞ2 1
2

� � 5 khðpi 2 pwfÞ
142:2Bμ ln ðre=rwaÞ2 1

2

� �
where

q5 flow rate, STB/day
B5 formation, volume factor, bbl/STB
μ5 viscosity, cp
k5 permeability, md
h5 thickness, ft
re5 drainage radius, ft
rwa5 apparent (effective) wellbore radius, ft

The ratio re/rwa is commonly referred to as
the dimensionless drainage radius rD. That is:

rD 5
re
rwa

(3.176)

with

rwa 5 rw e2s

The ratio re/rwa in Darcy’s equation can be
replaced with rD, to give:

qi 5
khðpi 2 pwfÞ

141:2Bμ ln ðrDÞ2 1
2

� �
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Rearranging Darcy’s equation gives:

141:2Bμ
kh Δp

� �
qi 5

1

ln ðrDÞ2 1
2

It is obvious that the right-hand side of this
equation is dimensionless, which indicates that
the left-hand side of the equation is also dimen-
sionless. The above relationship then defines the
dimensionless rate qD as:

qD 5
141:2Bμ
kh Δp

qi

� �
5

1

ln ðrDÞ2 1
2

(3.177)

Recalling the dimensionless form of the diffu-
sivity equation, i.e., Eq. (1.89), as:

@2pD
@r2D

1
1

rD

@pD
@rD

5
@pD
@rD

Fetkovich demonstrated that the analytical
solutions to the above transient flow diffusivity
equation and the pseudosteady-state decline curve
equations could be combined and presented in a
family of “log�log” dimensionless curves. To
develop this link between the two flow regimes,
Fetkovich expressed the decline curve dimension-
less variables qDd and tDd in terms of the transient
dimensionless rate qD and time tD. Combining
Eq. (3.172) with Eq. (3.177) gives:

qDd 5
qt
qi

5
qt=ðkhðpi 2 pÞÞ

141:2Bμ ln ðrDÞ2 1
2

� �
or

qDd 5 qD ln ðrDÞ2 1
2

� �
(3.178)

Fetkovich expressed the decline curve dimen-
sionless time tDd in terms of the transient
dimensionless time tD by:

tDd 5
tD

1
2 r2D 21
� �

ln ðrDÞ2 1
2

� � (3.179)

Replacing the dimensionless time tD by
Eq. (1.86a) and (1.86b) gives:

tDd 5
1

1
2 r2D 21
� �

ln ðrDÞ2 1
2

� � 0:006328t

φðμctÞr2wa

� �
(3.180)

Although Arps’s exponential and hyperbolic
equations were developed empirically on the

basis of production data, Fetkovich was able to
place a physical basis to Arps’s coefficients.
Eqs. (3.173) and (3.180) indicate that the initial
decline rate Di can be defined mathematically
by the following expression:

Di 5
1

1
2 r2D 21
� �

ln ðrDÞ2 1
2

� � 0:006328

φðμctÞr2wa

� �
(3.181)

Fetkovich arrived at his unified type curve, as
shown in Figure 3.55, by solving the dimension-
less form of the diffusivity equation using the
constant-terminal solution approach for several
assumed values of rD and tDd and the solution
to Eq. (3.171) as a function of tDd for several
values of b ranging from 0 to 1.

Notice in Figure 3.55 that all curves coincide
and become indistinguishable at tDt�0.3. Any
data existing before a tDt of 0.3 will appear to
be exponentially declining regardless of the true
value of b and, thus, will plot as a straight line
on semilog paper.

With regard to the initial rate qi, it is not
simply a producing rate at early time; it is very
specifically a pseudosteady-state rate at the sur-
face. It can be substantially less than the actual
early-time transient flow rates as would be pro-
duced from low-permeability wells with large
negative skins.

The basic steps used in Fetkovich type curve
matching of declining rate�time data are given
below:

Step 1. Plot the historical flow rate qt vs. time t in
any convenient units on log�log paper or
tracing paper with the same logarithmic
cycles as the Fetkovich type curve.

Step 2. Place the tracing paper data plot over
the type curve and slide the tracing
paper with the plotted data, keeping
the coordinate axes parallel, until the
actual data points match one of the
type curves with a specific value of b.

Because decline type curve analysis
is based on boundary-dominated flow
conditions, there is no basis for choos-
ing the proper b values for future
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boundary-dominated production if
only transient data is available. In
addition, because of the similarity of
curve shapes, unique type curve
matches are difficult to obtain with
transient data only. If it is apparent
that boundary-dominated (i.e., pseu-
dosteady-state) data is present and can
be matched on a curve for a particular
value of b, the actual curve can simply
be extrapolated following the trend of
the type curve into the future.

Step 3. From the match of that particular type
curve of step 2, record values of the
reservoir dimensionless radius re/rwa

and the parameter b.
Step 4. Select any convenient match point

“MP” on the actual data plot (qt and
t)MP and the corresponding values
lying beneath that point on the type
curve grid (qDd, tDd)MP.

Step 5. Calculate the initial surface gas flow rate
qi at t5 0 from the rate match point:

qi 5
qt
qDi

� �
MP

(3.182)

Step 6. Calculate the initial decline rate Di

from the time match point:

Di 5
tDd
t

� �
MP

(3.183)

Step 7. Using the value of re/rwa from step 3
and the calculated value of qi, calcu-
late the formation permeability k by
applying Darcy’s equation in one of
the following three forms:
• Pseudopressure form:

k5
1422½ ln ðre=rwaÞ20:5�qi

h½mðpiÞ2mðpwfÞ�
(3.184)

Exponential
Common to Analytical

and Empirical Solutions
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tDd
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FIGURE 3.55 Fetkovich type curves. (After Fetkovich, M.J,. 1980. Decline curve analysis using type curves. SPE 4629,
SPE J., June, copyright SPE 1980).
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• Pressure-squared form:

k5
1422T ðμgZ Þavg½ ln ðre=rwaÞ20:5�qi

hðp2i 2 p2wfÞ
(3.185)

• Pressure approximation form:

k5
141:2ð103ÞT ðμgBgÞ½ ln ðre=rwaÞ20:5�qi

hðpi 2 pwfÞ
(3.186)

where

k5 permeability, md
pi5 initial pressure, psia
pwf5 bottom-hole flowing pressure, psia
m(P)5 pseudopressure, psi2/cp
qi5 initial gas flow rate, Mscf/day
T5 temperature, �R
h5 thickness, ft
μg5 gas viscosity, cp
Z5 gas deviation factor
Bg5 gas formation volume factor, bbl/scf

Step 8. Determine the reservoir pore volume
(PV) of the well drainage area at the
beginning of the boundary-dominated
flow from the following expression:

PV5
56:54T

ðμgctÞi½mðpiÞ2mðpwfÞ�
qi
Di

� �
(3.187)

or in terms of pressure squared:

PV5
28:27T ðμgZ Þavg
ðμgctÞi½p2i 2 p2wf�

qi
Di

� �
(3.188)

with

re 5

ffiffiffiffiffiffiffiffiffi
PV

πhφ

s
(3.189)

A5
πre2

43; 560
(3.190)

where

PV5 pore volume, ft3

φ5 porosity, fraction

μg5 gas viscosity, cp
ct5 total compressibility coefficient, psi21

qi5 initial gas rate, Mscf/day
Di5 decline rate, day21

re5 drainage radius of the well, ft
A5 drainage area, acres

subscripts:
i5 initial
avg5 average
Step 9. Calculate the skin factor s from the re/

rwa matching parameter and the calcu-
lated values of A and re from step 8:

s5 ln
re
rwa

� �
MP

rw
re

� �� �
(3.191)

Step 10. Calculate the initial gas-in-place G
from:

G5
ðPVÞ½12 Sw�
5:615Bgi

(3.192)

The initial gas-in-place can also estimated
from the following relationship:

G5
qi

Dið12 bÞ (3.193)

where

G5 initial gas-in-place, scf
Sw5 initial water saturation
Bgi5 gas formation volume factor at pi, bbl/scf
PV5 pore volume, ft3

An inherent problem when applying decline
curve analysis is having sufficient rate�time data
to determine a unique value for b as shown in the
Fetkovich type curve. It illustrates that for a
shorter producing time, the b value curves
approach one another, which leads to difficulty in
obtaining a unique match. Arguably, applying the
type curve approach with only 3 years of produc-
tion history may be too short for some pools.
Unfortunately, since time is plotted on a log scale,
the production history becomes compressed so
that even when incremental history is added, it
may still be difficult to differentiate and clearly
identify the appropriate decline exponent b.
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The following example illustrates the use of
the type curve approach to determine reserves
and other reservoir properties.

Example 3.22
Well A is a low-permeability gas well located in
West Virginia. It produces from the Onondaga
chert that has been hydraulically fractured with
50,000 gal of 3% gelled acid and 30,000 lb of
sand. A conventional Horner analysis of pressure
buildup data on the well indicated the following:

pi5 3268 psia, m(pi)5 794.83 106 psi2/cp
k5 0.082 md, s525.4

Fetkovich et al. (1987) provided the
following additional data on the gas well:

pwf5 500 psia, m(pwf)5 20.83 106 psi2/cp
μgi5 0.0172 cp, cti5 1773 (1026) psi21

T5 620 �R, h5 70 ft
φ5 0.06, Bgi5 0.000853 bbl/scf
Sw5 0.35, rw5 0.35 ft

The historical rate time data for 8 years was
plotted and matched to re/rwa stem of 20 and
b5 0.5, as shown in Figure 3.56, with the
following match point:

qt5 1000 Mscf/day, t5 100 days
qDd5 0.58, tDd5 0.126

Using the above data, calculate:

• permeability k;
• drainage area A;
• skin factor s;
• gas-in-place G.

Solution

Step 1. Using the match point, calculate qi and
Di by applying Eqs. (3.182) and (3.183),
respectively:

qi 5
qt
qDt

� �
MP

5
1000

0:58
5 1724 Mscf=day

and:

Di 5
tDd
t

� �
MP

5
0:126

100
5 0:00126 day21

Step 2. Calculate the permeability k from
Eq. (3.184)

k5
1442T ½ ln ðre=rwaÞ20:5�qi

h½mðpiÞ2mðpwfÞ�
5

1422ð620Þ½ ln ð20Þ20:5�ð1724:1Þ
ð70Þ½794:8220:8�ð106Þ 5 0:07 md

Step 3. Calculate the reservoir PV of the well
drainage area by using Eq. (3.187):

PV 5
56:54T

ðμgctÞi½mðpiÞ2mðpwfÞ�
qi
Di

� �

5
56:54ð620Þ

ð0:0172Þð177Þð1026Þ½794:8220:8�ð106Þ
3

1724:1

0:00126
5 20:363 106 ft3

Step 4. Calculate the drainage radius and area
by applying Eqs. (3.189) and (3.190):

re 5

ffiffiffiffiffiffiffiffiffi
PV

πhφ

s

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð20:36Þ106
πð70Þð0:06Þ

s
5 1242 ft

and

A5
πre2

43; 560

5
πð1242Þ2
43; 560

5 111 acres

Step 5. Determine the skin factor from
Eq. (3.191):

s5 ln
re
rwa

� �
MP

rw
re

� �� �

5 ln ð20Þ 0:35

1242

� �� �
525:18
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Step 6. Calculate the initial gas-in-place by
using Eq. (3.192):

G5
ðPVÞ½12 Sw�
5:615Bgi

5
ð20:36Þð106Þ½120:35�
ð5:615Þð0:000853Þ 5 2:763 Bscf

The initial gas G can also be estimated from
Eq. (3.193), to give:

G5
qi

Dið12 bÞ

5
1:7241ð106Þ

0:00126ð120:5Þ 5 2:737 Bscf

Limits of Exponent b and Decline Analysis
of Stratified No-Crossflow Reservoirs. Most
reservoirs consist of several layers with varying res-
ervoir properties. Because of the fact that no-cross-
flow reservoirs are perhaps the most prevalent and
important, reservoir heterogeneity is of consider-
able significance in long-term prediction and
reserve estimates. In layered reservoirs with cross-
flow, adjacent layers can simply be combined into

a single equivalent layer that can be described as a
homogeneous layer with averaging reservoir prop-
erties of the crossflowing layers. As shown later in
this section, the decline curve exponent b for a sin-
gle homogeneous layer ranges between 0 and a
maximum value of 0.5. For layered no-crossflow
systems, values of the decline curve exponent b
range between 0.5 and 1 and therefore can be used
to identify the stratification. These separated layers
might have the greatest potential for increasing
current production and recoverable reserves.

Recalling the back-pressure equation, i.e.,
Eq. (3.20):

qg 5 Cðp2r 2 p2wfÞn

where

n5 back-pressure curve exponent
c5 performance coefficient
pr5 reservoir pressure

Fetkovich et al. (1996) suggested that the
Arps decline exponent b and the decline rate
can be expressed in terms of the exponent n by:

b5
1

2n
ð2n21Þ2 pwf

pi

� �2
" #

(3.194)

TIME, days

q g,
 M

cf
/d

10
10

100

1000

100 1000 10000

Onset of
Depletion

qD=1400 Mcf/d

qg=2400 Mcf/d
q = 1000 Mcf/d: qDd = 0.58
t = 100 days: tDd = 0.126

 tW = 0.0700 md
 rW1 = 02.1 lt
 r = −6.17
 ro = 1242 lt

Match Point

8 years

b = 0 b = 0.5

b = 0.5

q = 2000 Mcf/d: qa = 0.68
t = 100 DAYS: tW = 0.128

 tW = 0.006 md
 rW1 = 77.4 ft
 r = −6.38
 re = 1647 ft

MATCH POINT
b = 0

D

FIGURE 3.56 West Virginia gas well A type curve fit. (Copyright SPE 1987).
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Di 5 2n
qi
G

� �
(3.195)

where G is the initial gas-in-place. Eq. (3.194)
indicates that as the reservoir pressure pi
approaches pwf with depletion, all the nonexpo-
nential decline (b 6¼ 0) will shift toward expo-
nential decline (b5 0) as depletion proceeds.
Eq. (3.194) also suggests that if the well is pro-
ducing at a very low bottom-hole flowing pres-
sure (pwf5 0) or pwf{pi, it can be reduced to
the following expression:

b5 12
1

2n
(3.196)

The exponent n from a gas well back-pres-
sure performance curve can therefore be used
to calculate or estimate b and Di. Eq. (3.195)
provides the physical limits of b, which is
between 0 and 0.5, over the accepted theoreti-
cal range of n, which is between 0.5 and 1.0
for a single-layer homogeneous system, as
follows:

However, the harmonic decline exponent,
b5 1, cannot be obtained from the back-pres-
sure exponent. The b value of 0.4 should be
considered as a good limiting value for gas wells
when not clearly defined by actual production
data.

The following is a tabulation of the values of
b that should be expected for single-layer homo-
geneous or layered crossflow systems.

b System Characterization and
Identification

0.0 Gas wells undergoing liquid loading
Wells with high back-pressure

High-pressure gas
Low-pressure gas with back-pressure curve
exponent of n� 0.5
Poor water-flood performance (oil wells)
Gravity drainage with no solution gas (oil
wells)
Solution gas drive with unfavorable kg/ko
(oil wells)

0.3 Typical for solution gas drive reservoirs
0.4�0.5 Typical for gas wells, b5 0, for pwf � 0;

b5 0, for pwf � 0.1pi
0.5 Gravity drainage for solution gas and for

water-drive oil reservoirs
Undeterminable Constant-rate or increasing-rate production

period
Flow rates are all in transient or infinite-
acting period

0.5, b , 0.9 Layered or composite reservoir

The significance of the decline curve expo-
nent b value is that for a single-layer reservoir,
the value of b will lie between 0 and 0.5. With
layered no-crossflow performance, however, the
b value can be between 0.5 and 1.0. As pointed
out by Fetkovich et al. (1996), the further the b
value is driven toward a value of 1.0, the more
the unrecovered reserves remain in the tight
low-permeability layer and the greater the
potential to increase production and recoverable
reserves through stimulation of the low-perme-
ability layer. This suggests that decline curve
analysis can be used to recognize and identify
layered no-crossflow performance using only
readily available historical production data.
Recognition of the layers that are not being ade-
quately drained compared to other layers, i.e.,
differential depletion, is where the opportunity
lies. Stimulation of the less productive layers
can allow both increased production and
reserves. Figure 3.57 presents the standard Arps
depletion decline curves, as presented by
Fetkovich et al. (1996). Eleven curves are
shown with each being described by a b value
that ranges between 0 and 1 in increments of
0.1. All of the values have meaning and should
be understood in order to apply decline curve
analysis properly. When decline curve analysis
yields a b value greater than 0.5 (layered

n b

(High k) 0.50 0.0
0.56 0.1
0.62 0.2
0.71 0.3
0.83 0.4
(Low k) 1.00 0.5

383CHAPTER 3 Unconventional Gas Reservoirs



no-crossflow production), it is inaccurate simply
to make a prediction from the match point
values. This is because the match point repre-
sents a best fit of the surface production data
that includes production from all layers.
Multiple combinations of layer production
values can give the same composite curve and,
therefore, unrealistic forecasts in late time may
be generated.

To demonstrate the effect of the layered no-
crossflow reservoir system on the exponent b,
Fetkovich et al. (1996) evaluated the production
depletion performance of a two-layered gas res-
ervoir producing from two noncommunicated
layers. The field produces from 10 wells and
contains an estimated 1.5 Bscf of gas-in-place at
an initial reservoir pressure of 428 psia. The res-
ervoir has a gross thickness of 350 ft with a
shale barrier averaging 50 ft thick that is clearly
identified across the field and separates the two
layers. Core data indicates a bimodal distribu-
tion with a permeability ratio between 10:1 and
20:1.

A type curve analysis and regression fit of the
total field composite log(qi) vs. log(t) yielded
b5 0.89 that is identical to all values obtained
from individual well analysis. To provide a
quantitative analysis and an early recognition of

a no-crossflow layered reservoir, Fetkovich
(1980) expressed the rate�time equation for a
gas well in terms of the back-pressure exponent n
with a constant pwf of zero. The derivation is
based on combining Arps’s hyperbolic equation
with the MBE (i.e., p/Z vs. Gp) and back-pressure
equation to give:

For 0.5,n,1, 0,b,0.5:

qt 5
qi

11 ð2n21Þðqi=GÞt
� �ð2n=ð2n21ÞÞ (3.197)

Gpðt Þ 5G 12 11 ð2n21Þ qi
G

� �
t

h ið1=ð2n21ÞÞ �
(3.198)

For n5 0.5, b5 0:

qt 5 qi exp 2
qi
G

� �
t

h i
(3.199)

GpðtÞ 5G 12exp 2
qi
G

� �
t

h in o
(3.200)

For n5 1, b5 0.5:

qt 5
qi

11 ðqi=GÞt
� �2 (3.201)

0.001
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0.01 0.1 1 10 100 1000
t (Time)

Stimulation Opportunity b = 1

b = 5

b = 0

Single Layer Behavior,
0.5 ≤ b < 1

Layered No-Crossflow
Behavior, 0.5 < b < 1

q 
(R

at
e)

FIGURE 3.57 Depletion decline curves. (After Fetkovich, 1997, copyright SPE 1997).

384 CHAPTER 3 Unconventional Gas Reservoirs



GpðtÞ 5G2
G

11 ðqit=GÞ
(3.202)

The above relationships are based on pwf5 0,
which implies that qi5 qmax as given by:

qi 5 qi max 5
khp2i

1422T ðμgZ Þavg½ ln ðre=rwÞ20:751 s�
(3.203)

where

qi max5 stabilized absolute open flow potential,
i.e., at Pwf5 0, Mscf/day

G5 initial gas-in-place, Mscf
qt5 gas flow rate at time t, Mscf/day
t5 time
Gp(t)5 cumulative gas production at time t,

Mscf

For a commingled well producing from two
layers at a constant pwf, the total flow rate
(qt)total is essentially the sum of the flow rate
from each layer, or:

ðqt Þtotal 5 ðqt Þ1 1 ðqt Þ2

where the subscripts 1 and 2 represent the more
permeable layer and less permeable layer,
respectively. For a hyperbolic exponent of
b5 0.5, Eq. (3.201) can be substituted into the
above expression to give:

ðqmaxÞtotal
11t ðqmax=GÞtotal
� �25 ðqmaxÞ1

11t ðqmax=GÞ1
� �21 ðqmaxÞ2

11t ðqmax=GÞ2
� �2

(3.204)

Eq. (3.204) indicates that only if (qmax/
G)15 (qmax/G)2, the value of b5 0.5 for each layer
will yield a composite rate�time value of b5 0.5.

Mattar and Anderson (2003) presented an
excellent review of methods that are available
for analyzing production data using tradi-
tional and modern type curves. Basically,
modern type curve analysis methods incorpo-
rate the flowing pressure data along with pro-
duction rates and they use the analytical
solutions to calculate hydrocarbon-in-place.

Two important features of modern decline
analysis that improve upon the traditional
techniques are:

(1) Normalizing of rates using flowing pres-
sure drop: Plotting a normalized rate
(q/Δp) enables the effects of back-pressure
changes to be accommodated in the reser-
voir analysis.

(2) Handling the changes in gas compressibility
with pressure: Using pseudotime as the time
function, instead of real time, enables the
gas material balance to be handled rigor-
ously as the reservoir pressure declines with
time.

Carter Type Curve. Fetkovich originally
developed his type curves for gas and oil wells
that are producing at constant pressures. Carter
(1985) presented a new set of type curves devel-
oped exclusively for the analysis of gas rate
data. Carter noted that the changes in fluid
properties with pressure significantly affect res-
ervoir performance predictions. Of utmost
importance is the variation in the gas viscosi-
ty�compressibility product μgcg, which was
ignored by Fetkovich. Carter developed another
set of decline curves for boundary-dominated
flow that uses a new correlating parameter λ to
represent the changes in μgcg during depletion.
The λ parameter, called the “dimensionless
drawdown correlating parameter,” is designated
to reflect the magnitude of pressure drawdown
on μgcg and defined by:

λ5
ðμgcgÞi
ðμgcgÞavg

(3.205)

or equivalently:

λ5
ðμgcgÞi

2

mðpiÞ2mðpwfÞ
ðpi=ZiÞ2 ðpwf=ZwfÞ

� �
(3.206)

where

cg5 gas compressibility coefficient, psi21

m(p)5 real-gas pseudopressure, psi2/cp
pwf5 bottom-hole flowing pressure, psi
pi5 initial pressure, psi
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μg5 gas viscosity, cp
Z5 gas deviation factor

For λ5 1, this indicates a negligible draw-
down effect and corresponds to b5 0 on the
Fetkovich exponential decline curve. Values of
λ range between 0.55 and 1.0. The type curves
presented by Carter are based on specially
defined dimensionless parameters:

(1) dimensionless time tD;
(2) dimensionless rate qD;

(3) dimensionless geometry parameter (η) that
characterizes the dimensionless radius reD
and flow geometry;

(4) dimensionless drawdown correlating param-
eter λ.

Carter used a finite difference radial gas
model to generate the data for constructing the
type curves shown in Figure 3.58.

The following steps summarize the type
curve matching procedure:

λ = 1

λ = 0.75

λ = 0.55

10

1

0.1

0.001

0.01

0.01 0.1 1 10 100

qD

tD

η = 1.234
η = 1.184
η = 1.045
η = 1.01
η = 1.004

FIGURE 3.58 Radial�linear gas reservoir type curves. (After Carter, R., 1985. Type curves for finite radial and linear
gas-flow systems. SPE J. 25 (5), 719�728, copyright SPE 1985).
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Step 1. Using Eq. (3.205) or (3.206), calculate
the parameter λ:

λ5
ðμgcgÞi
ðμgcgÞavg

or

λ5
ðμgcgÞi

2

mðpiÞ2mðpwfÞ
ðpi=ZiÞ2 ðpwf=ZwfÞ

� �

Step 2. Plot gas rate q in Mscf/day or MMscf/
day as a function of time (t) in days
using the same log�log scale as the
type curves. If the actual rate values
are erratic or fluctuate, it may be best
to obtain averaged values of rate by
determining the slope of straight lines
drawn through adjacent points spaced
at regular intervals on the plot of
cumulative production Gp vs. time, i.e.,
slope5 dGp/dt5 qg. The resulting plot
of qg vs. t should be made on tracing
paper or on a transparency so that it
can be laid over the type curves for
matching.

Step 3. Match the rate data to a type curve cor-
responding to the computed value of λ
in step 1. If the computed value of λ is
not as one of the values for which a
type curve is shown, the needed curve
can be obtained by interpolation and
graphical construction.

Step 4. From the match, values of (qD)MP and
(tD)MP corresponding to specific values
for (q)MP and (t)MP are recorded. Also,
a value for the dimensionless geometry
parameter η is also obtained from the
match. It is strongly emphasized that
late-time data points (boundary-domi-
nated pseudosteady-state flow condi-
tion) are to be matched in preference
to early-time data points (unsteady-
state flow condition) because match-
ing some early rate data often will be
impossible.

Step 5. Estimate the gas that would be recover-
able by reducing the average reservoir

pressure from its initial value to pwf

from the following expression:

ΔG5Gi 2Gpwf 5
ðqt ÞMP

ðqDtDÞMP

η
λ

(3.207)

Step 6. Calculate the initial gas-in-place Gi

from:

Gi 5
pi=Zi

ðpi=ZiÞ2 ðpwf=ZwfÞ

� �
ΔG (3.208)

Step 7. Estimate the drainage area of the gas
well from:

A5
BgiGi

43;560φhð12SwiÞ
(3.209)

where
Bgi5 gas formation volume factor at pi, ft

3/scf
A5 drainage area, acres
h5 thickness, ft
φ5 porosity
Swi5 initial water saturation

Example 3.23
The following production and reservoir data
was used by Carter to illustrate the proposed
calculation procedure.

pi5 5400 psia, pwf5 500 psi
T5 726 �R, h5 50 ft
φ5 0.070, Swi5 0.50
λ5 0. 55

p (psia) μg (cp) Z

1 0.0143 1.0000
601 0.0149 0.9641
1201 0.0157 0.9378
1801 0.0170 0.9231
2401 0.0188 0.9207
3001 0.0208 0.9298
3601 0.0230 0.9486
4201 0.0252 0.9747
4801 0.0275 1.0063
5401 0.0298 1.0418
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Calculate the initial gas-in-place and the
drainage area.

Solution

Step 1. The calculated value of λ is given as
0.55 and, therefore, the type curve for
a λ value of 0.55 can be used directly
from Figure 3.58.

Step 2. Plot the production data, as shown in
Figure 3.59, on the same log�log scale
as Figure 3.55 and determine the
match points of:

ðqÞMP 5 1:0 MMscf=day

ðt ÞMP 5 1000 days

ðqDÞMP 5 0:605

ðtDÞMP 5 1:1

η5 1:045

Step 3. Calculate ΔG from Eq. (3.207):

ΔG5Gi 2Gpwf 5
ðqt ÞMP

ðqDtDÞMP

η
λ

5
ð1Þð1000Þ
ð0:605Þð1:1Þ

1:045

0:55
5 2860 MMscf

Step 4. Estimate the initial gas-in-place by
applying Eq. (3.208).

Gi 5
pi=Zi

ðpi=ZiÞ2 ðpwf=ZwfÞ

� �
ΔG

5
5400=1:0418

ð5400=1:0418Þ2 ð500=0:970Þ

� �
2860

5 3176 MMscf

Step 5. Calculate the gas formation volume
factor Bgi at pi.

Bgi 5 0:0287
ZiT

pi
5 0:02827

ð1:0418Þð726Þ
5400

5 0:00396 ft3=scf

Step 6. Determine the drainage area from
Eq. (3.209):

A5
BgiGi

43;560φhð12 SwiÞ

5
0:00396ð3176Þð106Þ

43; 560ð0:070Þð50Þð120:50Þ 5 105 acres

Palacio�Blasingame Type Curves. Palacio
and Blasingame (1993) presented an innovative
technique for converting gas well production
data with variable rates and bottom-hole flow-
ing pressures into “equivalent constant-rate liq-
uid data” that allows the liquid solutions to be
used to model gas flow. The reasoning for this
approach is that the constant-rate type curve
solutions for liquid flow problems are well
established from the traditional well test analy-
sis approach. The new solution for the gas
problem is based on a material balance like
time function and an algorithm that allows:

• the use of decline curves that are specifically
developed for liquids;

• modeling of actual variable rate�variable
pressure drop production conditions;

• explicit computation of gas-in-place.

Under pseudosteady-state flow conditions,
Eq. (1.134) in Chapter 1 describes the radial
flow of slightly compressible liquids as:

pwf 5 pi 2
0:23396QBt

Ahφct

� �
2

162:6QBμ
kh

log
4A

1:781CAr2w

� �

where

k5 permeability, md
A5 drainage area, ft2

CA5 shape factor
Q5 flow rate, STB/day

Time (days) qt (MMscf/day)

1.27 8.300
10.20 3.400
20.50 2.630
40.90 2.090
81.90 1.700
163.80 1.410
400.00 1.070
800.00 0.791
1600.00 0.493
2000.00 0.402
3000.00 0.258
5000.00 0.127
10,000.00 0.036
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t5 time, hours
ct5 total compressibility coefficient, psi21

Expressing the time t in days and converting
from “log” to natural logarithm “ln,” the above
relation can be written as:

pi 2 pwf
q

5
Δp

q
5 70:6

Bμ
kh

ln
4A

1:781CAr2wa

� �
1

5:615B

AhφCt

� �
t

(3.210)

or more conveniently as:

Δp

q
5 bpss 1mt (3.211)

This expression suggests that under a pseudos-
teady-state flowing condition, a plot of Δp/q vs. t
on a Cartesian scale would yield a straight line
with an intercept of bpss and slope ofm, with

Intercept bpss 5 70:6
Bμ
kh

ln
4A

1:781CAr2wa

� �
(3.212)

Slope m5
5:615B

Ahφct
(3.213)

where

bpss5 constant in the pseudosteady-state “pss”
equation

t5 time, days
k5 permeability, md
A5 drainage area, ft2

q5 flow rate, STB/day
B5 formation volume factor, bbl/STB
CA5 shape factor
ct5 total compressibility, psi21

rwa5 apparent (effective) wellbore radius, ft

λ = 1 

λ = 0.75

λ = 0.55

η = 1.234
η = 1.184
η = 1.045
η = 1.01
η = 1.004
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FIGURE 3.59 Carter type curves for Example 3.23.
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For a gas system flowing under pseudosteady-
state conditions, an equation similar to
Eq. (3.210) can be expressed as:

mðpiÞ2mðpwfÞ
q

5
ΔmðpÞ

q
5

711T

kh
ln

4A

1:781CAr2wa

� �

1
56:54T

φðμgcgÞiAh

" #
t

(3.214)

And in a linear form as:

ΔmðpÞ
q

5 bpss 1mt (3.215)

Similar to the liquid system, Eq. (3.215) indi-
cates that a plot of Δm(p)/q vs. t will form a
straight line with

Intercept bpss 5
711T

kh
ln

4A

1:781CAr2wa

0
@

1
A

Slope m5
56:54T

ðμgctÞiðφhAÞ
5

56:54T

ðμgctÞiðPVÞ

where

q5 flow rate, Mscf/day
A5 drainage area, ft2

T5 temperature, �R
t5 flow time, days

The linkage that allows for the transformation
of converting gas production data into equivalent
constant-rate liquid data is based on the use of a
new time function called “pseudoequivalent time
or normalized material balance pseudotime,” as
defined by:

ta 5
ðμgcgÞi
qt

ðt
o

qt
μgcg

" #
dt 5

ðμgcgÞi
qt

ZiG

2pi
mðp iÞ2mðpÞ� �

(3.216)

where

ta5 pseudoequivalent (normalized material bal-
ance) time, days

t5 time, days

G5 original gas-in-place, Mscf
qt5 gas flow rate at time t, Mscf/day
p5 average pressure, psi
μg 5 gas viscosity at p, cp
cg 5 gas compressibility at p, psi21

mðpÞ5 normalized gas pseudopressure, psi2/cp

To perform decline curve analysis under vari-
able rates and pressures, the authors derived a
theoretical expression for decline curve analysis
that combines:

• the material balance relation,
• the pseudosteady-state equation, and
• the normalized material balance time func-

tion ta

to give the following relationship:

qg
mðpiÞ2mðpwfÞ

� �
bpss 5

1

11 ðm=bpssÞta
(3.217)

where mðpÞ is the normalized pseudopressure as
defined by:

mðpiÞ5
μgiZi

pi

ðpi
0

p

μgZ

" #
dp (3.218)

mðpÞ5 μgiZi

pi

ðp
0

p

μgZ

" #
dp (3.219)

and

m5
1

Gcti
(3.220)

bpss 5
70:6μgiBgi

kgh
ln

4A

1:781CAr2wa

� �� �
(3.221)

where

G5 original gas-in-place, Mscf
cgi5 gas compressibility at pi, psi

21

cti5 total system compressibility at pi, psi
21

qg5 gas flow rate, Mscf/day
kg5 effective permeability to gas, md
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mðpÞ5 normalized pseudopressure, psia
pi5 initial pressure
rwa5 effective (apparent) wellbore radius, ft
Bgi5 gas formation volume factor at pi, bbl/

Mscf

Notice that Eq. (3.217) is essentially
expressed in the same dimensionless form as the
Fetkovich equation, i.e., Eq. (3.171), or:

qDd 5
1

11 ðtaÞDd
(3.222)

with

qDd 5
qg

mðpiÞ2mðpwfÞ

� �
bpss (3.223)

ðtaÞDd 5
m

bpss

� �
ta (3.224)

It must be noted that the qDd definition is
now in terms of normalized pseudopressures
and the modified dimensionless decline time
function (ta)Dt is not in terms of real time
but in terms of the material balance pseudo-
time. Also note that Eq. (3.223) traces the
path of a harmonic decline on the Fetkovich
type curve with a hyperbolic exponent of
b5 1.

However, there is a computational problem
when applying Eq. (3.216) because it requires
the value of G or the average pressure p,
which is itself a function of G. The method is
iterative in nature and requires rearranging of
Eq. (3.217) in the following familiar form of
linear relationship:

mðpiÞ2mðpÞ
qg

5 bpss 1mta (3.225)

The iterative procedure for determining G
and p is described in the following steps:

Step 1. Using the available gas properties, set
up a table of Z, μ, p/Z, (p/Zμ) vs. p
for the gas system:

Time p Z μ p/Z p/(Zμ)

0 pi Zi μi pi/Zi pi/(Zμ)i
� � � � � �
� � � � � �
� � � � � �

Step 2. Plot (p/Zμ) vs. p on a Cartesian scale
and numerically determine the area
under the curve for several values of p.
Multiply each area by (Ziμi/pi) to give
the normalized pseudopressure as:

mðpÞ5 μgiZi

pi

ðp
0

p

μgZ

" #
dp

The required calculations of this
step can be performed in the following
tabulated form:

p Area5
Ð p
0

p
μgZ

h i
dp mðpÞ5 ðareaÞ μgiZi

pi

0 0 0
� � �
pi � �

Step 3. Draw plots of mðpÞ and p/Z vs. p on a
Cartesian scale.

Step 4. Assume a value for the initial gas-in-
place G.

Step 5. For each production data point of Gp

and t, calculate p=Z from the gas
MBE, i.e., Eq. (3.60):

p

Z
5

pi
Zi

12
Gp

G

� �

Step 6. From the plot generated in step 3, use
the graph of p vs. p/Z for each value
of the ratio p=Z and determine the
value of the corresponding average res-
ervoir pressure p. For each value of
the average reservoir pressure p, deter-
mine the values m=ðpÞ for each p.

Step 7. For each production data point, calcu-
late ta by applying Eq. (3.216):

ta 5
ðμgcgÞi
qt

ZiG

2pi
mðpiÞ2mðpÞ½ �
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The calculation of ta can be conve-
niently performed in the following tab-
ulated form:

t qt Gp p mðpÞ ta 5
ðμgcgÞi

qi

ZiG
2pi

mpi 2mðpÞ½ �
� � � � � �
� � � � � �
� � � � � �

Step 8. Based on the linear relationship given
by Eq. (3.225), plot ½mðpiÞ2mðpÞ�=qg
vs. ta on a Cartesian scale and deter-
mine the slope m.

Step 9. Recalculate the initial gas-in-place G
by using the value m from step 8 and
applying Eq. (3.220) to give:

G5
1

ctim

Step 10. The new value of G from step 8 is used
for the next iteration, i.e., step 4, and
this process could continue until some
convergence tolerance for G is met.

Palacio and Blasingame developed a modified
Fetkovich�Carter type curve, as shown in

Figure 3.60, to give the performance of con-
stant-rate and constant-pressure gas flow solu-
tions, the traditional Arps curve stems. To
obtain a more accurate match to decline type
curves than using flow rate data alone, the
authors introduced the following two comple-
mentary plotting functions:

Integral function (qDd)i:

ðqDdÞi 5
1

ta

ðta
0

qg
mðpiÞ2mðpwfÞ

� �
dta (3.226)

Derivative of the integral function (qDd)id:

ðqDdÞid 5
21

ta

� �
d

dta

1

ta

ðta
0

qg
mðpiÞ2mðpwfÞ

� �
dta

� �
(3.227)

Both functions can be easily generated by
using simple numerical integration and differen-
tiation methods.

To analyze gas production data, the proposed
method involves the following basic steps:

Step 1. Calculate the initial gas-in-place G as
outlined previously.
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FIGURE 3.60 Palacio�Blasingame type curve.
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Step 2. Construct the following table:

t qg ta pwf mðpwfÞ qg

½mðpiÞ2mðpwfÞ�

� � � � � �
� � � � � �
� � � � � �

Plot qg=½mðpiÞ2mðpÞ� vs. ta on a
Cartesian scale.

Step 3. Using the well production data as tabu-
lated and plotted in step 2, compute the
two complementary plotting functions
as given by Eqs. (3.226) and (3.227) as
a function of ta:

ðqDdÞi 5
1

ta

ðta
0

qg
mðpiÞ2mðpwfÞ

0
@

1
Adta

ðqDdÞid 5
21

ta

0
@

1
A d

dta

1

ta

ðta
0

qg
mðpiÞ2mðpwfÞ

0
@

1
Adta

2
4

3
5

Step 4. Plot both functions, i.e., (qDd)i and
(qDd)id, vs. ta on tracing paper so it can
be laid over the type curve of
Figure 3.60 for matching.

Step 5. Establish a match point MP and the
corresponding dimensionless radius reD
value to confirm the final value of G
and to determine other properties:

G5
1

cti

ta
tDd

� �
MP

ðqDdÞi
qDd

� �
MP

(3.228)

A5
5:615GBgi

hφð12 SwiÞ

re 5

ffiffiffi
A

π

s

rwa 5
re
reD

s52ln
rwa
rw

0
@

1
A

k5
141:2Bgiμgi

h
ln

re
rw

0
@

1
A2

1

2

2
4

3
5 ðqDdÞi

qDd

2
4

3
5
MP

(3.229)

where
G5 gas-in-place, Mscf
Bgi5 gas formation volume factor at pi, bbl/

Mscf
A5 drainage area, ft2

s5 skin factor
reD5 dimensionless drainage radius
Swi5 connate water saturation

The authors used the West Virginia gas well
“A,” as given by Fetkovich in Example 3.22, to
demonstrate the use of the proposed type curve.
The resulting fit of the data given in Example
3.22 to Placio and Blasingame is shown in
Figure 3.61.

Flowing Material Balance. The flowing
material balance method is a new technique that
can be used to estimate the original gas-in-place
(OGIP). The method as introduced by Mattar
and Anderson (2003) uses the concept of the
normalized rate and material balance pseudo-
time to create a simple linear plot, which extra-
polates to fluids-in-place. The method uses the
available production data in a manner similar to
that of Palacio and Blasingame’s approach. The
authors showed that for a depletion drive gas
reservoir flowing under pseudosteady-state con-
ditions, the flow system can be described by:

q

mðpiÞ2mðpwfÞ
5

q

ΔmðpÞ 5
21

Gb\pss

 !
QN 1

1

b\pss

where QN is the normalized cumulative produc-
tion as given by:

QN 5
2qtpita

ðctμiZiÞΔmðpÞ

and ta is the Palacio and Blasingame normalized
material balance pseudotime as given by:

ta 5
ðμgcgÞi
qt

ZiG

2pi
mðpiÞ2mðpÞ½ �

The authors defined b\pss as the inverse pro-
ductivity index, in psi2/cp-MMscf, as:

b \pss 5
1:4173 106T

kh
ln

re
rwa

� �
2

3

4

� �
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where

pi5 initial pressure, psi
G5 original gas-in-place
re5 drainage radius, ft
rwa5 apparent wellbore radius, ft

Thus, the above expression suggests that a
plot of q/Δm(p) vs. 2qpita/(ctiμiZi Δm(p)) on a
Cartesian scale would produce a straight line
with following characteristics:

• x-axis intercept gives gas-in-place G;
• y-axis intercept gives b\pss;
• slope gives ð21=Gb\pssÞ.

Specific steps in estimating G are summa-
rized below:

Step 1. Using the available gas properties, set
up a table of Z, μ, p/Z, (p/Zμ) vs. p for
the gas system.

Step 2. Plot (p/Zμ) vs. p on a Cartesian scale
and numerically determine the area
under the curve for several values of p
to give m(p) at each pressure.

Step 3. Assume a value for the initial gas-in-
place G.

Step 4. Using the assumed value of G and for
each production data point of Gp at
time t, calculate p/Z from the gas MBE,
i.e., Eq. (3.60):

p

Z
5

pi
Zi

12
Gp

G

� �

Step 5. For each production data point of qt
and t, calculate ta and the normalized
cumulative production QN:

ta 5
ðμgcgÞi
qt

ZiG

2pi
mðpiÞ2mðpÞ½ �

QN 5
2qtpita

ðctμiZiÞ ΔmðpÞ

Step 6. Plot q/Δp vs. QN on a Cartesian scale
and obtain the best line through the
data points. Extrapolate the line to the
x-axis and read the original-gas-in-
place G.
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FIGURE 3.61 Palacio�Blasingame West Virginia gas well example.
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Step 7. The new value of G from step 5 is used
for the next iteration, i.e., step 3, and
this process could continue until some
convergence tolerance for G is met.

Anash et al. Type Curves. The changes in
gas properties can significantly affect reservoir
performance during depletion; of utmost impor-
tance is the variation in the gas viscosi-
ty�compressibility product μgcg, which was
ignored by Fetkovich in developing his type
curves. Anash et al. (2000) proposed three func-
tional forms to describe the product μgct as a
function of pressure. They conveniently
expressed the pressure in a dimensionless form
as generated from the gas MBE, to give:

p

Z
5

pi
Zi

12
Gp

G

� �

In a dimensionless form, the above MBE is
expressed as:

pD 5 ð12GpDÞ

where

pD 5
p=Z

pi=Zi
; GpD 5

Gp

G
(3.230)

Anash and his coauthors indicated that the
product (μgct) can be expressed in a “dimen-
sionless ratio” of (μgcti/μgct) as a function of the
dimensionless pressure pD by one of the follow-
ing three forms:

(1) First-order polynomial: The first form is a
first-degree polynomial that is adequate in
describing the product μgct as a function of
pressure at low gas reservoir pressure below
5000 psi, i.e., pi,5000. The polynomial is
expressed in a dimensionless form as:

μicti
μct

5 pD (3.231)

where
cti5 total system compressibility at pi, psi

21

μi5 gas viscosity at pi, cp

(2) Exponential model: The second form is ade-
quate in describing the product μgct for
high-pressure gas reservoirs, i.e.,
pi. 8000 psi:

μicti
μct

5βo expðβ1pDÞ (3.232)

(3) General polynomial model: A third- or
fourth-degree polynomial is considered by
the authors as a general model that is appli-
cable to all gas reservoir systems with any
range of pressures, as given by:

μicti
μct

5 a0 1 a1pD 1 a2p
2
D 1 a3p

3
D 1 a4p

4
D (3.233)

The coefficients in Eqs. (3.232) and (3.233),
i.e., β0, β1, a0, a1, etc., can be determined by
plotting the dimensionless ratio μicti/μct vs. pD
on a Cartesian scale, as shown in Figure 3.62,
and using the least-squares type regression
model to determine the coefficients.

The authors also developed the following
fundamental form of the stabilized gas flow
equation as:

dGp

dt
5 qg 5

Jg
cti

ðpD
pwD

μicti
μct

� �
dpD

with the dimensionless bottom-hole flowing
pressure as defined by:

pwD 5
pwf=Zwf
pi=Zi

where

qg5 gas flow rate, scf/day
pwf5 flowing pressure, psia
Zwf5 gas deviation factor at pwf

Jg5 productivity index, scf/day, psia

Anash et al. presented their solutions in a
“type curve” format in terms of a set of the
familiar dimensionless variables qDd, tDd, reD,
and a newly introduced correlating parameter β
that is a function of the dimensionless pressure.
They presented three type curve sets, as shown
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in Figures 3.63�3.65, one for each of the func-
tional forms selected to describe the product μct
(i.e., first-order polynomial, exponential model,
or general polynomial).

The methodology of employing the Anash
et al. type curve is summarized by the following
steps:

Step 1. Using the available gas properties, pre-
pare a plot of (μicti/μct) vs. pD, where

pD 5
p=Z

pi=Zi

Step 2. From the generated plot, select the
appropriate functional form that
describes the resulting curve. That is:

First-order polynomial:

μicti
μct

5 pD

Exponential model:

μicti
μct

5β0expðβ1pDÞ

General polynomial model:

μicti
μct

5 a0 1 a1pD 1 a2p
2
D 1 a3p

3
D 1 a4p

4
D

Using a regression model, i.e., least
squares, determine the coefficient of
the selected functional form that ade-
quately describes (μicti/μct) vs. pD.

Legend: Data Trends
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FIGURE 3.62 Typical distribution of the viscosity�compressibility function. (After Anash, J., Blasingame, T.A., Knowles,
R.S., 2000. A semianalytic (p/Z) rate-time relation for the analysis and prediction of gas well performance. SPE Reservoir
Eval. Eng. 3, 525�533).
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FIGURE 3.63 “First-order” polynomial solution for real-gas flow under boundary-dominated flow conditions. Solution
assumes a μ ct profile that is linear with pD. (Permission to copy by the SPE, 2000).
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FIGURE 3.64 “Exponential” solutions for real-gas flow under boundary-dominated flow conditions. (Permission to
copy by the SPE, 2000).
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Step 3. Plot the historical flow rate qg vs. time t
on log�log scale with the same logarith-
mic cycles as the one given by the selected
type curves (i.e., Figures 3.63�3.65).

Step 4. Using the type curve matching tech-
nique described previously, select a
match point and record:

ðqgÞMP and ðqDdÞMP

ðt ÞMP and ðtDdÞMP

ðreDÞMP

Step 5. Calculate the dimensionless pressure pwD

using the bottom-hole flowing pressure:

pwD 5
pwf=Zwf
pi=Zi

Step 6. Depending on the selected functional
form in step 2, calculate the constant
α for the selected functional model:

For the first-order polynomial:

α5 1
2ð12 p2wDÞ (3.234)

For the exponential model:

α5
β0

β1

expðβ1Þ2 expðβ1pwDÞ
� �

(3.235)

where β0 and β1 are the coefficients of the
exponential model.

For the polynomial function (assum-
ing a fourth-degree polynomial):

α5A0 1A1 1A2 1A3 1A4 (3.236)

where

A0 52ðA1pwD 1A2p
2
wD 1A3p

3
wD 1A4p

4
wDÞ (3.237)

where

A1 5 a0; A2 5
a1
2
; A3 5

a2
3
; A4 5

a3
4

Step 7. Calculate the well productivity index
Jg, in scf/day-psia, by using the flow
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FIGURE 3.65 “General polynomial” solution for real-gas flow under boundary-dominated flow conditions. (Permission
to copy by the SPE, 2000).
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rate match point and the constant α of
step 6 in the following relation:

Jg 5
Cti
α

qg
qDd

� �
MP

(3.238)

Step 8. Estimate the original gas-in-place G,
in scf, from the time match point:

G5
Jg
Cti

t

tDd

� �
MP

(3.239)

Step 9. Calculate the reservoir drainage area A,
in ft2, from the following expression:

A5
5:615BgiG

φhð12SwiÞ
(3.240)

where

A5 drainage area, ft2

Bgi5 gas formation volume factor at pi, bbl/scf
Swi5 connate water saturation
Step 10. Calculate the permeability k, in md,

from the match curve of the dimen-
sionless drainage radius reD:

k5
141:2μiBgiJg

h
ln ½reD�MP 2

1

2

� �
(3.241)

Step 11. Calculate the skin factor from the fol-
lowing relationships:

Drainage radius re 5

ffiffiffi
A

π

r
(3.242)

Apparent wellbore radius rwa 5
re

ðreDÞMP

(3.243)

Skin factor s52 ln
rwa
rw

� �
(3.244)

Example 3.24
The West Virginia gas well “A” is a vertical gas well
that has been hydraulically fractured and is
undergoing depletion. The production data was
presented by Fetkovich and used in Example 3.22. A

summary of the reservoir and fluid properties is given
below:

rw5 0.354 ft, h5 70 ft
φ5 0.06, T5 160 �F
s5 5.17, k5 0.07 md
γg5 0.57, Bgi5 0.00071 bbl/scf
μgi5 0.0225 cp, cti5 0.000184 psi21

pi5 4,175 psia, pwf5 710 psia
α5 0.4855 (first-order
polynomial)
Swi5 0.35

Solution

Step 1. Figure 3.66 shows the type curve match of
the production data with that of
Figure 3.63 to give:

ðqDdÞMP 5 1:0

ðqgÞMP 5 1:983 106 scf=day

ðtDdÞMP 5 1:0

ðtÞMP 5 695 days

ðreDÞMP 5 28

Step 2. Calculate the productivity index from
Eq. (3.238):

Jg 5
Cti
α

qg
qDd

� �
MP

5
0:000184

0:4855

1:983 106

1:0

� �
5 743:758 scf=day-psi

Step 3. Solve for G by applying Eq. (3.239):

G5
Jg
Cti

t

tDd

� �
MP

5
743:758

0:0001824

695

1:0

� �
5 2:834 Bscf

Step 4. Calculate the drainage area from
Eq. (3.240):

A5
5:615BgiG

φhð12 SwiÞ

5
5:615ð0:00071Þð2:8343 109Þ

ð0:06Þð70Þð120:35Þ
5 4:13983 106 ft2 5 95 acres
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Step 5. Compute the permeability from the match
on the reD5 28 transient stem by using
Eq. (3.241):

k5
ð141:2Þð0:0225Þð0:00071Þð743:76Þ

70
ln ð28Þ2 1

2

� �
5 0:0679 md

Step 6. Calculate the skin factor by applying
Eqs. (3.242) and (3.243):

re 5

ffiffiffi
A

π

r
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4:13983 106

π

s
5 1147:9 ft

rwa 5
re

ðreDÞMP

5
1147:9

28
5 40:997 ft

s5 2ln
rwa
rw

� �
52 ln

40:997

0:354

� �
524:752

Decline Curve Analysis for Fractured
Wells. Pratikno et al. (2003) developed a new set
of type curves specifically for finite conductivity,

vertically fractured wells centered in bounded cir-
cular reservoirs. The authors used analytical solu-
tions to develop these type curves and to establish
a relation for the decline variables.

Recall that the general dimensionless pres-
sure equation for a bounded reservoir during
pseudosteady-state flow is given by Eq. (1.136):

pD 5 2πtDA 1
1

2
ln

A

r2w

� �� �
1

1

2
ln

2:2458

CA

� �� �
1 s

with the dimensionless time based on the well-
bore radius tD or drainage area tDA as given by
Eqs. (1.86a) and (1.86b) as:

tD 5
0:0002637kt

φμctr2w

tDA 5
0:0002637kt

φμctA
5 tA

r2w
A

� �

The authors adopted the above form and sug-
gested that for a well producing under pseudos-
teady state (pss) at a constant rate with a finite
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FIGURE 3.66 Type curve analysis of West Virginia gas well “A” (SPE 14238). “General polynomial” type curve analysis
approach. (Permission to copy by the SPE, 2000).
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conductivity fracture in a circular reservoir, the
dimensionless pressure drop can be expressed as:

pD 5 2πtDA 1 bDpss

or

bDpss 5 pD 22πtDA

where the term bDpss is the dimensionless pseu-
dosteady-state constant that is independent of
time; however, bDpss is a function of:

• the dimensionless radius reD and
• the dimensionless fracture conductivity FCD.

The above two dimensionless parameters
were defined in Chapter 1 by:

FCD 5
kf
k

wf

xf
5

FC
kxf

reD 5
re
xf

The authors noted that during pseudosteady-
state flow, the equation describing the flow dur-
ing this period yields a constant value for given
values of reD and FCD, given closely by the fol-
lowing relationship:

bDpss 5 ln ðreDÞ20:0492981
0:43464

r2eD

1
a1 1 a2u1 a3u

2 1 a4u
3 1 a5u

4

11 b1u1 b2u2 1 b3u3 1 b4u4

with

u5 ln ðFCDÞ

where

a15 0.93626800 b1520.38553900
a2521.0048900 b2520.06988650
a35 0.31973300 b3520.04846530
a4520.0423532 b4520. 00813558
a55 0.00221799

Based on the above equations, Pratikno et al.
used Palacio and Blasingame’s previously defined
functions (i.e., ta, (qDd)i, and (qDd)id) and the para-
meters reD and FCD to generate a set of decline
curves for a sequence of 13 values for FCD with a
sampling of reD5 2, 3, 4, 5, 10, 20, 30, 40, 50,

100, 200, 300, 400, 500, and 1000. Type curves
for FCD of 0.1, 1, 10, 100, and 1000 are shown in
Figures 3.67�3.71.

The authors recommended the following type
curve matching procedure that is similar to the
methodology used in applying Palacio and
Blasingame’s type curve:

Solution

Step 1. Analyze the available well testing data
using the Gringarten or Cinco�Samaniego
method, as presented in Chapter 1, to cal-
culate the dimensionless fracture conduc-
tivity FCD and the fracture half-length xf.

Step 2. Assemble the available well data in
terms of bottom-hole pressure and the
flow rate qt (in STB/day for oil or Mscf/
day for gas) as a function of time.
Calculate the material balance pseudo-
time ta for each given data point by
using:

For oil: ta 5
Np

qt

For gas: ta 5
ðμgcgÞi
qt

ZiG

2pi
mðpiÞ2mðpÞ½ �

where mðpiÞ and mðpÞ are the normalized pseu-
dopressures as defined by Eqs. (3.218) and
(3.219):

mðpiÞ5
μgiZi

pi

ðpi
0

p

μgZ

" #
dp

mðpÞ5 μgiZi

pi

ðp
0

p

μgZ

" #
dp

Note that the initial gas-in-place G
must be calculated iteratively, as illus-
trated previously by Palacio and
Blasingame.

Step 3. Using the well production data as tabu-
lated and plotted in step 2, compute the
following three complementary plotting
functions:
(1) pressure drop normalized rate qDd;
(2) pressure drop normalized rate inte-

gral function (qDd)i;
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FIGURE 3.67 Fetkovich�McCray decline type curve-rate vs. material balance time format for a well with a finite con-
ductivity vertical fracture (FcD50. 1). (Permission to copy by the SPE, 2003).
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FIGURE 3.68 Fetkovich�McCray decline type curve-rate vs. material balance time format for a well with a finite con-
ductivity vertical fracture (FcD51). (Permission to copy by the SPE, 2003).

402 CHAPTER 3 Unconventional Gas Reservoirs



104 103 102 101

10−1

10−2

100 101 102 103

10−4 10−3 10−2

qDdid

qDdi

reD = 2

10−1

Fetkovich–McCray Type Curve for a Vertical Well with a
Finite Conductivity Vertical Fracture (FcD=10)

Model legend: Fetkovich–McCray Type Curve–Fractured
Well Centered in a  Bounded Circular Reservoir
(Finite Conductivity: FcD = 10)

100 101 102 103

102

101

100

10−1

10−2

102

101

100

400
500

200

20
10 2 3

4

5
30

40
50

300

100

tDd , bar =NpDd /qDd

q D
d
, q

D
di

 , 
an

d 
q D

di
d

reD =1000

Transient "Stems"
(Transient Flow Region–

Analytical Solutions: FcD = 10)

Depletion "Stems"
(Boundary-Dominated Flow

Region–Volumetric
Reservoir Behavior)

Fractured Well in a
Bounded Circular

Reservoir

qDd

qDd, qDi, and qDdid vs. tDb,barLegend:

(qDdid) Rate Integral-Derivative Curves
(qDdi) Rate Integral Curves

(qDd) Rate Curves

FIGURE 3.69 Fetkovich�McCray decline type curve-rate vs. material balance time format for a well with a finite con-
ductivity vertical fracture (FcD5 10). (Permission to copy by the SPE, 2003).
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FIGURE 3.70 Fetkovich�McCray decline type curve-rate vs. material balance time format for a well with a finite con-
ductivity vertical fracture (FcD5 100). (Permission to copy by the SPE, 2003).
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(3) pressure drop normalized rate inte-
gral�derivative function (qDd)id.

For gas:

qDd 5
qg

mðpiÞ2mðpwfÞ

ðqDdÞi 5
1

ta

ðta
0

qg
mðpiÞ2mðpwfÞ

� �
dta

ðqDdÞid 5
21

ta

� �
d

dta

1

ta

ðta
0

qg
mðpiÞ2mðpwfÞ

� �
dta

� �

For oil:

qDd 5
qo

pi 2 pwf

ðqDdÞi 5
1

ta

ðta
0

qo
pi 2 pwf

� �
dta

ðqDdÞid 5
21

ta

� �
d

dta

1

ta

ðta
0

qo
pi 2 pwf

� �
dta

� �

Step 4. Plot the three gas or oil functions, i.e.,
qDd, (qDd)i, and (qDd)id, vs. ta on tracing
paper so it can be laid over the type
curve with the appropriate value FCD.

Step 5. Establish a match point “MP” for each
of the three functions (qDd, (qDd)i, and
(qDd)id). Once a “match” is obtained,
record the “time” and “rate” match
points as well as the dimensionless radius
reD value:
(1) Rate-axis “match point”: Any

(q/Δp)MP2 (qDd)MP pair.
(2) Time-axis “match point”: Any

ðtÞMP 2 ðtDdÞMP pair.
(3) Transient flow stem: Select (q/Δp),

(q/Δp)i, and (q/Δp)id functions that
best match the transient data stem
and record reD.

Step 6. Solve for bDpss by using the values of
FCD and reD:

u5 ln ðFCDÞ

bDpss 5 ln ðreDÞ20:0492981
0:43464

r2eD

1
a1 1 a2u1 a3u

2 1 a4u
3 1 a5u

4

11 b1u1 b2u2 1 b3u3 1 b4u4
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FIGURE 3.71 Fetkovich�McCray decline type curve-rate vs. material balance time format for a well with a finite con-
ductivity vertical fracture (FcD51000). (Permission to copy by the SPE, 2003).
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Step 7. Using the results of the match point, esti-
mate the following reservoir properties:

For gas:

G5
1

cti

ta
tDd

� �
MP

ðqg=ΔmðpÞÞ
qDd

� �
MP

kg 5
141:2Bgiμgi

h

ðqg=ΔmðpÞMPÞ
ðqDdÞMP

� �
bDpss

A5
5:615GBgi

hφð12 SwiÞ

re 5

ffiffiffi
A

π

r

For oil:

N5
1

ct

ta
tDd

� �
MP

ðqo=ΔpÞi
qDd

� �
MP

ko 5
141:2Boiμgoi

h

ðqo=ΔpÞMP

ðqDdÞMP

� �
bDpss

A5
5:615NBoi

hφð12 SwiÞ

re 5

ffiffiffi
A

π

r

where

G5 gas-in-place, Mscf
N5 oil-in-place, STB
Bgi5 gas formation volume factor at pi, bbl/Mscf
A5 drainage area, ft2

re5 drainage radius, ft
Swi5 connate water saturation
Step 8. Calculate the fracture half-length xf and

compare with step 1:

xf 5
re
reD

Example 3.25
The Texas Field vertical gas well has been
hydraulically fractured and is undergoing
depletion. A summary of the reservoir and fluid
properties is given below:

rw5 0.333 ft, h5 170 ft
φ5 0.088, T5 300 �F
γg5 0.70, Bgi5 0.5498 bblM/scf
μgi5 0.0361 cp, cti5 5.10323 1025 psi21

pi5 9330 psia, pwf5 710 psia
Swi5 0.131, FCD5 5.0

Figure 3.72 shows the type curve match for
FCD5 5, with the matching points as given below:

ðqDdÞMP 5 1:0
½ðqg=ΔmðpÞÞ�MP 5 0:89 Mscf=psi
ðtDdÞMP 5 1:0
ðtaÞMP 5 58 days
ðreDÞMP 5 2:0

Perform type curve analysis on this gas well.

Solution:

Step 1. Solve for bDpss by using the values of
FCD and reD:

u5 ln ðFCDÞ5 ln ð5Þ5 1:60944

bDpss 5 ln ðreDÞ20:0492981
0:43464

r2eD

1
a1 1 a2u1 a3u

2 1 a4u
3 1 a5u

4

11 b1u1 b2u2 1 b3u3 1 b4u4

5 ln ð2Þ20:0492981
0:43464

22

1
a1 1 a2u1 a3u

2 1 a4u
3 1 a5u

4

11 b1u1 b2u2 1 b3u3 1 b4u4
5 1:00222

Step 2. Using the results of the match point,
estimate the following reservoir properties:

G5
1

cti

ta
tDd

� �
MP

ðqg=ΔmðpÞÞ
qDd

� �
MP

5
1

5:10323 1025

58

1:0

� �
MP

0:89

1:0

� �
5 1:0123 106 MMscf

kg 5
141:2Bgiμgi

h

ðqg=ΔmðpÞMPÞ
ðqDdÞMPÞ

� �
bDpss

5
141:2ð0:5498Þð0:0361Þ

170

0:89

1:0

� �
1:00222

5 0:015 md

A5
5:615GBgi

hφð12 SwiÞ

5
5:615ð1:0123 106Þð0:5498Þ
ð170Þð0:088Þð120:131Þ 5 240; 195 ft2

5 5:51 acres

re 5

ffiffiffi
A

π

r
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
240; 195

π

r
5 277 ft

Step 3. Calculate the fracture half-length xf and
compare with step 1:

xf 5
re
reD

5
277

2
5 138 ft
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3.6 GAS HYDRATES

Gas hydrates are solid crystalline compounds
formed by the physical combination of gas and
water under pressure and temperatures consid-
erably above the freezing point of water. In the
presence of free water, hydrate will form when
the temperature is below a certain degree; this
temperature is called “hydrate temperature Th.”
Gas hydrate crystals resemble ice or wet snow
in appearance but do not have the solid struc-
ture of ice. The main framework of the hydrate
crystal is formed with water molecules. The gas
molecules occupy void spaces (cages) in the
water crystal lattice; however, enough cages
must be filled with hydrocarbon molecules to
stabilize the crystal lattice. When the hydrate
“snow” is tossed on the ground, it causes a dis-
tinct cracking sound resulting from the escaping
of gas molecules as they rupture the crystal lat-
tice of the hydrate molecules.

Two types of hydrate crystal lattices are
known, with each containing void spaces of two
different sizes:

(1) Structure I of the lattice has voids of the size
to accept small molecules such as methane
and ethane. These “guest” gas molecules are
called “hydrate formers.” In general, light
components such as C1, C2, and CO2 form
structure I hydrates.

(2) Structure II of the lattice has larger voids (i.e.,
“cages or cavities”) that allow the entrapment
of the heavier alkanes with medium-sized
molecules, such as C3, i-C4, and n-C4, in addi-
tion to methane and ethane, to form structure
II hydrates. Several studies have shown that a
stable hydrate structure is hydrate structure II.
However, the gases are very lean; structure I is
expected to be the hydrate stable structure.

All components heavier than C4, i.e., C51 ,
do not contribute to the formation of hydrates
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drop normalized rate vs. material balance time format) for a well with a finite conductivity vertical fracture (FcD5 5).
(Permission to copy by the SPE, 2003).

406 CHAPTER 3 Unconventional Gas Reservoirs



and are therefore identified as “nonhydrate
components.”

Gas hydrates generate considerable operational
and safety concerns in subsea pipelines and pro-
cess equipment. The current practice in the petro-
leum industry for avoiding gas hydrate is to
operate outside the hydrate stability zone. During
the flow of natural gas, it becomes necessary to
define, and thereby avoid, conditions that promote
the formation of hydrates. This is essential since
hydrates can cause numerous problems such as:

• choking the flow string, surface lines, and
other equipment;

• completely blocking flow lines and surface
equipment;

• hydrate formation in the flow string result-
ing in a lower value of measured wellhead
pressures.

Sloan (2000) listed several conditions that
tend to promote the formation of gas hydrates.
These are:

• the presence of free water and gas molecules
that range in size from methane to butane;

• the presence of H2S or CO2 as a substantial
factor contributing to the formation of
hydrate since these acid gases are more solu-
ble in water than hydrocarbons;

• temperatures below the “hydrate formation
temperature” for the pressure and gas com-
position considered;

• high operating pressures that increase the
“hydrate formation temperature”;

• high velocity or agitation through piping or
equipment;

• the presence of small “seed” crystal of hydrate;
• natural gas at or below its water dewpoint

with liquid water present.

The above conditions necessary for hydrate
formation lead to the following four classic,
thermodynamic prevention methods:

(1) Water removal provides the best protection.
(2) Maintaining a high temperature throughout

the flow system, i.e., insulation, pipe bun-
dling, or electrical heating.

(3) Hydrate prevention is achieved most fre-
quently by injecting an inhibitor, such as
methanol or monoethylene glycol, which
acts as antifreezes.

(4) Kinetic inhibitors are low-molecular-weight
polymers dissolved in a carrier solvent and
injected into the water phase in the pipeline.
These inhibitors bond to the hydrate surface
and prevent significant crystal growth for a
period longer than the free water residence
time in a pipeline.

3.6.1 Phase Diagrams for Hydrates

The temperature and pressure conditions for
hydrate formation in surface gas processing
facilities are generally much lower than those
considered in production and reservoir engi-
neering. The conditions of initial hydrate forma-
tion are often given by simple p�T phase
diagrams for water�hydrocarbon systems. A
schematic illustration of the phase diagram for
a typical mixture of water and light hydrocar-
bon is shown in Figure 3.73. This graphical
illustration of the diagram shows a lower qua-
druple point “Q1” and upper quadruple point
“Q2.” The quadruple point defines the condi-
tion at which four phases are in equilibrium.

Each quadruple point is at the intersection of
four three-phase lines. The lower quadruple

Temperature

Q1

Q2

C

P
re

ss
ur

e

Water
+

Hydrocarbon Gas

Ice
+

Hydrocarbon Gas

Hydrocarbon Liquid
+

WaterHydrate
+

Water
Hydrate

+
Ice

FIGURE 3.73 Phase diagram for a typical mixture of
water and light hydrocarbon.
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point Q1 represents the point at which ice,
hydrate, water, and hydrocarbon gas exist in
equilibrium. At temperatures below the temper-
ature that corresponds to point Q1, hydrates
form from vapor and ice. The upper quadruple
point Q2 represents the point at which water,
liquid hydrocarbon, hydrocarbon gas, and
hydrate exist in equilibrium, and marks the
upper temperature limit for hydrate formation
for that particular gas�water system. Some of
the lighter natural gas components, such as
methane and nitrogen, do not have an upper
quadruple point, so no upper temperature limit
exists for hydrate formation. This is the reason
that hydrates can still form at high temperatures
(up to 120 �F) in the surface facilities of high-
pressure wells.

The line Q12Q2 separates the area in which
water and gas combine to form hydrates. The
vertical line extending from point Q2 separates
the area of water and hydrocarbon liquid from
the area of hydrate and water.

It is convenient to divide hydrate formation
into the following two categories:

Category I: Hydrate formation due to a
decrease in temperature with no sudden
pressure drop, such as in the flow string or
surface line.

Category II: Hydrate formation where sudden
expansion occurs, such as in orifices, back-
pressure regulators, or chokes.

Figure 3.74 presents a graphical method for
approximating hydrate formation conditions and
for estimating the permissible expansion condi-
tion of natural gases without the formation of
hydrates. This figure shows the hydrate-forming
conditions as described by a family of “hydrate
formation lines” representing natural gases with
various specific gravities. Hydrates will form
whenever the coordinates of the point represent-
ing the pressure and temperature are located to
the left of the hydrate formation line for the gas
in question. This graphical correlation can be
used to approximate the hydrate-forming tem-
perature as the temperature decreases along flow
string and flow lines, i.e., category I.

Example 3.26
A gas of 0.8 specific gravity is at a pressure of
1000 psia. To what extent can the temperature
be lowered without hydrate formation in the
presence of free water?

Solution

From Figure 3.74, at a specific gravity of 0.8 and a
pressure of 1000 psia, hydrate temperature is
66 �F. Thus, hydrates may form at or below 66 �F.

Example 3.27
A gas has a specific gravity of 0.7 and exists at
60 �F. What would be the pressure above which
hydrates could be expected to form?

Solution

From Figure 3.74, hydrate will form above
680 psia.

It should be pointed out that the graphical
correlation presented in Figure 3.74 was
developed for pure water�gas systems; however,
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the presence of dissolved solids in the water will
reduce the temperatures at which natural gases
will form hydrates.

When a water�wet gas expands rapidly
through a valve, orifice, or other restrictions,
hydrates may form because of rapid gas
cooling caused by Joule�Thomson expansion.
That is:

@T

@p
5

RT 2

pCP

@Z

@T

� �
P

where

T5 temperature
p5 pressure
Z5 gas compressibility factor
CP5 specific heat at constant pressure

This reduction in temperature due to the sud-
den reduction in pressure, i.e., @T/@p, could cause
the condensation of water vapor from the gas and
bring the mixture to the conditions necessary for
hydrate formation. Figures 3.75�3.79 can be
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FIGURE 3.75 Permissible expansion of a 0.6 gravity natural gas without hydrate formation. (Courtesy Gas Processors
Suppliers Association).
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used to estimate the maximum reduction in
pressure without causing the formation of
hydrates.

The chart is entered at the intersection of
the initial pressure and initial temperature iso-
therm; and the lowest pressure to which the
gas can be expanded without forming hydrate
is read directly from the x-axis below the
intersection.

Example 3.28
How far can a gas of 0.7 specific gravity at
1500 psia and 120 �F be expanded without
hydrate formation?

Solution:

From Figure 3.76, select the graph on the y-
axis with the initial pressure of 1500 psia and
move horizontally to the right to intersect with
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FIGURE 3.76 Permissible expansion of a 0.7 gravity natural gas without hydrate formation. (Courtesy Gas Processors
Suppliers Association).
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the 120 �F temperature isotherm. Read the
“final” pressure on the x-axis, to give 300 psia.
Hence, this gas may be expanded to a final
pressure of 300 psia without the possibility of
hydrate formation.

Ostergaard et al. (2000) proposed a new
correlation to predict the hydrate-free zone of

reservoir fluids that range in composition from
black oil to lean natural gas systems. The authors
separated the components of the hydrocarbon
system into the following two groups:

(1) hydrate-forming hydrocarbons “h” that include
methane, ethane, propane, and butanes;
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FIGURE 3.77 Permissible expansion of a 0.8 gravity natural gas without hydrate formation. (Courtesy Gas Processors
Suppliers Association).
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(2) nonhydrate-forming hydrocarbons “nh”
that include pentanes and heavier
components.

Define the following correlating parameters:

fh 5 yC1 1 yC2 1 yC3 1 yi�C4 1 yn�C4 (3.245)

fnh 5 yC51 (3.246)

Fm 5
fnh
fh

(3.247)

γh 5
Mh

28:96
5

Pn�C4
i�C1

yiMi

28:96
Pn�C4

i�C1
yi

(3.248)

where

h5 hydrate-forming components C1 through C4
Mh5 hydrate molecular weight
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FIGURE 3.78 Permissible expansion of a 0.9 gravity natural gas without hydrate formation. (Courtesy Gas Processors
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Mi5molecular weight of the hydrate-forming
components, C1 through C4

nh5 nonhydrate-forming components, C5 and
heavier

Fm5molar ratio between the nonhydrate-
forming and hydrate-forming components

γh5 specific gravity of hydrate-forming
components

The authors correlated the hydrate dissociation
pressure ph of fluids containing only hydrocarbons

as a function of the above-defined parameters by
the following expression:

ph 5 0:1450377exp
a1

ðγh 1 a2Þ3
1 a3Fm 1 a4F

2
m 1 a5

" #
T

(

1
a6

ðγh 1 a7Þ3
1 a8Fm 1 a9F

2
m 1 a10

)
(3.249)

where

ph5 hydrate dissociation pressure, psi
T5 temperature, �R
ai5 constants as given below
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Eq. (3.249) was developed using data on
black oil, volatile oil, gas condensate, and natu-
ral gas systems in the range of 32�68 �F, which
covers the practical range of hydrate formation
for reservoir fluids transportation.

Eq. (3.249) can also be arranged and solved
for the temperature, to give:

T 5
ln ð6:89476phÞ2 ða6=ðγh 1 a7Þ3Þ1 a8Fm 1 a9F

2
m 1 a10

½ða1=ðγh 1 a2Þ3Þ1 a3Fm 1 a4F 2
m 1 a5�

The authors pointed out that N2 and CO2 do
not obey the general trend given for hydrocar-
bons in Eq. (3.249). Therefore, to account for
the pressure of N2 and CO2 in the hydrocarbon
system, they treated each of these two nonhy-
drocarbon fractions separately and developed
the following correction factors:

ECO2 5 1:01 ðb1Fm 1 b2Þ
yCO2

12 yN2

� �
(3.250)

EN2
5 1:01 ðb3Fm 1 b4Þ

yN2

12 γCO2

� �
(3.251)

with

b1 5 22:09433 1024 T

1:8
2273:15

� �3

1 3:8093 1023

3
T

1:8
2273:15

� �2

22:423 1022 T

1:8
2273:15

� �
1 0:423

(3.252)

b2 5 2:34983 1024 T

1:8
2273:15

� �2

22:0863 1023 T

1:8
2273:15

� �2

1 1:633 1022 T

1:8
2273:15

� �
1 0:650

(3.253)

b3 5 1:13743 1024 T

1:8
2273:15

� �3

1 2:613 1024 T

1:8
2273:15

� �2

1 1:263 1022 T

1:8
2273:15

� �
1 1:123

(3.254)

b4 5 4:3353 1025 T

1:8
2273:15

� �3

27:73 1025 T

1:8
2273:15

� �2

1 4:03 1023 T

1:8
2273:15

� �
1 1:048

(3.255)

where

yN2
5mole fraction of N2

yCO2
5mole fraction of CO2

T5 temperature, �R
Fm5molar ratio as defined by Eq. (3.247)

The total, i.e., corrected, hydrate dissociation
pressure pcorr is given by:

pcorr 5 phEN2
ECO2

(3.256)

To demonstrate these correlations, Ostergaard
et al. presented the following example:

Example 3.29
A gas condensate system has the following
composition:

ai Value

a1 2.50744003 1023

a2 0.4685200
a3 1.21464403 1022

a4 24.67611103 1024

a5 0.0720122
a6 3.66250003 1024

a7 20.4850540
a8 25.4437600
a9 3.89000003 1023

a10 229.9351000
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Calculate the hydrate dissociation pressure at
45 �F, i.e., 505 �R.

Solution

Step 1. Calculate fh and fnh from Eqs. (3.245) and
(3.246):

fh 5 yC1 1 yC2 1 yC3 1 yi�C4 1 yn�C4

5 73:951 7:511 4:081 0:611 1:585 87:73%

fnh 5 yC51 5 yi�C5 1 yn�C5 1 yC6 1 yC71
5 0:51 0:741 0:891 7:185 9:31%

Step 2. Calculate Fm by applying Eq. (3.247):

Fm 5
fnh
fh

5
9:31

87:73
5 0:1061

Step 3. Determine the specific gravity of the hydrate-
forming components by normalizing their mole
fractions as shown below:

Component yi Normalized y�
i Mi Miy

�
i

C1 0.7395 0.8429 16.04 13.520

C2 0.0751 0.0856 30.07 2.574

C3 0.0408 0.0465 44.10 2.051

i-C4 0.0061 0.0070 58.12 0.407

n-C4 0.0158 0.0180 58.12 1.046

Σ5 0.8773 Σ5 1.0000 Σ5 19.5980

γh 5
19:598

28:96
5 0:6766

Step 4. Using the temperature T and the
calculated values of Fm and γh in
Eq. (3.249) gives:

ph 5 236:4 psia

Step 5. Calculate the constants b1 and b2 for CO2 by
applying Eqs. (3.252) and (3.253) to give:

b1 5 22:09433 1024 505

1:8
2273:15

� �3

1 3:8093 1023 505

1:8
2273:15

� �2

22:423 1022

3
505

1:8
2273:15

� �
1 0:4235 0:368

b2 5 2:34983 1024 505

1:8
2273:15

� �2

22:0863 1023 505

1:8
2273:15

� �2

1 1:633 1022

3
505

1:8
2273:15

� �
1 0:6505 0:752

Step 6. Calculate the CO2 correction factor ECO2

by using Eq. (3.250):

ECO2 5 1:01 ðb1Fm 1 b2Þ
yCO2

12 yN2

� �

5 1:01 ð0:3683 0:10611 0:752Þ 0:0238

120:0058

� �
5 1:019

Step 7. Correct for the presence of N2, to give:

b3 5 1:13743 1024 505

1:8
2273:15

� �3

1 2:613 1024 505

1:8
2273:15

� �2

1 1:263 1022

3
505

1:8
2273:15

� �
1 1:1235 1:277

b4 5 4:3353 1025 505

1:8
2273:15

� �3

27:73 1025 505

1:8
2273:15

� �2

1 4:03 1023

3
505

1:8
2273:15

� �
1 1:0485 1:091

EN2 5 1:01 ðb3Fm 1 b4Þ yN2

12 γCO2

� �

5 1:01 ð1:2773 0:10611 1:091Þ 0:0058

120:00238

� �
5 1:007

Component yi1 ð%Þ Mi

CO2 2.38 44.01
N2 0.58 28.01
C1 73.95 16.04
C2 7.51 30.07
C3 4.08 44.10
i-C4 0.61 58.12
n-C4 1.58 58.12
i-C5 0.50 72.15
n-C5 0.74 72.15
C6 0.89 84.00
C71 7.18 �
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Step 8. Estimate the total (corrected) hydrate
dissociation pressure by using Eq. (3.256),
to give:

pcorr 5 phEN2
ECO2

5 ð236:4Þð1:019Þð1:007Þ5 243 psia

Makogon (1981) developed an analytical
relationship between hydrate and conditions in
terms of pressure and temperature as a function
of specific gravity of the gas. The expression is
given by:

logðpÞ5 b1 0:0497ðT 1 kT 2Þ (3.257)

where

T5 temperature, �C
p5 pressure, atm

The coefficients b and k are expressed graph-
ically as a function of the specific gravity of the
gas, as shown in Figure 3.80.

Example 3.30
Find the pressure at which hydrate forms at
T5 40 �F for a natural gas with a specific
gravity of 0.631, using Eq. (3.257).

Solution

Step 1. Convert the given temperature from �F
to �C:

T 5
40232

1:8
5 4:4 �C

Step 2. Determine values of the coefficients b
and k from Figure 3.80, to give:

b5 0:91 k5 0:006

Step 3. Solve for p by applying Eq. (3.257)

logðpÞ5 b1 0:0497ðT 1 kT 2Þ
5 0:911 0:0497½4:41 0:006ð4:4Þ2�
5 1:1368

p5 101:1368 5 13:70 atm5 201 psia

Figure 3.76 gives a value of 224 psia as com-
pared with the above value of 201.

Carson and Katz (1942) adopted the con-
cept of the equilibrium ratios, i.e., K values,
for estimating hydrate-forming conditions.
They proposed that hydrates are the equivalent
of solid solutions and not mixed crystals, and
therefore postulated that hydrate-forming con-
ditions could be estimated from empirically
determined vapor�solid equilibrium ratios as
defined by:

Kiðv2 sÞ 5
yi
xiðsÞ

(3.258)

where

Ki(v�s)5 equilibrium ratio of component i
between vapor and solid

yi5mole fraction of component i in the vapor
(gas) phase

xi(s)5mole fraction of component i in the solid
phase on a water-free basis

The calculation of the hydrate-forming con-
ditions in terms of pressure or temperature is
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FIGURE 3.80 Coefficients b and k of Eq. (3.258).
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analogous to the dewpoint calculation of gas
mixtures. In general, a gas in the presence of
free water phase will form a hydrate when:

Xn
i 5 1

yi
Kiðv2 sÞ

5 1 (3.259)

Whitson and Brule (2000) pointed out that
the vapor�solid equilibrium ratio cannot be
used to perform flash calculations and deter-
mine hydrate-phase splits or equilibrium-phase
compositions, since Ki(s) is based on the mole
fraction of a “guest” component in the solid-
phase hydrate mixture on a water-free basis.

Carson and Katz developed K value charts
for the hydrate-forming molecules that include
methane through butanes, CO2, and H2S, as
shown in Figures 3.81�3.87. It should be noted
that Ki(s) for nonhydrate formers are assumed to
be infinity, i.e., Ki(s)5N.

The solution of Eq. (3.259) for the hydrate-form-
ing pressure or temperature is an iterative process.
The process involves assuming several values of p
or T and calculating the equilibrium ratios at each

assumed value until the constraint represented by
Eq. (3.259) is met, i.e., summation is equal to 1.

Example 3.31
Using the equilibrium ratio approach, calculate
the hydrate formation pressure ph at 50 �F for
the following gas mixture:

Component yi

CO2 0.002
N2 0.094
C1 0.784
C2 0.060
C3 0.036
i-C4 0.005
n-C4 0.019

The experimentally observed hydrate formation
pressure is 325 psia at 50 �F.
Solution

Step 1. For simplicity, assume two different
pressures, 300 and 350 psia, and calculate
the equilibrium ratios at these pressures, to
give:
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FIGURE 3.81 Vapor�solid equilibrium constant for methane. (Carson, D., Katz, D., 1942. Natural gas hydrates. Trans.
AIME 146, 150�159, courtesy SPE-AIME).
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Component yi At 300 psia At 350 psia

Ki(v�s) yi/Ki(v�s) Ki(v�s) yi/Ki(v�s)

CO2 0.002 3.0 0.0007 2.300 0.0008

N2 0.094 N 0 N 0

C1 0.784 2.04 0.3841 1.900 0.4126

C2 0.060 0.79 0.0759 0.630 0.0952

C3 0.036 0.113 0.3185 0.086 0.4186

i-C4 0.005 0.0725 0.0689 0.058 0.0862

n-C4 0.019 0.21 0.0900 0.210 0.0900

Σ 1.000 0.9381 1.1034

Step 2. Interpolating linearly at Σyi/Ki(v�s)5 1
gives:

3502300

1:103520:9381
5

ph 2300

1:020:9381

Hydrate-forming pressure ph5 319 psia,
which compares favorably with the observed
value of 325 psia.
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FIGURE 3.82 Vapor�solid equilibrium constant for ethane. (Carson, D., Katz, D., 1942. Natural gas hydrates. Trans.
AIME 146, 150�159, courtesy SPE-AIME).
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Example 3.32
Calculate the temperature for hydrate formation at
435 psi for a gas with a 0.728 specific gravity with
the following composition:

Component yi
CO2 0.04
N2 0.06
C1 0.78
C2 0.06
C3 0.03
i-C4 0.01
C51 0.02

Solution

The iterative procedure for estimating the
hydrate-forming temperature is given in the
following tabulated form:

Component yi T5 59 �F T550 �F T554 �F

Ki

(v�s)

yi/Ki

(v�s)

Ki(v�s) yi/Ki

(v�s)

Ki(v�s) yi/Ki

(v�s)

CO2 0.04 5.00 0.0008 1.700 0.0200 3.000 0.011

N2 0.06 N 0 N 0 N 0

C1 0.78 1.80 0.4330 1.650 0.4730 1.740 0.448

C2 0.06 1.30 0.0460 0.475 0.1260 0.740 0.081

C3 0.03 0.27 0.1100 0.066 0.4540 0.120 0.250

i-C4 0.01 0.08 0.1250 0.026 0.3840 0.047 0.213

C51 0.02 N 0 N 0 N 0

Total 1.00 1.457 1.003

The temperature at which hydrate will form is
approximately 54 �F.

Sloan (1984) curve-fitted the Katz�Carson
charts by the following expression:
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FIGURE 3.84 Vapor�solid equilibrium constant for i-butane. (Carson, D., Katz, D., 1942. Natural gas hydrates. Trans.
AIME 146, 150�159, courtesy SPE-AIME).
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ln ðKiðv2 sÞÞ5A0 1A1T 1A2p1
A3

T
1

A4

p
1A5pT

1A6T
2 1A7p

2 1A8
p

T

� �
1A9 ln

p

T

� �
1

A10

p2
1A11

T

p

� �
1A12

T 2

p

� �
1A13

p

T 2

� �

1A14
T

p3

� �
1A15T

3 1A16
p3

T 2

� �
1A17T

4

where

T5 temperature, �F
p5 pressure, psia

The coefficients A0 through A17 are given in
Table 3.2.
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FIGURE 3.85 Vapor�solid equilibrium constant for n-butane. (Carson, D., Katz, D., 1942. Natural gas hydrates. Trans.
AIME 146, 150�159, courtesy SPE-AIME).
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Example 3.33
Resolve Example 3.32 by using Eq. (3.257).

Solution

Step 1. Convert the given pressure from psia to
atm:

p5
435

14:7
5 29:6

Step 2. Determine the coefficients b and k from
Figure 3.82 at the specific gravity of the
gas, i.e., 0.728, to give:

b5 0:8 k5 0:0077

Step 3. Apply Eq. (3.257), to give:

logðpÞ5 b1 0:0497ðT 1 kT 2Þ
logð29:6Þ5 0:81 0:0497ðT 1 0:0077T 2Þ
0:000383T 2 1 0:0497T 20:67135 0
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FIGURE 3.86 Vapor�solid equilibrium constant for
CO2. (Carson, D., Katz, D., 1942. Natural gas hydrates.
Trans. AIME 146, 150�159, courtesy SPE-AIME).
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Using the quadratic formula gives:

T 5
20:4971

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:0497Þ2 2 ð4Þð0:000383Þð20:6713Þ

q
ð2Þð0:000383Þ

5 12:33 �C

or

T 5 ð1:8Þð12:33Þ1 325 54:2 �F

3.6.2 Hydrates in Subsurface

One explanation for hydrate formation is that
the entrance of the gaseous molecules into
vacant lattice cavities in the liquid water struc-
ture causes the water to solidify at temperatures

above the freezing point of water. In general,
ethane, propane, and butane raise the hydrate
formation temperature for methane. For exam-
ple, 1% of propane raises the hydrate-forming
temperature from 41 to 49 �F at 600 psia.
Hydrogen sulfide and carbon dioxide are also
relatively significant contributors in causing
hydrates, whereas N2 and C51 have no notice-
able effect. These solid ice-like mixtures of nat-
ural gas and water have been found in
formations under deep water along the conti-
nental margins of America and beneath the per-
mafrost (i.e., permanently frozen ground) in
Arctic basins. The permafrost occurs where the
mean atmospheric temperature is just under
32 �F.

TABLE 3.2 Values of Coefficients A0 through A17 in Sloans Equation

Component A0 A1 A2 A3 A4 A5

CH4 1.63636 0.0 0.0 31.6621 249.3534 5.313 1026

C2H6 6.41934 0.0 0.0 2290.283 2629.10 0.0
C3H8 27.8499 0.0 0.0 47.056 0.0 21.173 1026

i-C4H10 22.17137 0.0 0.0 0.0 0.0 0.0
n-C4H10 237.211 0.86564 0.0 732.20 0.0 0.0
N2 1.78857 0.0 20.001356 26.187 0.0 0.0
CO2 9.0242 0.0 0.0 2207.033 0.0 4.663 1025

H2S 24.7071 0.06192 0.0 82.627 0.0 27.393 1026

A6 A7 A8 A9 A10 A11

CH4 0.0 0.0 0.128525 20.78338 0.0 0.0

C2H6 0.0 9.03 1028 0.129759 21.19703 28.463 104 271.0352
C3H8 7.1453 1024 0.0 0.0 0.12348 1.6693 104 0.0
i-C4H10 1.2513 1023 1.03 1028 0.166097 22.75945 0.0 0.0
n-C4H10 0.0 9.373 1026 21.07657 0.0 0.0 266.221
N2 0.0 2.53 1027 0.0 0.0 0.0 0.0
CO2 26.9923 1023 2.893 1026 26.2233 1023 0.0 0.0 0.0
H2S 0.0 0.0 0.240869 20.64405 0.0 0.0

A12 A13 A14 A15 A16 A17

CH4 0.0 25.3569 0.0 22.33 1027 22.03 1028 0.0
C2H6 0.596404 24.7437 7.823 104 0.0 0.0 0.0
C3H8 0.23319 0.0 24.483 104 5.53 1026 0.0 0.0
i-C4H10 0.0 0.0 28.843 102 0.0 25.73 1027 21.03 1028

n-C4H10 0.0 0.0 9.173 105 0.0 4.983 1026 21.263 1026

N2 0.0 0.0 5.873 105 0.0 1.03 1028 1.13 1027

CO2 0.27098 0.0 0.0 8.823 1025 2.553 1026 0.0
H2S 0.0 212.704 0.0 21.3 3 1026 0.0 0.0
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Muller (1947) suggested that lowering of the
earth’s temperature took place in early
Pleistocene times, “perhaps a million years
ago.” If formation natural gases were cooled
under pressure in the presence of free water,
hydrates would form in the cooling process
before ice temperatures were reached. If further
lowering of temperature brought the layer into
a permafrost condition, then the hydrates would
remain as such. In colder climates (such as
Alaska, northern Canada, and Siberia) and
beneath the oceans, conditions are appropriate
for gas hydrate formation.

The essential condition for gas hydrate stabil-
ity at a given depth is that the actual earth tem-
perature at that depth is lower than the hydrate-
forming temperature corresponding to the pres-
sure and gas composition conditions. The thick-
ness of a potential hydrate zone can be an
important variable in drilling operations where
drilling through hydrates requires special precau-
tions. It can also be of significance in determining
regions where hydrate occurrences might be suffi-
ciently thick to justify gas recovery. The existence
of a gas hydrate stability condition, however,
does not ensure that hydrates exist in that region,
but only that they can exist. In addition, if gas
and water coexist within the hydrate stability
zone, then they must exist in gas hydrate form.

Consider the earth temperature curve for the
Cape Simpson area of Alaska, as shown in
Figure 3.88. Pressure data from a drill stem test
(DST) and a repeated formation test (RFT) indi-
cates a pressure gradient of 0.435 psi/ft.
Assuming a 0.6 gas gravity with its hydrate-
forming pressure and temperature as given in
Figure 3.74, this hydrate p�T curve can be con-
verted into a depth vs. temperature plot by divid-
ing the pressures by 0.435, as shown by Katz
(1971) in Figure 3.88. These two curves intersect
at 2100 ft in depth. Katz pointed out that at
Cape Simpson, we would expect to find water in
the form of ice down to 900 ft and hydrates
between 900 and 2100 ft of 0.6 gas gravity.

Using the temperature profile as a function
of depth for the Prudhoe Bay Field as shown in
Figure 3.89, Katz (1971) estimated that the

hydrate zone thickness at Prudhoe Bay for a 0.6
gravity gas might occur between 2000 and
4000 ft. Godbole et al. (1988) pointed out that
the first confirmed evidence of the presence of
gas hydrates in Alaska was obtained on March
15, 1972, when Arco and Exxon recovered gas
hydrate core samples in pressurized core barrels
at several depths between 1893 and 2546 ft from
the Northwest Eileen well 2 in the Prudhoe Bay
Field.
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hydrate layer. (Permission to copy SPE, copyright SPE
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Studies by Holder et al. (1987) and Godbole
et al. (1988) on the occurrence of in situ natural
gas hydrates in the Arctic North Slope of
Alaska and beneath the ocean floor suggest that
the factors controlling the depth and thickness
of natural gas�hydrate zones in these regions
and affecting their stabilities include:

• geothermal gradient;
• pressure gradient;
• gas composition;
• permafrost thickness;
• ocean-bottom temperature;
• mean average annual surface temperature;
• water salinity.

Various methods have been proposed for
harvesting the gas in hydrate form that essen-
tially require heat to melt the hydrate or lower-
ing the pressure on the hydrate to release the
gas. Specifically:

• steam injection;
• hot brine injection;
• fire flood;
• chemicals injection;
• depressurizing.

Holder and Anger (1982) suggested that in the
depressurizing scheme, pressure reduction causes
destabilization of hydrates. As hydrates dissociate,

they absorb heat from the surrounding formation.
The hydrates continue to dissociate until they gen-
erate enough gas to raise the reservoir pressure to
the equilibrium pressure of hydrates at a new tem-
perature, which is lower than the original value. A
temperature gradient is thus generated between
the hydrates (sink) and surrounding media
(source), and heat flows to the hydrates. The rate
of dissociation of hydrates, however, is controlled
by the rate of heat influx from the surrounding
media or by the thermal conductivity of the sur-
rounding rock matrix.

Many questions need to be answered if gas is
to be produced from hydrates. For example:

• The form in which hydrates exist in a reser-
voir should be known. Hydrates may exist
in different types (all hydrates, excess water,
and excess ice, in conjunction with free gas
or oil) and in different forms (massive, lami-
nated, dispersed, or nodular). Each case will
have a different effect on the method of pro-
duction and on the economics.

• The saturation of hydrates in the reservoir.
• There could be several problems associated

with gas production, such as pore blockage
by ice and blockage of the wellbore resulting
from re-formation of hydrates during flow
of gas through the production well.

• Economics of the project is perhaps the most
important impacting factor for the success
of gas recovery from subsurface hydrate
accumulations.

Despite the above concerns, subsurface
hydrates exhibit several characteristics, espe-
cially compared with other unconventional gas
resources, that increase their importance as
potential energy resources and make their future
recovery likely. These include a higher concen-
tration of gas in hydrated form, enormously
large deposits of hydrates, and their wide occur-
rence in the world.

3.7 SHALLOW GAS RESERVOIRS

Tight, shallow gas reservoirs present a number
of unique challenges in determining reserves
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FIGURE 3.89 Hydrate zone thickness for temperature
gradient at Prudhoe Bay. (Permission to copy SPE, copy-
right SPE 1971).
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accurately. Traditional methods such as decline
analysis and material balance are inaccurate
due to the formation’s low permeability and the
usually poor-quality pressure data. The low per-
meabilities cause long transient periods that are
not separated early from production decline
with conventional decline analysis, resulting in
lower confidence in selecting the appropriate
decline characteristics that affect recovery fac-
tors and remaining reserves significantly. In an
excellent paper, West and Cochrane (1994)
used the Medicine Hat Field in western Canada
as an example of these types of reservoirs and
developed a methodology, called the extended
material balance technique, to evaluate gas
reserves and potential infill drilling.

The Medicine Hat Field is a tight, shallow
gas reservoir producing from multiple highly
interbedded, silty sand formations with poor
permeabilities of less than 0.1 md. This poor
permeability is the main characteristic of these
reservoirs that affects conventional decline anal-
ysis. Because of these low permeabilities, and in
part because of commingled multilayer produc-
tion effects, wells experience long transient peri-
ods before they begin experiencing
pseudosteady-state flow that represents the
decline portion of their lives. One of the

principal assumptions often neglected when
conducting decline analysis is that the pseudos-
teady state must have been achieved. The initial
transient production trend of a well or group of
wells is not indicative of the long-term decline
of the well. Distinguishing the transient produc-
tion of a well from its pseudosteady-state pro-
duction is often difficult, and this can lead to
errors in determining the decline characteristic
(exponential, hyperbolic, or harmonic) of the
well. Figure 3.90 shows the production history
from a tight, shallow gas well and illustrates the
difficulty in selecting the correct decline.
Another characteristic of tight, shallow gas
reservoirs that affects conventional decline anal-
ysis is that constant reservoir conditions, an
assumption required for conventional decline
analysis, do not exist because of increasing
drawdown, changing operating strategies,
erratic development, and deregulation.

Material balance is affected by tight, shallow
gas reservoirs because the pressure data is lim-
ited, of poor quality, and nonrepresentative of a
majority of the wells. Because the risk of dril-
ling dry holes is low and DSTs are not cost-
effective in the development of shallow gas,
DST data is very limited. Reservoir pressures
are recorded only for government-designated
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“control” wells that account for only 5% of all
wells. Shallow gas produces from multiple for-
mations, and production from these formations
is typically commingled, exhibiting some degree
of pressure equalization. Unfortunately, the
control wells are segregated by tubing/packers,
and consequently the control-well pressure data
is not representative of most commingled wells.
In addition, pressure monitoring has been very
inconsistent. Varied measurement points (down-
hole or wellhead), inconsistent shut-in times,
and different analysis types (e.g., buildup and
static gradient) make quantitative pressure
tracking difficult. As Figure 3.91 shows, both
these problems result in a scatter of data, which
makes material balance extremely difficult.

Wells in the Medicine Hat shallow gas area
are generally cased, perforated, and fractured
in one, two, or all three formations, as owner-
ships vary not only areally but also between
formations. The Milk River and Medicine Hat
formations are usually produced commingled.
Historically, the Second White Specks forma-
tion has been segregated from the other two;
recently, however, commingled production
from all three formations has been approved.
Spacing for shallow gas is usually two to four
wells per section.

As a result of the poor reservoir quality and
low pressure, well productivity is very low.
Initial rates rarely exceed 700 Mscf/day.
Current average production per well is approxi-
mately 50 Mscf/day for a three-formation com-
pletion. There are approximately 24,000 wells
producing from the Milk River formation in
southern Alberta and Saskatchewan with total
estimated gas reserves of 5.3 Tscf. West and
Cochrane (1994) developed an iterative meth-
odology, called extended material balance
“EMB,” to determine gas reserves in 2300 wells
in the Medicine Hat Field.

The EMB technique is essentially an iterative
process for obtaining a suitable p/Z vs. Gp line
for a reservoir where pressure data is inade-
quate. It combines the principles of volumetric
gas depletion with the gas deliverability equa-
tion. The deliverability equation for radial flow
of gas describes the relationship between the
pressure differential in the wellbore and the gas
flow rate from the well:

Qg 5 C ½p2r 2 p2wf�n (3.260)

Because of the very low production rates
from the wells in Medicine Hat shallow gas, a
laminar flow regime exists that can be described
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with an exponent n5 1. The terms making up
the coefficient C in Eq. (3.260) are either fixed
reservoir parameters (kh, re, rw, and T) that do
not vary with time or terms that fluctuate with
pressure, temperature, and gas composition,
i.e., μg and Z. The performance coefficient C is
given by:

C 5
kh

1422TμgZ ½ ln ðre=rwÞ20:5� (3.261)

Because the original reservoir pressure in
these shallow formations is low, the differences
between initial and abandonment pressures are
not significant and the variation in the pressure-
dependent terms over time can be assumed neg-
ligible. C may be considered constant for a
given Medicine Hat shallow gas reservoir over
its life. With these simplifications for shallow
gas, the deliverability equation becomes:

Qg 5 C ½p2r 2 p2wf� (3.262)

The sum of the instantaneous production
rates with time will yield the relationship
between Gp and reservoir pressure, similar to the
MBE. By use of this common relationship, with
the unknowns being reservoir pressure p and the
performance coefficient C, the EMB method
involves iterating to find the correct p/Z vs. Gp

relationship to give a constant C with time. The
proposed iterative method is applied as outlined
in the following steps:

Step 1. To avoid calculating individual reserves
for each of the 2300 wells, West and
Cochrane (1995) grouped wells by forma-
tion and by date on production. The
authors verified this simplification on a
test group by ensuring that the reserves
from the group of wells yielded the same
results as the sum of the individual well
reserves. These groupings were used for
each of the 10 properties, and the results
of the groupings combined to give a prop-
erty production forecast. Also, to estimate
the reservoir decline characteristics more

accurately, the rates were normalized to
reflect changes in the bottom-hole flowing
pressure (BHFP).

Step 2. Using the gas specific gravity and reser-
voir temperature, calculate the gas devi-
ation factor Z as a function of pressure
and plot p/Z vs. p on a Cartesian scale.

Step 3. An initial estimate for the p/Z variation
with Gp is made by guessing an initial
pressure pi, and a linear slope m of
Eq. (3.59):

p

Z
5

pi
Zi

2 m½ �Gp

with the slope m as defined by:

m5
pi
Zi

� �
1

G

Step 4. Starting at the initial production date
for the property, the p/Z vs. time rela-
tionship is established by simply substi-
tuting the actual cumulative production
Gp into the MBE with estimated slope
m and pi because actual cumulative pro-
duction Gp vs. time is known. The res-
ervoir pressure p can then be
constructed as a function of time from
the plot of p/Z as a function of p, i.e.,
step 2.

Step 5. Knowing the actual production rates,
Qg, and BHFPs pwf for each monthly
time interval, and having estimated res-
ervoir pressures p from step 3, C is cal-
culated for each time interval with
Eq. (3.262):

C 5
Qg

p2 2 p2wf

Step 6. C is plotted vs. time. If C is not con-
stant (i.e., the plot is not a horizontal
line), a new p/Z vs. Gp is guessed and
the process repeated from step 3
through step 5.

Step 7. Once a constant C solution is obtained,
the representative p/Z relationship has
been defined for reserves determination.
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The use of the EMB method in the Medicine
Hat shallow gas makes the fundamental
assumptions (1) that the gas pool depletes volu-
metrically (i.e., no water influx) and (2) that all
wells behave like an average well with the same
deliverability constant, turbulence constant, and
BHFP, which is a reasonable assumption given
the number of wells in the area, the homogene-
ity of the rocks, and the observed well produc-
tion trends.

In the EMB evaluation, West and Cochrane
pointed out that wells for each property were
grouped according to producing interval so that
the actual production from the wells could be
related to a particular reservoir pressure trend.
When calculating the coefficient C as outlined
above, a total C based on grouped production
was calculated and then divided by the number
of wells producing in a given time interval to
give an average C value. This average C value
was used to calculate an average permeability/
thickness, kh, for comparison with actual kh
data obtained through buildup analysis for the
reservoir from:

kh5 1422TμgZ ln
re
rw

� �
20:5

� �
C

For that reason kh vs. time was plotted
instead of C vs. time in the method. Figure 3.92
shows a flat kh vs. time profile indicating a
valid p/Z vs. Gp relationship.

Problems

1. The following information is available on a
volumetric gas reservoir:

Initial reservoir temperature; Ti 5 155 �F
Initial reservoir pressure; pi 5 3500 psia
Specific gravity of gas; γg 5 0:65 ðair5 1Þ
Thickness of the reservoir; h5 20 ft
Porosity of the reservoir; φ5 10%
Initial water saturation; Swi 5 25%

After producing 300 MMscf, the reservoir
pressure declined to 2500 psia. Estimate the
areal extent of this reservoir.

2. The following pressures and cumulative pro-
duction data3 is available for a natural gas
reservoir:

p (psia) Z Gp (MMMscf)

2080 0.759 0
1885 0.767 6.873
1620 0.787 14.002
1205 0.828 23.687
888 0.866 31.009
645 0.900 36.207

(a) Estimate the initial gas-in-place.
(b) Estimate the recoverable reserves at an

abandonment pressure of 500 psia. Assume
za5 1.00.
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FIGURE 3.92 Example of a successful EMB solution�flat kh profile. (Permission to copy SPE, copyright SPE 1995).

3Ikoku, C., 1984. Natural Gas Reservoir Engineering.
John Wiley & Sons, New York, NY.
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(c) What is the recovery factor at the aban-
donment pressure of 500 psia?

3. A gas field with an active water drive showed
a pressure decline from 3000 to 2000 psia
over a 10-month period. From the following
production data, match the past history and
calculate the original hydrocarbon gas in the
reservoir. Assume z5 0.8 in the range of res-
ervoir pressures and T5 140 �F.

Dataa

t, month 0 2.5 5.0 7.5 10.0
p, psia 3000 2750 2500 2250 2000
Gp, MMscf 0 97.6 218.9 355.4 500.0

4. A volumetric gas reservoir produced
600 MMscf of gas of 0.62 specific gravity
when the reservoir pressure declined from
3600 to 2600 psi. The reservoir tempera-
ture is reported at 140 �F. Calculate:
(a) gas initially in place;
(b) remaining reserves to an abandonment

pressure of 500 psi;
(c) ultimate gas recovery at abandonment.

5. The following information on a water drive
gas reservoir is given:

Bulk volume5 100; 000 acre-ft
Gas gravity5 0:6
Porosity5 15%
Swi 5 25%
T 5 140 �F
pi 5 3500 psi

Reservoir pressure has declined to
3000 psi while producing 30 MMMscf of
gas and no water production. Calculate the
cumulative water influx.

6. The pertinent data for the Mobil�David
Field is given below:

G5 70 MMMscf

pi 5 9507 psi

f 5 24%fSwi 5 35%

cw 5 4013 1026 psi21

cf 5 3:43 1026 psi21

γg 5 0:74

T 5 266 �F

For this volumetric abnormally pressured
reservoir, calculate and plot cumulative gas
production as a function of pressure.

7. A gas well is producing under a constant
bottom-hole flowing pressure of 1000 psi.
The specific gravity of the produced gas is
0.65. Given:

pi 5 1500 psi
rw 5 0:33 ft
re 5 1000 ft
k5 20 md
h5 29 ft
T 5 140 �F
s5 0:40

calculate the gas flow rate by using:
(a) the real-gas pseudopressure approach;
(b) the pressure-squared approximation.

8. The following data was obtained from a
back-pressure test on a gas well4:

Qg (Mscf/day) pwf (psi)

0 481
4928 456
6479 444
8062 430
9640 415

(a) Calculate values of C and n.
(b) Determine the AOF.
(c) Generate the IPR curves at reservoir

pressures of 481 and 300 psi.

9. The following back-pressure test data is
available:

Qg (Mscf/day) pwf (psi)

0 5240
1000 4500
1350 4191
2000 3530
2500 2821

4Ikoku, C., 1984. Natural Gas Reservoir Engineering.
John Wiley & Sons, New York, NY.
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Given:

Gas gravity 5 0:78
Porosity5 12%
swi 5 15%
T 5 281 �F

(a) generate the current IPR curve by
using:
(i) the simplified back-pressure equation;
(ii) the laminar�inertial�turbulent (LIT)

methods:
• pressure-squared approach;
• pressure approach;
• pseudopressure approach;

(b) repeat part (a) for a future reservoir
pressure of 4000 psi.

10. A 3000-foot horizontal gas well is draining
an area of approximately 180 acres, given:

pi5 2500 psi, pwf5 1500 psi, k5 25 md
T5 120 �F, rw5 0.25, h5 20 ft
γg5 0.65

Calculate the gas flow rate.

11. Given the sorption isotherm data below for
a coal sample from the CBM field, calculate
Langmuir’s isotherm constant Vm and
Langmuir’s pressure constant b:

p (psi) V (scf/ton)

87.4 92.4
140.3 135.84
235.75 191.76
254.15 210
350.75 247.68
579.6 318.36
583.05 320.64
869.4 374.28
1151.15 407.4
1159.2 408.6

12. The following production data is available
from a dry gas field:

qt (MMscf/
day)

Gp

(MMscf)
qt (MMscf/

day)
Gp

(MMscf)

384 19,200 249.6 364,800
403.2 38,400 236.4 422,400
364.8 57,600 220.8 441,600
370.8 115,200 211.2 460,800
326.4 192,000 220.8 480,000
297.6 288,000

Estimate:
(a) the future cumulative gas production

when gas flow rate reaches 100 MMscf/
day;

(b) extra time to reach 100 MMscf/day.
13. A gas well has the following production

history:

Date Time (months) qt (MMscf/month)

1/1/2000 0 1017
2/1/2000 1 978
3/1/2000 2 941
4/1/2000 3 905
5/1/2000 4 874
6/1/2000 5 839
7/1/2000 6 809
8/1/2000 7 778
9/1/2000 8 747
10/1/2000 9 722
11/1/2000 10 691
12/1/2000 11 667
1/1/2001 12 641

(a) Use the first 6 months of the produc-
tion history data to determine the coef-
ficient of the decline curve equation.

(b) Predict flow rates and cumulative gas
production from August 1, 2000
through January 1, 2001.

(c) Assuming that the economic limit is
20 MMscf/month, estimate the time to
reach the economic limit and the corre-
sponding cumulative gas production.

14. The volumetric calculations on a gas well
show that the ultimate recoverable reserves
Gpa are 18 MMMscf of gas. By analogy
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with other wells in the area, the following
data is assigned to the well:

Exponential decline;
Allowable (restricted) production

rate5 425 MMscf/month;
Economic limit5 20 MMscf/month;
Nominal decline rate5 0.034 month21.
Calculate the yearly production perfor-

mance of the well.
15. The following data is available on a gas

well production:

pi5 4100 psia, pwf5 400 psi, T5 600 �R
h5 40 ft, φ5 0.10, Swi5 0.30
γg5 0.65,

Time (days) qt (MMscf/day)

0.7874 5.146
6.324 2.108
12.71 1.6306
25.358 1.2958
50.778 1.054
101.556 0.8742
248 0.6634
496 0.49042
992 0.30566
1240 0.24924
1860 0.15996
3100 0.07874
6200 0.02232

Calculate the initial gas-in-place and the
drainage area.

16. A gas of 0.7 specific gravity is at 800 psia.
To what extent can the temperature be
lowered without hydrate formation in the
presence of free water?

17. A gas has a specific gravity of 0.75 and
exists at 70 �F. What would be the pressure
above which hydrates could be expected to
form?

18. How far can a 0.76 gravity gas at
1400 psia and 110 �F be expanded without
hydrate formation?
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C HA P T E R

4
Performance of Oil

Reservoirs

Each reservoir is composed of a unique combi-
nation of geometric form, geological rock prop-
erties, fluid characteristics, and primary drive
mechanism. Although no two reservoirs are
identical in all aspects, they can be grouped
according to the primary recovery mechanism
by which they produce. It has been observed
that each drive mechanism has certain typical
performance characteristics in terms of:

• ultimate recovery factor;
• pressure decline rate;
• gas�oil ratio;
• water production.

The recovery of oil by any of the natural
drive mechanisms is called “primary recovery.”
The term refers to the production of hydrocar-
bons from a reservoir without the use of any
process (such as fluid injection) to supplement
the natural energy of the reservoir.

The two main objectives of this chapter are:

(1) To introduce and give a detailed discussion
of the various primary recovery mechanisms
and their effects on the overall performance
of oil reservoirs.

(2) To provide the basic principles of the mate-
rial balance equation and other governing
relationships that can be used to predict the
volumetric performance of oil reservoirs.

4.1 PRIMARY RECOVERY
MECHANISMS

For a proper understanding of reservoir behavior
and predicting future performance, it is necessary
to have knowledge of the driving mechanisms that
control the behavior of fluids within reservoirs.

The overall performance of oil reservoirs is
largely determined by the nature of the energy,
i.e., driving mechanism, available for moving
the oil to the wellbore. There are basically six
driving mechanisms that provide the natural
energy necessary for oil recovery:

(1) rock and liquid expansion drive;
(2) depletion drive;
(3) gas cap drive;
(4) water drive;
(5) gravity drainage drive;
(6) combination drive.

These six driving mechanisms are presented
below.

4.1.1 Rock and Liquid Expansion

When an oil reservoir initially exists at a pres-
sure higher than its bubble point pressure, the
reservoir is called an “undersaturated oil reser-
voir.” At pressures above the bubble point pres-
sure, crude oil, connate water, and rock are the
only materials present. As the reservoir pressure
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declines, the rock and fluids expand due to their
individual compressibilities. The reservoir rock
compressibility is the result of two factors:

(1) expansion of the individual rock grains;
(2) formation compaction.

Both of these factors are the results of a
decrease of fluid pressure within the pore
spaces, and both tend to reduce the pore volume
through the reduction of the porosity.

As the expansion of the fluids and reduction
in the pore volume occur with the decreasing
reservoir pressure, the crude oil and water will
be forced out of the pore space to the wellbore.
Because liquids and rocks are only slightly com-
pressible, the reservoir will experience a rapid
pressure decline. The oil reservoir under this
driving mechanism is characterized by a con-
stant gas�oil ratio that is equal to the gas solu-
bility at the bubble point pressure.

This driving mechanism is considered the
least efficient driving force and usually results
in the recovery of only a small percentage of the
total oil-in-place.

4.1.2 Depletion Drive Mechanism

This driving form may also be referred to by the
following various terms:

• solution gas drive;
• dissolved gas drive;
• internal gas drive.

In this type of reservoir, the principal source
of energy is a result of gas liberation from the
crude oil and the subsequent expansion of the
solution gas as the reservoir pressure is reduced.
As pressure falls below the bubble point pres-
sure, gas bubbles are liberated within the micro-
scopic pore spaces. These bubbles expand and
force the crude oil out of the pore space as
shown conceptually in Figure 4.1.

Cole (1969) suggests that a depletion drive
reservoir can be identified by the following
characteristics:

Pressure behavior: The reservoir pressure declines
rapidly and continuously. This reservoir

pressure behavior is attributed to the fact that
no extraneous fluids or gas caps are available
to provide a replacement of the gas and oil
withdrawals.

Water production: The absence of a water drive
means there will be little or no water pro-
duction with the oil during the entire pro-
ducing life of the reservoir.
A depletion drive reservoir is characterized

by a rapidly increasing gas�oil ratio from all
wells, regardless of their structural position.
After the reservoir pressure has been reduced
below the bubble point pressure, gas evolves
from solution throughout the reservoir. Once
the gas saturation exceeds the critical gas sat-
uration, free gas begins to flow toward the
wellbore and the gas�oil ratio increases. The
gas will also begin a vertical movement
due to gravitational forces, which may result
in the formation of a secondary gas cap.
Vertical permeability is an important factor
in the formation of a secondary gas cap.

Oil Producing Wells

Oil Producing Wells

A. Original Conditions

B. 50% Depleted

OIL

FIGURE 4.1 Solution gas drive reservoir. (After Clark,
N., 1969. Elements of Petroleum Reservoirs. Society of
Petroleum Engineers, Dallas, TX ).
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Unique oil recovery: Oil production by deple-
tion drive is usually the least efficient recov-
ery method. This is a direct result of the
formation of gas saturation throughout the
reservoir. Ultimate oil recovery from deple-
tion drive reservoirs may vary from less than
5% to about 30%. The low recovery from
this type of reservoir suggests that large
quantities of oil remain in the reservoir, and
therefore, depletion drive reservoirs are con-
sidered the best candidates for secondary
recovery applications.

The above characteristic trends occurring
during the production life of depletion drive
reservoirs are shown in Figure 4.2 and summa-
rized below:

Characteristics Trend

Reservoir pressure Declines rapidly and continuously
Gas�oil ratio Increases to maximum and then declines
Water production None
Well behavior Requires pumping at early stage
Oil recovery 5�30%

4.1.3 Gas Cap Drive

Gas cap drive reservoirs can be identified by the
presence of a gas cap with little or no water
drive as shown in Figure 4.3. Due to the ability
of the gas cap to expand, these reservoirs are
characterized by a slow decline in the reservoir

pressure. The natural energy available to pro-
duce the crude oil comes from the following
two sources:

(1) expansion of the gas cap gas;
(2) expansion of the solution gas as it is

liberated.
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FIGURE 4.2 Production data for a solution gas drive reservoir. (After Clark, N., 1969. Elements of Petroleum
Reservoirs. Society of Petroleum Engineers, Dallas, TX ).

Oil Producing Well

Oil Zone Oil Zone
Gas Cap

Gas Cap

A. Cross Section View

A. Map View

OIL ZONE

FIGURE 4.3 Gas cap drive reservoir. (After Clark, N.,
1969. Elements of Petroleum Reservoirs. Society of
Petroleum Engineers, Dallas, TX ).
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Cole (1969) and Clark (1969) presented a
comprehensive review of the characteristic
trends associated with gas cap drive reservoirs.
These characteristic trends are summarized
below:

Reservoir pressure: The reservoir pressure falls
slowly and continuously. Pressure tends to be
maintained at a higher level than in a deple-
tion drive reservoir. The degree of pressure
maintenance depends upon the volume of gas
in the gas cap compared to the oil volume.

Water production: Absent or negligible water
production.

Gas�oil ratio: The gas�oil ratio rises continu-
ously in upstructure wells. As the expanding
gas cap reaches the producing intervals of
upstructure wells, the gas�oil ratio from the
affected wells will increase to high values.

Ultimate oil recovery: Oil recovery by gas cap
expansion is actually a frontal drive displa-
cing mechanism, which, therefore, yields
considerably larger recovery efficiency than
that of depletion drive reservoirs. This larger
recovery efficiency is also attributed to the
fact that no gas saturation is being formed
throughout the reservoir at the same time.
Figure 4.4 shows the relative positions of the
gas�oil contact at different times in the pro-
ducing life of the reservoir. The expected oil
recovery ranges from 20% to 40%.
The ultimate oil recovery from a gas cap

drive reservoir will vary depending largely on
the following six important parameters:
(1) Size of the original gas cap: As shown

graphically in Figure 4.5, the ultimate oil
recovery increases with increasing size of
the gas cap.

(2) Vertical permeability: Good vertical per-
meability will permit the oil to move
downward with less bypassing of gas.

(3) Oil viscosity: As the oil viscosity
increases, the amount of gas bypassing
will also increase, which leads to a lower
oil recovery.

(4) Degree of conservation of the gas: In
order to conserve gas, and thereby

increase ultimate oil recovery, it is neces-
sary to shut in the wells that produce
excessive gas.

(5) Oil production rate: As the reservoir
pressure declines with production, solu-
tion gas evolves from the crude oil and

Producing Well

A. Initial fluid distribution

B. Gas cap expansion due to oil production

Gas

Gas

Oil

FIGURE 4.4 Gas cap drive reservoir. (After Cole, F.W.,
1969. Reservoir Engineering Manual. Gulf Publishing,
Houston, TX ).
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FIGURE 4.5 Effect of gas cap size on ultimate oil recov-
ery. (After Cole, F.W., 1969. Reservoir Engineering
Manual. Gulf Publishing, Houston, TX ).
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the gas saturation increases continuously.
If the gas saturation exceeds the critical
gas saturation, the evolved gas begins to
flow in the oil zone. As a result of creat-
ing a mobile gas phase in the oil zone,
the following two events will occur: (1)
the effective permeability to oil will be
decreased as a result of the increased gas
saturation; (2) the effective permeability
to gas will be increased, thereby increas-
ing the flow of gas.

The formation of the free gas satura-
tion in the oil zone cannot be prevented
without resorting to pressure mainte-
nance operations. Therefore, in order to
achieve maximum benefit from a gas cap
drive-producing mechanism, gas satura-
tion in the oil zone must be kept to an
absolute minimum. This can be accom-
plished by taking advantage of gravita-
tional segregation of the fluids. In fact,
an efficiently operated gas cap drive res-
ervoir must also have an efficient gravity
segregation drive. As the gas saturation is
formed in the oil zone, it must be
allowed to migrate upstructure to the gas
cap. Thus, a gas cap drive reservoir is in
reality a combination drive reservoir,
although it is not usually considered as
such.

Lower producing rates will permit the
maximum amount of free gas in the oil
zone to migrate to the gas cap.
Therefore, gas cap drive reservoirs are
rate sensitive, as lower producing rates
will usually result in increased recovery.

(6) Dip angle: The size of the gas cap deter-
mines the overall field oil recovery.
When the gas cap is considered the main
driving mechanism, its size is a measure
of the reservoir energy available to pro-
duce the crude oil system. Such recovery
normally will be 20�40% of the original
oil-in-place, but if some other features
are present to assist, such as steep angle
of dip, which allows good oil drainage to
the bottom of the structure, considerably
higher recoveries (up to 60% or greater)
may be obtained. Conversely, extremely
thin oil columns (where early break-
through of the advancing gas cap occurs
in producing wells) may limit oil recov-
ery to lower figures regardless of the size
of the gas cap. Figure 4.6 shows typical
production and pressure data for a gas
cap drive reservoir.

Well behavior: Because of the effects of gas cap
expansion on maintaining reservoir pressure
and the effect of decreased liquid column
weight as it is produced out of the well, gas
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FIGURE 4.6 Production data for a gas cap drive reservoir. (After Clark, N., 1969. Elements of Petroleum Reservoirs.
Society of Petroleum Engineers, Dallas, TX. Courtesy of API ).
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cap drive reservoirs tend to flow longer than
depletion drive reservoirs.

4.1.4 Water Drive Mechanism

Many reservoirs are bounded on a portion or
all of their peripheries by water-bearing rocks
called aquifers. The aquifers may be so large
compared to the reservoir they adjoin as to
appear infinite for all practical purposes, and
they may range down to those so small as to be
negligible in their effects on the reservoir
performance.

The aquifer itself may be entirely bounded by
impermeable rock so that the reservoir and
aquifer together form a closed (volumetric) unit.
On the other hand, the reservoir may outcrop
at one or more places where it may be replen-
ished by surface water as shown schematically
in Figure 4.7.

It is common to speak of edge water or bot-
tom water in discussing water influx into a reser-
voir. Bottom water occurs directly beneath the
oil and edge water occurs off the flanks of the

structure at the edge of the oil as illustrated in
Figure 4.8. Regardless of the source of water, the
water drive is the result of water moving into the
pore spaces originally occupied by oil, replacing
the oil and displacing it to the producing wells.

Cole (1969) presented the following discus-
sion on the characteristics that can be used for
identification of the water-driving mechanism.
Reservoir Pressure. The decline in the reser-
voir pressure is usually very gradual. Figure 4.9
shows the pressure�production history of a typ-
ical water drive reservoir. It is not uncommon
for many thousands of barrels of oil to be pro-
duced for each pound per square inch drop in
reservoir pressure. The reason for the small
decline in reservoir pressure is that oil and gas
withdrawals from the reservoir are replaced
almost volume for volume by water encroaching
into the oil zone. Several large oil reservoirs in
the Gulf Coast areas of the United States have
such active water drives that the reservoir pres-
sure has declined by only about 1 psi per mil-
lion barrels of oil produced. Although pressure
history is normally plotted vs. cumulative oil

Outcrop
of Sand

Oil Well

Flow

Water

FIGURE 4.7 Reservoir having artesian water drive. (After Clark, N., 1969. Elements of Petroleum Reservoirs. Society of
Petroleum Engineers, Dallas, TX ).
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production, it should be understood that total
reservoir fluid withdrawals are the really impor-
tant criteria in the maintenance of reservoir
pressure. In a water drive reservoir, only a cer-
tain number of barrels of water can move into
the reservoir as a result of a unit pressure drop
within the reservoir. Since the principal income
generation is from oil, if the withdrawals of
water and gas can be minimized, then the with-
drawal of oil from the reservoir can be maxi-
mized with minimum pressure decline.
Therefore, it is extremely important to reduce
water and gas production to an absolute mini-
mum. This can usually be accomplished by
shutting in wells that are producing large
quantities of these fluids and where possible
transferring their allowable oil production to
other wells producing with lower water�oil or
gas�oil ratios.
Water Production. Early excess water produc-
tion occurs in structurally low wells. This is
characteristic of a water drive reservoir, and

provided the water is encroaching in a uniform
manner, nothing can or should be done to
restrict this encroachment, as the water will
probably provide the most efficient displacing
mechanism possible. If the reservoir has one or
more lenses of very high permeability, then the
water may be moving through this more perme-
able zone. In this case, it may be economically
feasible to perform remedial operations to shut
off this permeable zone producing water. It
should be realized that in most cases the oil that
is being recovered from a structurally low well
will be recovered from wells located higher on
the structure, and any expenses involved in
remedial work to reduce the water�oil ratio of
structurally low wells may be needless
expenditure.
Gas�Oil Ratio. There is normally a little
change in the producing gas�oil ratio during the
life of the reservoir. This is especially true if the
reservoir does not have an initial free gas cap.
Pressure will be maintained as a result of water
encroachment, and therefore, there will be rela-
tively little gas released from the solution.
Ultimate Oil Recovery. Ultimate oil recovery
from water drive reservoirs is usually much
larger than recovery under any other producing
mechanism. Recovery is dependent upon the
efficiency of the flushing action of the water as
it displaces the oil. In general, as the reservoir
heterogeneity increases, the recovery will
decrease due to the uneven advance of the dis-
placing water. The rate of water advance is nor-
mally faster in zones of high permeability. This
results in earlier high water�oil ratios and con-
sequent earlier economic limits. Where the reser-
voir is more or less homogeneous, the advancing
waterfront will be more uniform, and when the
economic limit, due primarily to high water�oil
ratios, has been reached, a greater portion of the
reservoir will have been contacted by the
advancing water.

Ultimate oil recovery is also affected by the
degree of activity of the water drive. In a very
active water drive where the degree of pressure
maintenance is good, the role of solution gas in
the recovery process is reduced to almost zero,
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with maximum advantage being taken of the
water as a displacing force. This should result
in maximum oil recovery from the reservoir.
The ultimate oil recovery normally ranges from
35% to 75% of the original oil-in-place. The
characteristic trends of a water drive reservoir
are shown graphically in Figure 4.10 and sum-
marized below:

Characteristics Trend

Reservoir pressure Remains high
Surface gas�oil ratio Remains low
Water production Starts early and increases to

appreciable amounts
Well behavior Flow until water production gets

excessive
Expected oil recovery 35�75%

4.1.5 Gravity Drainage Drive

The mechanism of gravity drainage occurs in
petroleum reservoirs as a result of differences in
densities of the reservoir fluids. The effects of
gravitational forces can be simply illustrated by
placing a quantity of crude oil and a quantity of

water in a jar and agitating the contents. After
agitation, the jar is placed at rest, and the more
dense fluid (normally water) will settle to the
bottom of the jar, while the less dense fluid
(normally oil) will rest on top of the denser
fluid. The fluids have separated as a result of
the gravitational forces acting on them.

The fluids in petroleum reservoirs have all
been subjected to the forces of gravity, as evi-
denced by the relative positions of the fluids,
i.e., gas on top, oil underlying the gas, and
water underlying oil. The relative positions of
the reservoir fluids are shown in Figure 4.11.
Due to the long periods of time involved in the
petroleum accumulation and migration process,
it is generally assumed that the reservoir fluids
are in equilibrium. If the reservoir fluids are in
equilibrium, then the gas�oil and oil�water
contacts should be essentially horizontal.
Although it is difficult to determine precisely
the reservoir fluid contacts, the best available
data indicates that, in most reservoirs, the fluid
contacts actually are essentially horizontal.

Gravity segregation of fluids is probably pres-
ent to some degree in all petroleum reservoirs,
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FIGURE 4.10 Production data for a water drive reservoir. (After Clark, N., 1969. Elements of Petroleum Reservoirs.
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but it may contribute substantially to oil pro-
duction in some reservoirs.

Cole (1969) stated that reservoirs operating
largely under a gravity drainage producing
mechanism are characterized by the following
factors:

Reservoir pressure: Variable rates of pressure
decline depend principally upon the amount
of gas conservation. Strictly speaking, where
the gas is conserved and the reservoir pres-
sure is maintained, the reservoir would be
operating under combined gas cap drive and
gravity drainage mechanisms. Therefore, for
the reservoir to be operating solely as a
result of gravity drainage, the reservoir
would show a rapid pressure decline. This
would require the upstructure migration of
the evolved gas where it later was produced
from structurally high wells, resulting in
rapid loss of pressure.

Gas�oil ratio: These types of reservoirs typi-
cally show low gas�oil ratios from structur-
ally located low wells. This is caused by
migration of the evolved gas upstructure due
to gravitational segregation of the fluids. On
the other hand, the structurally high wells
will experience an increasing gas�oil ratio
as a result of the upstructure migration of
the gas released from the crude oil.

Secondary gas cap: A secondary gas cap can be
found in reservoirs that initially were under-
saturated. Obviously the gravity drainage
mechanism does not become operative until
the reservoir pressure has declined below the
saturation pressure, since above the satura-
tion pressure there will be no free gas in the
reservoir.

Water production: Gravity drainage reservoirs
have little or no water production. Water
production is essentially indicative of a
water drive reservoir.

Ultimate oil recovery: Ultimate oil recovery
from gravity drainage reservoirs will vary
widely, due primarily to the extent of deple-
tion by gravity drainage alone. Where grav-
ity drainage is good, or where producing
rates are restricted to take maximum advan-
tage of the gravitational forces, recovery will
be high. There are reported cases where
recovery from gravity drainage reservoirs has
exceeded 80% of the initial oil-in-place. In
other reservoirs where depletion drive also
plays an important role in the oil recovery
process, the ultimate recovery will be less.

In operating gravity drainage reservoirs, it is
essential that the oil saturation in the vicinity of
the wellbore must be maintained as high as pos-
sible. There are two obvious reasons for this
requirement:

(1) high oil saturation means a higher oil flow
rate;

(2) high oil saturation means a lower gas flow
rate.

If the liberated solution gas is allowed to
flow upstructure instead of toward the well-
bore, then high oil saturation in the vicinity of
the wellbore can be maintained.

In order to take maximum advantage of the
gravity drainage producing mechanism, wells
should be located as low as structurally possi-
ble. This will result in maximum conservation
of the reservoir gas. A typical gravity drainage
reservoir is shown in Figure 4.12.

Gas

Water

Oil

FIGURE 4.11 Initial fluids’ distribution in an oil reservoir.
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As discussed by Cole (1969), there are five
factors that affect ultimate recovery from grav-
ity drainage reservoirs:

(1) Permeability in the direction of dip: Good
permeability, particularly in the vertical
direction and in the direction of migration
of the oil, is a prerequisite for efficient grav-
ity drainage. For example, a reservoir with
little structural relief, which also contained
many more or less continuous shale
“breaks,” could probably not be operated
under gravity drainage because the oil could
not flow to the base of the structure.

(2) Dip of the reservoir: In most reservoirs, the
permeability in the direction of dip is con-
siderably larger than the permeability trans-
verse to the direction of dip. Therefore, as
the dip of the reservoir increases, the oil
and gas can flow along the direction of dip
(which is also the direction of greatest per-
meability) and still achieve their desired
structural positions.

(3) Reservoir producing rates: Since the gravity
drainage rate is limited, the reservoir pro-
ducing rates should be limited to the gravity
drainage rate, and then maximum recovery
will result. If the reservoir producing rate
exceeds the gravity drainage rate, the
depletion drive-producing mechanism will
become more significant with a consequent
reduction in ultimate oil recovery.

(4) Oil viscosity: Oil viscosity is important
because the gravity drainage rate is dependent

upon the viscosity of the oil. In the fluid flow
equations, as the viscosity decreases the flow
rate increases. Therefore, the gravity drainage
rate will increase as the reservoir oil viscosity
decreases.

(5) Relative permeability characteristics: For
an efficient gravity drive mechanism to be
operative, the gas must flow upstructure
while the oil flows downstructure. Although
this situation involves counterflow of the oil
and gas, both fluids are flowing and there-
fore relative permeability characteristics of
the formation are very important.

4.1.6 Combination Drive Mechanism

The driving mechanism most commonly
encountered is one in which both water and
free gas are available in some degree to displace
the oil toward the producing wells. The most
common type of drive encountered, therefore, is
a combination drive mechanism as illustrated in
Figure 4.13.

Two combinations of driving forces are usu-
ally present in combination drive reservoirs:

(1) depletion drive and a weak water drive;
(2) depletion drive with a small gas cap and a

weak water drive.

In addition, gravity segregation can also play
an important role in any of these two drives. In
general, combination drive reservoirs can be
recognized by the occurrence of a combination
of some of the following factors:

Reservoir pressure: These types of reservoirs
usually experience a relatively rapid pressure
decline. Water encroachment and/or exter-
nal gas cap expansion are insufficient to
maintain reservoir pressures.

Water production: The producing wells that are
structurally located near the initial oil�water
contact will slowly exhibit increasing water
producing rates due to the increase in the
water encroachment from the associated
aquifer.

Gas

Oil
Oil Zone

Producing Wells Located
Low on Structure

Secondary
Gas Cap

FIGURE 4.12 Gravity drainage reservoir. (After Cole,
F.W., 1969. Reservoir Engineering Manual. Gulf
Publishing, Houston, TX ).
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Gas�oil ratio: If a small gas cap is present, the
structurally high wells will exhibit continu-
ally increasing gas�oil ratios, provided the
gas cap is expanding. It is possible that the
gas cap will shrink due to the production of
excess free gas, in which case the structur-
ally high wells will exhibit a decreasing
gas�oil ratio. This condition should be
avoided whenever possible, as large volumes
of oil can be lost as a result of a shrinking
gas cap.

Ultimate oil recovery: As a substantial percent-
age of the total oil recovery may be due to
the depletion drive mechanism, the gas�oil
ratio of structurally low wells will also con-
tinue to increase, due to the evolution of
solution gas from the crude oil throughout
the reservoir as pressure is reduced. Ultimate
recovery from combination drive reservoirs is
usually greater than recovery from depletion

drive reservoirs but less than recovery from
water drive or gas cap drive reservoirs.
Actual recovery will depend upon the degree
to which it is possible to reduce the magni-
tude of recovery by depletion drive. In most
combination drive reservoirs it will be eco-
nomically feasible to institute some type of
pressure maintenance operation, either gas
injection or water injection, or both gas and
water injection, depending upon the avail-
ability of the fluids.

4.2 THE MATERIAL BALANCE
EQUATION

The material balance equation (MBE) has long
been recognized as one of the basic tools of res-
ervoir engineers for interpreting and predicting
reservoir performance. The MBE, when prop-
erly applied, can be used to:

• estimate initial hydrocarbon volumes in
place;

• predict reservoir pressure;
• calculate water influx;
• predict future reservoir performance;
• predict ultimate hydrocarbon recovery under

various types of primary drive mechanisms.

Although in some cases it is possible to solve
the MBE simultaneously for the initial hydro-
carbon volumes, i.e., oil and gas volumes, and
the water influx, generally one or the other
must be known from other data or methods
that do not depend on the material balance cal-
culations. The accuracy of the calculated values
depends on the reliability of the available data,
and whether the reservoir characteristics meet the
assumptions that are associated with the develop-
ment of the MBE. The equation is structured to
simply keep inventory of all materials entering,
leaving, and accumulating in the reservoir.

The concept of the MBE was presented by
Schilthuis in 1936 and is simply based on the
principle of the volumetric balance. It states
that the cumulative withdrawal of reservoir
fluids is equal to the combined effects of fluid
expansion, pore volume compaction, and water

Oil Zone

Water

Water Basin

Oil Zone

Gas Cap

Gas Cap
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B. Map View

FIGURE 4.13 Combination drive reservoir. (After Clark,
N., 1969. Elements of Petroleum Reservoirs. Society of
Petroleum Engineers, Dallas, TX ).
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influx. In its simplest form, the equation can be
written on a volumetric basis as:

Initial volume5 Volume remaining1 Volume removed

Since oil, gas, and water are present in petro-
leum reservoirs, the MBE can be expressed for
the total fluids or for any one of the fluids pres-
ent. Three different forms of the MBE are pre-
sented below in details. These are:

(1) generalized MBE;
(2) MBE as an equation of a straight line;
(3) Tracy’s form of the MBE.

4.3 GENERALIZED MBE

The MBE is designed to treat the reservoir as a
single tank or a region that is characterized by
homogeneous rock properties and described by
an average pressure, i.e., no pressure variation
throughout the reservoir at any particular time
or stage of production. Therefore, the MBE is
commonly referred to as a tank model or a zero-
dimensional (0-D) model. These assumptions are
of course unrealistic since reservoirs are gener-
ally considered heterogeneous with considerable
variation in pressures throughout the reservoir.
However, it is shown that the tank-type model
accurately predicts the behavior of the reservoir
in most cases if accurate average pressures and
production data are available.

4.3.1 Basic Assumptions in the MBE

The MBE keeps an inventory on all material
entering, leaving, or accumulating within a
region over discrete periods of time during the
production history. The calculation is most vul-
nerable to many of its underlying assumptions
early in the depletion sequence when fluid
movements are limited and pressure changes are
small. Uneven depletion and partial reservoir
development compound the accuracy problem.

The basic assumptions in the MBE are dis-
cussed in the following subsections.
Constant Temperature. Pressure�volume chan-
ges in the reservoir are assumed to occur without

any temperature changes. If any temperature
changes occur, they are usually sufficiently small to
be ignored without significant error.
Reservoir Characteristics. The reservoir has
uniform porosity, permeability, and thickness
characteristics. In addition, the shifting in the
gas�oil contact or oil�water contact is uniform
throughout the reservoir.
Fluid Recovery. The fluid recovery is consid-
ered independent of the rate, number of wells, or
location of the wells. The time element is not
explicitly expressed in the material balance when
applied to predict future reservoir performance.
Pressure Equilibrium. All parts of the reser-
voir have the same pressure, and fluid proper-
ties are therefore constant throughout. Minor
variations in the vicinity of the wellbores may
usually be ignored. Substantial pressure varia-
tion across the reservoir may cause excessive
calculation error.

It is assumed that the PVT samples or data-
sets represent the actual fluid compositions and
that reliable and representative laboratory
procedures have been used. Notably, the vast
majority of material balances assume that dif-
ferential depletion data represents reservoir
flow and that separator flash data may be used
to correct for the wellbore transition to surface
conditions. Such “black-oil” PVT treatments
relate volume changes to temperature and pres-
sure only. They lose validity in cases of volatile
oil or gas condensate reservoirs where composi-
tions are also important. Special laboratory pro-
cedures may be used to improve PVT data for
volatile fluid situations.
Constant Reservoir Volume. Reservoir vol-
ume is assumed to be constant except for those
conditions of rock and water expansion or
water influx that are specifically considered in
the equation. The formation is considered to be
sufficiently competent that no significant vol-
ume change will occur through movement or
reworking of the formation due to overburden
pressure as the internal reservoir pressure is
reduced. The constant-volume assumption also
relates to an area of interest to which the equa-
tion is applied.

444 CHAPTER 4 Performance of Oil Reservoirs



Reliable Production Data. All production data
should be recorded with respect to the same time
period. If possible, gas cap and solution gas pro-
duction records should be maintained separately.

Gas and oil gravity measurements should be
recorded in conjunction with the fluid volume
data. Some reservoirs require a more detailed
analysis and the material balance to be solved
for volumetric segments. The produced fluid
gravities will aid in the selection of the volumet-
ric segments and also in the averaging of fluid
properties. There are essentially three types of
production data that must be recorded in order
to use the MBE in performing reliable reservoir
calculations. These are:

(1) Oil production data, even for properties not
of interest, can usually be obtained from
various sources and is usually fairly reliable.

(2) Gas production data is becoming more
available and reliable as the market value of
this commodity increases; unfortunately,
this data will often be more questionable
where gas is flared.

(3) The water production data represent only
the net withdrawals of water; therefore,
where subsurface disposal of produced brine
is to the same source formation, most of the
error due to poor data will be eliminated.

Developing the MBE. Before deriving the
material balance, it is convenient to denote cer-
tain terms by symbols for brevity. The symbols
used conform, where possible, to the standard
nomenclature adopted by the Society of
Petroleum Engineers.

pi Initial reservoir pressure, psi
p Volumetric average reservoir pressure
Δp Change in reservoir pressure5 pi2 p, psi
pb Bubble point pressure, psi
N Initial (original) oil-in-place, STB
Np Cumulative oil produced, STB
Gp Cumulative gas produced, scf
Wp Cumulative water produced
Rp Cumulative gas�oil ratio, scf/STB
GOR Instantaneous gas�oil ratio, scf/STB
Rsi Initial gas solubility, scf/STB

Rs Gas solubility, scf/STB
Boi Initial oil formation volume factor, bbl/STB
Bo Oil formation volume factor, bbl/STB
Bgi Initial gas formation volume factor, bbl/scf
Bg Gas formation volume factor, bbl/scf
Winj Cumulative water injected, STB
Ginj Cumulative gas injected, scf
We Cumulative water influx, bbl
m Ratio of initial gas cap gas reservoir volume to initial

reservoir oil volume, bbl/bbl
G Initial gas cap gas, scf
PV Pore volume, bbl
cw Water compressibility, psi21

cf Formation (rock) compressibility, psi21

Several of the material balance calculations
require the total pore volume (PV) as expressed
in terms of the initial oil volume N and the vol-
ume of the gas cap. The expression for the total
PV can be derived by conveniently introducing
the parameter m into the relationship as follows.

Define the ratio m as:

m5
Initial volume of gas cap in bbl

Volume of oil initially in place in bbl
5

GBgi

NBoi

Solving for the volume of the gas cap gives:

Initial volume of the gas cap; GBgi 5mNBoi; bbl

The total initial volume of the hydrocarbon
system is then given by:

Initial oil volume1 Initial gas cap volume5 ðPV Þð12 SwiÞ
NBoi 1mNBoi 5 ðPVÞð12 SwiÞ

Solving for PV gives:

PV5
NBoið11mÞ

12Swi
(4.1)

where

Swi5 initial water saturation
N5 initial oil-in-place, STB
PV5 total pore volume, bbl
m5 ratio of initial gas cap gas reservoir volume

to initial reservoir oil volume, bbl/bbl

Treating the reservoir PV as an idealized con-
tainer as illustrated in Figure 4.14, volumetric
balance expressions can be derived to account
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for all volumetric changes that occur during the
natural productive life of the reservoir. The MBE
can be written in a generalized form as follows:

PV occupied by the oil initially in place at pi

1 PV occupied by the gas in the gas cap at pi

5 PV occupied by the remaining oil at p

1 PV occupied by the gas in the gas cap at p

1 PV occupied by the evolved solution gas at p

1 PV occupied by the net water influx at p

1 change in PV due to connate water expansion and

1 pore volume reduction due to rock expansion

1 PV occupied by the injected gas at p

1 PV occupied by the injected water at p

(4.2)

The above eight terms composing the MBE
can be determined separately from the hydro-
carbon PVT and rock properties as follows.

Hydrocarbon PV occupied by the oil initially
in place:

Volume occupied by initial oil -in-place5NBoi; bbl (4.3)

where

N5 oil initially in place, STB
Boi5 oil formation volume factor at initial res-

ervoir pressure pi, bbl/STB

Hydrocarbon PV occupied by the gas in the
gas cap:

Volume of gas cap5mNBoi; bbl (4.4)

where m is a dimensionless parameter and
defined as the ratio of gas cap volume to the oil
zone volume.

Hydrocarbon PV occupied by the remaining
oil:

Volume of the remaining oil5 ðN2NpÞBo; bbl (4.5)

where

Np5 cumulative oil production, STB
Bo5 oil formation volume factor at reservoir

pressure p, bbl/STB

Hydrocarbon PV occupied by the gas cap at
reservoir pressure p: As the reservoir pressure
drops to a new level p, the gas in the gas cap
expands and occupies a larger volume. Assuming
no gas is produced from the gas cap during the
pressure declines, the new volume of the gas cap
can be determined as:

Volume of the gas cap at p5
mNBoi

Bgi

� �
Bg; bbl (4.6)

pi

Gas

Oil Zone

p

New Gas Cap
Volume

Evolved Gas
Gas Injection

Water Injection
Rock Expansion

Net Water

Remaining Oil
Np, Wp, and Gp

FIGURE 4.14 Tank-model concept.
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where

Bgi5 gas formation volume factor at initial res-
ervoir pressure, bbl/scf

Bg5 current gas formation volume factor, bbl/scf

Hydrocarbon PV occupied by the evolved
solution gas: Some of the solution gas that has
been evolved from the oil will remain in the
pore space and occupies a certain volume that
can be determined by applying the following
material balance on the solution gas:

Volume of the evolved gas

that remains in the PV

� �
5

Volume of gas initially

in solution

� �
2 Volume of gasproduced½ �

2
Volume of gas remaining

in solution

� �
(4.7)

where

Np5 cumulative oil produced, STB
Rp5 net cumulative produced gas�oil ratio, scf/

STB
Rs5 current gas solubility factor, scf/STB
Bg5 current gas formation volume factor, bbl/scf
Rsi5 gas solubility at initial reservoir pressure,

scf/STB

PV occupied by the net water influx:

Net water influx5We 2WpBw (4.8)

where

We5 cumulative water influx, bbl
Wp5 cumulative water produced, STB
Bw5water formation volume factor, bbl/STB

Change in PV due to initial water and rock
expansion: The component describing the reduc-
tion in the hydrocarbon PV due to the expansion
of initial (connate) water and the reservoir rock
cannot be neglected for an undersaturated oil
reservoir. The water compressibility cw and rock
compressibility cf are generally of the same order
of magnitude as the compressibility of the oil.
However, the effect of these two components
can generally be neglected for gas cap drive

reservoirs or when the reservoir pressure drops
below the bubble point pressure.

The compressibility coefficient c, which
describes the changes in the volume (expansion)
of the fluid or material with changing pressure
is given by:

c5
21

V

@V

@p

or

ΔV 5Vc Δp

where ΔV represents the net changes or expan-
sion of the material as a result of changes in the
pressure. Therefore, the reduction in the PV due
to the expansion of the connate water in the oil
zone and the gas cap is given by:

Connate water expansion5 ½ðPV ÞSwi� cw Δp

Substituting for PV with Eq. (4.1) gives:

Expansion of connate water 5
NBoið11mÞ

12 Swi
Swi

� �
cw Δp

(4.9)

where

Δp5 change in reservoir pressure, pi�p
cw5water compressibility coefficient, psi21

m5 ratio of the volume of the gas cap gas to
the reservoir oil volume, bbl/bbl

Similarly, as fluids are produced and pressure
declines, the entire reservoir PV is reduced
(compaction), and this negative change in PV
expels an equal volume of fluid as production.
The reduction in the PV due to the expansion of
the reservoir rock is given by:

Change in PV5
NBoið11mÞ

12 Swi
cf Δp (4.10)

Combining the expansions of the connate
water and formation as represented by Eqs. (4.9)
and (4.10) gives:

Total changes in the PV5NBoið11mÞ Swicw 1 cf
12 Swi

� �
Δp

(4.11)
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The connate water and formation compressi-
bilities are generally small in comparison to the
compressibility of oil and gas. However, values
of cw and cf are significant for undersaturated
oil reservoirs, and they account for an appreci-
able fraction of the production above the bub-
ble point. Ranges of compressibilities are given
below:

Undersaturated oil 5�503 1026 psi21

Water 2�43 1026 psi21

Formation 3�103 1026 psi21

Gas at 1000 psi 500�10003 1026 psi21

Gas at 5000 psi 50�2003 1026 psi21

PV occupied by the injection gas and water:
Assuming that Ginj (volumes of gas) and Winj

volumes of water have been injected for pres-
sure maintenance, the total PV occupied by the
two injected fluids is given by:

Total volume5GinjBginj 1WinjBw (4.12)

where

Ginj5 cumulative gas injected, scf
Bginj5 injected gas formation volume factor,

bbl/scf
Winj5 cumulative water injected, STB
Bw5water formation volume factor, bbl/STB

Combining Eqs. (4.3)�(4.12) with Eq. (4.2)
and rearranging gives:

N5

NpBo 1 ðGp 2NpRsÞBg 2 ðWe 2WpBwÞ
2GinjBginj 2WinjBw

ðBo 2BoiÞ1 ðRsi 2 RsÞBg 1mBoi½ðBg=BgiÞ21�
1Boið11mÞ½ðSwicw 1 cfÞ=ð12SwiÞ�Δp

(4.13)

where

N5 initial oil-in-place, STB
Gp5 cumulative gas produced, scf
Np5 cumulative oil produced, STB
Rsi5 gas solubility at initial pressure, scf/STB
m5 ratio of gas cap gas volume to oil volume,

bbl/bbl
Bgi5 gas formation volume factor at pi, bbl/scf

Bginj5 gas formation volume factor of the
injected gas, bbl/scf

Recognizing that the cumulative gas pro-
duced Gp can be expressed in terms of the
cumulative gas�oil ratio Rp and cumulative oil
produced, then gives:

Gp 5 RpNp (4.14)

Combining Eq. (4.14) with Eq. (4.13) gives:

N5

Np½Bo 1 ðRp 2RsÞBg�2 ðWe 2WpBwÞ
2GinjBginj 2WinjBwi

ðBo 2BoiÞ1 ðRsi 2RsÞBg 1mBoi½ðBg=BgiÞ21�
1Boið11mÞ3 ½ðSwicw 1 cfÞ=ð12 SwiÞ� Δp

(4.15)

This relationship is referred to as the general-
ized MBE. A more convenient form of the MBE
can be arrived at, by introducing the concept of
the total (two-phase) formation volume factor
Bt into the equation. This oil PVT property is
defined as:

Bt 5Bo 1 ðRsi 2RsÞBg (4.16)

Introducing Bt into Eq. (4.15) and assuming,
for the sake of simplicity, that there is no water
or gas injection gives:

N5
Np½Bt1 ðRp2RsiÞBg�2 ðWe2WpBwÞ

ðBt2BtiÞ1mBti½Bg=Bgi=21�
1Btið11mÞ½ðSwicw1cfÞ=ð12SwiÞ�Δp

(4.17)

(note that Bti5Boi) where

Swi5 initial water saturation
Rp5 cumulative produced gas�oil ratio, scf/

STB
Δp5 change in the volumetric average reservoir

pressure, psi
Bg5 gas formation volume factor, bbl/scf

Example 4.1
The Anadarko Field is a combination drive
reservoir. The current reservoir pressure is
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estimated at 2500 psi. The reservoir production
data and PVT information are given below:

Initial
Reservoir
Condition

Current
Reservoir
Condition

p, psi 3000 2500
Bo, bbl/STB 1.35 1.33
Rs, scf/STB 600 500
Np, MMSTB 0 5
Gp, MMMscf 0 5.5
Bw, bbl/STB 1.00 1.00
We, MMbbl 0 3
Wp, MMbbl 0 0.2
Bg, bbl/scf 0.0011 0.0015
cf, cw 0 0

The following additional information is
available:

Volume of bulk oil zone5 100; 000 acres-ft

Volume of bulk gas zone5 20;000 acres-ft

Calculate the initial oil-in-place.

Solution

Step 1. Assuming the same porosity and
connate water for the oil and gas
zones, calculate m:

m5
7758φð12SwiÞðAhÞgas cap

7758φð12SwiÞðAhÞoil zone

5
7758φð12SwiÞ20; 000
7758φð12SwiÞ100; 000

5
20; 000

100; 000
5 0:2

Step 2. Calculate the cumulative gas�oil ratio Rp:

Rp 5
Gp

Np
5

5:53 109

53 106
5 1100 scf=STB

Step 3. Solve for the initial oil-in-place by
applying Eq. (4.15):

N5
Np½Bo 1 ðRp 2RsÞBg�2 ðWe 2WpBwÞ

ðBo 2BoiÞ1 ðRsi 2RsÞBg 1mBoi½ðBg=BgiÞ21�
1Boið11mÞ½ðSwicw 1 cfÞð12 SwiÞ� Δp

5

53 106½1:331 ð11002500Þ0:0015�
2 ð33 106 20:23 106Þ

ð1:3521:33Þ1 ð6002500Þ0:00151 ð0:2Þð1:35Þ
3 ½ð0:0015=0:0011Þ21�

5 31:14 MMSTB

4.3.2 Increasing Primary Recovery

It should be obvious that many steps can be
taken to increase the ultimate primary recovery
from a reservoir. Some of these steps can be sur-
mised from the previous discussions, and others
have been specifically noted when various sub-
jects have been discussed. At this point we get
involved with the problem of semantics when we
attempt to define primary recovery. Strictly
speaking, we can define secondary recovery as
any production obtained using artificial energy in
the reservoir. This automatically places pressure
maintenance through gas or water injection in
the secondary recovery category. Traditionally,
most engineers in the oil patch prefer to think of
pressure maintenance as an aid to primary recov-
ery. It appears that we can logically classify the
measures available for improving oil recovery
during primary production as:

• well control procedures;
• reservoir control procedures, e.g., pressure

maintenance.

Well Control. It should be stated that any
steps taken to increase the oil or gas producing
rate from an oil or gas reservoir generally
increase the ultimate recovery from that reservoir
by placing the economic limit further along the
cumulative production scale. It is recognized that
there is a particular rate of production at which
the producing costs equal the operating expenses.
Producing from an oil or gas well below this par-
ticular rate results in a net loss. If the productive
capacity of a well can be increased, it is clear that
additional oil will be produced before the eco-
nomic rate is reached. Consequently, acidizing,
paraffin control, sand control, clean-out, and
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other means actually increase ultimate produc-
tion from that well.

It is clear that production of gas and water
decreases the natural reservoir energy. If the
production of gas and water from an oil reser-
voir can be minimized, a larger ultimate pro-
duction may be obtained. The same concept can
be similarly applied for minimizing the produc-
tion of water from a gas reservoir.

Proper control of the individual well rate is a
big factor in the control of gas and water con-
ing or fingering. This general problem is not
restricted to water drive and gas cap drive reser-
voirs. In a solution gas drive reservoir it may be
possible to produce a well at a too high rate
from an ultimate recovery standpoint because
excessive drawdown of the producing well pres-
sure results in an excessive gas�oil ratio and
corresponding waste of the solution gas. The
engineer should be aware of this possibility and
test wells in a solution gas drive reservoir to see
if the gas�oil ratio is sensitive.

It should be observed that excessive draw-
down in a solution gas drive reservoir through
excessive producing rates often causes excessive
deposition of paraffin in the tubing and occasion-
ally in the reservoir itself. Keeping gas-in-solution
in the oil by keeping the well pressure as high as
possible minimizes the paraffin deposition. Of
course, deposition of paraffin in the tubing is not
serious when compared to the deposition of par-
affin in the reservoir. Given enough time and
money, the paraffin can be cleaned from the tub-
ing and flow lines. However, it is problematic
whether paraffin deposited in the pores of the
formation around the wellbore can be cleaned
from these pores. Consequently, the operator
should be very careful to avoid such deposition
in the formation.

Another adverse effect that may be caused by
an excess producing rate is the production of
sand. Many unconsolidated formations tend to
flow sand through perforations and into the
producing system when flow rates are excessive.
It may be possible to improve this situation
with screens, gravel packing, or consolidating
materials.

The proper positioning of wells in a reservoir
also plays a big part in the control of gas and
water production. It is obvious that wells
should be positioned as far as possible from the
original gas�oil, water�oil, and gas�water
contacts in order to minimize the production of
unwanted gas and water. The positioning of the
producing wells must, of course, be consistent
with the needs for reservoir drainage, the total
reservoir producing capacity, and the cost of
development.

In determining the proper well spacing to use
in a particular reservoir, the engineer should
make certain that full recognition is given to the
pressure distribution that will prevail in the
drainage area of a well when the economic limit
is reached. In a continuous reservoir, there is no
limit on the amount of reservoir that can be
affected by one well. However, the engineer
should be concerned with the additional oil that
can be recovered prior to reaching the economic
limit rate by increasing the drainage volume, or
radius, of a well. In very tight reservoirs, we may
be able to accomplish only a small reduction in
the reservoir pressure in the additional reservoir
volume. This effect may be nearly offset by the
reduction of the well rate caused by the increase
in the drainage radius. Thus, care should
be exercised to ensure that the greatest well spac-
ing possible is also the most economical.
Total Reservoir Control. The effect of water
and gas production on the recovery in an oil
reservoir can be shown by solving Eq. (4.15) for
the produced oil:

Np5
N½Bo2Boi1ðRsi2RsÞBg1ðcf1cwSwcÞΔpBoi=ð12S:wcÞ�

Bo2RsBg

2
BgGp2mNBoiððBg=BgiÞ21Þ2We1WpBw

Bo2RsBg

It should be noted that the oil production
obtainable at a particular reservoir pressure is
almost directly reduced by the reservoir volume
of gas (GpBg) and water produced (WpBw).
Furthermore, the derivation of the MBE shows
that the cumulative gas production Gp is the
net produced gas defined as the produced gas
less the injected gas. Similarly, if the water
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encroachment We is defined as the natural water
encroachment, the produced water Wp must rep-
resent the net water produced, defined as the
water produced less the water injected.
Therefore, if produced water or produced gas
can be injected without adversely affecting the
amount of water or gas produced, the amount of
oil produced at a particular reservoir pressure
can be increased.

It is well known that the most efficient natural
reservoir drive is water encroachment. The next
most efficient is gas cap expansion, and the least
efficient is solution gas drive. Consequently, it is
important for the reservoir engineer to control
production from a reservoir so that as little oil as
possible is produced by solution gas drive and as
much oil as possible is produced by water drive.
However, when two or more drives operate in a
reservoir, it is not always clear how much pro-
duction results from each drive. One convenient
method of estimating the amount of production
resulting from each drive is to use material bal-
ance drive indices.

4.3.3 Reservoir Driving Indices

In a combination drive reservoir where all the
driving mechanisms are simultaneously present,
it is of a practical interest to determine the rela-
tive magnitude of each of the driving mechan-
isms and its contribution to the production.
This objective can be achieved by rearranging
Eq. (4.15) in the following generalized form:

NðBt 2BtiÞ
A

1
NmBtiðBg 2BgiÞ=Bgi

A
1

We 2WpBw

A

1
NBoið11mÞ½ðcwSwi 1 cfÞ=ð12 SwiÞ�ðpi 2 pÞ

A

1
WinjBwinj

A
1

GinjBginj

A
5 1

(4.18)

with the parameter A as defined by:

A5Np½Bt 1 ðRp 2 RsiÞBg� (4.19)

Eq. (4.18) can be abbreviated and expressed
as:

DDI1 SDI1WDI1 EDI1WII1GII5 1:0 (4.20)

where

DDI5 depletion drive index
SDI5 segregation (gas cap) drive index
WDI5water drive index
EDI5 expansion (rock and liquid) depletion

index
WII5 injected water index
GII5 injected gas index

The numerators of the six terms in Eq. (4.18)
represent the total net change in the volume due
to gas cap and fluid expansions, net water
influx, and fluid injection, while the denomina-
tor represents the cumulate reservoir voidage of
produced oil and gas. Since the total volume
increase must be equal to the total voidage, the
sum of the four indices must therefore be neces-
sarily equal to 1. Furthermore, the value of each
index must be less than or equal to unity, but
cannot be negative. The six terms on the left-
hand side of Eq. (4.20) represent the six major
primary driving mechanisms by which oil may
be recovered from oil reservoirs. As presented
earlier in this chapter, these driving forces are
as follows:

Depletion drive: Depletion drive is the oil recov-
ery mechanism wherein the production of
the oil from its reservoir rock is achieved by
the expansion of the original oil volume
with all its original dissolved gas. This driv-
ing mechanism is represented mathemati-
cally by the first term of Eq. (4.18), or:

DDI5
NðBt 2BtiÞ

A
(4.21)

where DDI is termed the depletion drive index.
Segregation drive: Segregation drive (gas cap

drive) is the mechanism wherein the displace-
ment of oil from the formation is accom-
plished by the expansion of the original free
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gas cap. This driving force is described by
the second term of Eq. (4.18), or:

SDI5
NmBtiðBg 2BgiÞ=Bgi

A
(4.22)

where SDI is termed the segregation drive
index. It should be pointed out that it is usually
impossible to eliminate the production of the
gas cap gas and, thus, causes gas cap shrinkage.
This distinct possibility of the shrinkage of the
gas cap, and, therefore, reducing SDI, could be
a result of the random location of producing
wells. It will be necessary to eliminate gas cap
shrinkage by either shutting in wells that pro-
duce gas from the gas cap or returning fluid to
the gas cap to replace the gas that has been pro-
duced. It is a common practice to return some
of the produced gas to the reservoir in order to
maintain the size of the gas cap. In some cases,
it has been more economical to return water
instead of gas to the gas cap. This may be feasi-
ble when there are no facilities readily available
for compressing the gas. Cole (1969) pointed
out that this particular technique has been suc-
cessfully applied in several cases, although the
possibility of gravity segregation has to be
considered.
Water drive: Water drive is the mechanism

wherein the displacement of the oil is accom-
plished by the net encroachment of water
into the oil zone. This mechanism is repre-
sented by the third term of Eq. (4.18), or:

WDI5
We 2WpBw

A
(4.23)

where WDI is referred to as the water drive
index.
Expansion drive index: For undersaturated oil

reservoirs with no water influx, the principal
source of energy is a result of the rock and
fluid expansion as represented by the fourth
term in Eq. (4.18) as:

EDI5
NBoið11mÞ½ðcwSwi 1 cfÞ=ð12SwiÞ�ðpi 2 pÞ

A

When all the other three driving mechan-
isms are contributing to the production of oil
and gas from the reservoir, the contribution
of the rock and fluid expansion to the oil
recovery is usually too small and essentially
negligible and can be ignored.

Injected water drive index: The relative effi-
ciency of the water injection pressure main-
tenance operations is expressed by:

WII5
WinjBwinj

A

The magnitude of WII indicates the impor-
tance of the injected water as an improved
recovery agent.

Injected gas drive index: Similar to the injected
water drive index, the magnitude of its value
indicates the relative importance of this
drive index as compared to the other indices,
as given by:

GII5
GinjBginj

A

Note that for a depletion drive reservoir
under pressure maintenance operations by
gas injection, Eq. (4.20) is reduced to:

DDI1 EDI1GII5 1:0

Since the recovery by depletion drive and the
expansion of the fluid and rock are usually
poor, it is essential to maintain a high injected
gas drive index. If the reservoir pressure can be
maintained constant or declining at a slow rate,
the values of DDI and EDI will be minimized
because the changes in the numerators of both
terms will essentially approach zeros.
Theoretically, the highest recovery would occur
at constant reservoir pressure; however, eco-
nomic factors and feasibility of operation may
dictate some pressure reduction.

In the absence of gas or water injection, Cole
(1969) pointed out that since the sum of the
remaining four driving indices is equal to 1,
it follows that if the magnitude of one of
the index terms is reduced, then one or both of
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the remaining terms must be correspondingly
increased. An effective water drive will usually
result in maximum recovery from the reservoir.
Therefore, if possible, the reservoir should be
operated to yield a maximum water drive index
and minimum values for the depletion drive
index and the gas cap drive index. Maximum
advantage should be taken of the most efficient
drive available, and where the water drive is too
weak to provide an effective displacing force, it
may be possible to utilize the displacing energy
of the gas cap. In any event, the depletion drive
index should be maintained as low as possible
at all times, as this is normally the most ineffi-
cient driving force available.

Eq. (4.20) can be solved at any time to deter-
mine the magnitude of the various driving indi-
ces. The forces displacing the oil and gas from
the reservoir are subject to change from time to
time, and for this reason, Eq. (4.20) should be
solved periodically to determine whether there
has been any change in the driving indices.
Changes in fluid withdrawal rates are primarily
responsible for changes in the driving indices.
For example, reducing the oil producing rate
could result in an increased water drive index
and a correspondingly reduced depletion drive
index in a reservoir containing a weak water
drive. Also, by shutting in wells producing large
quantities of water, the water drive index could

be increased, as the net water influx (gross water
influx minus water production) is the important
factor.

When the reservoir has a very weak water
drive but has a fairly large gas cap, the most
efficient reservoir producing mechanism may be
the gas cap drive, in which case a large gas cap
drive index is desirable. Theoretically, recovery
by gas cap drive is independent of producing
rate, as the gas is readily expansible. Low verti-
cal permeability could limit the rate of expan-
sion of the gas cap, in which case the gas cap
drive index would be rate sensitive. Also, gas
coning into producing wells will reduce the
effectiveness of the gas cap expansion due to
the production of free gas. Gas coning is usually
a rate-sensitive phenomenon: the higher the pro-
ducing rates, the greater the amount of coning.

An important factor in determining the effec-
tiveness of a gas cap drive is the degree of conser-
vation of the gas cap gas. As a practical matter,
it will often be impossible, because of royalty
owners or lease agreements, to completely elimi-
nate gas cap gas production. Where free gas is
being produced, the gas cap drive index can
often be markedly increased by shutting in high
gas�oil-ratio wells and, if possible, transferring
their allowables to other low gas�oil-ratio wells.

Figure 4.15 shows a set of plots that represent
various driving indices for a combination drive
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FIGURE 4.15 Driving indices in a combination drive reservoir. (After Clark N.J., 1969. Elements of Petroleum
Reservoirs, SPE ).
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reservoir. At point A some of the structurally
low wells are reworked to reduce water produc-
tion. This results in an effective increase in the
water drive index. At point B workover opera-
tions are complete; water, gas, and oil producing
rates are relatively stable; and the driving indices
show no change. At point C some of the wells
that have been producing relatively large, but
constant, volumes of water are shut in, which
results in an increase in the water drive index. At
the same time some of the upstructure, high
gas�oil-ratio wells have been shut in and their
allowables transferred to wells lower on the
structure producing with normal gas�oil ratios.
At point D gas is being returned to the reservoir,
and the gas cap drive index is exhibiting a
decided increase. The water drive index is rela-
tively constant, although it is decreasing some-
what, and the depletion drive index is showing a
marked decline. This is indicative of a more effi-
cient reservoir operation, and if the depletion
drive index can be reduced to zero, relatively
good recovery can be expected from the reser-
voir. Of course, to achieve a zero depletion drive
index would require the complete maintenance
of reservoir pressure, which is often difficult to
accomplish. It can be noted from Figure 4.15
that the sum of the various drive indices is
always equal to 1.

Example 4.2
A combination drive reservoir contains 10 MMSTB
of oil initially in place. The ratio of the original gas
cap volume to the original oil volume, i.e., m is
estimated at 0.25. The initial reservoir pressure is
3000 psia at 150�F. The reservoir produced
1 MMSTB of oil, 1100 MMscf of gas of 0.8
specific gravity, and 50,000 STB of water by the
time the reservoir pressure dropped to 2800 psi.
The following PVT data is available:

3000 psi 2800 psi

Bo, bbl/STB 1.58 1.48
Rs, scf/STB 1040 850
Bg, bbl/scf 0.00080 0.00092
Bt, bbl/STB 1.58 1.655
Bw, bbl/STB 1.000 1.000

The following data is also available:

Swi 5 0:20; cw 5 1:53 1026 psi21;

cf 5 13 1026 psi21

Calculate:

(a) the cumulative water influx;
(b) the net water influx;
(c) the primary driving indices at 2800 psi.

Solution

Because the reservoir contains a gas cap, the rock
and fluid expansion can be neglected, i.e., set cf
and cw5 0. However, for illustration purposes, the
rock and fluid expansion term will be included in
the calculations.

(a) The cumulative water influx:
Step 1. Calculate the cumulative gas�oil ratio

Rp:

Rp 5
Gp

Np
5

11003 106

13 106
5 1100 scf=STB

Step 2. Arrange Eq. (4.17) to solve for We:

We 5Np Bt 1 ðRp 2 RsiÞBg

� �
2N

�
ðBt 2BtiÞ1mBti

Bg

Bgi
21

� �

1Btið11mÞ Swicw 1 cf
12Swi

� �
Δp

�
1WpBwp

5 106 1:6551 ð110021040Þ0:00092½ �2 107

3

�
ð1:65521:58Þ1 0:25ð1:58Þ 0:00092

0:00080
21

� �

1 1:58ð11 0:25Þ 0:2ð1:53 1026Þ
120:2

� �

3 ð30002 2800Þ
�
1 50; 0005 411;281 bbl

Neglecting the rock and fluid expansion term,
the cumulative water influx is 417,700 bbl.

(b) The net water influx:

Net water influx5We 2WpBw 5 411; 281250; 000

5 361; 281 bbl
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(c) The primary recovery indices:
Step 1. Calculate the parameter A by using

Eq. (4.19):

A5Np½Bt 1 ðRp 2 RsiÞBg�
5 ð1:03 106Þ½1:6551 ð110021040Þ0:00092�
5 1; 710; 000

Step 2. Calculate DDI, SDI, and WDI by
applying Eqs. (4.21)�(4.23),
respectively:

DDI5
NðBt 2BtiÞ

A
5

103 106ð1:65521:58Þ
1; 710; 000

5 0:4385

SDI5
NmBtiðBg 2BgiÞ=Bgi

A

5
103 106ð0:25Þð1:58Þð0:0009220:0008Þ=0:0008

1; 710; 000
5 0:3465

WDI5
We 2WpBw

A

5
411; 281250; 000

1; 710; 000
5 0:2112

Since

DDI1 SDI1WDI1 EDI5 1:0

then

EDI5 120:438520:346520:21125 0:0038

The above calculations show that 43.85% of
the recovery was obtained by depletion drive,
34.65% by gas cap drive, 21.12% by water
drive, and only 0.38% by connate water and
rock expansion. The results suggest that the
expansion drive index term can be neglected in
the presence of a gas cap or when the reservoir
pressure drops below the bubble point pressure.
However, in high-PV compressibility reservoirs,
such as chalks and unconsolidated sands, the
energy contribution of the rock and water
expansion cannot be ignored even at high gas
saturations.

A source of error is often introduced in the
MBE calculations when determining the average
reservoir pressure and the associated problem of

correctly weighting or averaging the individual
well pressures. An example of such a problem is
seen when the producing formations are com-
posed of two or more zones of different perme-
abilities. In this case, the pressures are generally
higher in the zone of low permeability and
because the measured pressures are nearer to
those in high-permeability zones, the measured
static pressures tend to be lower and the reser-
voir behaves as if it contained less oil. Schilthuis
explained this phenomenon by referring to the
oil in the more permeable zones as active oil
and by observing that the calculated active oil
usually increases with time because the oil and
gas in low-permeability zones slowly expand to
offset the pressure decline. This is also true for
fields that are not fully developed, because the
average pressure can be that of the developed
portion only, whereas the pressure is higher in
the undeveloped portions. Craft and Hawkins
(1991) pointed out that the effect of pressure
errors on the calculated values of initial oil and
water influx depends on the size of the errors in
relation to the reservoir pressure decline. Notice
that the pressure enters the MBE mainly when
determining the PVT differences in terms of:

ðBo 2BoiÞ
ðBg 2BgiÞ
ðRsi 2 RsÞ

Because water influx and gas cap expansion
tend to offset pressure decline, the pressure
errors are more serious than for the undersatu-
rated reservoirs. In the case of very active water
drives or gas caps that are large compared to
the oil zone, the MBE usually produces consid-
erable errors when determining the initial oil-in-
place because of the very small pressure decline.

Dake (1994) pointed out that there are two
“necessary” conditions that must be satisfied
for a meaningful application of the MBE to a
reservoir:

(1) There should be adequate data collection in
terms of production pressure, and PVT, in
both frequency and quality for proper use
of the MBE.
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(2) It must be possible to define an average res-
ervoir pressure trend as a function of time
or production for the field.

Establishing an average pressure decline
trend can be possible even if there are large
pressure differentials across the field under nor-
mal conditions. Averaging individual well pres-
sure declines can possibly be used to determine
a uniform trend in the entire reservoir. The con-
cept of average well pressure and its use in
determining the reservoir volumetric average
pressure was introduced in Chapter 1 as illus-
trated by Figure 1.24. This figure shows that if
ðpÞj and Vj represent the pressure and volume
drained by the jth well, respectively, the volu-
metric average pressure of the entire reservoir
can be estimated from:

pr 5

P
j ðpV ÞjP
j Vj

where

Vj5 the PV of the jth well drainage volume;
ðpÞj 5 volumetric average pressure within the jth

drainage volume.

In practice, the Vj are difficult to determine,
and therefore, it is common to use individual
well flow rates qi in determining the average
reservoir pressure from individual well average
drainage pressure. From the definition of the
isothermal compressibility coefficient:

c5
1

V

@V

@P

differentiating with time gives:

@p

@t
5

1

cV

@V

@t

or

@p

@t
5

1

cV
ðqÞ

This expression suggests that for a reason-
ably constant c at the time of measurement:

V ~
q

@p=@t

Since the flow rates are measured on a rou-
tine basis throughout the lifetime of the field,
the average reservoir pressure can be alterna-
tively expressed in terms of the individual well
average drainage pressure decline rates and fluid
flow rates by:

pr 5

P
j ½ðpqÞj=ð@p=@t Þj �P
j ½qj=ð@p=@tÞj �

However, since the MBE is usually applied at
regular intervals of 3�6 months, i.e., Δt5 3�6
months, throughout the lifetime of the field, the
average field pressure can be expressed in terms
of the incremental net change in underground
fluid withdrawal Δ(F) as:

pr 5

P
j pjΔðF Þj=ΔpjP
jΔðF Þj=Δpj

where the total underground fluid withdrawal
at time t and t1Δt are given by:

Ft 5

ðt
0

½QoBo 1QwBw 1 ðQg 2QoRs 2QwRswÞBg� dt

Ft 1Δt 5

ðt 1Δt

0
½QoBo 1QwBw 1 ðQg 2QoRs 2QwRswÞBg� dt

with

ΔðF Þ5 Ft 1Δt 2 Ft

where

Rs5 gas solubility, scf/STB
Rsw5 gas solubility in the water, scf/STB
Bg5 gas formation volume factor, bbl/scf
Qo5 oil flow rate, STB/day
Qw5water flow rate, STB/day
Qg5 gas flow rate, scf/day

For a volumetric reservoir with total fluid pro-
duction and initial reservoir pressure as the only
available data, the average pressure can be roughly
approximated using the following expression:

pr 5 pi 2
5:3713 1026Ft

ctðAhφÞ

� �

with the total fluid production Ft as defined
above by:

Ft 5

ðt
0
½QoBo 1QwBw 1 ðQg 2QoRs 2QwRswÞBg� dt
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where

A5well or reservoir drainage area, acres
h5 thickness, ft
ct5 total compressibility coefficient, psi21

φ5 porosity
pi5 initial reservoir pressure, psi

The above expression can be employed in an
incremental manner, i.e., from time t to t1Δt,
by:

ðprÞt 1Δt 5 ðprÞt 2
5:3713 1026 ΔF

ctðAhφÞ

� �

with

ΔðF Þ5 Ft 1Δt 2 Ft

4.4 THE MBE AS AN EQUATION
OF A STRAIGHT LINE

An insight into the general MBE, i.e.,
Eq. (4.15), may be gained by considering the
physical significance of the following groups of
terms from which it is comprised:

• Np[Bo1 (Rp�Rs)Bg] represents the reservoir
volume of cumulative oil and gas produced;

• [We�WpBw] refers to the net water influx
that is retained in the reservoir;

• [GinjBginj1WinjBw], the pressure mainte-
nance term, represents cumulative fluid
injection in the reservoir;

• [mBoi(Bg/Bgi�1)] represents the net expan-
sion of the gas cap that occurs with the
production of Np stock-tank barrels of oil
(as expressed in bbl/STB of original oil-
in-place).

There are essentially three unknowns in
Eq. (4.15):
(1) the original oil-in-place N,
(2) the cumulative water influx We,
(3) the original size of the gas cap as com-

pared to the oil zone size m.

In developing a methodology for determining
the above three unknowns, Havlena and Odeh

(1963, 1964) expressed Eq. (4.15) in the follow-
ing form:

Np Bo 1 ðRp 2 RsÞBg

� �
1WpBw

5N ðBo 2BoiÞ 1 ðRsi 2RsÞBg

� �
1mNBoi

Bg

Bgi
21

� �

1Nð11mÞBoi 3
cwSwi 1 cf
12 Swi

� �
Δp

1We 1WinjBw 1GinjBginj

(4.24)

Havlena and Odeh further expressed
Eq. (4.24) in a more condensed form as:

F 5N½Eo 1mEg 1 Ef ;w �1 ðWe 1WinjBw 1GinjBginjÞ

Assuming, for the purpose of simplicity, that
no pressure maintenance by gas or water injec-
tion is being considered, the above relationship
can be further simplified and written as:

F 5N½Eo 1mEg 1 Ef ;w �1We (4.25)

in which the terms F, Eo, Eg, and Ef,w are
defined by the following relationships:

• F represents the underground withdrawal
and is given by:

F 5Np½Bo 1 ðRp 2 RsÞBg�1WpBw (4.26)

In terms of the two-phase formation vol-
ume factor Bt, the underground withdrawal
F can be written as:

F 5Np½Bt 1 ðRp 2RsiÞBg�1WpBw (4.27)

• Eo describes the expansion of oil and its
originally dissolved gas and is expressed in
terms of the oil formation volume factor as:

Eo 5 ðBo 2BoiÞ1 ðRsi 2RsÞBg (4.28)

or, equivalently, in terms of Bt:

Eo 5Bt 2Bti (4.29)
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• Eg is the term describing the expansion of
the gas cap gas and is defined by the follow-
ing expression:

Eg 5Boi
Bg

Bgi
21

� �
(4.30)

In terms of the two-phase formation vol-
ume factor Bt, essentially Bti5Boi, or:

Eg 5Bti
Bg

Bgi
21

� �

• Ef,w represents the expansion of the initial
water and the reduction in the PV and is
given by:

Ef ;w 5 ð11mÞBoi
cwSwi 1 cf
11 Swi

� �
Δp (4.31)

Havlena and Odeh examined several cases of
varying reservoir types with Eq. (4.25) and
pointed out that the relationship can be rear-
ranged in the form of a straight line. For exam-
ple, in the case of a reservoir that has no initial
gas cap (i.e., m5 0) or water influx (i.e.,
We5 0), and negligible formation and water
compressibilities (i.e., cf and cw5 0), Eq. (4.25)
reduces to:

F 5NEo

This expression suggests that a plot of the
parameter F as a function of the oil expansion
parameter Eo would yield a straight line with
slope N and intercept equal to 0.

The straight-line method requires the plotting
of a variable group vs. another variable group,
with the variable group selection depending on
the mechanism of production under which the
reservoir is producing. The most important
aspect of this method of solution is that it
attaches significance to the sequence of the plot-
ted points, to the direction in which they plot,
and to the shape of the resulting plot.

The significance of the straight-line approach
is that the sequence of plotting is important,
and if the plotted data deviates from this

straight line there is some reason for it. This sig-
nificant observation will provide the engineer
with valuable information that can be used in
determining the following unknowns:

• initial oil-in-place N;
• size of the gas cap m;
• water influx We;
• driving mechanism;
• average reservoir pressure.

The applications of the straight-line form of
the MBE in solving reservoir engineering pro-
blems are presented next to illustrate the useful-
ness of this particular form. Six cases of
applications are presented and include:

Case 1: Determination of N in volumetric
undersaturated reservoirs.

Case 2: Determination of N in volumetric satu-
rated reservoirs.

Case 3: Determination of N and m in gas cap
drive reservoirs.

Case 4: Determination of N and We in water
drive reservoirs.

Case 5: Determination of N, m, and We in com-
bination drive reservoirs.

Case 6: Determination of average reservoir pres-
sure p.

4.4.1 Case 1: Volumetric
Undersaturated Oil Reservoirs

The linear form of the MBE as expressed by
Eq. (4.25) can be written as:

F 5N½Eo 1mEg 1 Ef ;w �1We (4.32)

Assuming no water or gas injection, several
terms in the above relationship may disappear
when imposing the conditions associated with
the assumed reservoir driving mechanism. For a
volumetric and undersaturated reservoir, the con-
ditions associated with driving mechanism are:

We5 0 since the reservoir is volumetric;
m5 0 since the reservoir is undersaturated;
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Rs5Rsi5Rp since all produced gas is dissolved
in the oil.

Applying the above conditions on Eq. (4.25)
gives:

F 5NðEo 1 Ef ;w Þ (4.33)

or

N5
F

Eo 1 Ef ;w
(4.34)

with

F 5NpBo 1WpBw (4.35)

Eo 5Bo 2Boi (4.36)

Ef ;w 5Boi
cwSw 1 cf
12 Swi

� �
Δp (4.37)

Δp5 pi 2 pr

where

N5 initial oil-in-place, STB
pi5 initial reservoir pressure
pr 5 volumetric average reservoir pressure

When a new field is discovered, one of the
first tasks of the reservoir engineer is to deter-
mine if the reservoir can be classified as a volu-
metric reservoir, i.e., We5 0. The classical
approach of addressing this problem is to
assemble all the necessary data (i.e., production,
pressure, and PVT) that is required to evaluate
the right-hand side of Eq. (4.34). The term
F/(Eo1Ef,w) for each pressure and time obser-
vation is plotted vs. cumulative production Np

or time, as shown in Figure 4.16. Dake (1994)
suggested that such a plot can assume two vari-
ous shapes:

(1) If all the calculated points of F/(Eo1Ef,w)
lie on a horizontal straight line (see line A
in Figure 4.16; it implies that the reservoir
can be classified as a volumetric reservoir.
This defines a purely depletion drive reser-
voir whose energy derives solely from the
expansion of the rock, the connate water,
and the oil. Furthermore, the ordinate value

of the plateau determines the initial oil-in-
place N.

(2) Alternately, if the calculated values of the
term F/(Eo1Ef,w) rise, as illustrated by the
curves B and C, it indicates that the reser-
voir has been energized by water influx,
abnormal pore compaction, or a combina-
tion of these two. Curve B in Figure 4.16
might be for a strong water drive field in
which the aquifer is displaying an infinite-
acting behavior, whereas curve C represents
an aquifer whose outer boundary had been
felt, and the aquifer is depleting in unison
with the reservoir itself. The downward
trend in points on curve C as time pro-
gresses denotes the diminishing degree of
energizing by the aquifer. Dake (1994)
pointed out that in water drive reservoirs,
the shape of the curve, i.e., F/(Eo1Ef,w) vs.
time, is highly rate dependent. For instance,
if the reservoir is producing at a higher rate
than the water influx rate, the calculated
values of F/(Eo1Ef,w) will dip downward,
revealing a lack of energizing by the aquifer,
whereas if the rate is decreased the reverse
happens and the points are elevated.

Similarly Eq. (4.33) could be used to verify
the characteristic of the reservoir driving mecha-
nism and to determine the initial oil-in-place. A
plot of the underground withdrawal F vs. the
expansion term (Eo1Ef,w) should result in a
straight line going through the origin with N
being the slope. It should be noted that the

C

B

A

N

F
Eo+Ef,w

Np or Time

FIGURE 4.16 Classification of the reservoir.
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origin is a “must” point; thus, one has a fixed
point to guide the straight-line plot (as shown
in Figure 4.17).

This interpretation technique is useful in that
if the linear relationship is expected for the res-
ervoir and yet the actual plot turns out to be
nonlinear, then this deviation can itself be diag-
nostic in determining the actual drive mechan-
isms in the reservoir.

A linear plot of the underground withdrawal
F vs. (Eo1Ef,w) indicates that the field is pro-
ducing under volumetric performance, i.e., no
water influx, and strictly by pressure depletion
and fluid expansion. On the other hand, a non-
linear plot indicates that the reservoir should be
characterized as a water drive reservoir.

Example 4.3
The Virginia Hills Beaverhill Lake Field is a
volumetric undersaturated reservoir. Volumetric
calculations indicate the reservoir contains
270.6 MMSTB of oil initially in place. The initial
reservoir pressure is 3685 psi. The following
additional data is available:

Swi5 24%, Bw5 1.0 bbl/STB
cw5 3.623 1026 psi21, pb5 1500 psi
cf5 4.953 1026 psi21

The field production and PVT data is
summarized below:

Volumetric

Average

Pressure

Number

of

Producing

Wells

Bo

(bbl/

STB)

Np

(MSTB)

Wp

(MSTB)

3685 1 1.3102 0 0

3680 2 1.3104 20.481 0

3676 2 1.3104 34.750 0

3667 3 1.3105 78.557 0

3664 4 1.3105 101.846 0

3640 19 1.3109 215.681 0

3605 25 1.3116 364.613 0

3567 36 1.3122 542.985 0.159

3515 48 1.3128 841.591 0.805

3448 59 1.3130 1273.53 2.579

3360 59 1.3150 1691.887 5.008

3275 61 1.3160 2127.077 6.500

3188 61 1.3170 2575.330 8.000

Calculate the initial oil-in-place by using the MBE
and compare with the volumetric estimate of N.

Solution

Step 1. Calculate the initial water and rock
expansion term Ef,w from Eq. (4.37):

Ef ;w 5Boi
cwSw 1 cf
12Swi

� �
Δp

5 1:3102
3:623 1026ð0:24Þ1 4:953 1026

120:24

� �
Δp

5 10:03 1026ð36852 prÞ

Step 2. Construct the following table using
Eqs. (4.35) and (4.36):

F 5NpBo 1WpBwEo 5Bo 2Boi

Ef ;w 5 10:03 1026ð36852 prÞ

pr

(psi)

F

(Mbbl)

Eo
(bbl/

STB)

Δp Ef,w Eo1

Ef,w

3685 � � 0 0 �
3680 26.84 0.0002 5 503 1026 0.00025

3676 45.54 0.0002 9 903 1026 0.00029

3667 102.95 0.0003 18 1803 1026 0.00048

3664 133.47 0.0003 21 2103 1026 0.00051

3640 282.74 0.0007 45 4503 1026 0.00115

3605 478.23 0.0014 80 8003 1026 0.0022

Slope = N
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FIGURE 4.17 Underground withdrawal vs. Eo1 Ef,w.
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3567 712.66 0.0020 118 11803 1026 0.00318

3515 1105.65 0.0026 170 17003 1026 0.0043

3448 1674.72 0.0028 237 23703 1026 0.00517

3360 2229.84 0.0048 325 32503 1026 0.00805

3275 2805.73 0.0058 410 41003 1026 0.0099

3188 3399.71 0.0068 497 49703 1026 0.0117

Step 3. Plot the underground withdrawal term
F against the expansion term (Eo1 Ef,w) on
a Cartesian scale, as shown in Figure 4.18.

Step 4. Draw the best straight line through
the points and determine the slope of
the line and the volume of the active initial
oil-in-place as:

N5 257 MMSTB

It should be noted that the value of the initial
oil-in-place as determined from the MBE is
referred to as the “effective” or “active” initial
oil-in-place. This value is usually smaller than
that of the volumetric estimate due to the oil
being trapped in undrained fault compartments
or low-permeability regions of the reservoir.

4.4.2 Case 2: Volumetric Saturated
Oil Reservoirs

An oil reservoir that originally exists at its bubble
point pressure is referred to as a “saturated oil
reservoir.” The main driving mechanism in this
type of reservoir results from the liberation and
expansion of the solution gas as the pressure
drops below the bubble point pressure. The only
unknown in a volumetric saturated oil reservoir is
the initial oil-in-placeN. Normally, the water and
rock expansion term Ef,w is negligible in compari-
son to the expansion of solution gas; however, it
is recommended to include the term in the calcu-
lations. Eq. (4.32) can be simplified to give an
identical form to that of Eq. (4.33), that is:

F 5NðEo 1 Ef ;w Þ (4.38)

However, the parameters F and Eo that con-
stitute the above expression are given in an

expanded form to reflect the reservoir condition
as the pressure drops below the bubble point.
The underground withdrawal F and the expan-
sion term (Eo1Ef,w), see Eq. (4.38) are defined
by:

F in terms of Bo F 5Np½Bo 1 ðRp 2 RsÞBg�1WpBw

or equivalently in F 5Np½Bt 1 ðRp 2 RsiÞBg�1WpBw

terms of Bt

Eo in terms of Bo Eo 5 ðBo 2BoiÞ1 ðRsi 2 RsÞBg

or equivalently in Eo 5Bt 2Bti

terms of Bt

and

Ef ;w 5Boi
cwSw 1 cf
12Swi

� �
Δp

Eq. (4.38) indicates that a plot of the under-
ground withdrawal F, evaluated by using the
actual reservoir production data, as a function
of the fluid expansion term (Eo1Ef,w) should
result in a straight line going through the origin
with a slope of N.

The above interpretation technique is useful
in that if a simple linear relationship such as
Eq. (4.38) is expected for a reservoir and yet the
actual plot turns out to be nonlinear, then this
deviation can itself be diagnostic in determining
the actual drive mechanisms in the reservoir.
For instance, Eq. (4.38) may turn out to be non-
linear because there is an unsuspected water
influx into the reservoir, helping to maintain
the pressure.

(Eo+ Ef,w)

F
 =

 N
p 

B
o 

+ 
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p 
B

w

 N = 257 MMSTBt

FIGURE 4.18 F vs. Eo1 Ef,w for example 4.3.
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Example 4.4
A volumetric undersaturated oil reservoir has a

bubble point pressure of 4500 psi. The initial
reservoir pressure is 7150 psia, and the volumetric
calculations indicate the reservoir contains
650 MMSTB of oil initially in place. The field is a
tight, naturally fractured, chalk reservoir and was
developed without pressure support by water
injection. The initial reservoir pressure is 3685 psi.
The following additional data is available:1

Swi 5 43%; cf 5 3:33 1026 psi21;Bw 5 1:0 bbl=STB;

cw 5 3:003 1026 psi21; pb 5 1500 psi

The field production and PVT data is
summarized below:

Calculate the initial oil-in-place by using the
MBE and compare with the volumetric estimate of
N.

Solution

Step 1. For the undersaturated performance, the
initial oil-in-place is described by Eq. (4.41)
as:

N5
F

Eo 1 Ef ;w

where

F 5NpBo

Eo 5Bo 2Boi

Ef ;w 5Boi
cwSw 1 cf
12 Swi

� �
Δp

5 1:743
3:003 1026ð0:43Þ1 3:303 1026

120:43

� �
Δp

5 8:053 1026ð71502 prÞ

Step 2. Calculate N using the undersaturated
reservoir data:

F 5NpBo

Eo 5Bo 2Boi 5Bo 21:743

Ef ;w 5 8:053 1026ð71502 prÞ

The above calculations suggest that
the initial oil-in-place as calculated from the
undersaturated reservoir performance data
is around 558 MMSTB, which is lower by

p
(psia)

Qo (STB/
day)

Qg (MMscf/
day)

Bo (bbl/
STB)

Rs (scf/
STB)

Bg (bbl/
scf)

Np

(MMSTB)
Rp (scf/
STB)

7150 � � 1.743 1450 � 0 1450
6600 44,230 64.110 1.760 1450 � 8.072 1450
5800 79,326 115.616 1.796 1450 � 22.549 1455
4950 75,726 110.192 1.830 1450 � 36.369 1455
4500 � � 1.850 1450 � 43.473 1447
4350 70,208 134.685 1.775 1323 0.000797 49.182 1576
4060 50,416 147.414 1.670 1143 0.000840 58.383 1788
3840 35,227 135.282 1.611 1037 0.000881 64.812 1992
3600 26,027 115.277 1.566 958 0.000916 69.562 2158
3480 27,452 151.167 1.523 882 0.000959 74.572 2383
3260 20,975 141.326 1.474 791 0.001015 78.400 2596
3100 15,753 125.107 1.440 734 0.001065 81.275 2785
2940 14,268 116.970 1.409 682 0.001121 83.879 2953
2800 13,819 111.792 1.382 637 0.001170 86.401 3103

pr

(psi)
F

(MMbbl)
Eo

(bbl/
STB)

Δp
(psi)

Ef,w
(bbl/
STB)

N5 F/
(Eo1 Ef,w)
(MMSTB)

7150 � � 0 0 �
6600 14.20672 0.0170 550 0.00772 574.7102
5800 40.49800 0.0530 1350 0.018949 562.8741
4950 66.55527 0.0870 2200 0.030879 564.6057
4500 80.42505 0.1070 2650 0.037195 557.752

1Dake, L.P., 1994. The Practice of Reservoir
Engineering. Elsevier, Amsterdam.
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about 14% of the volumetric estimation of
650 MMSTB.

Step 3. Calculate N using the entire reservoir data:

F 5Np½Bo 1 ðRp 2 RsÞBg�
Eo 5 ðBo 2BoiÞ1 ðRsi 2 RsÞBg

It should be pointed out that as the reservoir
pressures continues to decline below the bubble
point and with increasing volume of the liber-
ated gas, it reaches the time when the saturation
of the liberated gas exceeds the critical gas satu-
ration, and as a result, the gas will start to be
produced in disproportionate quantities com-
pared to the oil. At this stage of depletion, there
is little that can be done to avert this situation
during the primary production phase. As indi-
cated earlier, the primary recovery from these
types of reservoirs seldom exceeds 30%.
However, under very favorable conditions, the
oil and gas might separate with the gas moving
structurally updip in the reservoir that might
lead to preservation of the natural energy of the
reservoir with a consequent improvement in
overall oil recovery. Water injection is tradition-
ally used by the oil industry to maintain the

pressure above the bubble point pressure or
alternatively to pressurize the reservoir to the
bubble point pressure. In such type of reser-
voirs, as the reservoir pressure drops below the
bubble point pressure, some volume of the liber-
ated gas will remain in the reservoir as a free
gas. This volume, as expressed in scf, is given
by Eq. (4.30) as:

½volume of the free gas in scf �5NRsi 2 ðN2NpÞRs 2NpRp

However, the total volume of the liberated
gas at any depletion pressure is given by:

Total volume of the
liberated gas in scf

� �
5NRsi 2 ðN2NpÞRs

Therefore, the fraction of the total solution
gas that has been retained in the reservoir as a
free gas αg at any depletion stage is then given
by:

αg5
NRsi2 ðN2NpÞRs2NpRp

NRsi2 ðN2NpÞRS
512

NpRp
NRsi2 ðN2NpÞRs

� �

Alternatively, this can be expressed as a frac-
tion of the total initial gas-in-solution by:

αgi 5
NRsi 2 ðN2NpÞRs 2NpRp

NRsi

5 12
ðN2NpÞRs 1NpRp

NRsi

� �

The calculation of the changes in the fluid
saturations with declining reservoir pressure is
an integral part of using the MBE. The remain-
ing volume of each phase can be determined by
calculating different phase saturation, recalling:

Oil saturation So 5
Oil volume

Pore volume

Water saturation Sw 5
Water volume

Pore volume

Gas saturation Sg 5
Gas volume

Pore volume

and

So 1 Sw 1 Sg 5 1:0

If we consider a volumetric saturated oil res-
ervoir that contains N stock-tank barrels of oil
at the initial reservoir pressure pi, i.e., pb the

pr

(psi)

F

(MMbbl)

Eo (bbl/

STB)

Δp

(psi)

Ef,w
(bbl/

STB)

N5 F/

(Eo1 Ef,w)

(MMSTB)

7150 � � 0 0 �
6600 14.20672 0.0170 550 0.00772 574.7102

5800 40.49800 0.0530 1350 0.018949 562.8741

4950 66.55527 0.0870 2200 0.030879 564.6057

4500 80.42505 0.1070 2650 0.037195 557.752

4350 97.21516 0.133219 2800 0.09301 563.5015

4060 129.1315 0.184880 3090 0.043371 565.7429

3840 158.9420 0.231853 3310 0.046459 571.0827

3600 185.3966 0.273672 3550 0.048986 574.5924

3480 220.9165 0.324712 3670 0.051512 587.1939

3260 259.1963 0.399885 3890 0.054600 570.3076

3100 294.5662 0.459540 4050 0.056846 570.4382

2940 331.7239 0.526928 4210 0.059092 566.0629

2800 368.6921 0.590210 4350 0.061057 566.1154

Average 570.0000
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initial oil saturation at the bubble point pressure
is given by:

Soi 5 12 Swi

From the definition of oil saturation:

Oil volume

Pore volume
5

NBoi

Pore volume
5 12 Swi

or

Pore volume5
NBoi

12 Swi

If the reservoir has produced Np stock-tank
barrels of oil, the remaining oil volume is given
by:

Remaining oil volume5 ðN2NpÞBo

This indicates that for a volumetric-type oil
reservoir, the oil saturation at any depletion
state below the bubble point pressure can be
represented by:

So 5
Oil volume

Pore volume
5

ðN2NpÞBo

ðNBoi=ð12SwiÞÞ

Rearranging:

So 5 ð12SwiÞ 12
Np

N

� �
Bo

Boi

As the solution gas evolves from the oil with
declining reservoir pressure, the gas saturation
(assuming constant water saturation Swi) is sim-
ply given by:

Sg 5 12Swi 2 So

or

Sg 5 12Swi 2 ð12SwiÞ 12
Np

N

� �
Bo

Boi

� �

Simplifying:

Sg 5 ð12 SwiÞ 12 12
Np

N

� �
Bo

Boi

� �

Another important function of the MBE is
history matching the production�pressure data
of individual wells. Once the reservoir pressure

declines below the bubble point pressure, it is
essential to perform the following tasks:

• Generate the pseudorelative permeability
ratio krg/kro for the entire reservoir or for
individual wells’ drainage area.

• Assess the solution gas driving efficiency.
• Examine the field gas�oil ratio as compared

to the laboratory solution gas solubility Rs

to define the bubble point pressure and criti-
cal gas saturation.

The instantaneous gas�oil ratio (GOR), as
discussed in detail in Chapter 5, is given by:

GOR5
Qg

Qo
5Rs 1

krg
kro

� �
μoBo

μgBg

 !

This can be arranged to solve for the relative
permeability ratio krg/kro, to give:

krg
kro

� �
5 ðGOR2 RsÞ

μgBg

μoBo

� �

One of the most practical applications of the
MBE is its ability to generate the field relative
permeability ratio as a function of gas satura-
tion that can be used to adjust the laboratory
core relative permeability data. The main
advantage of the field- or well-generated rela-
tive permeability ratio is that it incorporates
some of the complexities of reservoir heteroge-
neity and degree of segregation of the oil and
the evolved gas.

It should be noted that the laboratory rela-
tive permeability data applies to an unsegre-
gated reservoir, i.e., no change in fluid
saturation with height. The laboratory relative
permeability is most suitable for applications
with the zero-dimensional tank model. For
reservoirs with complete gravity segregation, it
is possible to generate a pseudorelative perme-
ability ratio krg/kro. A complete segregation
means that the upper part of the reservoir con-
tains gas and immobile oil, i.e., residual oil Sor,
while the lower part contains oil and immobile
gas that exists at its critical saturation Sgc.
Vertical communication implies that as the
gas evolves in the lower region, any gas with
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saturation above Sgc moves rapidly upward and
leaves that region, while in the upper region any
oil above Sor drains downward and moves into
the lower region. On the basis of these assump-
tions, Poston (1987) proposed the following
two relationships:

krg
kro

5
ðSg 2 SgcÞðkrgÞor
ðSo 2 SorÞðkroÞgc

kro 5
So 2 SorðkrgÞor

12 Sw 2 Sgc 2Sor

� �
ðkroÞgc

where

(kro)gc5 relative permeability to oil at critical
gas saturation

(kgo)or5 relative permeability to gas at residual
oil saturation

If the reservoir is initially undersaturated,
i.e., pi . pb, the reservoir pressure will continue
to decline with production until it eventually
reaches the bubble point pressure. It is recom-
mended that the material calculations should be
performed in two stages: first from pi to pb and
second from pb to different depletion pressures
p. As the pressure declines from pi to pb, the fol-
lowing changes will occur as a result:

• Based on the water compressibility cw, the
connate water will expand with a resulting
increase in the connate water saturation
(provided that there is no water production).

• Based on the formation compressibility cf, a
reduction (compaction) in the entire reser-
voir pore volume will occur.

Therefore, there are several volumetric calcu-
lations that must be performed to reflect the
reservoir condition at the bubble point pressure.
These calculations are based on defining the fol-
lowing parameters:

• Initial oil-in-place Ni at the initial reservoir
pressure pi.

• Oil and water saturations (S\oi and S\wi) at the
initial reservoir pressure pi.

• Cumulative oil produced at the bubble point
pressure Npb.

• Oil remaining at the bubble point pressure,
i.e., initial oil at the bubble point:

Nb 5Ni 2Npb

• Total pore volume at the bubble point pres-
sure (PV)b:

ðPV Þb 5 Remaining oil volume1 Connate water volume

1 Connate water expansion

2 Reduction in PV due to compaction

ðPVÞb 5 ðNi 2NpbÞBob 1
NiBoi

12S\
wi

" #
S\
wi

1
NiBoi

12Swi

� �
ðpi 2 pbÞð2 cf 1 cwS

\
wiÞ

Simplifying:

ðPV Þb 5 ðNi 2NpbÞBob 1
NiBoi

12S\
wi

" #

3 S\
wi 1 ðpi 2 pbÞð2 cf 1 cwS

\
wiÞ

� �
• Initial oil and water saturations at the bub-

ble point pressure, i.e., Soi and Swi are:

Soi 5
ðNi 2NpbÞBob

ðPVÞb
5

ðNi 2NpbÞBob

ðNi 2NpbÞBob 1 ½ðNiBoiÞ=ð12 S\
wiÞ�

3 ½S\
wi 1 ðpi 2 pbÞð2cf 1 cwS

\
wiÞ�

Swi 5
½ðNiBoiÞ=ð12S\

wiÞ�½S\
wi 1 ðpi 2 pbÞð2cf 1 cwS

\
wiÞ�

ðNi 2NpbÞBob 1 ½ðNiBoiÞ=ð12 S\
wiÞ�

3 ½S\
wi 1 ðpi 2 pbÞð2 cf 1 cwS

\
wiÞ�

5 12Soi

• Oil saturation So at any pressure below pb is
given by:

So 5
ðNi 2NpÞBo

ðPVÞb
5

ðNi 2NpÞBo

ðNi 2NpbÞBob 1 ½ðNiBoiÞ=ð12S\
wiÞ�

3 ½S\
wi 1 ðpi 2 pbÞð2cf 1 cwS

\
wiÞ�

Gas saturation Sg at any pressure below pb,
assuming no water production, is given by:

Sg 5 12 So 2 Swi
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where

Ni5 initial oil-in-place at pi, i.e., pi . pb, STB
Nb5 initial oil-in-place at the bubble point

pressure, STB
Npb5 cumulative oil produced at the bubble

point pressure, STB
S\oi 5 oil saturation at pi, pi . pb
Soi5 initial oil saturation at pb
S\wi 5water saturation at pi, pi . pb
Swi5 initial water saturation at pb

It is very convenient also to qualitatively rep-
resent the fluid production graphically by
employing the concept of the bubble map. The
bubble map essentially illustrates the growing
size of the drainage area of a production well.
The drainage area of each well is represented by
a circle with an oil bubble radius rob of:

rob 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:615Np

πφhððð12SwiÞ=BoiÞ2 ðSo=BoÞÞ

s

This expression is based on the assumption
that the saturation is evenly distributed
throughout a homogeneous drainage area where

rob5 oil bubble radius, ft
Np5well current cumulative oil production,

bbl
So5 current oil saturation

Similarly, the growing bubble of the reservoir
free gas can be described graphically by calcu-
lating gas bubble radius rgb as:

rgb 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5:615½NRsi 2 ðN2NpÞRs 2NpRp�Bg

πφhð12 So 2 SwiÞ

s

where

rgb5 gas bubble radius, ft
Np5well current cumulative oil production,

bbl
Bg5 current gas formation volume factor, bbl/

scf
So5 current oil saturation

Example 4.5
In addition to the data given in Example 4.4 for
the chalk reservoir, the oil�gas viscosity ratios,
a function of pressure, are included with the
PVT data as shown below:

Using the given pressure�production history
of the field, estimate the following:

• Percentage of the liberated solution gas
retained in the reservoir as the pressure
declines below the bubble point pressure.
Express the retained gas volume as a
percentage of the total gas liberated αg

and also of total initial gas-in-solution αgi.

p (psia) Qo

(STB/day)
Qg

(MMscf/day)
Bo

(bbl/STB)
Rs

(scf/STB)
Bg

(bbl/scf)
μo/μg Np

(MMSTB)
Rp

(scf/STB)

7150 � � 1.743 1450 � � 0 1450
6600 44,230 64.110 1.760 1450 � � 8.072 1450
5800 79,326 115.616 1.796 1450 � � 22.549 1455
4950 75,726 110.192 1.830 1450 � � 36.369 1455
4500 � � 1.850 1450 � 5.60 43.473 1447
4350 70,208 134.685 1.775 1323 0.000797 6.02 49.182 1576
4060 50,416 147.414 1.670 1143 0.000840 7.24 58.383 1788
3840 35,227 135.282 1.611 1037 0.000881 8.17 64.812 1992
3600 26,027 115.277 1.566 958 0.000916 9.35 69.562 2158
3480 27,452 151.167 1.523 882 0.000959 9.95 74.572 2383
3260 20,975 141.326 1.474 791 0.001015 11.1 78.400 2596
3100 15,753 125.107 1.440 734 0.001065 11.9 81.275 2785
2940 14,268 116.970 1.409 682 0.001121 12.8 83.879 2953
2800 13,819 111.792 1.382 637 0.001170 13.5 86.401 3103
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• Oil and gas saturations.
• Relative permeability ratio krg/kro.

Solution

Step 1. Tabulate the values of αg and αgi as
calculated from:

αg 5 12
NpRp

NRsi 2 ðN2NpÞRs

� �

5 12
NpRp

570ð1450Þ2 ð5702NpÞRs

� �

αgi 5 12
ðN2NpÞRs 1NpRp

NRsi

� �

5 12
ð5702NpÞRs 1NpRp

570ð1450Þ

� �

That is:

p

(psia)

Rs

(scf/

STB)

Np

(MMSTB)

Rp

(scf/

STB)

αg

(%)

αgi

(%)

7150 1450 0 1450 0.00 0.00

6600 1450 8.072 1450 0.00 0.00

5800 1450 22.549 1455 0.00 0.00

4950 1450 36.369 1455 0.00 0.00

4500 1450 43.473 1447 0.00 0.00

4350 1323 49.182 1576 43.6 7.25

4060 1143 58.383 1788 56.8 16.6

3840 1037 64.812 1992 57.3 21.0

3600 958 69.562 2158 56.7 23.8

3480 882 74.572 2383 54.4 25.6

3260 791 78.400 2596 53.5 28.3

3100 734 81.275 2785 51.6 29.2

2940 682 83.879 2953 50.0 29.9

2800 637 86.401 3103 48.3 30.3

Step 2. Calculate the PV at the bubble point
pressure from:

ðPVÞb5ðNi2NpbÞBob1
NiBoi

12S\
wi

" #

3 S\
wi1ðpi2pbÞð2cf1cwS

\
wiÞ

� �
5ð570243:473Þ1:851 570ð1:743Þ

120:43

� �
3 0:431ð715024500Þ½
3ð23:33102613:031026ð0:43ÞÞ�

51:713109 bbl

Step 3. Calculate the initial oil and water
saturations at the bubble point
pressure:

Soi 5
ðNi 2NpbÞBob

ðPVÞb
5

ð570243:473Þ106ð1:85Þ
1:713 109

5 0:568

Swi 5 12 Soi 5 0:432

Step 4. Calculate the oil and gas saturations as
a function of pressure below pb:

So 5
ðNi 2NpÞBo

ðPVÞb
5

ð5702NpÞ106Bo

1:713 109

Gas saturation Sg at any pressure
below pb is given by:

Sg 5 12 So 20:432

p (psia) Np (MMSTB) So (%) Sg (%)

4500 43.473 56.8 0.00
4350 49.182 53.9 2.89
4060 58.383 49.8 6.98
3840 64.812 47.5 9.35
3600 69.562 45.7 11.1
3480 74.572 44.0 12.8
3260 78.400 42.3 14.6
3100 81.275 41.1 15.8
2940 83.879 40.0 16.9
2800 86.401 39.0 17.8

Step 5. Calculate the gas�oil ratio as function
of pressure p , pb:

GOR5
Qg

Qo

p
(psia)

Qo

(STB/day)
Qg (MMscf/

day)
GOR5
Qg/Qo

(scf/STB)

4500 � � 1450
4350 70,208 134.685 1918
4060 50,416 147.414 2923
3840 35,227 135.282 3840
3600 26,027 115.277 4429
3480 27,452 151.167 5506
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3260 20,975 141.326 6737
3100 15,753 125.107 7942
2940 14,268 116.970 8198
2800 13,819 111.792 8090

Step 6. Calculate the relative permeability ratio
krg/kro:

krg
kro

� �
5 ðGOR2RsÞ

μgBg

μoBo

� �

If the laboratory relative permeability data is
available, the following procedure is
recommended for generating the field relative
permeability data:

(1) Use as much past reservoir
production and pressure history as
possible to calculate relative
permeability ratio krg/kro vs. So, as
shown in Example 4.5.

(2) Plot the permeability ratio krg/kro
vs. liquid saturation SL, i.e.,
SL5 So1 Swc, on semilog paper.

(3) Plot the lab relative permeability
data on the same graph prepared in
step 2. Extend the field-calculated
permeability data parallel to the lab
data.

(4) Extrapolated field data from step 3 is
considered the relative permeability
characteristics of the reservoir and

should be used in predicting the
future reservoir performance.

It should be pointed out that it is a character-
istic of most solution gas drive reservoirs that
only a fraction of the oil-in-place is recoverable
by primary depletion methods. However,
the liberated solution gas can move much more
freely than the oil through the reservoir. The
displacement of the oil by the expanding liber-
ated gas is essentially the main driving mecha-
nism in these types of reservoirs. In general, it is

possible to estimate the amount of gas that will
be recovered during the primary depletion
method, which can provide us with an estimate
of an end point, i.e., maximum, on the oil
recovery performance curve. A log�log plot of
the cumulative gas (on the y axis) vs. cumula-
tive oil (on the x axis) provides the recovery
trend of the hydrocarbon recovery. The gener-
ated curve can be extrapolated to the total gas
available, e.g., (NRsi), and to read the upper
limit on oil recovery at abandonment.

Example 4.6
Using the data given in Example 4.5, estimate the
oil recovery factor and cumulative oil production
after producing 50% of the solution gas.

p (psi) Np (MMSTB) So (%) Sg (%) Rs

(scf/STB)
μo/μg Bo

(bbl/STB)
Bg

(bbl/scf)
GOR5Qg/Qo

(scf/STB)
krg/kro

4500 43.473 56.8 0.00 1450 5.60 1.850 � 1450 �
4350 49.182 53.9 2.89 1323 6.02 1.775 0.000797 1918 0.0444
4060 58.383 49.8 6.98 1143 7.24 1.670 0.000840 2923 0.1237
3840 64.812 47.5 9.35 1037 8.17 1.611 0.000881 3840 0.1877
3600 69.562 45.7 11.1 958 9.35 1.566 0.000916 4429 0.21715
3480 74.572 44.0 12.8 882 9.95 1.523 0.000959 5506 0.29266
3260 78.400 42.3 14.6 791 11.1 1.474 0.001015 6737 0.36982
3100 81.275 41.1 15.8 734 11.9 1.440 0.001065 7942 0.44744
2940 83.879 40.0 16.9 682 12.8 1.409 0.001121 8198 0.46807
2800 86.401 39.0 17.8 637 13.5 1.382 0.001170 8090 0.46585
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Solution

Step 1. Using in-place values from Example 4.5
and from the definition of the recovery
factor, construct the following table:

Oil -in-place N5 570 MMSTB
Gas-in-solution G5NRsi 5 5703 1450

5 826:5 MMMscf
Cumulative gas produced Gp 5NpRp

Oil recovery factor RF5
Np

N

Gas recovery factor RF5
Gp

G

Step 2. From the log�log plot of Np vs. Gp and
the Cartesian plot of oil recovery factor vs.
gas recovery factor, as shown in
Figures 4.19 and 4.20:

Oil recovery factor5 17%

Cumulative oil Np 5 0:173 5705 96:9 MMSTB

Cumulative gas Gp 5 0:503 826:55 413:25 MMMscf

4.4.3 Case 3: Gas Cap Drive
Reservoirs

For a reservoir in which the expansion of the
gas cap gas is the predominant driving mecha-
nism, the effect of water and pore compressibil-
ities as a contributing driving mechanism can be
considered negligible as compared to that of the
high compressibility of the gas. However,
Havlena and Odeh (1963, 1964) acknowledged
that whenever a gas cap is present or its size is
to be determined, an exceptional degree of
accuracy of pressure data is required. The spe-
cific problem with reservoir pressure is that the
underlying oil zone in a gas cap drive reservoir
exists initially near its bubble point pressure.
Therefore, the flowing pressures are obviously
below the bubble point pressure, which exacer-
bates the difficulty in conventional pressure
buildup interpretation to determine average res-
ervoir pressure.

Assuming that there is no natural water
influx or it is negligible (i.e., We5 0), the
Havlena and Odeh material balance can be
expressed as:

F 5N½Eo 1mEg� (4.39)

in which the variables F, Eo, and Eg are given
by:

F 5Np Bo 1 ðRp 2RsÞBg

� �
1WpBw

5Np Bt 1 ðRp 2RsiÞBg

� �
1WpBw

Eo 5 ðBo 2BoiÞ1 ðRsi 2 RsÞBg

5Bt 2Bti

Eg 5Boi
Bg

Bgi
21

� �

The methodology in which Eq. (4.39) can be
used depends on the number of unknowns in
the equation. There are three possible
unknowns in Eq. (4.39). These are:

(1) N is unknown, m is known;
(2) m is unknown, N is known;
(3) N and m are unknown.

Months p

(psia)

Np

(MMSTB)

Rp

(scf/

STB)

Gp5NpRp

(MMMscf)

Oil

RF

(%)

Gas

RF

(%)

0 7150 0 1450 0 0 0

6 6600 8.072 1450 11.70 1.416 1.411

12 5800 22.549 1455 32.80 4.956 3.956

18 4950 36.369 1455 52.92 6.385 6.380

21 4500 43.473 1447 62.91 7.627 7.585

24 4350 49.182 1576 77.51 8.528 9.346

30 4060 58.383 1788 104.39 10.242 12.587

36 3840 64.812 1992 129.11 11.371 15.567

42 3600 69.562 2158 150.11 12.204 18.100

48 3480 74.572 2383 177.71 13.083 21.427

54 3260 78.400 2596 203.53 13.754 24.540

60 3100 81.275 2785 226.35 14.259 27.292

66 2940 83.879 2953 247.69 14.716 29.866

72 2800 86.401 3103 268.10 15.158 32.327
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The practical use of Eq. (4.39) in determining
the three possible unknowns is presented below.

Unknown N, known m: Eq. (4.39) indicates
that a plot of F vs. (Eo1mEg) on a

Cartesian scale would produce a straight
line through the origin with a slope of N, as
shown in Figure 4.21. In making the plot,
the underground withdrawal F can be

0 5
0

10

20

30

40

50

60

70

80

90

100

10 15 20 25
Oil RF, %

G
as

 R
F,

 %

30 35 40 45 50
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calculated at various times as a function of
the production terms Np and Rp.

Conclusion N5 slope

Unknown m, known N: Eq. (4.39) can be rear-
ranged as an equation of straight line, to
give:

F

N
2 Eo

� �
5mEg (4.40)

This relationship shows that a plot of the
term (F/N2Eo) vs. Eg would produce a
straight line with a slope of m. One advantage
of this particular arrangement is that the
straight line must pass through the origin that,
therefore, acts as a control point. Figure 4.22
shows an illustration of such a plot.

Conclusion m5 slope

Also Eq. (4.39) can be rearranged to solve
for m, to give:

m5
F 2NEo
NEg

This relationship shows that a plot of the
term (F/N2Eo) vs. Eg would produce a
straight line with a slope of m. One advan-
tage of this particular arrangement is that the
straight line must pass through the origin.

N and m are unknown: If there is uncertainty in
both the values of N and m, Eq. (4.39) can
be re-expressed as:

F

Eo
5N1mN

Eg
Eo

� �
(4.41)

A plot of F/Eo vs. Eg/Eo should then be
linear with intercept N and slope mN. This
plot is illustrated in Figure 4.23.

Conclusions N5 Intercept

mN5 Slope

m5
Slope

Intercept
5

Slope

N

Example 4.7
Reliable volumetric calculations on a well-
developed gas cap drive reserve show the
following results:

N5 736 MMSTB, G5 320 Bscf
pi5 2808 psia, Boi5 1.39 bbl/STB
Bgi5 0.000919 bbl/STB, Rsi5 755 scf/STB

The production history in terms of parameter F
and the PVT data are given below:

p
(psi)

F
(MMbbl)

Bt

(bbl/STB)
Bg

(bbl/scf)

2803 7.8928 1.3904 0.0009209
2802 7.8911 1.3905 0.0009213

F

F =N(Eo+Ef,w)

Eo+ mEg

Unknown "N", known "m"

Slope= N

FIGURE 4.21 F vs. Eo1mEg.

Eg

F
N

−Eo

Unknown "m", known "N "

Slope = m

FIGURE 4.22 (F/N�Eo) vs. Eg.

471CHAPTER 4 Performance of Oil Reservoirs



2801 7.8894 1.3906 0.0009217
2800 7.8877 1.3907 0.0009220
2799 7.8860 1.3907 0.0009224
2798 7.8843 1.3908 0.0009228

Estimate the gas�oil volume ratio m and
compare with the calculated value.

Solution

Step 1. Calculate the actual m from the results of
the volumetric calculation:

m5
GBgi

NBoi
5

ð32003 109Þð0:000919Þ
ð7363 106Þð1:390Þ � 2:9

Step 2. Using the production data, calculate Eo, Eg,
and m:

Eo 5Bt 2Bti

Eg 5Bti
Bg

Bgi
21

� �

m5
F 2NEo
NEg

p
(psi)

F
(MMbbl)

Eo
(bbl/
STB)

Eg
(bbl/
scf)

m5
(F2NEo)/

NEg

2803 7.8928 0.000442 0.002874 3.58
2802 7.8911 0.000511 0.003479 2.93
2801 7.8894 0.000581 0.004084 2.48

2800 7.8877 0.000650 0.004538 2.22
2799 7.8860 0.000721 0.005143 1.94
2798 7.8843 0.000791 0.005748 1.73

The above tabulated results appear to confirm
the volumetric m value of 2.9; however, the results
also show the sensitivity of the m value to the
reported average reservoir pressure.

Example 4.8
The production history and the PVT data of a gas
cap drive reservoir are given below:

Date p
(psi)

Np

(MSTB)
Gp

(Mscf)
Bt

(bbl/
STB)

Bg

(bbl/
scf)

5/1/89 4415 � � 1.6291 0.00077
1/1/91 3875 492.5 751.3 1.6839 0.00079
1/1/92 3315 1015.7 2409.6 1.7835 0.00087
1/1/93 2845 1322.5 3901.6 1.9110 0.00099

The initial gas solubility Rsi is 975 scf/STB.
Estimate the initial oil- and gas-in-place.

Solution

Step 1. Calculate the cumulative produced
gas�oil ratio Rp:

p Gp (Mscf) Np (MSTB) Rp5Gp/Np

(scf/STB)

4415 � � �
3875 751.3 492.5 1525
3315 2409.6 1015.7 2372
2845 3901.6 1322.5 2950

Step 2. Calculate F, Eo, and Eg from:

F 5Np Bt 1 ðRp 2RsiÞBg

� �
1WpBw

Eo 5Bt 2Bti

Eg 5Bti
Bg

Bgi
21

� �

p F Eo Eg
3875 2.043 106 0.0548 0.0529
3315 8.773 106 0.1540 0.2220
2845 17.053 106 0.2820 0.4720

N

Eo
= N + mNF

Eg/Eo

F/Eo

"N " and "m" are Unknown 

Slope= Nm

Eo

Eg

FIGURE 4.23 F/Eo vs. Eg/Eo.
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Step 3. Calculate F/Eo and Eg/Eo:

p F/Eo Eg/Eo

3875 3.723 107 0.96
3315 5.693 107 0.44
2845 6.003 107 0.67

Step 4. Plot F/Eo vs. Eg/Eo as shown in
Figure 4.24, to give:

Intercept5N5 9 MMSTB

Slope5Nm5 3:13 107

Step 5. Calculate m:

m5
3:13 107

93 106
5 3:44

Step 6. Calculate the initial gas cap gas volume G
from the definition of m:

m5
GBgi

NBoi

or

G5
mNBoi

Bgi
5

ð3:44Þð93 106Þð1:6291Þ
0:00077

5 66 MMMscf

4.4.4 Case 4: Water Drive Reservoirs

In a water drive reservoir, identifying the type
of the aquifer and characterizing its properties
are perhaps the most challenging tasks involved
in conducting a reservoir engineering study.
Yet, without an accurate description of the
aquifer, future reservoir performance and man-
agement cannot be properly evaluated.

The full MBE can be expressed again as:

F 5NðEo 1mEg 1 Ef ;w Þ1We

Dake (1978) pointed out that the term Ef,w

can frequently be neglected in water drive reser-
voirs. This is not only for the usual reason that
the water and pore compressibilities are small,
but also because water influx helps to maintain

the reservoir pressure, and therefore, the Δp
appearing in the Ef,w term is reduced, or:

F 5NðEo 1mEgÞ1We (4.42)

If, in addition, the reservoir has an initial gas
cap, then Eq. (4.41) can be further reduced to:

F 5NEo 1We (4.43)

In attempting to use the above two equations
to match the production and pressure history of
a reservoir, the greatest uncertainty is always
the determination of the water influx We. In
fact, in order to calculate the water influx the
engineer is confronted with what is inherently
the greatest uncertainty in the whole subject of
reservoir engineering. The reason is that the cal-
culation of We requires a mathematical model
that itself relies on the knowledge of aquifer
properties. These, however, are seldom mea-
sured since wells are not deliberately drilled
into the aquifer to obtain such information.

For a water drive reservoir with no gas cap,
Eq. (4.43) can be rearranged and expressed as:

F

Eo
5N1

We

Eo
(4.44)

Several water influx models have been
described in Chapter 2, including:

• the pot aquifer model;
• the Schilthuis steady-state method;
• the van Everdingen and Hurst model.

0 0.2

1.00E+07

2.00E+07

3.00E+07F
/E

o

Eg/Eo

Intercept = N = 9 MMSTB
Slope = Nm = 3.1 ´ 107

4.00E+07

5.00E+07

6.00E+07

7.00E+07

0.00E+00

N = 9 MMSTB

Nm = 3.1 ´107

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

FIGURE 4.24 Calculation of m and N for Example 4.8.
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The use of these models in connection with
Eq. (4.44) to simultaneously determine N and
We is described below.

Pot Aquifer Model in the MBE. Assume that
the water influx could be properly described by
using the simple pot aquifer model as described
by Eq. (2.5):

We 5 ðcw 1 cfÞWif ðpi 2 pÞ

f 5
ðEncroachment angleÞ�

360�
5

θ
360�

Wi 5
πðr2a 2 r2e Þhφ

5:615

� � (4.45)

where

ra5 radius of the aquifer, ft
re5 radius of the reservoir, ft
h5 thickness of the aquifer, ft
φ5 porosity of the aquifer
θ5 encroachment angle
cw5 aquifer water compressibility, psi21

cf5 aquifer rock compressibility, psi21

Wi5 initial volume of water in the aquifer, bbl

Since the ability to use Eq. (4.45) relies on
the knowledge of the aquifer properties, i.e., cw,
cf, h, ra, and θ, these properties could be com-
bined and treated as one unknown K in
Eq. (4.45), or:

We 5K Δp (4.46)

where the water influx constant K represents
the combined pot aquifer properties as:

K 5 ðcw 1 cfÞWif

Combining Eq. (4.46) with Eq. (4.44)
gives:

F

Eo
5N1K

Δp

Eo

� �
(4.47)

Eq. (4.47) indicates that a plot of the term F/
Eo as a function of Δp/Eo would yield a straight
line with an intercept of N and a slope of K, as
illustrated in Figure 4.25.

If a gas gap with a known value of m exists,
Eq. (4.42) can be expressed in the following lin-
ear form:

F

Eo 1mEg
5N1 K

Δp

Eo 1mEg

� �

This form indicates that a plot of the term F/
(Eo1mEg) as a function of Δp/(Eo1mEg)
would yield a straight line with an intercept of
N and a slope of K.
The Steady-State Model in the MBE. The
steady-state aquifer model as proposed by
Schilthuis (1936) is given by:

We 5 C

ðt
0
ðpi 2 pÞdt (4.48)

where

We5 cumulative water influx, bbl
C5water influx constant, bbl/day/psi
t5 time, days
pi5 initial reservoir pressure, psi
p5 pressure at the oil�water contact at time t,

psi

Combining Eq. (4.48) with Eq. (4.44) gives:

F

Eo
5N1C

Ð t
0 ðpi 2 pÞdt

Eo

 !
(4.49)

Plotting F/Eo vs.
Ð t
0ðpi 2 pÞdt=Eo results in a

straight line with an intercept that represents

Eo
= N + KF

Δp/Eo

F/Eo

N

Slope=k
Eo

Δp

FIGURE 4.25 F/Eo vs. Δp/Eo.
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the initial oil-in-place N and a slope that
describes the water influx constant C as shown
in Figure 4.26.

And for a known gas gap, Eq. (4.49) can be
expressed in the following linear form:

F

Eo 1mEg
5N1C

Ð t
0 ðpi 2 pÞdt
Eo 1mEg

 !

Plotting F/(Eo1mEg) vs.
Ð t
0ðpi 2 pÞdt=

ðEo 1mEgÞ results in a straight line with an
intercept that represents the initial oil-in-place
N and a slope that describes the water influx
constant C.
The Unsteady-State Model in the MBE. The
van Everdingen and Hurst unsteady-state model
is given by:

We 5BΣΔpWeD (4.50)

with

B5 1:119φctr2e hf

van Everdingen and Hurst presented the dimen-
sionless water influx WeD as a function of the
dimensionless time tD and dimensionless radius
rD that are given by:

tD 5 6:3283 1023 kt

φμwctr
2
e

rD 5
ra
re

ct 5 cw 1 cf

where

t5 time, days
k5 permeability of the aquifer, md
φ5 porosity of the aquifer
μw5 viscosity of water in the aquifer, cp
ra5 radius of the aquifer, ft
re5 radius of the reservoir, ft
cw5 compressibility of the water, psi21

Combining Eq. (4.50) with Eq. (4.44) gives:

F

Eo
5N1B

P
ΔpWeD

Eo

� �
(4.51)

The proper methodology of solving the above
linear relationship is summarized in the follow-
ing steps:

Step 1. From the field past production and pres-
sure history, calculate the underground
withdrawal F and oil expansion Eo.

Step 2. Assume an aquifer configuration, i.e.,
linear or radial.

Step 3. Assume the aquifer radius ra and calcu-
late the dimensionless radius rD.

Step 4. Plot F/Eo vs. (ΣΔpWeD)/Eo on a
Cartesian scale. If the assumed aquifer
parameters are correct, the plot will be a
straight line with N being the intercept
and the water influx constant B being the
slope. It should be noted that four other
different plots might result. These are:
(1) complete random scatter of the indi-

vidual points, which indicates that
the calculation and/or the basic data
are in error;

(2) a systematically upward-curved line,
which suggests that the assumed aqui-
fer radius (or dimensionless radius) is
too small;

(3) a systematically downward-curved
line, which indicates that the
selected aquifer radius (or dimen-
sionless radius) is too large;

(4) an S-shaped curve, which indicates
that a better fit could be obtained if
linear water influx is assumed.

F/Eo

N

Slope = C

i

i

d

d

FIGURE 4.26 Graphical determination of N and c.
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Figure 4.27 shows a schematic illustration of
the Havlena and Odeh methodology in deter-
mining the aquifer fitting parameters.

It should be noted that in many large fields,
an infinite linear water drive satisfactorily
describes the production-pressure behavior. For
unit pressure drop, the cumulative water influx
in an infinite linear case is simply proportional
to

ffiffi
t

p
and does not require the estimation of

the dimensionless time tD. Thus, the van
Everdingen and Hurst dimensionless water
influx WeD in Eq. (4.50) is replaced by the
square root of time, to give:

Ww 5B
X

Δpn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðt 2 tnÞ

ph i
Therefore, the linear form of the MBE can be

expressed as:

F

Eo
5N1B

P
Δpn

ffiffiffiffiffiffiffiffiffiffiffi
t 2 tn

p

Eo

� �

Example 4.9
The material balance parameters, the underground
withdrawal F, and the oil expansion Eo of a
saturated oil reservoir (i.e., m5 0) are given below:

p F Eo

3500 � �
3488 2.043 106 0.0548

3162 8.773 106 0.1540
2782 17.053 106 0.2820

Assuming that the rock and water
compressibilities are negligible, calculate the
initial oil-in-place.

Solution

Step 1. The most important step in applying
the MBE is to verify that no water
influx exists. Assuming that the
reservoir is volumetric, calculate the
initial oil-in-place N by using every
individual production data point in
Eq. (4.38), or:

N5
F

Eo

F Eo N5 F/Eo

2.043 106 0.0548 37 MMSTB
8.773 106 0.1540 57 MMSTB
17.053 106 0.2820 60 MMSTB

Step 2. The above calculations show that the
calculated values of the initial oil-in-
place are increasing, as shown
graphically in Figure 4.28, which
indicates a water encroachment, i.e.,
water drive reservoir.

Step 3. For simplicity, select the pot aquifer
model to represent the water
encroachment calculations in the MBE
as given by Eq. (4.47), or:

F

Eo
5N1 K

Δp

Eo

� �

Step 4. Calculate the terms F/Eo and Δp/Eo of
Eq. (4.47):

Large assumed "rD
" or "tD

"Sm
al

l a
ss

um
ed

 "r D
" o

r "
t D

"

Assume a linear drive
B

N

0

F E
o

0

eD

eD

FIGURE 4.27 Havlena and odeh straight-line plot.
(After Havlena, D., Odeh, A.S., 1963. The material bal-
ance as an equation of a straight line: part 1. Trans. AIME
228, I-896 ).

p Δp F Eo F/Eo Δp/Eo
3500 0 � � � �
3488 12 2.043 106 0.0548 37.233 106 219.0
3162 338 8.773 106 0.1540 56.953 106 2194.8
2782 718 17.053 106 0.2820 60.463 106 2546
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Step 5. Plot F/Eo vs. Δp/Eo, as shown in
Figure 4.29, and determine the
intercept and the slope:

Intercept5N5 35 MMSTB

Slope5 K 5 9983 MMSTB

4.4.5 Case 5: Combination Drive
Reservoirs

This relatively complicated case involves the
determination of the following three unknowns:

(1) initial oil-in-place N;
(2) size of the gas cap m;
(3) water influx We.

The general MBE that includes the above
three unknowns is given by Eq. (4.32) as:

F 5NðEo 1mEgÞ1We

where the variables constituting the above
expression are defined by:

F 5Np Bo 1 ðRp 2 RsÞBg

� �
1WpBw

5Np Bt 1 ðRp 2 RsiÞBg

� �
1WpBw

Eo 5 ðBo 2BoiÞ1 ðRsi 2 RsÞBg

5Bt 2Bti

Eg 5Boi
Bg

Bgi
21

� �

Havlena and Odeh differentiated Eq. (4.32)
with respect to pressure and rearranged the
resulting equation to eliminate m, to give:

FE \
g 2 F \Eg

EoE \
g 2 E \

oEg
5N1

WeE
\
g 2W\

eEg

EoE \
g 2 E \

oEg
(4.52)

in which the reversed primes denote derivatives
with respect to pressure. That is:

E \
g 5

@Eg
@p

5
Boi

Bgi

� �
@Bg

@p
� Boi

Bgi

� �
ΔBg

Δp

E \
o 5

@Eo
@p

5
@Bt

@p
� ΔBt

Δp

F \ 5
@F

@p
� ΔF

Δp

W \
e 5

@We

@p
� ΔWe

Δp

A plot of the left-hand side of Eq. (4.52) vs.
the second term on the right for a selected aqui-
fer model should, if the choice is correct, pro-
vide a straight line with unit slope whose
intercept on the ordinate gives the initial oil-in-
place N. After having correctly determined N
and We, Eq. 4.32 can be solved directly for m,
to give:

m5
F 2NEo 2We

NEg
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FIGURE 4.28 Indication of water influx.
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Note that all the above derivatives can be
evaluated numerically using one of the finite
difference techniques; e.g., forward, backward,
or central difference formula.

4.4.6 Case 6: Average Reservoir
Pressure

To gain any understanding of the behavior of a
reservoir with free gas, e.g., solution gas drive
or gas cap drive, it is essential that every effort
be made to determine reservoir pressures with
accuracy. In the absence of reliable pressure
data, the MBE can be used to estimate average
reservoir pressure if accurate values of m and N
are available from volumetric calculations. The
general MBE is given by Eq. (4.39) as:

F 5N½Eo 1mEg�

Solving Eq. (4.39) for the average pressure
using the production history of the field
involves the following graphical procedure:

Step 1. Select the time at which the average res-
ervoir pressure is to be determined and
obtain the corresponding production
data, i.e., Np, Gp, and Rp.

Step 2. Assume several average reservoir pres-
sure values (i.e., p5 pi�Δp) and deter-
mine the PVT properties at each
pressure.

Step 3. Calculate the left-hand side F of
Eq. (4.39) at each of the assumed pres-
sure. That is:

F 5Np½Bo 1 ðRp � RsÞBg�1WpBw

Step 4. Using the same assumed average reser-
voir pressure values of step 2, calculate
the right-hand side (RHS) of Eq. (4.39):

RHS5N½Eo 1mEg�
where

Eo 5 ðBo 2BoiÞ1 ðRsi 2 RsÞBg

Eg 5Boi
Bg

Bgi
21

� �

Step 5. Plot the left- and right-hand sides of the
MBE, as calculated in steps 3 and 4, on
Cartesian paper as a function of
assumed average pressure. The point of
intersection gives the average reservoir
pressure that corresponds to the selected
time of step 1. An illustration of the
graph is shown in Figure 4.30.
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FIGURE 4.29 F/Eo vs. Δp/Eo.
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Step 6. Repeat steps 1 through 5 to estimate
reservoir pressure at each selected
depletion time.

4.5 TRACY’S FORM OF THE MBE

Neglecting the formation and water compressi-
bilities, the general MBE as expressed by
Eq. (4.13) can be reduced to the following:

N5
NpBo 1 ðGp 2NpRsÞBg 2 ðWe 2WpBwÞ

ðBo 2BoiÞ1 ðRsi 2RsÞBg 1mBoiððBg=BgiÞ21Þ
(4.53)

Tracy (1955) suggested that the above rela-
tionship can be rearranged into a more usable
form as:

N5NpΦo 1GpΦg 1 ðWpBw 2WeÞΦw (4.54)

where Φo, Φg, and Φw are considered PVT-
related properties that are functions of pressure
and defined by:

Φo 5
Bo 2 RsBg

Den
(4.55)

Φg 5
Bg

Den
(4.56)

Φw 5
1

Den
(4.57)

with

Den5 ðBo 2BoiÞ1 ðRsi 2 RsÞBg 1mBoi
Bg

Bgi
21

� �
(4.58)

where

Φo5 oil PVT function
Φg5 gas PVT function
Φw5water PVT function

Figure 4.31 shows a graphical presentation
of the behavior of Tracy’s PVT functions with
the changing pressure.

Note that Φo is negative at low pressures and
that all Φ functions are approaching infinity at
bubble point pressure because the value of the
denominator “Den” in Eqs. (4.55)�(4.57)
approaches zero. Tracy’s form is valid only for
initial pressures equal to the bubble point pres-
sure and cannot be used at pressures above the
bubble point. Furthermore, shapes of the Φ
function curves illustrate that small errors in
pressure and/or production can cause large
errors in calculated oil-in-place at pressures near
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FIGURE 4.30 Solution of the material balance for the pressure.
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the bubble point. However, Steffensen (1987)
pointed out that Tracy’s equation uses the oil
formation volume factor at the bubble point
pressure Bob for the initial Boi, which causes all
the PVT functions Φ to become infinity at the
bubble point pressure. Steffensen suggested that
Tracy’s equation could be extended for applica-
tions above the bubble point pressure, i.e., for
undersaturated oil reservoirs, by simply using
the value of Bo at the initial reservoir pressure.
He concluded that Tracy’s methodology could
predict reservoir performance for the entire pres-
sure range from any initial pressure down to
abandonment.

It should be pointed out that because the
rock and water compressibilities are relatively
unimportant below the bubble point pressure;
they were not included in Tracy’s material bal-
ance formulation. They can be included indi-
rectly, however, by the use of pseudovalues of
the oil formation volume factor at pressures
below the initial pressure.

These pseudovalues B�
o are given by:

B�
o 5Bo 1Boi

Swcw 1 cf
12 Sw

� �
ðpi 2 pÞ

These pseudovalues include the additional
pressure support of water and rock compressi-
bilities in the material balance computations.

ggas ,
dp

dz
, goil

with

ggas 5
ρg
144

goil 5
ρo
144

where

goil5 oil gradient, psi/ft
ρo5 oil density, lb/ft3

ggas5 gas gradient, psi/ft
ρg5 gas density, lb/ft3

dp/dz5 reservoir pressure gradient, psi/ft

The following example is given by Tracy
(1955) to illustrate his proposed approach.

Example 4.10
The production history of a saturated oil
reservoir is as follows:

p (psia) Np (MSTB) Gp (MMscf)

1690 0 0
1600 398 38.6
1500 1570 155.8
1100 4470 803

The calculated values of the PVT functions
are given below:

p Φo Φg

1600 36.60 0.4000
1500 14.30 0.1790
1100 2.10 0.0508

Calculate the oil-in-place N.

Solution

The calculations can be conveniently performed
in the following tabulated form using:

N5NpΦo 1GpΦg 1 0

P
V

T
 F

un
ct

io
n

Pressure

0
pb

Φo

Φg

Φw

FIGURE 4.31 Tracy’s PVT functions.

p

(psia)

Np

(MSTB)

Gp

(MMscf)

(NpΦo) (GpΦg) N (STB)

1600 398 38.6 14.523 106 15.423 106 29.743 106

1500 155.8 155.8 22.453 106 27.853 106 50.303 106

1100 803.0 803.0 9.393 106 40.793 106 50.183 106
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The above results show that the original oil-
in-place in this reservoir is approximately
50 MMSTB of oil. The calculation at
1600 psia is a good example of the sensitivity
of such a calculation near the bubble point pres-
sure. Since the last two values of the original
oil-in-place agree so well, the first calculation is
probably wrong.

4.6 PROBLEMS

(1) You have the following data on an oil
reservoir:

Oil Aquifer

Geometry Circular Semicircular
Encroachment angle � 180�

Radius, ft 4000 80,000
Flow regime Semisteady state Unsteady state
Porosity � 0.20
Thickness, ft � 30
Permeability, md 200 50
Viscosity, cp 1.2 0.36
Original pressure 3800 3800
Current pressure 3600 �
Original volume factor 1.300 1.04
Current volume factor 1.303 1.04
Bubble point pressure 3000 �

The field has been on production for 1120
days and has produced 800,000 STB of oil
and 60,000 STB of water. Water and forma-
tion compressibilities are estimated to be
33 1026 and 33 1026 psi21, respectively.

Calculate the original oil-in-place.
(2) The following rock and fluid properties’

data is available on the Nameless Field:

Reservoir area5 1000 acres, Porosity5 10%
Thickness5 20 ft, T5 140�F
swi5 20%, pi5 4000 psi
pb5 4000 psi

The gas compressibility factor and rela-
tive permeability ratio are given by the fol-
lowing expressions:

Z 5 0:820:00002ðp24000Þ
krg
kro

5 0:00127expð17:269SgÞ

The production history of the field is
given below:

4000 psi 3500 psi 3000 psi

μo, cp 1.3 1.25 1.2
μg, cp � 0.0125 0.0120
Bo, bbl/STB 1.4 1.35 1.30
Rs, scf/STB � � 450
GOR, scf/STB 600 � 1573

Subsurface information indicates that
there is no aquifer and that there has been
no water production.

Calculate:

(a) the remaining oil-in-place at 3000 psi;
(b) the cumulative gas produced at 3000 psi.

(3) The following PVT and production history
data is available on an oil reservoir in West
Texas.

Original oil -in-place5 10 MMSTB

Initial water saturation5 22%

Initial reservoir pressure5 2496 psia

Bubble point pressure5 2496 psi

Pressure
(psi)

Bo

(bbl/
STB)

Rs

(scf/
STB)

Bg

(bbl/
scf)

μo

(cp)
μg

(cp)
GOR
(scf/
STB)

2496 1.325 650 0.000796 0.906 0.016 650
1498 1.250 486 0.001335 1.373 0.015 1360
1302 1.233 450 0.001616 1.437 0.014 2080

The cumulative gas�oil ratio at 1302 psi
is recorded at 953 scf/STB. Calculate:
(a) the oil saturation at 1302 psia;
(b) the volume of the free gas in the reser-

voir at 1302 psia;
(c) the relative permeability ratio (kg/ko) at

1302 psia.

(4) The Nameless Field is an undersaturated oil
reservoir. The crude oil system and the rock
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type indicate that the reservoir is highly
compressible. The available reservoir and
production data is given below:

Swi5 0.25, φ5 20%
Area5 1000 acres, h5 70 ft
T5 150�F, Bubble point pressure5 3500 psia

Original
Conditions

Current
Conditions

Pressure, psi 5000 4500
Bo, bbl/STB 1.905 1.920
Rs, scf/STB 700 700
Np, MSTB 0 610.9

Calculate the cumulative oil production
at 3900 psi. The PVT data shows that the
oil formation volume factor is equal to
1.938 bbl/STB at 3900 psia.

(5) The following data2 is available on a gas
cap drive reservoir:

Pressure
(psi)

Np

(MMSTB)
Rp

(scf/
STB)

Bo

(RB/
STB)

Rs

(scf/
STB)

Bg

(RB/
scf)

3330 � � 1.2511 510 0.00087
3150 3.295 1050 1.2353 477 0.00092
3000 5.903 1060 1.2222 450 0.00096
2850 8.852 1160 1.2122 425 0.00101
2700 11.503 1235 1.2022 401 0.00107
2550 14.513 1265 1.1922 375 0.00113
2400 17.730 1300 1.1822 352 0.00120

Calculate the initial oil and free gas
volumes.

(6) If 1 million STB of oil has been produced
from the Calgary Reservoir at a cumulative
produced GOR of 2700 scf/STB, causing
the reservoir pressure to drop from the ini-
tial reservoir pressure of 400 psia to
2400 psia, what is the initial stock-tank oil-
in-place?

(7) The following data is taken from an oil field
that had no original gas cap and no water
drive:

Oil pore volume of reservoir5 75 MM ft3;
Solubility of gas in crude5 0.42 scf/STB/

psi;
Initial bottom-hole pressure5 3500 psia;
Bottom-hole temperature5 140�F;
Bubble point pressure of the reservoir5

3000 psia;
Formation volume factor at 3500 psia5

1.333 bbl/STB;
Compressibility factor of the gas at

1000 psia and 140�F5 0.95;
Oil produced when pressure is 2000

psia5 1.0 MMSTB.
Net cumulative produced GOR5 2800

scf/STB
(a) Calculate the initial STB of oil in the

reservoir.
(b) Calculate the initial scf of gas in the

reservoir.
(c) Calculate the initial dissolved GOR of

the reservoir.
(d) Calculate the scf of gas remaining in the

reservoir at 2000 psia.
(e) Calculate the scf of free gas in the reser-

voir at 2000 psia.
(f) Calculate the gas volume factor of the

escaped gas at 2000 psia at standard
conditions of 14.7 psia and 60�F.

(g) Calculate the reservoir volume of the
free gas at 2000 psia.

(h) Calculate the total reservoir GOR at
2000 psia.

(i) Calculate the dissolved GOR at
2000 psia.

(j) Calculate the liquid volume factor of
the oil at 2000 psia.

(k) Calculate the total, or two-phase, oil
volume factor of the oil and its initial
complement of dissolved gas at
2000 psia.

(8) Production data, along with reservoir and
fluid data, for an undersaturated reservoir
follows. There was no measureable water
produced, and it can be assumed that there

2Dake, L., 1978. Fundamentals of Reservoir
Engineering. Elsevier, Amsterdam.
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was no free gas flow in the reservoir.
Determine the following:
(a) the saturations of oil, gas, and water at

a reservoir pressure of 2258 psi;
(b) has water encroachment occurred and,

if so, what is the volume?
Gas gravity5 0.78
Reservoir temperature5 160�F
Initial water saturation5 25%
Original oil-in-place5 180 MMSTB
Bubble point pressure5 2819 psia

The following expressions for Bo and Rso

as functions of pressure were determined
from laboratory data:

Bo 5 1:001 0:00015p; bbl=STB

Rso 5 501 0:42p;scf=STB

(9) The Wildcat Reservoir was discovered in
1970. The reservoir had an initial pressure
of 3000 psia, and laboratory data indicated
a bubble point pressure of 2500 psia. The
connate water saturation was 22%.
Calculate the fractional recovery Np/N from
initial conditions down to a pressure of
2300 psia. State any assumptions that you
make relative to the calculations.

Porosity5 0.165
Formation

compressibility5 2.53 1026 psia21

Reservoir temperature5 150�F

Pressure
(psia)

Cumulative
Oil

Produced
(MMSTB)

Cumulative
Gas

Produced
(MMscf)

Instantaneous
GOR

(scf/STB)

2819 0 0 1000

2742 4.38 4.380 1280

2639 10.16 10.360 1480

2506 20.09 21.295 2000

2403 27.02 30.260 2500

2258 34.29 41.150 3300

Pressure
(psia)

Bo

(bbl/
STB)

Rso

(scf/
STB)

Z Bg

(bbl/
scf)

Viscosity
ratio
μo/μg

3000 1.315 650 0.745 0.000726 53.91
2500 1.325 650 0.680 0.000796 56.60
2300 1.311 618 0.663 0.000843 61.46
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C HA P T E R

5
Predicting Oil Reservoir

Performance

Most reservoir engineering calculations involve
the use of the material balance equation (MBE).
Some of the most useful applications of the MBE
require the concurrent use of fluid flow equa-
tions, e.g., Darcy’s equation. Combining the two
concepts would enable the engineer to predict the
reservoir future production performance as a
function of time. Without the fluid flow concepts,
the MBE simply provides performance as a func-
tion of the average reservoir pressure. Prediction
of the reservoir future performance is ordinarily
performed in the following three phases:

Phase 1: The first phase involves the use of
the MBE in a predictive mode to estimate
cumulative hydrocarbon production and frac-
tional oil recovery as a function of declining res-
ervoir pressure and increasing gas�oil ratio
(GOR). These results are incomplete, however,
because they give no indication of the time that
it will take to recover oil at any depletion stage.
In addition, this stage of calculations is per-
formed without considering:

• the actual number of wells;
• the location of wells;
• the production rate of individual wells;
• the time required to deplete the reservoir.

Phase 2: To determine recovery profile as a
function of time, it is necessary to generate indi-
vidual well performance profile with declining

reservoir pressure. This phase documents different
techniques that are designed to model the produc-
tion performance of vertical and horizontal wells.

Phase 3: The third stage of prediction is the
time�production phase. In these calculations,
the reservoir and well performance data is cor-
related with time. It is necessary in this phase to
account for the number of wells and the pro-
ductivity of individual well.

5.1 PHASE 1. RESERVOIR
PERFORMANCE PREDICTION
METHODS

The MBE in its various mathematical forms as
presented in Chapter 4 is designed to provide
estimates of the initial oil-in-place N, size of the
gas cap m, and water influx We. To use the
MBE to predict the reservoir future perfor-
mance, two additional relations are required:

the equation of producing (instantaneous) GOR;
the equation for relating saturations to cumula-

tive oil production.

These auxiliary mathematical expressions are
presented below.

5.1.1 Instantaneous GOR

The produced GOR at any particular time is the
ratio of the standard cubic feet of total gas
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being produced at any time to the stock-tank
barrels of oil being produced at the same
instant—hence, the name instantaneous GOR.
Eq. (1.53) describes the GOR mathematically
by the following expression:

GOR5Rs 1
krg
kro

� �
μoBo

μgBg

 !
(5.1)

where

GOR5 instantaneous gas�oil ratio, scf/STB
Rs5 gas solubility, scf/STB
krg5 relative permeability to gas
kro5 relative permeability to oil
Bo5 oil formation volume factor, bbl/STB
Bg5 gas formation volume factor, bbl/scf
μo5 oil viscosity, cp
μg5 gas viscosity, cp

The instantaneous GOR equation is of fun-
damental importance in reservoir analysis. The
importance of Eq. (5.11) can appropriately be
discussed in conjunction with Figures 5.1 and
5.2. Those illustrations show the history of the
GOR of a hypothetical depletion drive reservoir
that is typically characterized by the following
points:

Point 1. When the reservoir pressure p is
above the bubble point pressure pb, there is no

free gas in the formation, i.e., krg5 0, and
therefore:

GOR5Rsi 5 Rsb (5.2)

The GOR remains constant at Rsi until the
pressure reaches the bubble point pressure at
point 2.

Point 2. As the reservoir pressure declines
below pb, the gas begins to evolve from solution
and its saturation increases. However, this free
gas cannot flow until the gas saturation Sg
reaches the critical gas saturation Sgc at point 3.
From point 2 to point 3, the instantaneous GOR
is described by a decreasing gas solubility, as:

GOR5 Rs (5.3)

Point 3. At this point, the free gas begins to
flow with the oil and the values of GOR pro-
gressively increase with the declining reservoir
pressure to point 4. During this pressure decline
period, the GOR is described by Eq. (5.1), or:

GOR5Rs 1
krg
kro

� �
μoβo

μgBg

 !

Point 4. At this point, the maximum GOR is
reached due to the fact that the supply of gas
has reached a maximum and marks the begin-
ning of the blow-down period to point 5.

pb

pi

2

3

5

GOR

Sg

4

Pressure1

P
re

ss
ur

e

Time

FIGURE 5.1 Characteristics of solution gas drive
reservoirs.

GOR

1 2

3

4

5

Pressure

Rs  

Rsi 

pi pb

FIGURE 5.2 History of GOR and Rs for a solution gas
drive reservoir.
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Point 5. This point indicates that all the pro-
ducible free gas has been produced and the
GOR is essentially equal to the gas solubility
and continues to decline following the Rs curve.

There are three types of GORs, all expressed
in scf/STB, which must be clearly distinguished
from each other. These are:

• instantaneous GOR (defined by Eq. (5.1));
• solution GOR, i.e., gas solubility Rs;
• cumulative GOR Rp.

The solution GOR is a PVT property of the
crude oil system. It is commonly referred to as
“gas solubility” and denoted by Rs. It measures
the tendency of the gas to dissolve in or evolve
from the oil with changing pressures. It should
be pointed out that as long as the evolved gas
remains immobile, i.e., gas saturation Sg is less
than the critical gas saturation, the instanta-
neous GOR is equal to the gas solubility. That is:

GOR5Rs

The cumulative GOR Rp, as defined previ-
ously in the MBE, should be clearly distin-
guished from the producing (instantaneous)
GOR. The cumulative GOR is defined as:

Rp 5
Cumulative ðtotalÞ gas produced

Cumulative oil produced

or

Rp 5
Gp

Np
(5.4)

where

Rp5 cumulative GOR, scf/STB
Gp5 cumulative gas produced, scf
Np5 cumulative oil produced, STB

The cumulative gas produced Gp is related to
the instantaneous GOR and cumulative oil pro-
duction by the expression:

Gp 5

ðNp

0
ðGORÞdNp (5.5)

Eq. (5.5) simply indicates that the cumulative
gas production at any time is essentially the
area under the curve of the GOR vs. Np rela-
tionship, as shown in Figure 5.3. The incremen-
tal cumulative gas produced, ΔGp, between Np1

and Np2 is then given by:

ΔGp 5

ðNp2

Np1

ðGORÞdNp (5.6)

This integral can be approximated by using
the trapezoidal rule, to give:

ΔGp 5
ðGORÞ1 1 ðGORÞ2

2

� �
ðNp2 2Np1Þ

or

ΔGp 5 ðGORÞavg ΔNp

Eq. (5.5) can then be approximated as:

Gp 5
X
0

ðGORÞavgΔNp (5.7)

Example 5.1
The following production data is available on a
depletion drive reservoir:

p (psi) GOR (scf/STB) Np (MMSTB)
1340 0

2600 1340 1.380
2400 1340 2.260

Np

Gp

Np2Np1

GOR2

GOR1

GOR

d

FIGURE 5.3 Relationship between GOR and Gp.
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1340 3.445
1800 1936 7.240
1500 3584 12.029
1200 6230 15.321

The initial reservoir pressure is 2925 psia with a
bubble point pressure of 2100 psia. Calculate
cumulative gas produced Gp and cumulative GOR
at each pressure.

Solution

Step 1. Construct the following table by applying
Eqs. (5.4) and (5.7):

Rp 5
Gp

Np

ΔGp 5
ðGORÞ1 1 ðGORÞ2

2

� �
ðNp2 2Np1Þ5 ðGORÞavg ΔNp

Gp 5
X
0

ðGORÞavg ΔNp

It should be pointed out that the crude oil
PVT properties used in the MBE are appropri-
ate for moderate�low volatility “black oil” sys-
tems, which, when produced at the surface, are
separated into oil and solution gas. These prop-
erties, as defined mathematically below, are
designed to relate surface volumes to reservoir
volumes and vice versa.

Rs 5

Volume of solution gas dissolved

in the oil at reservoir condition

Volume of the oil at stock-tank conditions

Bo 5
Volume of oil at reservoir condition

Volume of the oil at stock-tank conditions

Bg 5
Volume of the free gas at reservoir condition

Volume of free gas at stock-tank conditions

Whitson and Brule (2000) point out that the
above three properties constitute the classical
(black oil) PVT data required for various type
of applications of the MBE. However, in formu-
lating the material balance equation, the follow-
ing assumptions were made when using the
black oil PVT data:

(1) Reservoir gas does not yield liquid when
brought to the surface.

(2) Reservoir oil consists of two surface “com-
ponents”; stock-tank oil and total surface
separator gas.

(3) Properties of stock-tank oil in terms of its
API gravity and surface gas do not change
with depletion pressure.

(4) Surface gas released from the reservoir oil
has the same properties as the reservoir gas.

This situation is more complex when dealing
with volatile oils. This type of crude oil system
is characterized by significant hydrocarbon liq-
uid recovery from their produced reservoir
gases. As the reservoir pressure drops below the
bubble point pressure, the evolved solution gas
liberated in the reservoir contains enough heavy
components to yield appreciable condensate
dropout at the separators that is combined with
the stock-tank oil. This is in contrast to black
oils for which little error is introduced by the
assumption that there is negligible hydrocarbon
liquid recovery from produced gas. Also, vola-
tile oils evolve gas and develop free-gas satura-
tion in the reservoir more rapidly than normal
black oils as pressure declines below the bubble
point. This causes relatively high GORs at the
wellhead. Thus, performance predictions differ

P
(psi)

GOR
(scf/STB)

(GOR)avg
(scf/STB)

Np

(MMSTB)
ΔNp

(MMSTB)
ΔGp

(MMscf)
Gp

(MMscf)
Rp

(scf/STB)
2925 1340 1340 0 0 0 0 �
2600 1340 1340 1.380 1.380 1849 1849 1340
2400 1340 1340 2.260 0.880 1179 3028 1340
2100 1340 1340 3.445 1.185 1588 4616 1340
1800 1936 1638 7.240 3.795 6216 10,832 1496
1500 3584 2760 12.029 4.789 13,618 24,450 2033
1200 6230 4907 15.321 3.292 16,154 40,604 2650

488 CHAPTER 5 Predicting Oil Reservoir Performance



from those discussed for black oils mainly
because of the need to account for liquid recov-
ery from the produced gas. Conventional mate-
rial balances with standard laboratory PVT
(black oil) data underestimate oil recovery. The
error increases for increasing oil volatility.

Consequently, depletion performance of vol-
atile oil reservoirs below bubble point is
strongly influenced by the rapid shrinkage of oil
and by the large amounts of gas evolved. This
results in relatively high gas saturation, high
producing GORs, and low-to-moderate produc-
tion of reservoir oil. The produced gas can yield
a substantial volume of hydrocarbon liquids in
the processing equipment. This liquid recovery
at the surface can equal or exceed the volume
of stock-tank oil produced from the reservoir
liquid phase. Depletion-drive recoveries are
often between 15% and 30% of the original
oil-in-place.

For volatile oil reservoir primary-perfor-
mance prediction methods, the key require-
ments are correct handling of the oil shrinkage,
gas evolution, gas and oil flow in the reservoir,
and liquids recovery at the surface. If

Qo5 black oil flow rate, STB/day
Q\

o 5 total flow rate including condensate, STB/
day

Rs5 gas solubility, scf/STB
GOR5 total measured gas�oil ratio, scf/STB
rs5 condensate yield, STB/scf

then

Qo 5Q\
o 2 ðQ\

oGOR2QoRsÞrs
Solving for Qo gives:

Qo 5Q\
o

12 ðrsGORÞ
12 ðrsRsÞ

� �

The above expression can be used to adjust the
cumulative “black oil” production, Np, to
account for the condensate production. The black
oil cumulative production is then calculated from:

Np 5

ðt
0

Qodt �
Xt
0

ðΔQoΔt Þ

The cumulative total gas production “Gp”
and the adjusted cumulative black oil produc-
tion “Np” is used in Eq. (5.4) to calculate the
cumulative gas�oil ratio, i.e.:

Rp 5
Gp

Np

See Whitson and Brule (2000).

5.1.2 The Reservoir Saturation
Equations and Their
Adjustments

The saturation of a fluid (gas, oil, or water) in
the reservoir is defined as the volume of the
fluid divided by the pore volume, or:

So 5
Oil volume

Pore volume
(5.8)

Sw 5
Water volume

Pore volume
(5.9)

Sg 5
Gas volume

Pore volume
(5.10)

So 1 Sw 1 Sg 5 1:0 (5.11)

Consider a volumetric oil reservoir with no
gas cap that contains N stock-tank barrels of oil
at the initial reservoir pressure pi. Assuming no
water influx gives:

Soi 5 12 Swi

where the subscript “i” indicates the initial res-
ervoir condition. From the definition of oil
saturation:

12Swi 5
NBoi

Pore volume

or

Pore volume5
NBoi

12 Swi
(5.12)
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If the reservoir has producedNp stock-tank bar-
rels of oil, the remaining oil volume is given by:

Remaining oil volume5 ðN2NpÞBo (5.13)

Substituting Eqs. (5.13) and (5.12) into
Eq. (5.8) gives:

So 5
Remaining oil volume

Pore volume
5

ðN2NpÞBo

ðNBoiÞ
ð12SwiÞ

(5.14)

or

So 5 ð12SwiÞ 12
Np

N

� �
Bo

Boi
(5.15)

and therefore:

Sg 5 12So 2Swi (5.16)

Example 5.2
A volumetric solution gas drive reservoir has an
initial water saturation of 20%. The initial oil
formation volume factor is reported at 1.5 bbl/
STB. When 10% of the initial oil was produced,
the value of Bo decreased to 1.38. Calculate
the oil saturation and the gas saturation.

Solution

From Eqs. (5.15) and (5.16):

So 5 ð12SwiÞ 12
Np

N

� �
Bo

Boi

5 ð120:2Þð120:1Þ 1:38

1:50

� �
5 0:662

Sg 5 12 So 2Swi

5 120:66220:205 0:138

It should be pointed out that the values of the
relative permeability ratio krg/kro as a function of
oil saturation can be generated by using the
actual field production as expressed in terms of
Np, GOR, and PVT data. The recommended
methodology involves the following steps:

Step 1. Given the actual field cumulative oil
production Np and the PVT data as a
function of pressure, calculate the oil

and gas saturations from Eqs. (5.15)
and (5.16):

So 5 ð12 SwiÞ 12
Np

N

� �
Bo

Boi

Sg 5 12So 2 Swi

Step 2. Using the actual field instantaneous
GORs, solve Eq. (5.1) for the relative
permeability ratio, as:

krg
kro

5 ðGOR2 RsÞ
μgBg

μoBo

� �

Step 3. The relative permeability ratio is
traditionally expressed graphically by
plotting krg/kro vs. So on semilog paper.
This is obviously not the case in a
gravity drainage reservoir and will
result in the calculation of abnormally
low oil saturation.

Note that Eq. (5.14) suggests that all the
remaining oil saturation at any depletion stage
is distributed uniformly throughout the reser-
voir. In dealing with gravity drainage reservoirs,
water drive reservoirs, or gas cap drive reser-
voirs, adjustments must be made to the oil satu-
ration as calculated by Eq. (5.14) to account
for:

• migration of the evolved gas upstructure;
• trapped oil in the water-invaded region;
• trapped oil in the gas cap expansion zone;
• loss of oil saturation in the gas cap shrink-

age zone.

Oil Saturation Adjustment in Gravity
Drainage Reservoirs. In these types of reser-
voirs, the gravity effects result in much lower
producing GORs than would be expected from
reservoirs producing without the benefit of grav-
ity drainage. This is due to the upstructure
migration of the gas and consequent higher oil
saturation in the vicinity of the completion inter-
vals of the production wells that should be used
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when calculating the oil relative permeability
kro. The following steps summarize the recom-
mended procedure for adjusting Eq. (5.14) to
reflect the migration of gas to the top of the
structure:

Step 1. Calculate the volume of the evolved gas
that will migrate to the top of the for-
mation to form the secondary gas cap
from the following relationship:

ðgasÞmigrated 5 NRsi 2 ðN2NpÞRs 2NpRp
� �

Bg

2
NBoi

12Swi
2 ðPV ÞSGC

� �
Sgc

where
(PV)SGC5 pore volume of the secondary

gas cap, bbl
Sgc5 critical gas saturation
Bg5 current gas formation volume fac-

tor, bbl/scf
Step 2. Recalculate the volume of the evolved

gas that will form the secondary gas cap
from the following relationship:

ðgasÞmigrated 5 ½12 Swi 2 Sorg�ðPVÞSGC
where
(PV)SGC5 pore volume of the secondary

gas cap, bbl
Sorg5 residual oil saturation to gas

displacement
Swi5 connate or initial water saturation

Step 3. Equating the two derived relationships
and solving for secondary gas cap pore
volume gives:

ðPVÞSGC 5
NRsi 2 ðN2NpÞRs 2NpRp
� �

Bg 2
ðNBoiÞ

ð12SwiÞ

� �
Sgc

ð12 Swi 2 Sorg 2SgcÞ

Step 4. Adjust Eq. (5.14) to account for the
migration of the evolved gas to the sec-
ondary gas cap, to give:

So 5
ðN2NpÞBo 2 ðPVÞSGCSorg

ðNBoiÞ
ð12SwiÞ

� �
2 ðPVÞSGC

(5.17)

It should be noted that the oil recovery by
gravity drainage involves two fundamental
mechanisms:

(1) the formation of the secondary gas cap as
presented by Eq. (5.17);

(2) the gravity drainage rate.

For an efficient gravity drive mechanism, the
gas must flow upstructure while the oil flows
downstructure, i.e., both fluids are moving in
opposite directions; this is called the “counter-
flow” of oil and gas. Since both fluids are flowing,
gas�oil relative permeability characteristics of the
formation are very important. Since the gas satu-
ration is not uniform throughout the oil column,
the field calculated krg/kro, which is based on the
material balance calculations, must be used. For
the counterflow to occur, the actual reservoir pres-
sure gradient must be between the static gradient
of the oil and that of the gas. That is:

ρgas ,
dp

dz

� �
, ρoil

where

ρoil5 oil gradient, psi/ft
ρgas5 gas gradient, psi/ft
dp/dz5 reservoir pressure gradient, psi/ft

Terwilliger et al. (1951) pointed out that oil
recovery by gravity segregation is rate sensitive
and that a rather sharp decrease in recovery
would occur at production rates above the max-
imum rate of gravity drainage and, hence,
production should not exceed this particular
maximum rate. The maximum rate of gravity
drainage is defined as the “rate at which com-
plete counterflow exists” and expressed mathe-
matically by the following expression:

qo 5
7:833 1026kkroAðρo 2 ρgÞsinðαÞ

μo

where

qo5 oil production rate, bbl/day
ρo5 oil density, lb/ft3

ρg5 gas density, lb/ft3
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A5 cross-sectional area open to flow, ft2

k5 absolute permeability, md
α5 dip angle

This calculated value of qo represents the
maximum oil rate that should not be exceeded
without causing the gas to flow downward.
Oil saturation Adjustment due to Water
Influx. The proposed oil saturation adjustment
methodology is illustrated in Figure 5.4 and
described by the following steps:

Step 1. Calculate the PV in the water-invaded
region, as:

We 2WpBw 5 ðPVÞwaterð12 Swi 2 SorwÞ

Solving for the PV of the water-
invaded zone (PV)water gives:

ðPVÞwater 5
We 2WpBw

12Swi 2Sorw
(5.18)

where
(PV)water5 pore volume in water-invaded

zone, bbl
Sorw5 residual oil saturated in the imbi-

bition water�oil system
Step 2. Calculate the oil volume in the water-

invaded zone, or:

Volume of oil5 ðPVÞwaterSorw (5.19)

Step 3. Adjust Eq. (5.14) to account for the
trapped oil by using Eqs. (5.18) and
(5.19):

So 5

ðN2NpÞBo 2
We 2WpBw

12Swi 2Sorw

� �
Sorw

NBoi

12 Swi

� �
2

We 2WpBw

12Swi 2Sorw

� � (5.20)

Oil Saturation Adjustment due to Gas Cap
Expansion. The oil saturation adjustment pro-
cedure is illustrated in Figure 5.5 and summa-
rized below:

Step 1. Assuming no gas is produced from the
gas cap, calculate the net expansion of
the gas cap from:

Expansion of the gas cap5mNBoi
Bg

Bgi
21

� �
(5.21)

Step 2. Calculate the PV of the gas-invaded
zone (PV)gas by solving the following
simple material balance:

mNBoi
Bg

Bgi
21

� �
5 ðPVÞgasð12Swi 2SorgÞ

or

ðPVÞgas 5
mNBoiððBg=BgiÞ21Þ

12Swi 2 Sorg
(5.22)

where
(PV)gas5 pore volume of the gas-invaded

zone
Sorg5 residual oil saturation in gas�oil

system
Step 3. Calculate the volume of oil in the gas-

invaded zone.

Oil volume5 ðPVÞgasSorg (5.23)

Soi, Swi

Water Influx Sorg Water Influx

Current WOC

Original WOC

FIGURE 5.4 Oil saturation adjustment for water influx.
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Step 4. Adjust Eq. (5.14) to account for the
trapped oil in the gas expansion zone
by using Eqs. (5.22) and (5.23), to give:

So 5

ðN2NpÞBo 2

mNBoi
Bg

Bgi
21

� �
12Swi 2 Sorg

2
664

3
775Sorg

NBoi

12 Swi

� �
2

mNBoi

12Swi 2Sorg

� �
Bg

Bgi
21

� � (5.24)

Oil Saturation Adjustment for Combination
Drive. For a combination drive reservoir, i.e.,
water influx and gas cap, the oil saturation
equation as given by Eq. (5.14) can be adjusted
to account for both driving mechanisms, as:

So 5 ðN2NpÞBo 2
mNBoi

Bg

Bgi
21

� 	
Sorg

12Swi 2 Sorg

0
@

1
A

2
4

1
ðWe 2BwWpÞSorw
12Swi 2Sorw

� �#

NBoi

12 Swi

� �
2

mNBoi
Bg

Bgi
21

� 	
12 Swi 2 Sorg

0
@

1
A

2
4

1
We 2WpBw

12Swi 2Sorw

� �# (5.25)

Oil Saturation Adjustment for Shrinking Gas
Cap. The control of the gas cap size is very
often a reliable guide to the efficiency of reser-
voir operations. A shrinking gas cap will cause
the loss of a substantial amount of oil, which
might otherwise be recovered. Normally, there
is little or no oil saturation in the gas cap, and
if the oil migrates into the original gas zone
there will necessarily be some residual oil satu-
ration remaining in this portion of the gas cap
at abandonment. As pointed out by Cole
(1969), the magnitude of this loss may be quite
large and depends on:

• the area of the gas�oil contact;
• the rate of gas cap shrinkage;
• the relative permeability characteristics;
• the vertical permeability.

A shrinking gas cap can be controlled by
either shutting in wells that are producing large
quantities of gas cap gas or returning some of
the produced gas back to the gas cap portion of
the reservoir. In many cases, the shrinkage can-
not be completely eliminated by shutting in
wells, as there is a practical limit to the number
of wells that can be shut in. The amount of
oil lost by the shrinking gas cap can be very
well the engineer’s most important economic

Gas Cap

Sgi, Swi

Sg, Swi

Swi, Sorg

Gas Cap Expansion

Original GOC

Current GOC

FIGURE 5.5 Oil saturation adjustment for gas cap expansion.

493CHAPTER 5 Predicting Oil Reservoir Performance



justification for the installation of gas return
facilities.

The difference between the original volume of
the gas cap and the volume occupied by the gas
cap at any subsequent time is a measure of the
volume of oil that has migrated into the gas cap.
If the size of the original gas cap is mNBoi, then
the expansion of the original free gas resulting
from reducing the pressure from pi to p is:

Expansion of the original gas cap5mNBoi
Bg

Bgi

� �
� 1

� �

where

mNBoi5 original gas cap volume, bbl
Bg5 gas formation volume factor, bbl/scf

If the gas cap is shrinking, then the volume
of the produced gas must be larger than the gas
cap expansion. All of the oil that moves into the
gas cap will not be lost, as this oil will also be
subject to the various driving mechanisms.
Assuming no original oil saturation in the gas
zone, the oil that will be lost is essentially the
residual oil saturation remaining at abandon-
ment. If the cumulative gas production from the
gas cap is Gpc in scf, the volume of the gas cap
shrinkage as expressed in barrels is equal to:

Gas cap shrinkage5GpcBg 2mNBoi
Bg

Bgi

� �
21

� �

From the volumetric equation:

GpcBg 2mNBoi
Bg

Bgi

� �
21

� �
5 7758Ahφð12Swi 2 SgrÞ

where

A5 average cross-sectional area of the gas�oil
contact, acres

h5 average change in depth of the gas�oil con-
tact, ft

Sgr5 residual gas saturation in the shrinking zone

The volume of oil lost as a result of oil
migration to the gas cap can also be calculated
from the volumetric equation as follows:

Oil lost5
7758AhφSorg

Boa

where

Sorg5 residual oil saturation in the gas cap
shrinking zone

Boa5 oil formation volume factor at abandonment

Combining the above relationships and elimi-
nating the term 7758Ahφ gives the following
expression for estimating the volume of oil in
barrels lost in the gas cap:

Oil lost5
GpcBg 2mNBoi

Bg

Bgi

� 	
21

� 	h i
Sorg

ð12 Swi 2 SgrÞBoa

where

Gpc5 cumulative gas production for the gas
cap, scf

Bg5 gas formation volume factor, bbl/scf

All the methodologies that have been devel-
oped to predict the future reservoir performance
are essentially based on employing and combin-
ing the above relationships that include:

• the MBE;
• the saturation equations;
• the instantaneous GOR;
• the equation relating the cumulative GOR to

the instantaneous GOR.

Using the above information, it is possible to
predict the field primary recovery performance
with declining reservoir pressure. There are
three methodologies that are widely used in the
petroleum industry to perform a reservoir study.
These are:

(1) the Tracy method;
(2) the Muskat method;
(3) the Tarner method.

All three methods yield essentially the same
results when small intervals of pressure or time
are used. The methods can be used to predict
the performance of a reservoir under any driv-
ing mechanism, including:

• solution gas drive;
• gas cap drive;
• water drive;
• combination drive.
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The practical use of all the techniques is
illustrated in predicting the primary recovery
performance of a volumetric solution gas drive
reservoir. Using the appropriate saturation equa-
tion, e.g., Eq. (5.20), for a water drive reservoir,
any of the available reservoir prediction techni-
ques could be applied to other reservoirs operat-
ing under different driving mechanisms.

The following two cases of the solution gas
drive reservoir are considered:

(1) undersaturated oil reservoirs;
(2) saturated oil reservoirs.

5.1.3 Undersaturated Oil Reservoirs

When the reservoir pressure is above the bubble
point pressure of the crude oil system, the reser-
voir is considered as undersaturated. The gen-
eral material balance is expressed in Chapter 4
by Eq. (4.15):

N5

Np½Bo 1 ðRp 2RsÞBg�2 ðWe 2WpBwÞ
2GinjBginj 2WinjBwi

ðBo 2BoiÞ1 ðRsi 2RsÞBg 1mBoi
Bg

Bgi

� �
21

� �

1Boið11mÞ ðSwicw 1 cfÞ
ð12 SwiÞ

� �
Δp

For a volumetric undersaturated reservoir
with no fluid injection, the following conditions
are observed:

• m5 0;
• We5 0;
• Rs5Rsi5Rp.

Imposing the above conditions on the MBE
reduces the equation to the following simplified
form:

N5
NpBo

ðBo 2BoiÞ1Boi
ðSwicw 1 cfÞ
ð12 SwiÞ

� �
Δp

(5.26)

with

Δp5 pi 2 p

where

pi5 initial reservoir pressure
p5 current reservoir pressure

Hawkins (1955) introduced the oil compress-
ibility co into the MBE to further simplify the
equation. The oil compressed is defined as:

co 5
1

Boi

@Bo

@p
� 1

Boi

Bo 2Boi

Δp

Rearranging:

Bo 2Boi 5 coBoi Δp

Combining the above expression with
Eq. (5.26) gives:

N5
NpBo

coBoi Δp1Boi
Swicw 1 cf
12 Swi

� �
Δp

(5.27)

The denominator of the above equation can
be regrouped as:

N5
NpBo

Boi co 1
Swicw
12 Swi

� �
1

cf
12Swi

� �� �
Δp

(5.28)

Since there are only two fluids in the reser-
voir, i.e., oil and water, then:

Soi 5 12 Swi

Rearranging Eq. (5.28) to include initial oil
saturation gives:

N5
NpBo

Boi
ðSoico 1 Swicw 1 cfÞ

ð12SwiÞ

� �
Δp

The term in the square brackets is called the
effective compressibility and defined by
Hawkins (1955) as:

ce 5
Soico 1 Swicw 1 cf

12Swi
(5.29)

Therefore, the MBE above the bubble point
pressure becomes:

N5
NpBo

Boice Δp
(5.30)
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Eq. (5.30) can be expressed as the equation
of a straight line by:

p5 pi 2
1

NBoice

� �
NpBo (5.31)

Figure 5.6 indicates that the reservoir pres-
sure will decrease linearly with cumulative res-
ervoir voidage NpBo.

Rearranging Eq. (5.31) and solving for the
cumulative oil production Np gives:

Np 5Nce
Bo

Boi

� �
Δp (5.32)

The calculation of future reservoir produc-
tion, therefore, does not require a trial-and-
error procedure, but can be obtained directly
from the above expression.

Example 5.3
The following data is available on a volumetric
undersaturated oil reservoir.

pi5 4000 psi, co5 153 1026 psi21

pb5 3000 psi, cw5 33 1026 psi21

N5 85 MMSTB, Swi5 30%
cf5 53 1026 psi21, Boi5 1.40 bbl/STB

Estimate cumulative oil production when the
reservoir pressure drops to 3500 psi. The oil formation
volume factor at 3500 psi is 1.414 bbl/STB.

Solution

Step 1. Determine the effective compressibility from
Eq. (5.29):

ce 5
Soico 1Swicw 1 cf

12Swi

5
ð0:7Þð153 1026Þ1 ð0:3Þð33 1026Þ1 53 1026

120:3

5 23:433 1026 psi21

Step 2. Estimate Np from Eq. (5.32):

Np 5Nce
Bo

Boi

� �
Δp

5 ð853 106Þð23:433 1026Þ 1:411

1:400

� �
ð400023500Þ

5 985:18 MSTB

5.1.4 Saturated Oil Reservoirs

If the reservoir originally exists at its bubble
point pressure, the reservoir is referred to as a
saturated oil reservoir. This is considered as the
second type of solution gas drive reservoir. As
the reservoir pressure declines below the bubble
point, the gas begins to evolve from the solu-
tion. The general MBE may be simplified by
assuming that the expansion of the gas is much
greater than the expansion of rock and initial
water and, therefore, can be neglected. For a

P
re

ss
ur

e

NpBo

pb

pi

FIGURE 5.6 Pressure voidage relationship.
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volumetric and saturated oil reservoir with no
fluid injection, the MBE can be expressed by:

N5
NpBo 1 ðGp 2NpRsÞBg

ðBo 2BoiÞ1 ðRsi 2 RsÞBg
(5.33)

This MBE contains two unknowns. These
are:

(1) cumulative oil production Np;
(2) cumulative gas production Gp.

The following reservoir and PVT data must
be available in order to predict the primary
recovery performance of a depletion drive reser-
voir in terms of Np and Gp:

Initial oil-in-place N: Generally the volumetric
estimate of oil-in-place is used in calculating
the performance. However, where there is
sufficient solution gas drive history, this esti-
mate may be checked by calculating a mate-
rial balance estimate.

Hydrocarbon PVT data: Since differential gas
liberation is assumed to best represent the
conditions in the reservoir, differential labo-
ratory PVT data should be used in reservoir
material balance. The flash PVT data is then
used to convert from reservoir conditions to
stock-tank conditions.

If laboratory data is not available, reasonable
estimates may sometimes be obtained from pub-
lished correlations. If differential data is not
available, the flash data may be used instead;
however, this may result in large errors for
high-solubility crude oils.

Initial fluid saturations: Initial fluid satura-
tions obtained from a laboratory analysis of
core data are preferred; however, if these are
not available, estimates in some cases either
may be obtained from a well log analysis or
may be obtained from other reservoirs in the
same or similar formations.

Relative permeability data: Generally,
laboratory-determined kg/ko and kro data is aver-
aged to obtain a single representative set for the
reservoir. If laboratory data is not available,

estimates in some cases may be obtained from
other reservoirs in the same or similar formations.

Where there is sufficient solution gas drive
history for the reservoir, calculate krg/kro values
vs. saturation from:

So 5 ð12SwiÞ 12
Np

N

� �
Bo

Boi

krg
kro

5 ðGOR2 RsÞ
μgBg

μoBo

� �

The above results should be compared with
the averaged laboratory relative permeability
data. This may indicate a needed adjustment in
the early data and possibly an adjustment in the
overall data.

All the techniques that are used to predict
the future performance of a reservoir are based
on combining the appropriate MBE with the
instantaneous GOR using the proper saturation
equation. The calculations are repeated at a
series of assumed reservoir pressure drops.
These calculations are usually based on one
stock-tank barrel of oil-in-place at the bubble
point pressure, i.e., N5 1. This avoids dealing
with large numbers in the calculation procedure
and permits calculations to be made on the
basis of the fractional recovery of initial oil-in-
place.

As mentioned above, there are several widely
used techniques that were specifically developed
to predict the performance of solution gas drive
reservoirs, including:

• the Tracy method;
• the Muskat technique;
• the Tarner method.

These methodologies are presented below.

Tracy Method. Tracy (1955) suggested that the
general MBE can be rearranged and expressed
in terms of three functions of PVT variables.
Tracy’s arrangement is given in Chapter 4 by
Eq. (4.54) and is repeated here for convenience:

N5NpΦo 1GpΦg 1 ðWpBw 2WeÞΦw (5.34)
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where Φo, Φg, and Φw are considered PVT-
related properties that are functions of pressure
and defined by:

Φo 5
Bo 2RsBg

Den

Φg 5
Bg

Den

Φw 5
1

Den

with

Den5 ðBo 2BoiÞ1 ðRsi 2RsÞBg 1mBoi
Bg

Bgi
21

� �
(5.35)

For a solution gas drive reservoir, Eqs. (5.34)
and (5.35) are reduced to the following expres-
sions, respectively:

N5NpΦo 1GpΦg (5.36)

and

Den5 ðBo 2BoiÞ1 ðRsi 2RsÞBg (5.37)

Tracy’s calculations are performed in a series
of pressure drops that proceed from known res-
ervoir conditions at the previous reservoir pres-
sure p* to the new, assumed, lower pressure p.
The calculated results at the new reservoir pres-
sure become “known” at the next assumed
lower pressure.

In progressing from the conditions at any
pressure p* to the lower reservoir pressure p,
consider the incremental oil and gas production
as ΔNp and ΔGp, or:

Np 5N�
p 1ΔNp (5.38)

Gp 5G�
p 1ΔGp (5.39)

where

N�
p;G

�
p 5 “known” cumulative oil and gas pro-

duction at previous pressure level p*
Np, Gp5 “unknown” cumulative oil and gas at

new pressure level p

Replacing Np and Gp in Eq. (5.36) with
those of Eqs. (5.38) and (5.39) gives

N5 ðN�
p 1ΔNpÞΦo 1 ðG�

p 1ΔGpÞΦg (5.40)

Defining the average instantaneous GOR
between the two pressures p* and p by:

ðGORÞavg 5
GOR� 1GOR

2
(5.41)

the incremental cumulative gas production ΔGp

can be approximated by Eq. (5.6) as:

ΔGp 5 ðGORÞavg ΔNp (5.42)

Replacing ΔGp in Eq. (5.40) with that of
Eq. (5.41) gives:

N5 ½N�
p 1ΔNp�Φo 1 ½G�

p 1ΔNpðGORÞavg�Φg (5.43)

If Eq. (5.43) is expressed for N5 1, the
cumulative oil production Np and the cumula-
tive gas production Gp become fractions of ini-
tial oil-in-place. Rearranging Eq. (5.43) gives:

ΔNp 5
12 ðN�

pΦo 1G�
pΦgÞ

Φo 1 ðGORÞavgΦg
(5.44)

Eq. (5.44) shows that there are essentially
two unknowns. These are:

the incremental cumulative oil production ΔNp;
the average gas�oil ratio (GOR)avg.

The methodology involved in solving
Eq. (5.44) is basically an iterative technique
with the objective of converging to the future
GOR. In the calculations as described below,
three GORs are included at any assumed deple-
tion reservoir pressure. These are:

the current (known) gas�oil ratio GOR* at cur-
rent (known) reservoir pressure p*;

the estimated gas�oil ratio (GOR)est at a
selected new reservoir pressure p;

the calculated gas�oil ratio (GOR)cal at the
same selected new reservoir pressure p.

The specific steps of solving Eq. (5.44) are
given below:

Step 1. Select a new average reservoir pressure
p below the previous reservoir pressure
p*.
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Step 2. Calculate the values of the PVT func-
tions Φo and Φg at the selected new
reservoir pressure p.

Step 3. Estimate the GOR designated as
(GOR)est at the selected new reservoir
pressure p.

Step 4. Calculate the average instantaneous
GOR:

ðGORÞavg 5
GOR� 1 ðGORÞest

2

where GOR* is a “known” GOR at previous
pressure level p*.
Step 5. Calculate the incremental cumulative

oil production ΔNp from Eq. (5.44),
as:

ΔNp 5
12 ðN�

pΦo 1G�
pΦgÞ

Φo 1 ðGORÞavgΦg

Step 6. Calculate cumulative oil productionNp:

Np 5N�
p 1ΔNp

Step 7. Calculate the oil and gas saturations at
selected average reservoir pressure by
using Eqs. (5.15) and (5.16), as:

So 5 ð12 SwiÞ 12
Np

N

� �
Bo

Boi

Since the calculations are based on
N5 1, then:

So 5 ð12 SwiÞð12NpÞ
Bo

Boi

with gas saturation of:

Sg 5 12So 2Swi

Step 8. Obtain the ratio krg/kro at SL, i.e., at
(So1 Swi), from the available labora-
tory or field relative permeability data.

Step 9. Using the relative permeability ratio
krg/kro, calculate the instantaneous
GOR from Eq. (5.1) and designate it
as (GOR)cal:

ðGORÞcal 5Rs 1
krg
kro

μoBo

μgBg

 !

Step 10. Compare the estimated (GOR)est in
step 3 with the calculated (GOR)cal in
step 9. If the values are within the
acceptable tolerance of:

0:999#
ðGORÞcal
ðGORÞest

# 1:001

then proceed to the next step. If they are not
within the tolerance, set the estimated (GOR)est
equal to the calculated (GOR)cal and repeat the
calculations from step 4. Steps 4 through 10 are
repeated until convergence is achieved.
Step 11. Calculate the cumulative gas

production:

Gp 5G�
p 1ΔNpðGORÞavg

Step 12. Since results of the calculations are
based on 1 STB of oil initially in
place, a final check on the accuracy of
the prediction should be made on the
MBE, or:

0:999# ðNpΦo 1GpΦgÞ# 1:001

Step 13. Repeat from step 1 with a new pres-
sure and setting:

p� 5 p

GOR� 5GOR

G�
p 5Gp

N�
p 5Np

As the calculation progresses, a plot of GOR
vs. pressure should be maintained and extrapo-
lated as an aid in estimating GOR at each new
pressure.

Example 5.4
The following PVT data characterizes a solution
gas drive reservoir. The relative permeability
data is shown in Figure 5.7.

p
(psi)

Bo

(bbl/STB)
Bg

(bbl/scf)
Rs

(scf/STB)
4350 1.43 6.93 10 840
4150 1.420 7.13 10 820
3950 1.395 7.43 1024 770
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3750 1.380 7.83 1024 730
3550 1.360 8.13 1024 680
3350 1.345 8.53 1024 640

The following additional data is available:

N5 15 MMSTB, p*54350
pi5 4350 psia GOR*5 840 scf/STB
pb5 4350 psia, G�

p 5 0
Swi5 30%, N�

p 5 0
N5 15 MMSTB

Predict the cumulative oil and gas
production to 3350 psi.

Solution

A sample of Tracy’s calculation procedure is
performed at 4150 psi.

Step 1. Calculate Tracy’s PVT functions at
4150 psia. First calculate the term
“Den” from Eq. (5.37):

Den5 ðBo 2BoiÞ1 ðRsi 2RsÞBg

5 ð1:4221:43Þ1 ð8402820Þð7:13 104Þ
5 0:0042

Then calculate Φo and Φg at
4150 psi:

Φo 5
Bo 2 RsBg

Den

5
1:422 ð820Þð7:13 1024Þ

0:0042
5 199

Φg 5
Bg

Den

5
7:13 1024

0:0042
5 0:17

Similarly, these PVT variables are
calculated for all other pressures, to
give:

p Φo Φg

4350 � �
4150 199 00.17
3950 49 00.044
3750 22.6 00.022
3550 13.6 00.014
3350 90.42 00.010

Step 2. Estimate (assume) a value for the GOR
at 4150 psi:

ðGORÞest 5 850 scf=STB

Step 3. Calculate the average GOR:

ðGORÞavg 5
GOR� 1 ðGORÞest

2

5
8401 850

2
5 845 scf=STB

Step 4. Calculate the incremental cumulative oil
production ΔNp:

ΔNp 5
12 ðN�

pΦo 1G�
pΦgÞ

Φo 1 ðGORÞavgΦg

5
120

1991 ð845Þð0:17Þ 5 0:00292 STB

Step 5. Calculate the cumulative oil production
Np at 4150 psi:

Np 5N�
p 1ΔNp

5 01 0:002925 0:00292
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FIGURE 5.7 Relative permeability data for Example 5.4.
(After Economides, M., Hill, A., Economides, C., 1994.
Petroleum Production Systems. Prentice Hall, Englewood
Cliffs, NJ).
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Step 6. Calculate oil and gas saturations:

So 5 ð12 SwiÞ 12
Np

N

� �
Bo

Boi

5 ð120:3Þð120:00292Þ 1:42

1:43

� �
5 0:693

Sg 5 12Swi 2So 5 120:320:6935 0:007

Step 7. Determine the relative permeability
ratio krg/kro from Figure 5.7, to give:

krg
kro

5 83 1025

Step 8. Using μo5 1.7 cp and μg5 0.023 cp,
calculate the instantaneous GOR:

ðGORÞcal 5 Rs 1
krg
kro

μoBo

μgBg

 !

5 8201 ð1:73 104Þ ð1:7Þð1:42Þ
ð0:023Þð7:13 1024Þ

5 845 scf=STB

which agrees with the assumed value of 850.
Step 9. Calculate cumulative gas production:

Gp 5 01 ð0:00292Þð850Þ5 2:48

Complete results of the method are
shown below:

Muskat Method. Muskat (1945) expressed the
MBE for a depletion drive reservoir in the fol-
lowing differential form:

dSo
dp

5

ðSoBg=BoÞðdRs=dpÞ1 ðSo=BoÞðkrg=kroÞðμo=μgÞ
ðdBo=dpÞ2 ðð12So 2SwiÞ=BgÞðdBg=dpÞ

11 ðμo=μgÞðkrg=kroÞ
(5.45)

with

ΔSo 5S�
o 2 So

Δp5 p� 2 p

where

S�o; p
� 5 oil saturation and average reservoir
pressure at the beginning of the pressure
step (known values)

So, p5 oil saturation and average reservoir pres-
sure at the end of the time step

Rs5 gas solubility at pressure p, scf/STB
Bg5 gas formation volume factor, bbl/scf
Swi5 initial water saturation

Craft and Hawkins (1991) suggested that the
calculations can be greatly facilitated by com-
puting and preparing in advance in graphical
form the following pressure-dependent groups:

X ðpÞ5 Bg

Bo

dRs
dp

(5.46)

Y ðpÞ5 1

Bo

μo

μg

dBo

dp
(5.47)

Z ðpÞ5 1

Bg

dBg

dp
(5.48)

Introducing the above pressure-dependent
terms into Eq. (5.45) gives:

ΔSo
Δp

� �
5

SoX ðpÞ1 Soðkrg=kroÞY ðpÞ2 ð12 So 2 SwiÞZ ðpÞ
11 ðμo=μgÞðkrg=kroÞ

(5.49)

Given:

• initial oil-in-place N;
• current (known) pressure p*;

p ΔNp Np (GOR)avg ΔGp Gp (scf/STB) Np5153
106N (STB)

Gp5153 106N (scf)

4350 � � � � � �
4150 0.00292 0.00292 845 2.48 2.48 0.04383 106 �
3950 0.00841 0.0110 880 7.23 9.71 0.1653 106 37.23 106

3750 0.0120 0.0230 1000 12 21.71 0.1803 106 145.653 106

3550 0.0126 0.0356 1280 16.1 37.81 0.5343 106 325.653 106

3350 0.011 0.0460 1650 18.2 56.01 0.6993 106 567.153 106
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• current cumulative oil production N�
p;

• current cumulative gas production G�
p;

• current GOR*;
• current oil saturation S�o;
• initial water saturation Swi.

Eq. (5.49) can be solved to predict cumula-
tive production and fluid saturation at a given
pressure drop Δp, i.e., (p*2 p), by employing
the following steps:

Step 1. Prepare a plot of krg/kro vs. gas
saturation.

Step 2. Plot Rs, Bo, and Bg vs. pressure and
numerically determine the slope of the
PVT properties (i.e., dBo/dp, dRs/dp,
and d(Bg)/dp) at several pressures.
Tabulate the generated values as a
function of pressure.

Step 3. Calculate the pressure-dependent terms
X(p), Y(p), and Z(p) at each of the
selected pressures in step 2. That is:

X ðpÞ5 Bg

Bo

dRs
dp

Y ðpÞ5 1

Bo

μo

μg

dBo

dp

Z ðpÞ5 1

Bg

dBg

dp

Step 4. Plot the pressure-dependent terms X(p),
Y(p), and Z(p) as a function of pres-
sure, as illustrated in Figure 5.8.

Step 5. Assume that the reservoir pressure has
declined from initial (known) average
reservoir pressure of p* to a selected

reservoir pressure p. Graphically
determine the values of X(p), Y(p),
and Z(p) that correspond to the pres-
sure p.

Step 6. Solve Eq. (5.49) for (ΔSo/Δp) by using
the current oil saturation S�o at the
beginning of the pressure drop interval
p*:

ΔSo
Δp

� �
5
S�
o X ðp�Þ1S�

o ðkrg=kroÞY ðp�Þ2ð12S�
o 2SwiÞZ ðp�Þ

11ðμo=μgÞðkrg=kroÞ

Step 7. Determine the oil saturation So at the
assumed (selected) average reservoir
pressure p, from:

So 5S�
o 2 ðp� 2 pÞ ΔSo

Δp

� �
(5.50)

Step 8. Using the calculated oil saturation So
from step 7, the updated value of the
relative permeability ratio krg/kro at So,
and the PVT terms at the assumed
pressure p, recalculate (ΔSo/Δp) by
applying Eq. (5.49):

ΔSo
Δp

� �
5

SoX ðpÞ1 Soðkrg=kroÞY ðpÞ2 ð12So 2 SwiÞZ ðpÞ
11 ðμo=μgÞðkrg=kroÞ

Step 9. Calculate the average value for (ΔSo/
Δp) from the two values obtained in
steps 6 and 8, or:

ΔSo
Δp

� �
avg

5
1

2

ΔSo
Δp

� �
step 6

1
ΔSo
Δp

� �
step 8

" #

Step 10. Using (ΔSo/Δp)avg, solve for the oil
saturation So from:

So 5S�
o 2 ðp� 2 pÞ ΔSo

Δp

� �
avg

(5.51)

Step 11. Calculate the gas saturation Sg and the
GOR from:

Sg 5 12Swi 2So

GOR5Rs 1
krg
kro

μoBo

μgBg

 !
Pressure

Z(p)

Y(p)

X(p)Z
(p

),
 Y

(p
),

 X
(p

) d
d

d
d

d
d

FIGURE 5.8 Pressure-dependent terms vs. p.
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Step 12. Using the saturation equation, i.e.,
Eq. (5.15), solve for the cumulative oil
production:

Np 5N 12
Boi

Bo

� �
So

12 Swi

� �� �
(5.52)

with an incremental cumulative oil production
of:

ΔNp 5Np 2N�
p

Step 13. Calculate the incremental cumulative
gas production by using Eqs. (5.40)
and (5.41):

ðGORÞavg 5
GOR� 1GOR

2
ΔGp 5 ðGORÞavg ΔNp

with a total cumulative gas production of:

Gp 5
X

ΔGp

Step 14. Repeat steps 5 through 13 for all pres-
sure drops of interest and setting:

p� 5 p

N�
o 5Np

G�
p 5Gp

GOR� 5GOR

S�
o 5So

Example 5.5
A volumetric depletion drive reservoir exists at its
bubble point pressure of 2500 psi. Detailed fluid
property data is listed by Craft and his co-authors
and given here for only two pressures1 :

Fluid Property p*52500 psi p52300 psi
Bo, bbl/STB 1.498 1.463
Rs, scf/STB 721 669
Bg, bbl/scf 0.001048 0.001155
μo, cp 0.488 0.539
μg, cp 0.0170 0.0166

X(p) 0.00018 0.00021
Y(p) 0.00328 0.00380
Z(p) 0.00045 0.00050

The following additional information is
available:

N5 56 MMSTB; Swi 5 20%;

Soi5 80%

Sg krg/kro
0.10 0.010
0.20 0.065
0.30 0.200
0.50 2.000
0.55 3.000
0.57 5.000

Calculate the cumulative oil production for a
pressure drop of 200 psi, i.e., at 2300 psi.

Solution

Step 1. Using the oil saturation at the beginning
of the pressure interval, i.e., S�

o 5 0:8,
calculate krg/kro, to give:

krg
kro

5 0:0 ðno free gas initially in placeÞ

Step 2. Evaluate (ΔSo/Δp) by applying
Eq. (5.49):

ΔSo
Δp

� �
5 S�

o X ðp�Þ1S�
o ðkrg=kroÞ

Y ðp�Þ2 ð12S�
o 2 SwiÞZ ðp�Þ

11 ðμo=μgÞðkrg=kroÞ

5
ð0:8Þð0:00018Þ1 02 ð120:820:2Þð0:00045Þ

11 0
5 0:000146

Step 3. Estimate the oil saturation at
p5 2300 psi from Eq. (5.51):

So 5S�
o 2 ðp� 2 pÞ ΔSo

Δp

� �
avg

5 0:82200ð0:000146Þ5 0:7709

Step 4. Recalculate (ΔSo/Δp) by using
So5 0.7709, relative permeability ratio

1Craft, B.C., Hawkins, M.,Terry, R., 1991. Applied
Petroleum Reservoir Engineering, third ed. Prentice
Hall.
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krg/kro at So, and the pressure-
dependent PVT terms at 2300 psi:

ΔSo
Δp

� �
5 SoX ðpÞ1Soðkrg=kroÞ

Y ðpÞ2 ð12So 2SwiÞZ ðpÞ
11 ðμo=μgÞðkrg=kroÞ

5 0:7709ð0:00021Þ1 0:7709ð0:00001Þ0:0038
2

ð120:220:7709Þ0:0005
11 ð0:539=0:0166Þð0:00001Þ

5 0:000173

Step 5. Calculate the average (ΔSo/Δp):

ΔSo
Δp

� �
avg

5
0:0001461 0:000173

2
5 0:000159

Step 6. Calculate the oil saturation at 2300 psi by
applying Eq. (5.51):

So 5S�
o 2 ðp� 2 pÞ ΔSo

Δp

� �
avg

5 0:82 ð250022300Þð0:000159Þ5 0:7682

Step 7. Calculate the gas saturation:

Sg 5 120:220:76825 0:0318

Step 8. Calculate cumulative oil production at
2300 psi by using Eq. (5.52):

Np 5N 12
Boi

Bo

� �
So

12Swi

� �� �

5 563 106 12
1:498

1:463

� �
0:7682

120:2

� �� �
5 939; 500 STB

Step 9. Calculate krg/kro at 2300 psi, to give krg/
kro5 0.00001.

Step 10. Calculate the instantaneous GOR at
2300 psi:

GOR5 Rs 1
krg
kro

μoBo

μgBg

 !

5 6691 0:00001
ð0:539Þð1:463Þ

ð0:0166Þð0:001155Þ
5 670 scf=STB

Step 11. Calculate the incremental cumulative gas
production:

ðGORÞavg 5
GOR� 1GOR

2
5

6691 670

2
5 669:5 scf=STB

ΔGp 5 ðGORÞavg ΔNp

5 669:5ð93950020Þ5 629 MMscf

It should be stressed that this method is
based on the assumption of uniform oil satura-
tion in the whole reservoir and that the solution
will therefore break down when there is appre-
ciable gas segregation in the formation. It is
therefore applicable only when permeabilities
are relatively low.

Tarner Method. Tarner (1944) suggested an
iterative technique for predicting cumulative oil
production Np and cumulative gas production
Gp as a function of reservoir pressure. The
method is based on solving the MBE and the
instantaneous GOR equation simultaneously for
a given reservoir pressure drop from a known
pressure p* to an assumed (new) pressure p. It
is accordingly assumed that the cumulative oil
and gas production has increased from known
values of N�

p and G�
p at reservoir pressure p* to

future values of Np and Gp at the assumed
pressure p. To simplify the description of the
proposed iterative procedure, the stepwise cal-
culation is illustrated for a volumetric saturated
oil reservoir; however, the method can be used
to predict the volumetric behavior of reservoirs
under different driving mechanisms.

Step 1. Select (assume) a future reservoir pres-
sure p below the initial (current) reser-
voir pressure p* and obtain the
necessary PVT data. Assume that the
cumulative oil production has increased
from N�

p to Np. Note that N�
p and G�

p are
set equal to 0 at the initial reservoir
pressure.

Step 2. Estimate or guess the cumulative oil
production Np at the selected (assumed)
reservoir pressure p of step 1.

Step 3. Calculate the cumulative gas production
Gp by rearranging the MBE, i.e.,
Eq. (5.33), to give:
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Gp 5N ðRsi 2RsÞ2
Boi 2Bo

Bg

� �
2Np

Bo

Bg
2 Rs

� �
(5.53)

Equivalently, the above relationship
can be expressed in terms of the two-
phase (total) formation volume factor
Bt, as:

Gp 5
NðBt 2BtiÞ2NpðBt 2RsiBgÞ

Bg
(5.54)

where

Boi5 initial oil formation volume factor,
bbl/STB

Rsi5 initial gas solubility, scf/STB
Bo5 oil formation volume factor at the

assumed reservoir pressure p, bbl/STB
Bg5 gas formation volume factor at the

assumed reservoir pressure p, bbl/scf
Bo5 oil formation volume factor at the

assumed reservoir pressure p, bbl/STB
Bt5 two-phase formation volume factor at

the assumed reservoir pressure p, bbl/STB
N5 initial oil-in-place, STB

Step 4. Calculate the oil and gas saturations at
the assumed cumulative oil production
Np and the selected reservoir pressure p
by applying Eqs. (5.15) and (5.16)
respectively, or:

So 5 ð12 SwiÞ 12
Np

N

� �
Bo

Boi

� �
Sg 5 12 So 2 Swi

and

SL 5 So 1 Swi

where

SL5 total liquid saturation
Boi5 initial oil formation volume factor at pi,

bbl/STB
Bo5 oil formation volume factor at p, bbl/STB
Sg5 gas saturation at the assumed reservoir

pressure p
So5 oil saturation at assumed reservoir pres-

sure p

Step 5. Using the available relative permeability
data, determine the relative permeabil-
ity ratio krg/kro that corresponds to the
calculated total liquid saturation SL of
step 4 and compute the instantaneous
GOR at p from Eq. (5.1):

GOR5 Rs 1
krg
kro

� �
μoBo

μgBg

" #
(5.55)

It should be noted that all the PVT
data in the expression must be evaluated
at the assumed reservoir pressure p.

Step 6. Calculate again the cumulative gas pro-
duction Gp at p by applying Eq. (5.7):

Gp 5G�
p 1

GOR� 1GOR

2

� �
Np 2N�

p

h i
(5.56)

in which GOR* represents the instantaneous
GOR at p*. Note that if p* represents the initial
reservoir pressure, then set GOR*5Rsi.
Step 7. The calculations as performed in steps 3

and 6 give two estimates for cumulative
gas produced Gp at the assumed
(future) pressure p:

Gp as calculated from the MBE;
Gp as calculated from the GOR equation.

These two values of Gp are calcu-
lated from two independent methods,
and therefore, if the cumulative gas pro-
duction Gp as calculated from step 3
agrees with the value of step 6, the
assumed value of Np is correct and a
new pressure may be selected and steps
1 through 6 are repeated. Otherwise,
assume another value of Np and repeat
steps 2 through 6.

Step 8. In order to simplify this iterative process,
three values ofNp can be assumed, which
yield three different solutions of cumula-
tive gas production for each of the equa-
tions (i.e., MBE and GOR equations).
When the computed values of Gp are
plotted vs. the assumed values of Np, the
resulting two curves (one representing the
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results of step 3 and the other represent-
ing the results of step 5) will intersect.
This intersection indicates the cumulative
oil and gas production that will satisfy
both equations.

It should be pointed out that it may be more
convenient to assume values of Np as a fraction
of the initial oil-in-place N. For instance, Np

could be assumed as 0.01N, rather than as
10,000 STB. In this method, a true value of N is
not required. Results of the calculations would
be, therefore, in terms of STB of oil produced
per STB of oil initially in place and scf of gas
produced per STB of oil initially in place.

To illustrate the application of the Tarner
method, Cole (1969) presented the following
example.

Example 5.6
A saturated oil reservoir has a bubble point
pressure of 2100 psi at 175�F. The initial
reservoir pressure is 2400 psi. The following
data summarizes the rock and fluid properties
of the field:

Orginal oil-in-place5 10 MMSTB

Connate water saturation5 15%

Porosity5 12%

cw 5 3:23 1026 psi21

cf 5 3:13 1026 psi21

Basic PVT data is as follows:

p
(psi)

Bo

(bbl/
STB)

Bt

(bbl/
STB)

Rs

(scf/
STB)

Bg

(bbl/
scf)

µo/µg

2400 1.464 1.464 1340 � �
2100 1.480 1.480 1340 0.001283 34.1
1800 1.468 1.559 1280 0.001518 38.3
1500 1.440 1.792 1150 0.001853 42.4

Relative permeability ratio:

SL (%) krg/kro
96 0.018
91 0.063
75 0.850

65 3.350
55 10.200

Predict the cumulative oil and gas
production at 2100, 1800, and 1500 psi.

Solution

The required calculations will be performed
under the following two different driving
mechanisms:

1. When the reservoir pressure declines from
the initial reservoir pressure of 2500 psi to
the bubble point pressure of 2100 psi, the
reservoir is considered undersaturated, and
therefore, the MBE can be used directly in
cumulative production without restoring the
iterative technique.

2. For reservoir pressures below the bubble
point pressure, the reservoir is treated as
a saturated oil reservoir and the Tarner
method may be applied.

Oil Recovery Prediction from Initial Pressure
to the Bubble Point Pressure:
Step 1. The MBE for an undersaturated reser-

voir is given by Eq. (4.33):

F 5NðEo 1 Ef ;w Þ
where

F 5NpBo 1WpBw

Eo 5Bo 2Boi

Ef ;w 5Boi
cwSw 1 cf
12Swi

� �
Δp

Δp5 pi 2 pr

Since there is no water production,
Eq. (4.33) can be solved for cumulative
oil production, to give:

Np 5
N½Eo 1 Ef ;w �

Bo
(5.57)

Step 2. Calculate the two expansion factors Eo

and Ef,w for the pressure decline from
the initial reservoir pressure of 2400 psi
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to the bubble point pressure of
2100 psi:

Eo 5Bo 2Boi

5 1:48021:4645 0:016

Ef;w 5Boi
cwSw 1 cf
12Swi

� �
Δp

5 1:464
ð3:23 1026Þð0:15Þ1 ð3:13 1026Þ

120:15

� �
3 ð240022100Þ5 0:0018

Step 3. Calculate the cumulative oil and gas
production when the reservoir pressure
declines from 2400 to 2100 psi by
applying Eq. (5.57), to give:

Np 5
N½Eo 1 Ef ;w �

Bo

5
103 106½0:0161 0:0018�

1:480
5 120; 270 STB

At or above the bubble point pres-
sure, the producing GOR is equal to the
gas solubility at the bubble point, and
therefore, the cumulative gas produc-
tion is given by:

Gp 5NpRsi

5 ð120; 270Þð1340Þ5 161 MMscf

Step 4. Determine the remaining oil-in-place at
2100 psi:

Remaining oil-in-place5 10; 000; 0002120; 270

5 9:880 MMSTB

The remaining oil-in-place is considered as
the initial oil-in-place during the reservoir per-
formance below the saturation pressure. That is:

N5 9:880 MMSTB

Np 5N�
p 5 0:0 STB

Gp 5G�
p 5 0:0 scf

Rsi 5 1340 scf=STB

Boi 5 1:489 bbl=STB

Bti 5 1:489 bbl=STB

Bgi 5 0:001283 bbl=scf

Oil Recovery Prediction below the Bubble
Point Pressure. Oil recovery prediction at
1800 psi is performed with the following PVT
properties:

Bo 5 1:468 bbl=STB

Bt 5 1:559 bbl=STB

Bg 5 0:001518 bbl=scf

Rs 5 1280 scf=STB

Step 1. Assume that 1% of the bubble point oil
will be produced when the reservoir
pressure drops 1800 psi. That is:

Np 5 0:01N

Calculate the corresponding cumula-
tive gas Gp by applying Eq. (5.54):

Gp5
NðBt2BtiÞ2NpðBt2RsiBgÞ

Bg

5
Nð1:55921:480Þ2ð0:01NÞ½1:5592ð1340Þð0:001518Þ�

0:001518
555:17N

Step 2. Calculate the oil saturation, to give:

So 5 ð12SwiÞ 12
Np

N

� �
Bo

Boi

5 ð120:15Þ 12
0:01N

N

� �
1:468

1:480
5 0:835

Step 3. Determine the relative permeability
ratio krg/kro from the tabulated data at
total liquid saturation of SL, to give:

SL 5So 1Swi 5 0:8351 0:155 0:985

krg
kro

5 0:0100

Step 4. Calculate the instantaneous GOR at
1800 psi by applying Eq. (5.55), to give:

GOR5Rs 1
krg
kro

� �
μoBo

μgBg

" #

5 12801 0:0100ð38:3Þ 1:468

0:001518

� �
5 1650 scf=STB
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Step 5. Solve again for the cumulative gas pro-
duction by using the average GOR and
applying Eq. (5.56) to yield:

Gp 5G�
p 1

GOR� 1GOR

2

� �
Np 2N�

p

h i

5 01
13401 1650

2
ð0:01N20Þ5 14:95N

Step 6. Since the cumulative gas production, as
calculated by the two independent
methods (steps 1 and 5), does not agree,
the calculations must be repeated by
assuming a different value for Np and
plotting results of the calculation.
Repeated calculations converge at:

Np 5 0:0393N STB=STB of bubble point oil

Gp 5 64:34N scf=STB of bubble point oil

or

Np 5 0:0393ð9:883 106Þ5 388; 284 STB

Gp 5 64:34ð9:883 106Þ5 635:679 MMscf

It should be pointed out that the cumulative
production above the bubble point pressure
must be included when reporting the total
cumulative oil and gas production. The cumula-
tive oil and gas production as the pressure
declines from the initial pressure to the bubble
point pressure is:

Np 5 120; 270 STB

Gp 5 161 MMscf

Therefore, the actual cumulative recovery at
1800 psi is:

Np 5 120; 2701 388; 2845 508; 554 STB

Gp 5 1611 635:6795 799:679 MMscf

The final results as summarized below show
the cumulative gas and oil production as the
pressure declines from the bubble point pressure:

Pressure Np Actual Np

(STB)
Gp Actual Gp

(MMscf)
1800 0.0393N 508 554 64.34 N 799.679
1500 0.0889N 998 602 136.6 N 1510.608

It is apparent from the three predictive oil
recovery methods, i.e., Tracy’s, Muskat’s, and
Tarner’s, that the relative permeability ratio
krg/kro is the most important single factor gov-
erning the oil recovery. In cases where no
detailed data is available concerning the physi-
cal characteristics of the reservoir rock in
terms of krg/kro relationship, Wahl et al.
(1958) presented an empirical expression for
predicting the relative permeability ratio in
sandstones:

krg
kro

5 ζð0:04351 0:4556ζÞ

with

ζ5
12 Sgc 2Swi 2 So

So 20:25

where

Sgc5 critical gas saturation
Swi5 initial water saturation
So5 oil saturation

Torcaso and Wyllie (1958) presented a simi-
lar correlation for sandstones in the following
form:

krg
kro

5
ð12S�Þ2½12 ðS�Þ2�

ðS�Þ4

with

S� 5
So

12 Swi

5.2 PHASE 2. OIL WELL
PERFORMANCE

All the reservoir performance prediction techni-
ques show the relationship of cumulative oil
production Np, cumulative gas production Gp,
and instantaneous GOR as a function of the
declining average reservoir pressure but do not
relate the production to time. However, reser-
voir performance can be related to time by the
use of relationships that are designed to predict
the flow rate performance of the reservoirs’

508 CHAPTER 5 Predicting Oil Reservoir Performance



individual wells. Such flow rate relationships
are traditionally expressed in terms of:

• the well productivity index;
• the well inflow performance relationship

(IPR).

These relationships are presented below for
vertical and horizontal wells.

5.2.1 Vertical Oil Well Performance

Productivity Index and IPR. A commonly
used measure of the ability of the well to pro-
duce is the productivity index. Defined by the
symbol J, the productivity index is the ratio of
the total liquid flow rate to the pressure draw-
down. For a water-free oil production, the pro-
ductivity index is given by:

J5
Qo

pr 2 pwf
5

Qo

Δp
(5.58)

where

Qo5 oil flow rate, STB/day
J5 productivity index, STB/day/psi
pr 5 volumetric average drainage area pressure

(static pressure)
pwf5 bottom-hole flowing pressure
Δp5 drawdown, psi

The productivity index is generally measured
during a production test on the well. The well is
shut in until the static reservoir pressure is
reached. The well is then allowed to produce
at a constant flow rate of Q and a stabilized
bottom-hole flow pressure of pwf. Since a stabi-
lized pressure at the surface does not necessarily
indicate a stabilized pwf, the bottom-hole flow-
ing pressure should be recorded continuously
from the time the well is allowed to flow. The
productivity index is then calculated from
Eq. (5.1).

It is important to note that the productivity
index is a valid measure of the well productivity
potential only if the well is flowing at pseudos-
teady-state conditions. Therefore, in order to
accurately measure the productivity index of a
well, it is essential that the well is allowed to

flow at a constant flow rate for a sufficient
amount of time to reach the pseudosteady state
as illustrated in Figure 5.9. The figure indicates
that during the transient flow period, the calcu-
lated values of the productivity index will vary
depending upon the time at which the measure-
ments of pwf are made.

The productivity index can be numerically
calculated by recognizing that J must be defined
in terms of semisteady-state flow conditions.
Recalling Eq. (1.148):

Qo 5
0:00708kohðpr 2 pwfÞ

μoBo½lnðre=rwÞ20:751 s� (5.59)

The above equation is combined with
Eq. (5.58), to give:

J5
0:00708koh

μoBo½lnðre=rwÞ20:751 s� (5.60)

where

J5 productivity index, STB/day/psi
ko5 effective permeability of the oil, md
s5 skin factor
h5 thickness, ft

The oil relative permeability concept can be
conveniently introduced into Eq. (5.60), to give:

J5
0:00708hk

½lnðre=rwÞ20:751 s�
kro
μoBo

� �
(5.61)

Since most of the well’s life is spent in a flow
regime that is approximating the pseudosteady
state, the productivity index is a valuable
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FIGURE 5.9 Productivity index during flow regimes.
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methodology for predicting the future perfor-
mance of wells. Further, by monitoring the pro-
ductivity index during the life of a well, it is
possible to determine if the well has become
damaged due to completion, workover, produc-
tion, injection operations, or mechanical pro-
blems. If a measured J has an unexpected
decline, one of the indicated problems should
be investigated. A comparison of productivity
indexes of different wells in the same reservoir
should also indicate that some of the wells
might have experienced unusual difficulties or
damage during completion. Since the productiv-
ity indexes may vary from well to well because
of the variation in thickness of the reservoir, it
is helpful to normalize the indexes by dividing
each by the thickness of the well. This is defined
as the specific productivity index Js, or:

Js 5
J

h
5

Qo

hðpr 2 pwfÞ
(5.62)

Assuming that the well’s productivity index
is constant, Eq. (5.58) can be rewritten as:

Qo 5 Jðpr 2 pwfÞ5 J Δp (5.63)

where

Δp5 drawdown, psi
J5 productivity index

Eq. (5.63) indicates that the relationship
between Qo and Δp is a straight line passing
through the origin with a slope of J as shown in
Figure 5.10.

Alternatively, Eq. (5.58) can be written as:

pwf 5 pr 2
1

J

� �
Qo (5.64)

This expression shows that the plot of pwf vs.
Qo is a straight line with a slope of �1/J as
shown schematically in Figure 5.11. This graph-
ical representation of the relationship that exists
between the oil flow rate and the bottom-hole
flowing pressure is called the “inflow perfor-
mance relationship” and referred to as IPR.

Several important features of the straight-line
IPR can be seen in Figure 5.11:

• When pwf equals the average reservoir pres-
sure, the flow rate is zero due to the absence
of any pressure drawdown.

• Maximum rate of flow occurs when pwf is
zero. This maximum rate is called “absolute
open flow” and referred to as AOF.
Although in practice this may not be a con-
dition at which the well can produce, it is a
useful definition that has widespread appli-
cations in the petroleum industry (e.g., com-
paring flow potential of different wells in
the field). The AOF is then calculated by:

AOF5 Jpr

The slope of the straight line equals the recip-
rocal of the productivity index.
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FIGURE 5.10 Qo vs. Δp relationship.
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FIGURE 5.11 IPR.
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Example 5.7
A productivity test was conducted on a well.
The test results indicate that the well is capable
of producing at a stabilized flow rate of
110 STB/day and a bottom-hole flowing
pressure of 900 psi. After shutting in the well
for 24 hours, the bottom-hole pressure reached
a static value of 1300 psi.

Calculate:

(a) the productivity index;
(b) the AOF;
(c) the oil flow rate at a bottom-hole flowing

pressure of 600 psi;
(d) the wellbore flowing pressure required to

produce 250 STB/day.

Solution

(a) Calculate J from Eq. (5.58):

J5
Qo

pr 2 pwf
5

Qo

Δp

5
110

13002900
5 0:275 STB=psi

(b) Determine the AOF from:

AOF5 Jðpr 20Þ
5 0:275ð130020Þ5 375:5 STB=day

(c) Solve for the oil flow rate by applying
Eq. (5.58):

Qo 5 Jðpr 2 pwfÞ
5 0:275ð13002600Þ5 192:5 STB=day

(d) Solve for pwf by using Eq. (5.64):

pwf 5 pr 2
1

J

� �
Qo

5 13002
1

0:275

� �
2505 390:9psi

The previous discussion, as illustrated by the
example, suggested that the inflow into a well is
directly proportional to the pressure drawdown
and the constant of proportionality is the

productivity index. Muskat and Evinger (1942)
and Vogel (1968) observed that when the pres-
sure drops below the bubble point pressure, the
IPR deviates from that of the simple straight-
line relationship as shown in Figure 5.12.
Recalling Eq. (5.61):

J5
0:00708hk

lnðre=rwÞ20:751 s

kro
μoBo

� �

Treating the term in the brackets as a con-
stant c, the above equation can be written in
the following form:

J5 c
kro
μoBo

� �
(5.65)

with the coefficient c as defined by:

c5
0:00708kh

lnðre=rwÞ20:751 s

Eq. (5.65) reveals that the variables affecting
the productivity index are essentially those that
are pressure dependent, namely:

• oil viscosity μo;
• oil formation volume factor Bo;
• relative permeability to oil kro.

Figure 5.13 schematically illustrates the
behavior of these variables as a function of pres-
sure. Figure 5.14 shows the overall effect of
changing the pressure on the term kro/μoBo.
Above the bubble point pressure pb, the relative
oil permeability kro equals unity (kro5 1) and
the term (kro/μoBo) is almost constant. As the

Constant “J ”

AOF 
Flow Rate (STB/Day)

P
re

ss
ur

e 
(p

si
)

pb

FIGURE 5.12 IPR below pb.
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pressure declines below pb, the gas is released
from the solution, which can cause a large
decrease in both kro and kro/μoBo. Figure 5.15
shows qualitatively the effect of reservoir deple-
tion on the IPR.

There are several empirical methods that are
designed to predict the nonlinear behavior of
the IPR for solution gas drive reservoirs. Most
of these methods require at least one stabilized
flow test in which Qo and pwf are measured. All
the methods include the following two compu-
tational steps:

(1) Using the stabilized flow test data, construct
the IPR curve at the current average reser-
voir pressure pr.

(2) Predict future IPRs as a function of average
reservoir pressures.

The following empirical methods are
designed to generate the current and future
inflow performance relationships:

• the Vogel method;
• the Wiggins method;
• the Standing method;
• the Fetkovich method;
• the Klins and Clark method.

Vogel Method. Vogel (1968) used a computer
model to generate IPRs for several hypothetical
saturated oil reservoirs that are producing under
a wide range of conditions. Vogel normalized
the calculated IPRs and expressed the relation-
ships in a dimensionless form. He normalized
the IPRs by introducing the following dimen-
sionless parameters:

Dimensionless pressure5
pwf
pr

Dimensionless flow rate5
Qo

ðQoÞmax

where (Qo)max is the flow rate at zero wellbore
pressure, i.e., the AOF.

Vogel plotted the dimensionless IPR curves
for all the reservoir cases and arrived at the fol-
lowing relationship between the above dimen-
sionless parameters:

Qo

ðQoÞmax
5 120:2

pwf
pr

� �
20:8

pwf
pr

� �2

(5.66)
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FIGURE 5.13 Effect of pressure on Bo, μo, and kro.
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FIGURE 5.15 Effect of reservoir pressure on IPR.
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where

Qo5 oil rate at pwf

(Qo)max5maximum oil flow rate at zero well-
bore pressure, i.e., the AOF

pr 5 current average reservoir pressure, psig
pwf5wellbore pressure, psig

Note that pwf and pr must be expressed in psig.
The Vogel method can be extended to

account for water production by replacing the
dimensionless rate with QL/(QL)max where
Ql5Qo1Qw. This has proved to be valid for
wells producing at water cuts as high as 97%.
The method requires the following data:

• current average reservoir pressure pr;
• bubble point pressure pb;
• stabilized flow test data that includes Qo at

pwf.

Vogel’s methodology can be used to predict
the IPR curve for the following two types of
reservoirs:

(1) saturated oil reservoirs: pr # pb;
(2) undersaturated oil reservoirs: pr.pb.

The Vertical Well IPR in Saturated Oil
Reservoirs. When the reservoir pressure equals
the bubble point pressure, the oil reservoir is
referred to as a saturated oil reservoir. The
computational procedure of applying the Vogel
method in a saturated oil reservoir to generate
the IPR curve for a well with a stabilized flow
data point, i.e., a recorded Qo value at pwf, is
summarized below:

Step 1. Using the stabilized flow data, i.e.,Qo and
pwf, calculate (Qo)max from Eq. (5.66), or:

ðQoÞmax 5
Qo

120:2ðpwf=prÞ20:8ðpwf=prÞ2

Step 2. Construct the IPR curve by assuming var-
ious values for pwf and calculating the
correspondingQo by applying Eq. (5.66):

Qo

ðQoÞmax
5 120:2

pwf
pr

� �
20:8

pwf
pr

� �2

or

Qo 5 ðQoÞmax 120:2
pwf
pr

� �
20:8

pwf
pr

� �2
" #

Example 5.8
A well is producing from a saturated reservoir
with an average reservoir pressure of 2500 psig.
Stabilized production test data indicates that the
stabilized rate and wellbore pressure are 350 STB/
day and 2000 psig, respectively. Calculate:

the oil flow rate at pwf5 1850 psig;
the oil flow rate assuming constant J.

Construct the IPR by using the Vogel method
and the constant productivity index approach.

Solution

(a) Step 1. Calculate (Qo)max:

ðQoÞmax 5
Qo

120:2ðpwf=prÞ20:8ðpwf=prÞ2

5
350

120:2ð2000=2500Þ20:8ð2000=2500Þ2
5 1067:1 STB=day

Step 2. Calculate Qo at pwf5 1850 psig by
using Vogel’s equation:

Qo 5 ðQoÞmax 120:2
pwf
pr

� �
20:8

pwf
pr

� �2
" #

5 1067:1 120:2
1850

2500

� �
20:8

1850

2500

� �2
" #

5 441:7 STB=day

(b) Step 1. Apply Eq. (5.59) to determine J:

J5
Qo

pr 2 pwf

5
350

250022000
5 0:7 STB=day=psi

Step 2. Calculate Qo:

Qo 5 Jðpr 2 pwfÞ5 0:7ð250021850Þ
5 455 STB=day

(c) Assume several values for pwf and calculate
the corresponding Qo:

pwf Vogel Qo 5 Jðpr 2pwfÞ
2500 0 0
2200 218.2 210
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1500 631.7 700
1000 845.1 1050
500 990.3 1400
0 1067.1 1750

The Vertical Well IPR in Undersaturated
Oil Reservoirs. Beggs (1991) pointed out that
in applying the Vogel method for undersatu-
rated reservoirs, there are two possible out-
comes of the recorded stabilized flow test data
that must be considered, as shown schematically
in Figure 5.16:

(1) The recorded stabilized bottom-hole flow-
ing pressure is greater than or equal to the
bubble point pressure, i.e., pwf$ pb.

(2) The recorded stabilized bottom-hole flow-
ing pressure is less than the bubble point
pressure, i.e., pwf,pb.

Case 1 pwf$pb. Beggs outlined the follow-
ing procedure for determining the IPR when the
stabilized bottom-hole pressure is greater than or
equal to the bubble point pressure (Figure 5.16):

Step 1. Using the stabilized test data point (Qo

and pwf), calculate the productivity
index J:

J5
Qo

pr 2 pwf

Step 2. Calculate the oil flow rate at the bubble
point pressure:

Qob 5 Jðpr 2 pbÞ (5.67)

where Qob is the oil flow rate at pb.
Step 3. Generate the IPR values below the bub-

ble point pressure by assuming different
values of pwf , pb and calculating the
corresponding oil flow rates by applying
the following relationship:

Qo 5Qob 1
Jpb
1:8

120:2
pwf
pb

� �
20:8

pwf
pb

� �2
" #

(5.68)

The maximum oil flow rate (Qo max or AOF)
occurs when the bottom-hole flowing pressure
is zero, i.e., pwf5 0, which can be determined
from the above expression as:

Qo max 5Qob 1
Jpb
1:8

It should be pointed out that when pwf$ pb,
the IPR is linear and is described by:

Qo 5 Jðpr 2 pwfÞ

Example 5.9
An oil well is producing from an undersaturated
reservoir that is characterized by a bubble point
pressure of 2130 psig. The current average
reservoir pressure is 3000 psig. Available flow
test data shows that the well produced
250 STB/day at a stabilized pwf of 2500 psig.
Construct the IPR data.

Solution

The problem indicates that the flow test
data was recorded above the bubble point
pressure, pwf$ pb, and therefore, the “Case 1”
procedure for undersaturated reservoirs as
outlined previously must be used:

Step 1. Calculate J using the flow test data:

J5
Qo

pr 2 pwf

5
250

300022500
5 0:5 STB=day=psi

Step 2. Calculate the oil flow rate at the
bubble point pressure by applying
Eq. (5.67):

pb

Case 2: pwf < pb

Case 1: pwf ³ pb 
pwf

pwf

Qo Qg

FIGURE 5.16 Stabilized flow test data.
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Qob 5 Jðpr 2 pbÞ
5 0:5ð300022130Þ5 435 STB=day

Step 3. Generate the IPR data by applying the
constant J approach for all pressures
above pb and Eq. (5.68) for all
pressures below pb:

Qo 5Qob 1
Jpb
1:8

120:2
pwf
pb

� �
20:8

pwf
pb

� �2
" #

5 4351
ð0:5Þð2130Þ

1:8

3 120:2
pwf
2130

� 	
20:8

pwf
2130

� 	2� �

pwf Qo

pi5 3000 0
2800 100
2600 200
pb5 2130 435
1500 709
1000 867
500 973
0 1027

Case 2 pwf,pb.. When the recorded pwf

from the stabilized flow test is below the bubble
point pressure, as shown in Figure 5.16, the fol-
lowing procedure for generating the IPR data is
proposed:

Step 1. Using the stabilized well flow test data
and combining Eq. (5.67) with
Eq. (5.68), solve for the productivity
index J, to give:

J5
Qo

ðpr 2 pbÞ1 ðpb=1:8Þ½120:2ðpwf=pbÞ20:8ðpwf=pbÞ2�
(5.69)

Step 2. Calculate Qob by using Eq. (5.67), or:

Qob 5 Jðpr 2 pbÞ
Step 3. Generate the IPR for pwf $ pb by

assuming several values for pwf above
the bubble point pressure and calculat-
ing the corresponding Qo from:

Qo 5 Jpr 2 pwf

Step 4. Use Eq. (5.68) to calculate Qo at vari-
ous values of pwf below pb, or:

Qo 5Qob 1
Jpb
1:8

120:2
pwf
pb

� �
20:8

pwf
pb

� �2
" #

Example 5.10
The well described in Example 5.8 was retested and
the following results were obtained:

pwf 5 1700 psig; Qo 5 630:7 STB=day

Generate the IPR data using the new test data.

Solution

Note that the stabilized pwf is less than pb.

Step 1. Solve for J by applying Eq. (5.69):

J5
Qo

ðpr2pbÞ1ðpb=1:8Þ½120:2ðpwf=pbÞ20:8ðpwf=pbÞ2�
5

630:7

ð300022130Þ1ð2130=1:8Þ½12ð1700=2130Þ2ð1700=2130Þ2�
50:5STB=day=psi

Step 2. Determine Qob:

Qob 5 Jðpr 2 pbÞ
5 0:5ð300022130Þ5 435 STB=day

Step 3. Generate the IPR data by applying
Eq. (5.63) when pwf . pb and Eq. (5.68)
when pwf , pb:

Qo 5 Jðpr 2 pwfÞ5 JΔp

5Qob 1
Jpb
1:8

120:2
pwf
pb

� �2
20:8

pwf
pb

� �2" #

pwf Equation Qo

3000 (5.63) 0
2800 (5.63) 100
2600 (5.63) 200
2130 (5.63) 435
1500 (5.68) 709
1000 (5.68) 867
500 (5.68) 973
0 (5.68) 1027

Quite often it is necessary to predict the
well’s inflow performance for future times as
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the reservoir pressure declines. Future well per-
formance calculations require the development
of a relationship that can be used to predict the
future maximum oil flow rates.

There are several methods that are designed
to address the problem of how the IPR might
shift as the reservoir pressure declines. Some of
these prediction methods require the application
of the MBE to generate future oil saturation data
as a function of reservoir pressure. In the absence
of such data, there are two simple approxima-
tion methods that can be used in conjunction
with the Vogel method to predict future IPRs.

First Approximation Method. This method
provides a rough approximation of the future
maximum oil flow rate (Qo max)f at the specified
future average reservoir pressure ðprÞf. This
future maximum flow rate (Qo max)f can be used
in Vogel’s equation to predict the future IPRs at
ðprÞf. The following steps summarize the method:

Step 1. Calculate (Qo max)f at ðprÞf from:

ðQomaxÞf 5 ðQomaxÞp
ðprÞf
ðprÞp

" #
0:21 0:8

ðprÞf
ðprÞp

" #
(5.70)

where the subscripts “f” and “p” represent
future and present conditions, respectively.
Step 2. Using the new calculated value of

(Qo max)f, generate the IPR by using
Eq. (5.66).

Second Approximation Method. A simple
approximation for estimating future (Qo max)f at
ðprÞf was proposed by Fetkovich (1973). The rela-
tionship has the following mathematical form:

ðQomaxÞf 5 ðQomaxÞp
ðprÞf
ðprÞp

" #3:0

where the subscripts “f” and “p” represent
future and present conditions, respectively. The
above equation is intended only to provide a
rough estimation of future (Qo max).

Example 5.11
Using the data given in Example 5.8, predict
the IPR when the average reservoir pressure
declines from 2500 to 2200 psig.

Solution

Example 5.8 shows the following information:

present average reservoir pressure ðprÞp 5
2500 psig;

present maximum oil rate (Qo max)p5
1067.1 STB/day

Step 1. Solve for (Qo max)f by applying Eq. (5.70):

ðQomaxÞf 5 ðQomaxÞp
ðprÞf
ðprÞp

" #
0:21 0:8

ðprÞf
ðprÞp

" #

5 ð1067:1Þ 2200

2500

� �
0:21 0:8

2200

2500

� �
5 849 STB=day

Step 2. Generate the IPR data by applying
Eq. (5.66):

Qo 5 ðQoÞmax 120:2
pwf
pr

� �
20:8

pwf
pr

� �2
" #

5 849 120:2
pwf
2200

� 	
20:8

pwf
2200

� 	2� �

pwf Qo

2200 0
1800 255
1500 418
500 776
0 849

It should be pointed out that the main disad-
vantage of Vogel’s methodology lies with its
sensitivity to the match point, i.e., the stabilized
flow test data point, used to generate the IPR
curve for the well.

For a production well completed in a multi-
layered system, it is possible to allocate individ-
ual layer production by applying the following
relationships:

ðQoÞi 5QoT
½12 ðSi fwTÞ�ðððkoÞi ðhÞi Þ=ððμoÞLi ÞÞPn Layers

i 5 1 ½12 ðSi fwTÞ�ðððkoÞi ðhÞi Þ=ððμoÞi ÞÞ

ðQwÞi 5QwT
½ðSi fwTÞ�ðððkwÞi ðhÞi Þ=ððμwÞi ÞÞPn Layers

i 5 1 ½ðSi fwTÞ�ðððkwÞi ðhÞi Þ=ððμwÞi ÞÞ
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with

S i 5
ðSwÞiPn Layers

i 5 1 ðSwÞi
where

(Qo)i5 allocated oil rate for layer i
(Qw)i5 allocated water rate for layer i
fwT5 total well water cut
(ko)i5 effective oil permeability for layer i
(kw)i5 effective water permeability for layer i
n Layers5 number of layers

Wiggins Method. Wiggins (1993) used four
sets of relative permeability and fluid property
data as the basic input for a computer model to
develop equations to predict inflow perfor-
mance. The generated relationships are limited
by the assumption that the reservoir initially
exists at its bubble point pressure. Wiggins pro-
posed generalized correlations that are
suitable for predicting the IPR during the three-
phase flow. His proposed expressions are simi-
lar to those of Vogel and are expressed as:

Qo 5 ðQoÞmax 120:52
pwf
pr

� �
20:48

pwf
pr

� �2
" #

(5.71)

Qw 5 ðQwÞmax 120:72
pwf
pr

� �
20:28

pwf
pr

� �2
" #

(5.72)

where

Qw5water flow rate, STB/day
(Qw)max5maximum water production rate at

pwf5 0, STB/day

As in the Vogel method, data from a stabi-
lized flow test on the well must be available in
order to determine (Qo)max and (Qw)max.

Wiggins extended the application of the
above relationships to predict future perfor-
mance by providing expressions for estimating
future maximum flow rates. He expressed
future maximum rates as a function of:

• current (present) average pressure ðprÞp;
• future average pressure ðprÞf;
• current maximum oil flow rate (Qo max)p;
• current maximum water flow rate (Qw max)p.

Wiggins proposed the following relationships:

ðQomaxÞf 5 ðQomaxÞp 0:15
ðprÞf
ðprÞp

1 0:84
ðprÞf
ðprÞp

 !22
4

3
5 (5.73)

ðQwmaxÞf 5 ðQwmaxÞp 0:59
ðprÞf
ðprÞp

1 0:36
ðprÞf
ðprÞp

 !22
4

3
5 (5.74)

Example 5.12
The information given in Examples 5.8 and 5.11 is
repeated here for convenience.

• current average pressure5 2500 psig;
• stabilized oil flow rate5 350 STB/day;
• stabilized wellbore pressure5 2000 psig.

Generate the current IPR data and predict the
future IPR when the reservoir pressure declines
from 2500 to 2000 psig by using the Wiggins
method.

Solution

Step 1. Using the stabilized flow test data,
calculate the current maximum oil flow
rate by applying Eq. (5.71):

Qo 5 ðQoÞmax 120:52
pwf
pr

� �
20:48

pwf
pr

� �2
" #

Solve for the present (Qo)max, to give:

ðQomax Þp 5
350

120:52ð2000=2500Þ20:48ð2000=2500Þ2
5 1264 STB=day

Step 2. Generate the current IPR data by using the
Wiggins method and compare the results
with those of Vogel. Results of the two
methods are shown graphically in
Figure 5.17.

pwf Wiggins Vogel
2500 0 0
2200 216 218
1500 651 632
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1000 904 845
500 1108 990
0 1264 1067

Step 3. Calculate future maximum oil flow rate by
using Eq. (5.73):

ðQomaxÞf 5 ðQomaxÞp 0:15
ðprÞf
ðprÞp

1 0:84
ðprÞf
ðprÞp

 !2
2
4

3
5

5 1264 0:15
2200

2500

� �
1 0:84

2200

2500

� �2
" #

5 989 STB=day

Step 4. Generate future IPR data by using
Eq. (5.71):

Qo 5 ðQoÞmax 120:52
pwf
pr

� �
20:48

pwf
pr

� �2
" #

5 989 120:52
pwf
2200

� 	
20:48

pwf
2200

� 	2� �

pwf Qo

2200 0
1800 250
1500 418
500 848
0 989

Standing Method. Standing (1970) essentially
extended the application of the Vogel method
to predict the future IPR of a well as a function

of reservoir pressure. He noted that Vogel’s
equation (Eq. (5.66)) can be rearranged as:

Qo

ðQoÞmax
5 12

pwf
pr

� �
11 0:8

pwf
pr

� �� �
(5.75)

Standing introduced the productivity index J
as defined by Eq. (5.1) into Eq. (5.75) to yield:

J5
ðQoÞmax

pr
11 0:8

pwf
pr

� �� �
(5.76)

Standing then defined a “zero drawdown”
productivity index as:

J�
P 5 1:8

ðQoÞmax
pr

� �
(5.77)

where J�p is the current zero-drawdown produc-
tivity index. J�p is related to the productivity
index J by:

J

J�
P

5
1

1:8
11 0:8

pwf
pr

� �� �
(5.78)

Eq. (5.78) permits the calculation of J�p from
a measured value of J. That is:

J�
p 5

1:8J

11 0:8ðpwf=prÞ

To arrive at the final expression for predict-
ing the desired IPR expression, Standing com-
bines Eq. (5.77) with Eq. (5.75) to eliminate
(Qo)max, to give:

Qo 5
J�
f ðprÞf
1:8

� �
120:2

pwf
ðprÞf

20:8
pwf
ðprÞf

� �2( )
(5.79)

where the subscript “f” refers to the future
condition.

Standing suggested that J�f can be estimated
from the present value of J�p by the following
expression:

J�
f 5 J�

P

ðkro=μoBoÞf
ðkro=μoBoÞp

(5.80)
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FIGURE 5.17 IPR curves.
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where the subscript “p” refers to the present
condition.

If the relative permeability data is not avail-
able, J�f can be roughly estimated from:

J�
f 5 J�

p

ðprÞf
ðprÞp

" #2
(5.81)

Standing’s methodology for predicting a
future IPR is summarized in the following steps:

Step 1. Using the current time condition and
the available flow test data, calculate
(Qo)max from Eq. (5.75):

ðQoÞmax 5
Qo

ð12 ðpwf=prÞÞ½11 0:8ðpwf=prÞ�
Step 2. Calculate J* at the present condition,

i.e., J�p by using Eq. (5.77). Note that
other combinations of Eqs. (5.75)�
(5.78) can be used to estimate J�p:

J�
p 5 1:8

ðQoÞmax
pr

� �

or from:

J�
p 5

1:8J

11 0:8ðpwf=prÞ
Step 3. Using fluid property, saturation, and

relative permeability data, calculate
both (kro/μoBo)p and (kro/μoBo)f

Step 4. Calculate J�f by using Eq. (5.80). Use
Eq. (5.81) if the oil relative permeability
data is not available:

J�
f 5 J�

p

ðkro=μoBoÞf
ðkro=μoBoÞp

or

J�
f 5 J�

p

ðprÞf
ðprÞp

" #2

Step 5. Generate the future IPR by applying
Eq. (5.79):

Qo 5
J�
f ðprÞf
1:8

� �
1220

pwf
ðprÞf

20:8
pwf
ðprÞf

� �2( )

Example 5.13
A well is producing from a saturated oil reservoir
that exists at its saturation pressure of 4000 psig.
The well is flowing at a stabilized rate of
600 STB/day and a pwf of 3200 psig. Material
balance calculations provide the following current
and future predictions for oil saturation and PVT
properties.

Present Future
pr 4000 3000
μo (cp) 2.40 2.20
Bo (bbl/STB) 1.20 1.15
kro 1.00 0.66

Generate the future IPR for the well at
3000 psig by using the Standing method.

Solution

Step 1. Calculate the current (Qo)max from
Eq. (5.75):

ðQoÞmax 5
Qo

ð12 pwf=prÞ½11 0:8ðpwf=prÞ�
5

600

ð12 ð3200=4000ÞÞ½11 0:8ð3200=4000Þ�
5 1829 STB=day

Step 2. Calculate J�
p by using Eq. (5.78):

J�
p 5 1:8

ðQoÞmax
pr

5 1:8
1829

4000

� �
5 0:823

Step 3. Calculate the following pressure function:

kro
μoBo

� �
p

5
1

ð2:4Þð1:20Þ 5 0:3472

kro
μoBo

� �
f

5
0:66

ð2:2Þð1:15Þ 5 0:2609

Step 4. Calculate J�
f by applying Eq. (5.80):

J�
f 5 J�

P

ðkro=μoBoÞf
ðkro=μoBoÞp

5 0:823
0:2609

0:3472

� �
5 0:618
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Step 5. Generate the IPR by using Eq. (5.79):

Qo 5
J�
f ðprÞf
1:8

� �
120:2

pwf
ðprÞf

20:8
pwf
ðprÞf

� �2( )

5
ð0:618Þð3000Þ

1:8

� �
120:2

pwf
3000

20:8
pwf
3000

h i2
 �

pwf Qo (STB/day)
3000 0
2000 527
1500 721
1000 870
500 973
0 1030

It should be noted that one of the main dis-
advantages of Standing’s methodology is that it
requires reliable permeability information; in
addition, it also requires material balance calcu-
lations to predict oil saturations at future aver-
age reservoir pressures.
Fetkovich Method. Muskat and Evinger
(1942) attempted to account for the observed
nonlinear flow behavior (i.e., IPR) of wells by
calculating a theoretical productivity index
from the pseudosteady-state flow equation.
They expressed Darcy’s equation as:

Qo 5
0:00708kh

½lnðre=rwÞ20:751 s�
ðpr
pwf

f ðpÞdp (5.82)

where the pressure function f(p) is defined by:

f ðpÞ5 kro
μoBo

(5.83)

where

kro5 oil relative permeability
k5 absolute permeability, md
Bo5 oil formation volume factor
μo5 oil viscosity, cp

Fetkovich (1973) suggested that the pressure
function f(p) can basically fall into one of the
following two regions:

Region 1: Undersaturated region: The pres-
sure function f(p) falls into this region if p.pb.
Since oil relative permeability in this region
equals unity (i.e., kro5 1), then:

f ðpÞ5 1

μoBo

� �
p

(5.84)

Fetkovich observed that the variation in f(p)
is only slight and the pressure function is con-
sidered constant as shown in Figure 5.18.

Region 2: Saturated region: In the saturated
region where p , pb, Fetkovich showed that
kro/μoBo changes linearly with pressure and that
the straight line passes through the origin. This
linear plot is shown schematically in Figure 5.18
and can be expressed mathematically as:

f ðpÞ5 01 ðslopeÞp
or

f ðpÞ5 01
1=ðμoBoÞ

pb

� �
pb

p

Simplifying:

f ðpÞ5 1

μoBo

� �
pb

p

pb

� �
(5.85)

where μo and Bo are evaluated at the bubble
point pressure. In the application of the
straight-line pressure function, there are three
cases that must be considered:

(1) pr and pwf . pb;
(2) pr and pwf , pb;
(3) pr . pb and pwf , pb.

Region 2: Saturated Region Region 1: Unsaturated Region

0
0 Pressure pb    

FIGURE 5.18 Pressure function concept.
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These three cases are presented below.
Case 1: pr and pwf both are Greater Than

pb. This is the case of a well producing from an
undersaturated oil reservoir where both pwf and
pr are greater than the bubble point pressure.
The pressure function f(p) in this case is
described by Eq. (5.84). Substituting Eq. (5.84)
into Eq. (5.82) gives:

Qo 5
0:00708kh

lnðre=rwÞ20:751 s

ðpr
pwf

1

μoBo

� �
dp

Since ð1=μoBoÞ is constant, then:

Qo 5
0:00708kh

μoBo½lnðre=rwÞ20:751 s� ðpr 2 pwÞ (5.86)

and from the definition of the productivity
index:

Qo 5 Jðpr 2 pwfÞ (5.87)

The productivity index is defined in terms of
the reservoir parameters as:

J5
0:00708kh

μoBo½lnðre=rwÞ20:751 s� (5.88)

where Bo and μo are evaluated at ðpr 1 pwfÞ=2.

Example 5.14
A well is producing from an undersaturated oil
reservoir that exists at an average reservoir
pressure of 3000 psi. The bubble point pressure
is recorded as 1500 psi at 150�F. The following
additional data is available:

stabilized flow rate5 280 STB/day,
stabilized wellbore pressure5 2200 psi
h5 20 ft, rw5 0.3 ft,
re5 660 ft, s520.5
k5 65 md, μo at 2600 psi5 2.4 cp,
Bo at 2600 psi5 1.4 bbl/STB.

Calculate the productivity index by using
both the reservoir properties (i.e., Eq. (5.88))
and the flow test data (i.e., Eq. (5.58)):

Solution

From Eq. (5.87):

J5
0:00708kh

μoBo½lnðre=rwÞ20:751 s�
5

0:00708ð65Þð20Þ
ð24Þð1:4Þ½lnð660=0:3Þ20:7520:5�

5 0:42 STB=day=psi

From production data:

J5
Qo

pr 2 pwf
5

Qo

Δp

5
200

300022200
5 0:35 STB=day=psi

Results show a reasonable match between
the two approaches. However, it should be
noted that several uncertainties exist in the
values of the parameters used in Eq. (5.88) to
determine the productivity index. For example,
changes in the skin factor k or drainage area
would change the calculated value of J.

Case 2: pr and pwf,pb. When the reservoir
pressure pr and bottom-hole flowing pressure
pwf both are below the bubble point pressure
pb, the pressure function f(p) is represented by
the straight-line relationship of Eq. (5.85).
Combining Eq. (5.85) with Eq. (5.82) gives:

Qo 5
0:00708kh

lnðre=rwÞ20:751 s

� � ðpr
pwf

1

ðμoBoÞpb
p

pb

� �
dp

Since the term ½ð1=μoBoÞpb ð1=pbÞ� is constant,
then:

Qo 5
0:00708kh

lnðre=rwÞ20:751 s

� �
1

ðμoBoÞpb
1

pb

� �ðpr
pwf

pdp

Integrating:

Qo 5
0:00708kh

ðμoBoÞpb ½lnðre=rwÞ20:751 s�
1

2pb

� �
ðp2r 2 p2wfÞ

(5.89)

Introducing the productivity index, as defined
by Eq. (5.81), into the above equation gives:

Qo 5 J
1

2pb

� �
ðp2r 2 p2wfÞ (5.90)

521CHAPTER 5 Predicting Oil Reservoir Performance



The term (J/2pb) is commonly referred to as
the performance coefficient C, or:

Qo 5Cðp2r 2 p2wfÞ (5.91)

To account for the possibility of nonDarcy
flow (turbulent flow) in oil wells, Fetkovich
introduced the exponent n in Eq. (5.91) to yield:

Qo 5Cðp2r 2 p2wfÞn (5.92)

The value of n ranges from 1.0 for complete
laminar flow to 0.5 for highly turbulent flow.

There are two unknowns in Eq. (5.92): the
performance coefficient C and the exponent n.
At least two tests are required to evaluate these
two parameters, assuming pr is known.

By taking the log of both sides of Eq. (5.92)
and solving for ðp2r 2 p2wfÞ, the expression can be
written as:

log p2r 2 p2wf
� 

5
1

n
logQo 2

1

n
logC

A plot of p2r 2 p2wf vs. qo on a log�log scale
will result in a straight line having a slope of 1/n
and an intercept of C at p2r 2 p2wf 5 1. The value
of C can also be calculated using any point on the
linear plot once n has been determined, to give:

C 5
Qo

ðp2r 2 p2wfÞn

Once the values of C and n are determined
from test data, Eq. (5.92) can be used to gener-
ate a complete IPR.

To construct the future IPR when the average
reservoir pressure declines to ðprÞf, Fetkovich
assumed that the performance coefficient C is a
linear function of the average reservoir pressure,
and therefore, the value of C can be adjusted as:

ðCÞf 5 ðCÞp
ðprÞf
ðprÞp

(5.93)

where the subscripts “f” and “p” represent the
future and present conditions.

Fetkovich assumed that the value of the
exponent n would not change as the reservoir

pressure declines. Beggs (1991) presented an
excellent and comprehensive discussion of the
different methodologies used in constructing the
IPR curves for the oil and gas wells.

The following example was used by Beggs
(1991) to illustrate the Fetkovich method for
generating the current and future IPR.

Example 5.15
A four-point stabilized flow test was conducted
on a well producing from a saturated reservoir
that exists at an average pressure of 3600 psi.

Qo (STB/day) pwf (psi)
263 3170
383 2890
497 2440
640 2150

Construct a complete IPR by using the Fetkovich
method.

Construct the IPR when the reservoir pressure
declines to 2000 psi.

Solution

(a) Step 1. Construct the following table:

Qo (STB/
day)

pwf

(psi)
ðp2

r 2p2
wfÞ3 1026

(psi2)
263 3170 2.911
383 2897 4.567
497 2440 7.006
640 2150 8.338

Step 2. Plot ðp2r 2 p2wfÞ vs. Qo on log�log
paper as shown in Figure 5.19 and
determine the exponent n, or:

n5
logð750Þ2 logð105Þ
logð107Þ2 logð106Þ 5 0:854

Step 3. Solve for the performance coefficient
C by selecting any point on the
straight line, e.g., (745,103 106),
and solving for C from Eq. (5.92):

Qo 5 Cðp2r 2 p2wfÞn

7455Cð103 106Þ0:854
C 5 0:00079
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Step 4. Generate the IPR by assuming
various values for pwf and
calculating the corresponding flow
rate from Eq. (5.92):

Qo 5 0:00079ð36002 2 p2wfÞ0:854

pwf Qo (STB/day)
3600 0
3000 340
2500 503
2000 684
1500 796

1000 875
500 922
0 937

The IPR curve is shown in Figure 5.20. Note
that the AOF, i.e., (Qo)max, is 937 STB/day.

(b) Step 1. Calculate future C by applying
Eq. (5.94):

ðCÞf 5 ðCÞp
ðprÞf
ðprÞp

5 0:00079
2000

3600

� �
5 0:000439
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FIGURE 5.19 Flow�after-flow data for Example 5.15. (After Beggs, D., 1991. Production Optimization Using Nodal
Analysis. OGCI, Tulsa, OK).
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Step 2. Construct the new IPR curve at
2000 psi by using the new calculated
C and applying the inflow equation:

Qo 5 0:000439ð20002 2 p2wfÞ0:854

pwf Qo (STB/day)
2000 0
1500 94
1000 150
500 181
0 191

Both the present and future IPRs are plotted
in Figure 5.21.

Klins and Clark (1993) developed empirical
correlations that correlate the changes in
Fetkovich’s performance coefficient C and the
flow exponent n with the decline in the reser-
voir pressure. The authors observed that the
exponent n changes considerably with reservoir
pressure. Klins and Clark concluded that the
“future” values of (n)f and C at pressure ðprÞf
are related to the values of n and C at the bub-
ble point pressure. Denoting Cb and nb as the

values of the performance coefficient and the
flow exponent at the bubble point pressure
pb, Klins and Clark introduced the following
dimensionless parameters:

• dimensionless performance coefficient5C/Cb;
• dimensionless flow exponent5 n/nb;
• dimensionless average reservoir pressure5

pr=pb.

The authors correlated C/Cb and n/nb to the
dimensionless pressure by the following two
expressions:

n

nb

� �
5 11 0:0577 12

pr
pb

� �
20:2459 12

pr
pb

� �2

1 0:503 12
pr
pb

� �3

(5.94)

and

C

Cb

� �
5 123:5718 12

pr
pb

� �
1 4:7981 12

pr
pb

� �2

2 2:3066 12
pr
pb

� �3

(5.95)
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FIGURE 5.20 IPR using Fetkovich method.
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where

Cb5 performance coefficient at the bubble
point pressure

nb5 flow exponent at the bubble point
pressure

The procedure of applying the above rela-
tionships in adjusting the coefficients C and n
with changing average reservoir pressure is
detailed below:

Step 1. Using the available flow test data in
conjunction with Fetkovich’s equation,
i.e., Eq. (5.92), calculate the present
(current) values of n and C at the pres-
ent average pressure pr.

Step 2. Using the current values of pr, calculate
the dimensionless values of n/nb and C/
Cb by applying Eqs. (5.94) and (5.95),
respectively.

Step 3. Solve for the constants nb and Cb from:

nb 5
n

n=nb
(5.96)

and

Cb 5
C

ðC=CbÞ
(5.97)

It should be pointed out that if the pres-
ent reservoir pressure equals the bubble
point pressure, the values of n and C as cal-
culated in step 1 are essentially nb and Cb.

Step 4. Assume future average reservoir pres-
sure ðprÞf and solve for the correspond-
ing future dimensionless parameters nf/
nb and Cf/Cb by applying Eqs. (5.94)
and (5.95), respectively.

Step 5. Solve for future values of nf and Cf from:

nf 5 nb
n

nb

� �

Cf 5Cb
Cf
Cb

� �

Step 6. Use nf and Cf in Fetkovich’s equation to
generate the well’s future IPR at the
desired (future) average reservoir pres-
sure ðprÞf. It should be noted that the
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FIGURE 5.21 Future IPR at 2000 psi.
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maximum oil flow rate (Qo)max at ðprÞf
is given by:

ðQoÞmax 5Cf½ðprÞ2�nf (5.98)

Example 5.16
Using the data given in Example 5.15, generate
the future IPR data when the reservoir pressure
drops to 3200 psi.

Solution

Step 1. Since the reservoir exists at its bubble
point pressure, pb5 3600 psi, then:

nb 5 0:854 and Cb 5 0:00079

Step 2. Calculate the future dimensionless
parameters at 3200 psi by applying
Eqs. (5.94) and (5.95):

n

nb

� �
5 11 0:0577 12

3200

3600

� �
20:2459

3 12
3200

3600

� �2

1 0:5030 12
3200

3600

� �6

5 1:0041

C

Cb

� �
5 123:5718 12

3200

3600

� �
1 4:7981

3 12
3200

3600

� �2

22:3066 12
3200

3600

� �3

5 0:6592

Step 3. Solve for nf and Cf:

nf 5 nbð1:0041Þ5 ð0:854Þð1:0041Þ5 0:8575

Cf 5 Cbð0:6592Þ5 ð0:00079Þð0:6592Þ5 0:00052

Therefore, the flow rate is then
expressed as:

Qo 5Cðp22
r 2 p2wfÞn 5 0:00052ð32002 2 p2wfÞ0:8575

The maximum oil flow rate, i.e., AOF,
occurs at pwf5 0, or:

ðQoÞmax 5 0:00052ð32002 2 02Þ0:8575 5 534 STB=day

Step 4. Construct the following table by
assuming several values for pwf:

Qo 5 0:00052½32002 2 ðpwfÞ2�0:8575 5 534 STB=day

pwf Qo

3200 0
2000 349
1500 431
5000 523
0 534

Figure 5.22 compares current and future IPRs
as calculated in Examples 5.10 and 5.11.

Case 3: pr .pb and pwf,pb. Figure 5.23
shows a schematic illustration of Case 3 in
which it is assumed that pwf,pb and pr.pb.
The integral in Eq. (5.82) can be expanded and
written as:

Qo 5
0:00708kh

lnðre=rwÞ20:751 s

ðpb
pwf

f ðpÞdp1
ðpr
pb

f ðpÞdp
" #

Substituting Eqs. (5.84) and (5.85) into the
above expression gives:

Qo 5
0:00708kh

lnðre=rwÞ20:751 s

3

ðpb
pwf

1

μoBo

� �
p

pb

� �
dp1

ðpr
pb

1

μoBo

� �
dp

" #

where μo and Bo are evaluated at the bubble
point pressure pb. Rearranging the above
expression gives:

Qo 5
0:00708kh

μoBo½lnðre=rwÞ20:751 s�
1

pb

ðpb
pwf

pdp1

ðpb
pb

dp

" #

Integrating and introducing the productivity
index J into the above relationship gives:

Qo 5 J
1

2pb
ðp2b 2 p2wfÞ1 ðpr 2 pbÞ

� �

or

Qo 5 Jðpr 2 pbÞ1
J

2pb
ðp2b 2 p2wfÞ (5.99)

Example 5.17
The following reservoir and flow test data is
available on an oil well:
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pressure data: pr 5 4000 psi, pb5 3200 psi;
flow test data: pwf5 3600 psi, Qo5 280 STB/day.

Generate the IPR data of the well.

Solution

Step 1. Since pwf,pb, calculate the productivity
index from Eq. (5.58):

J5
Qo

pr 2 pwf
5

Qo

Δp

5
280

400023600
5 0:7 STB=day=psi

Step 2. Generate the IPR data by applying
Eq. (5.87) when the assumed pwf . pb
and using Eq. (5.99) when pwf , pb.
That is:

Qo 5 Jðpr 2 pwfÞ
5 0:7ð40002 pwfÞ

and

Qo 5 Jðpr 2 pbÞ1
J

2pb
ðp2b 2 p2wfÞ

5 0:7ð400023200Þ1 0:7

2ð3200Þ ð3200Þ2 2 p2wf
� �

pwf Equation Qo

4000 (5.87) 0
3800 (5.87) 140
3600 (5.87) 280
3200 (5.87) 560
3000 (5.99) 696
2600 (5.99) 941
2200 (5.99) 1151
2000 (5.99) 1243
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FIGURE 5.22 IPR.
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FIGURE 5.23 (kro/μoBo) vs. Pressure for case 3.
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1000 (5.99) 1571
500 (5.99) 1653
0 (5.99) 1680

Results of the calculations are shown graphi-
cally in Figure 5.24.

It should be pointed out that the Fetkovich
method has the advantage over Standing’s
methodology in that it does not require the
tedious material balance calculations to predict
oil saturations at future average reservoir
pressures.
Klins and Clark Method. Klins and Clark
(1993) proposed an inflow expression similar
in form to that of Vogel’s and can be used to
estimate future IPR data. To improve the pre-
dictive capability of Vogel’s equation, the
authors introduced a new exponent d to Vogel’s
expression. The authors proposed the following
relationships:

Q

ðQoÞmax
5 120:295

pwf
pr

� �
20:705

pwf
pr

� �d
(5.100)

where

d 5 0:281 0:72
pr
pb

� �� �
ð1:241 0:001pbÞ (5.101)

The computational steps of the Klins and
Clark method are summarized below:

Step 1. Knowing the bubble point pressure and
the current reservoir pressure, calculate
the exponent d from Eq. (5.101).

Step 2. From the available stabilized flow data,
i.e., Qo at pwf, solve Eq. (5.100) for
(Qo)max. That is:

ðQoÞmax 5
Qo

120:295ðpwf=prÞ20:705ðpwf=prÞd

Step 3. Construct the current IPR by assuming
several values of pwf in Eq. (5.100) and
solving for Qo.

5.2.2 Horizontal Oil Well
Performance

Since 1980, horizontal wells began capturing an
ever-increasing share of hydrocarbon production.
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FIGURE 5.24 IPR using the Fetkovich method.
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Horizontal wells offer the following advantages
over vertical wells:

• The large volume of the reservoir can be
drained by each horizontal well.

• Higher productions from thin pay zones.
• Horizontal wells minimize water and gas

zoning problems.
• In high-permeability reservoirs, where near-

wellbore gas velocities are high in vertical
wells, horizontal wells can be used to reduce
near-wellbore velocities and turbulence.

• In secondary and enhanced oil recovery
applications, long horizontal injection wells
provide higher injectivity rates.

• The length of the horizontal well can pro-
vide contact with multiple fractures and
greatly improve productivity.

The actual production mechanism and reser-
voir flow regimes around the horizontal well

are considered more complicated than those for
the vertical well, especially if the horizontal
section of the well is of a considerable length.
Some combination of both linear and radial
flow actually exists, and the well may behave in
a manner similar to that of a well that has been
extensively fractured. Sherrad et al. (1987)
reported that the shape of measured IPRs for
horizontal wells is similar to those predicted by
the Vogel or Fetkovich methods. The authors
pointed out that the productivity gain from dril-
ling horizontal wells 1500 ft long is two to four
times that from a vertical well.

A horizontal well can be looked upon as a
number of vertical wells drilling next to each
other and completed in a limited pay zone
thickness. Figure 5.25 shows the drainage area
of a horizontal well of length L in a reservoir
with a pay zone thickness of h. Each end of the
horizontal well would drain a half-circular area

kv

kh L

L

2b b

a

a

h

A Side View

B Top View

L

FIGURE 5.25 Horizontal well drainage area.
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of radius b, with a rectangular drainage shape
of the horizontal well.

Assuming that each end of the horizontal well
is represented by a vertical well that drains an
area of a semicircle with a radius of b, Joshi
(1991) proposed the following two methods for
calculating the drainage area of a horizontal well.
Method I. Joshi proposed that the drainage
area is represented by two semicircles of radius
b (equivalent to a radius of a vertical well rev)
at each end and a rectangle, of dimensions
2b2L, in the center. The drainage area of the
horizontal well is then given by:

A5
Lð2bÞ1πb2

43; 560
(5.102)

where

A5 drainage area, acres
L5 length of the horizontal well, ft
b5 half minor axis of an ellipse, ft

Method II. Joshi assumed that the horizontal
well drainage area is an ellipse and given by:

A5
πab

43; 560
(5.103)

with

a5
L

2
1 b (5.104)

where a is the half major axis of an ellipse.
Joshi noted that the two methods give differ-

ent values for the drainage area A and suggested
assigning the average value for the drainage of
the horizontal well. Most of the production rate
equations require the value of the drainage
radius of the horizontal well, which is given by:

reh 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
43; 560A

π

r

where

reh5 drainage radius of the horizontal well, ft
A5 drainage area of the horizontal well, acres

Example 5.18
A 480-acre lease is to be developed by using
12 vertical wells. Assuming that each vertical
well would effectively drain 40 acres, calculate
the possible number of either 1000- or 2000-ft-
long horizontal wells that will drain the lease
effectively.

Solution

Step 1. Calculate the drainage radius of the
vertical well:

rev 5 b5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð40Þð43; 560Þ

π

r
5 745 ft

Step 2. Calculate the drainage area of the
1000- and 2000-ft-long horizontal well
using Joshi’s two methods.

Method I. For the 1000-ft horizontal well and
using Eq. (5.102):

A5
Lð2bÞ1πb2

43; 560

5
ð1000Þð23 745Þ1πð745Þ2

43; 560
5 74 acres

For the 2000-ft horizontal well:

A5
Lð2bÞ1πb2

43; 560

5
ð2000Þð23 745Þ1πð745Þ2

43; 560
5 108 acres

Method II. For the 1000-ft horizontal well
and using Eq. (5.103):

a5
L

2
1 b

5
1000

2
1 7455 1245 ft

A5
πab

43; 560

5
πð1245Þð745Þ

43; 560
5 67 acres

For the 2000-ft horizontal well:

a5
2000

2
1 7455 1745 ft

A5
πð1745Þð75Þ
43; 560

5 94 acres
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Step 3. Averaging the values from the two
methods, the drainage area of the well
is 1000 ft long:

A5
741 67

2
5 71 acres

and the drainage area of 2000-ft-long well is:

A5
1081 94

2
5 101 acres

Step 4. Calculate the number of 1000-ft-long
horizontal wells:

Total number of 1000-ft horizontal wells

5
Total area

Draining area per well

5
480

71
5 7 wells

Step 5. Calculate the number of 2000-ft-long
horizontal wells:

Total number of 2000-ft horizontal wells

5
Total area

Drainage area per well

5
480

101
5 5 wells

From a practical standpoint, inflow perfor-
mance calculations for horizontal wells are pre-
sented here under the following two flowing
conditions:

(1) steady-state single-phase flow;
(2) pseudosteady-state two-phase flow.

The reference textbook by Joshi (1991) pro-
vides an excellent treatment of horizontal well
technology, and it contains detailed documenta-
tion of recent methodologies of generating IPRs.

5.2.3 Horizontal Well Productivity
under Steady-State Flow

The steady-state analytical solutions are the
simplest form of horizontal well solutions. The
steady-state solution requires that the pressure
at any point in the reservoir does not change
with time. The flow rate equation in a steady-
state condition is represented by:

Qoh 5 Jhðpr 2 pwfÞ5 Jh Δp (5.105)

where

Qoh5 horizontal well flow rate, STB/day
Δp5 pressure drop from the drainage boundary

to wellbore, psi
Jh5 productivity index of the horizontal well,

STB/day/psi

The productivity index of the horizontal well
Jh can always be obtained by dividing the flow
rate Qoh by the pressure drop Δp, or:

Jh 5
Qoh

Δp

There are several methods that are designed
to predict the productivity index from the fluid
and reservoir properties. Some of these methods
include:

• the Borisov method;
• the Giger, Reiss, and Jourdan method;
• the Joshi method;
• the Benard and Dupuy method.

Borisov Method. Borisov (1984) proposed the
following expression for predicting the produc-
tivity index of a horizontal well in an isotropic
reservoir, i.e., kv5 kh:

Jh 5
0:00708hkh

μoBo ½lnð4reh=LÞ1 ðh=LÞlnðh=2πrw Þ�
� � (5.106)

where

h5 thickness, ft
kh5 horizontal permeability, md
kv5 vertical permeability, md
L5 length of the horizontal well, ft
reh5 drainage radius of the horizontal well, ft
rw5wellbore radius, ft
Jh5 productivity index, STB/day/psi

Giger, Reiss, and Jourdan Method. For an
isotropic reservoir where the vertical permeabil-
ity kv equals the horizontal permeability kh,
Giger et al. (1984) proposed the following
expression for determining Jh:
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Jh 5
0:00708Lkh

μoBo½ðL=hÞlnðX Þ1 lnðh=2rw Þ�
(5.107)

where

X 5
11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ½L=2reh�2

q
L=ð2rehÞ

(5.108)

To account for the reservoir anisotropy, the
authors proposed the following relationships:

Jh 5
0:00708kh

μoBo½ð1=hÞlnðX Þ1 ðβ2=LÞlnðh=2rwÞ�
(5.109)

with the parameter β as defined by:

β5

ffiffiffiffiffi
kh
kv

s
(5.110)

where

kv5 vertical permeability, md
L5 length of the horizontal section, ft

Joshi Method. Joshi (1991) presented the fol-
lowing expression for estimating the productiv-
ity index of a horizontal well in isotropic
reservoirs:

Jh 5
0:00708hkh

μoBo½lnðRÞ1 ðh=LÞlnðh=2rwÞ�
(5.111)

with

R 5
a1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 2 ðL=2Þ2

q
ðL=2Þ (5.112)

and a is half the major axis of the drainage
ellipse and given by:

a5
L

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251

2reh
L

� �4
s2

4
3
5
0:5

(5.113)

Joshi accounted for the influence of the reser-
voir anisotropy by introducing the vertical per-
meability kv into Eq. (5.111), to give:

Jh 5
0:00708khh

μoBo½lnðRÞ1 ðB2h=LÞlnðh=2rwÞ�
(5.114)

where the parameters B and R are defined by
Eqs. (5.110) and (5.112), respectively.
Renard and Dupuy Method. For an isotropic
reservoir, Renard and Dupuy (1990) proposed
the following expression:

Jh 5
0:00708khh

μoBo½cosh21ð2a=LÞ1 ðh=LÞlnðh=2πrwÞ�
(5.115)

where a is half the major axis of the drainage
ellipse and given by Eq. (5.113).

For anisotropic reservoirs, the authors pro-
posed the following relationship:

Jh 5
0:00708hkh

μoBo½cosh21ð2a=LÞ1 ðβh=LÞlnðh=2πr 0w Þ�
(5.116)

where

r \w 5
ð11βÞrw

2β
(5.117)

with the parameter β as defined by Eq. (5.110).

Example 5.19
A horizontal well 2000 ft long drains an estimated
drainage area of 120 acres. The reservoir is
characterized by an isotropic formation with the
following properties:

kv5 kh5 100 md, h5 60 ft,
Bo5 1.2 bbl/STB, μo5 0.9 cp,
pe5 3000 psi, pwf5 2500 psi,
rw5 0.30 ft

Assuming a steady-state flow, calculate the flow
rate by using:

(a) the Borisov method;
(b) the Giger, Reiss, and Jourdan method;
(c) the Joshi’s method;
(d) the Renard and Dupuy method.

Solution

(a) Borisov method:
Step 1. Calculate the drainage radius of the

horizontal well:

reh 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
43; 560A

π

r
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð43; 560Þð120Þ

π

r
5 1290 ft
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Step 2. Calculate Jh by using Eq. (5.106):

Jh 5
0:00708hkh

μoBo½lnð4reh=LÞ1 ðh=LÞlnðh=2πrwÞ�

5
ð0:00708Þð60Þð100Þ

ð0:9Þð1:2Þ½ln ðð4Þð1290ÞÞ=2000� 
1 ð60=2000Þlnð60=2πð0:3ÞÞ�

5 37:4 STB=day=psi

Step 3. Calculate the flow rate by applying
Eq. (5.105):

Qoh 5 JhΔp

5 ð37:4Þð300022500Þ5 18; 700 STB=day

(b) Giger, Reiss, and Jourdan method:
Step 1. Calculate the parameter X from

Eq. (5.108):

X 5
11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ðL=2rehÞ2

q
L=ð2rehÞ

5
11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ð2000=ð2Þð1290ÞÞ2

q
2000=½ð2Þð1290Þ� 5 2:105

Step 2. Solve for Jh by applying Eq. (5.107):

Jh 5
0:00708Lkh

μoBo½ðL=hÞlnðX Þ1 lnðh=2rwÞ�
5

ð0:00708Þð2000Þð100Þ
ð0:9Þð1:2Þ½ð2000=60Þlnð2:105Þ1 lnð60=2ð0:3ÞÞ�

5 44:57 STB=day

Step 3. Calculate the flow rate:

Qoh 5 44:57ð300022500Þ5 22; 286 STB=day

(c) Joshi method:
Step 1. Calculate the half major axis of the

ellipse by using Eq. (5.113):

a5
L

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251

2reh
L

� �4
s2

4
3
50:5

5
2000

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251

2ð1290Þ
2000

� �2s2
4

3
5

5 1372 ft

Step 2. Calculate the parameter R from
Eq. (5.112):

R 5
a1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 2 ðL=2Þ2

q
ðL=2Þ

5
13721

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1372Þ2 2 ð2000=2Þ2

q
ð2000=2Þ 5 2:311

Step 3. Solve for Jh by applying Eq. (5.111):

Jh 5
0:00708hkh

μoBo½lnðRÞ1 ðh=LÞlnðh=2rwÞ�
5

0:00708ð60Þð100Þ
ð0:9Þð1:2Þ lnð2:311Þ1 ð60=2000Þlnð60=ðð2Þð0:3ÞÞÞ� �

5 40:3 STB=day=psi

Step 4. Calculate the flow rate:

Qoh 5 JhΔp

5 ð40:3Þð300022500Þ5 20; 154 STB=day

(d) Renard and Dupuy method:
Step 1. Calculate a from Eq. (5.113):

a5
L

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251

2reh
L

� �4
s2

4
3
50:5

5
2000

2

� �
0:51

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:251

2ð1290Þ
2000

� �2s2
4

3
5
0:5

5 1372 ft

Step 2. Apply Eq. (5.115) to determine Jh:

Jh 5
0:00708hkh

μoBo½cosh21ð2a=LÞ1 ðh=LÞlnðh=2πrwÞ�
5

0:00708ð60Þð100Þ
ð0:9Þð1:2Þ½cosh21ðð2Þð1327Þ=2000Þ
1 ð60=2000ÞLnð60=2πð0:3ÞÞ�

5 41:77 STB=day=psi

Step 3. Calculate the flow rate:

Qoh 5 41:77ð300022500Þ5 20; 885 STB=day
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Example 5.20
Using the data in Example 5.19 and assuming
an isotropic reservoir with kh5 100 md and
kv5 10 md, calculate the flow rate by using:

the Giger, Reiss, and Jourdan method;
the Joshi method;
the Renard and Dupuy method.

Solution

(a) Giger, Reiss, and Jourdan method:
Step 1. Solve for the permeability ratio β by

applying Eq. (5.110):

β5

ffiffiffiffiffi
kh
kv

s

5

ffiffiffiffiffiffiffi
100

10

r
5 3:162

Step 2. Calculate the parameter X as shown
in Example 5.19, to give:

X 5
11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 ðL=2rehÞ2

q
L=ð2rehÞ

5 2:105

Step 3. Determine Jh by using Eq. (5.109):

Jh 5
0:00708kh

μoBo½ð1=hÞlnðX Þ1 ðβ2=LÞlnðh=2rwÞ�
5

0:00708ð100Þ
ð0:9Þð1:2Þ½ð1=60Þlnð2:105Þ1 ð3:1622=2000Þ
lnð60=ð2Þð0:3ÞÞ�

5 18:50 STB=day=psi

Step 4. Calculate Qoh:

Qoh 5 ð18:50Þð30022500Þ5 9252 STB=day

(b) Joshi method:
Step 1. Calculate the permeability ratio β:

β5

ffiffiffiffiffi
kh
kv

s
5 3:162

Step 2. Calculate the parameters a and R as
given in Example 5.19:

a5 1372 ft; R 5 2:311

Step 3. Calculate Jh by using Eq. (5.111):

Jh 5
0:00708hkh

μoBo½lnðRÞ1 ðh=LÞlnðh=2rwÞ�
5

0:00708ð60Þð100Þ
ð0:9Þð1:2Þ½lnð2:311Þ1 ðð3:162Þ2ð60Þ=2000Þ
lnð60=2ð0:3ÞÞ�

5 17:73 STB=day=psi

Step 4. Calculate the flow rate:

Qoh 5 ð17:73Þð300022500Þ5 8863 STB=day

(c) Renard and Dupuy method:
Step 1. Calculate r \w from Eq. (5.117):

r \w 5
ð11βÞrw

2β

r \w 5
ð11 3:162Þð0:3Þ

ð2Þð3:162Þ 5 0:1974

Step 2. Apply Eq. (5.116):

Jh 5
0:00708ð60Þð100Þ

ð0:9Þð1:2Þfcosh21½ð2Þð1372Þ=2000�
1 ½ð3:162Þ2ð60Þ=2000�lnð60=ð2Þπð0:1974ÞÞg

5 19:65STB=day=psi

Step 3. Calculate the flow rate:

Qoh 5 19:65ð300022500Þ5 9825 STB=day

5.2.4 Horizontal Well Productivity
under Semisteady-State Flow

The complex flow regime existing around a hori-
zontal wellbore probably precludes using a
method as simple as that of Vogel to construct
the IPR of a horizontal well in solution gas drive
reservoirs. However, if at least two stabilized
flow tests are available, the parameters J and n
in Fetkovich’s equation (i.e., Eq. (5.92)) could be
determined and used to construct the IPR of the
horizontal well. In this case, the values of J and n
would account not only for the effects of turbu-
lence and gas saturation around the wellbore,
but also for the effects of the nonradial flow
regime existing in the reservoir.

Bendakhlia and Aziz (1989) used a reservoir
model to generate IPRs for a number of wells
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and found that a combination of Vogel’s and
Fetkovich’s equations would fit the generated
data if expressed as:

Qoh

ðQohÞmax
5 12V

pwf
pr

� �
2 ð12 V Þ pwf

pr

� �2
" #n

(5.118)

where

(Qoh)max5 horizontal well maximum flow rate,
STB/day

n5 exponent in Fetkovich’s equation
V5 variable parameter

In order to apply the equation, at least three
stabilized flow tests are required to evaluate
the three unknowns (Qoh)max, V, and n at any
given average reservoir pressure pr. However,
Bendakhlia and Aziz indicated that the parameters
V and n are functions of the reservoir pressure or
recovery factor, and thus, the use of Eq. (5.118) is
not convenient in a predictive mode.

Cheng (1990) presented a form of Vogel’s
equation for horizontal wells that is based on
the results from a numerical simulator. The pro-
posed expression has the following form:

Qoh

ðQohÞmax
5 0:98851 0:2055

pwf
pr

� �
21:1818

pw
pr

� �2
(5.119)

Petnanto and Economides (1998) developed
a generalized IPR equation for a horizontal and
multilateral well in a solution gas drive reser-
voir. The proposed expression has the following
form:

Qoh

ðQohÞmax
5 120:25

pwf
pr

� �
20:75

pwf
pr

� �n
(5.120)

where

n5 20:271 1:46
pr
pb

� �
20:96

pr
pb

� �2
" #

3 ð41 1:663 1023pbÞ
(5.121)

with

ðQohÞmax 5
Jpr

0:251 0:75n

Example 5.21
A horizontal well 1000 ft long is drilled in a
solution gas drive reservoir. The well is
producing at a stabilized flow rate of 760 STB/
day and a wellbore pressure of 1242 psi. The
current average reservoir pressure is 2145 psi.
Generate the IPR data of this horizontal well by
using the Cheng method.

Solution

Step 1. Use the given stabilized flow data to
calculate the maximum flow rate of the
horizontal well:

Qoh

ðQohÞmax
5 1:01 0:2055

pwf
pr

� �
21:1818

pw
pr

� �2

760

ðQohÞmax
5 11 0:2055

1242

2145

� �
21:1818

1242

2145

� �

ðQohÞmax 5 1052 STB=day

Step 2. Generate the IPR data by applying
Eq. (5.120):

Qoh 5 ðQohÞmax 0:11 0:2055
pwf
pr

� ��

21:1818
pwf
pr

� �2�

pwf (Qoh)max

2145 0
1919 250
1580 536
1016 875
500 1034
0 1052

5.3 PHASE 3. RELATING
RESERVOIR PERFORMANCE TO
TIME

All reservoir performance techniques show the
relationship of cumulative oil production and
the instantaneous GOR as a function of average
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reservoir pressure. However, these techniques
do not relate the cumulative oil production Np

and cumulative gas production Gp with time.
Figure 5.26 shows a schematic illustration of
the predicted cumulative oil production with
declining average reservoir pressure.

The time required for production can be cal-
culated by applying the concept of the IPR in
conjunction with the MBE predictions. For
example, Vogel (1968) expressed the well’s IPR
by Eq. (5.66) as:

Qo 5 ðQoÞmax 120:2
pwf
pr

� �
20:8

pwf
pr

� �2
" #

The following methodology can be employed
to correlate the predicted cumulative field pro-
duction with time t:

Step 1. Plot the predicted cumulative oil produc-
tion Np as a function of average reser-
voir pressure p as shown in Figure 5.26.

Step 2. Assume that the current reservoir pres-
sure is p* with a current cumulative oil
production of (Np)* and total field flow
rate of ðQoÞ�T.

Step 3. Select a future average reservoir pressure
p and determine the future cumulative
oil production Np from Figure 5.26.

Step 4. Using the selected future average reser-
voir pressure p, construct the IPR curve
for each well in the field (as shown
schematically in Figure 5.27 for two
hypothetical wells). Establish the total
field IPR by taking the summation of
the flow rates of all wells at any time.

Step 5. Using the minimum bottom-hole flow-
ing pressure (pwf)min, determine the
total field flow rate (Qo)T.

ðQoÞT 5
X# well

i5 1

ðQoÞi

Step 6. Calculate the average field production
rate ðQoÞT:

ðQoÞT 5
ðQoÞT 1 ðQoÞ�T

2

Step 7. Calculate the time Δt required for the
incremental oil production ΔNp during
the first pressure drop interval, i.e.,
from p* to p, by:

Δt 5
Np 2N�

p

ðQoÞT
5

ΔNp

ðQoÞT
Step 8. Repeat the above steps and calculate

the total time t to reach an average res-
ervoir pressure p, by:

t 5
X

Δt

P
re

ss
ur

e

Np

ΔNp

p

p∗

p

FIGURE 5.26 Cumulative production as a function of
average reservoir pressure.

(Qo)T

(pwf)min

p

(Qo)T

Well 2Well 1

Qo

FIGURE 5.27 Overall field IPR at future average
pressure.
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5.4 PROBLEMS

(1) An oil well is producing under steady-state
flow conditions at 300 STB/day. The bot-
tom-hole flowing pressure is recorded at
2500 psi. Given:

h5 23 ft, k5 50 md, μo5 2.3 cp;
Bo5 1.4 bbl/STB, re5 660 ft, s5 0.5.

Calculate:

(a) the reservoir pressure;
(b) the AOF;
(c) the productivity index.

(2) A well is producing from a saturated oil
reservoir with an average reservoir pres-
sure of 3000 psig. Stabilized flow test data
indicates that the well is capable of pro-
ducing 400 STB/day at a bottom-hole
flowing pressure of 2580 psig.

Calculate the remaining oil-in-place at
3000 psi.

(a) Oil flow rate at pwf5 1950 psig.
(b) Construct the IPR curve at the current

average pressure.
(c) Construct the IPR curve by assuming a

constant J.
(d) Plot the IPR curve when the reservoir

pressure is 2700 psig.

(3) An oil well is producing from an undersat-
urated reservoir that is characterized by a
bubble point pressure of 2230 psig. The
current average reservoir pressure is
3500 psig. Available flow test data shows
that the well produced 350 STB/day at a
stabilized pwf of 2800 psig. Construct the
IPR data, by using:

(a) Vogel’s correlation;
(b) Wiggins method.
(c) Generate the IPR curve when the reser-

voir pressure declines to 2230 and
2000 psi.

(4) A well is producing from a saturated oil
reservoir that exists at its saturation pres-
sure of 4500 psig. The well is flowing at a
stabilized rate of 800 STB/day and a pwf of

3700 psig. Material balance calculations
provide the following current and future
predictions for oil saturation and PVT
properties:

Present Future
pr 4500 3300
μo, cp 1.45 1.25
Bo, bbl/STB 1.23 1.18
kro 1.00 0.86

Generate the future IPR for the well at
3300 psig by using the Standing method.

(5) A four-point stabilized flow test was con-
ducted on a well producing from a satu-
rated reservoir that exists at an average
pressure of 4320 psi.

Qo (STB/
day)

pwf

(psi)
342 3804
498 3468
646 2928
832 2580

Construct a complete IPR by using the
Fetkovich method.

Construct the IPR when the reservoir
pressure declines to 2500 psi.

(6) The following reservoir and flow test data
is available on an oil well:

pressure data: pr5 3280 psi, pb5 2624 psi;
flow test data: pwf5 2952 psi, Qo5 STB/

day.
Generate the IPR data of the well.

(7) A horizontal well 2500 ft long drains an
estimated drainage area of 120 acres. The
reservoir is characterized by an isotropic
formation with the following properties:

kv5 kh5 60 md, h5 70 ft
Bo5 1.4 bbl/STB, μo5 1.9 cp
pe5 3900 psi, pwf5 3250 psi
rw5 0.30 ft

Assuming a steady-state flow, calculate
the flow rate by using:

the Borisov method;
the Giger, Reiss, and Jourdan method;

537CHAPTER 5 Predicting Oil Reservoir Performance



the Joshi method;
the Renard and Dupuy method.

(8) A horizontal well 2000 ft long is drilled in a
solution gas drive reservoir. The well is pro-
ducing at a stabilized flow rate of 900 STB/
day and a wellbore pressure of 1000 psi.
The current average reservoir pressure is
2000 psi. Generate the IPR data of this hor-
izontal well by using the Cheng method.

(9) The following PVT data is for the Aneth
Field in Utah:

Pressure
(psia)

Bo

(bbl/STB)
Rso

(scf/STB)
Bg

(bbl/SCF)
µo/µg

2200 1.383 727 � �
1850 1.388 727 0.00130 35
1600 1.358 654 0.00150 39
1300 1.321 563 0.00182 47
1000 1.280 469 0.00250 56
700 1.241 374 0.00375 68
400 1.199 277 0.00691 85
100 1.139 143 0.02495 130
40 1.100 78 0.05430 420

The initial reservoir temperature was
133�F, the initial pressure was 220 psia, and
the bubble point pressure was 1850 psia.
There was no active water drive. From 1850
to 1300 psia, a total of 720 MMSTB of oil
and 590.6 MMMscf of gas were produced.

(a) How many reservoir barrels of oil
were in place at 1850 psia?

(b) The average porosity was 10%, and
connate water saturation was 28%.
The field covered 50,000 acres. What is
the average formation thickness in feet?

(10) An oil reservoir initially contains
4 MMSTB of oil at its bubble point pres-
sure of 3150 psia with 600 scf/STB of gas
in solution. When the average reservoir
pressure has dropped to 2900 psia, the
gas in solution is 550 scf/STB. Boi was
1.34 bbl/STB, and Bo at a pressure of
2900 psia is 1.32 bbl/STB. Other data:

Rp5 600 scf/STB at 2900 psia, Swi5 0.25;
Bg5 0.0011 bbl/SCF at 2900 psia.

volumetric reservoir no original gas cap

(a) How many STB of oil will be pro-
duced when the pressure has decreased
to 2900 psia?

(b) Calculate the free gas saturation that
exists at 2900 psia.

(11) The following data is obtained from labo-
ratory core tests, production data, and log-
ging information:

well spacing5 320 acres;
net pay thickness5 50 ft with the gas�

oil contact 10 ft from the top;
porosity5 0.17;
initial water saturation5 0.26;
initial gas saturation5 0.15;
bubble point pressure5 3600 psia;
initial reservoir pressure5 3000 psia;
reservoir temperature5 120�F;
Boi5 1.26 bbl/STB;
Bo5 1.37 bbl/STB at the bubble point

pressure;
Bo5 1.19 bbl/STB at 2000 psia;
Np5 2.00 MM/STB at 2000 psia;
Gp5 2.4 MMMSCF at 2000 psia;
gas compressibility factor, Z5 1.0�

0.0001p;
solution, GOR Rso5 0.2p.

Calculate the amount of water that
has influxed and the drive indexes at
2000 psia.

(12) The following production data is available
on a depletion drive reservoir:

p (psi) GOR (scf/STB) Np (MMSTB)
3276 1098.8 0
2912 1098.8 1.1316
2688 1098.8 1.8532
2352 1098.8 2.8249
2016 1587.52 5.9368
1680 2938.88 9.86378
1344 5108.6 12.5632

Calculate cumulative gas produced Gp

and cumulative GOR at each pressure.
(13) A volumetric solution gas drive reservoir

has an initial water saturation of 25%.
The initial oil formation volume factor is
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reported at 1.35 bbl/STB. When 8% of
the initial oil was produced, the value of
Bo decreased to 1.28. Calculate the oil sat-
uration and the gas saturation.

(14) The following data is available on a volu-
metric undersaturated oil reservoir:

pi5 4400 psi, pb5 3400 psi;
N5 120 MMSTB, cf5 43 1026 psi21;

co5 123 1026 psi21,
cw5 23 1026 psi21;

Swi5 25%, Boi5 1.35 bbl/STB.

Estimate cumulative oil production when
the reservoir pressure drops to 4000 psi. The
oil formation volume factor at 4000 psi is
1.38 bbl/STB.
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C HA P T E R

6
Introduction to Enhanced

Oil Recovery

Primary oil recovery, secondary oil recovery, and
tertiary (enhanced) oil recovery are terms that
are traditionally used in describing hydrocarbons
recovered according to the method of production
or the time at which they are obtained.

Primary oil recovery describes the production
of hydrocarbons under the natural driving
mechanisms present in the reservoir without
supplementary help from injected fluids such as
gas or water. In most cases, the natural driving
mechanism is a relatively inefficient process and
results in a low overall oil recovery. The lack of
sufficient natural drive in most reservoirs has
led to the practice of supplementing the natural
reservoir energy by introducing some form of
artificial drive, the most basic method being the
injection of gas or water.

Secondary oil recovery refers to the addi-
tional recovery resulting from the conventional
methods of water injection and immiscible
gas injection. Usually, the selected secondary
recovery follows the primary recovery but
may be conducted concurrently with the pri-
mary recovery. Water flooding is perhaps the
most common method of secondary recovery.
However, before undertaking a secondary
recovery project it should be clearly proven that
the natural recovery processes are insufficient;
otherwise, there is a risk that the required sub-
stantial capital investment may be wasted.

Tertiary (enhanced) oil recovery is the addi-
tional recovery over and above what could be
recovered by secondary recovery methods.
Various methods of enhanced oil recovery
(EOR) are essentially designed to recover oil,
commonly described as residual oil, left in the
reservoir after both primary and secondary
recovery methods have been exploited to their
respective economic limits. Figure 6.1 illustrates
the concept of the three recovery categories.

6.1 MECHANISMS OF ENHANCED
OIL RECOVERY

The terms enhanced oil recovery (EOR) and
improved oil recovery (IOR) have been used
loosely and interchangeably at times. IOR is a
general term that implies improving oil recovery
by any means (e.g., operational strategies, such
as infill drilling, horizontal wells, and improv-
ing vertical and areal sweep). EOR is more spe-
cific in concept and it can be considered as a
subset of IOR. EOR implies the process of
enhancing oil recovery by reducing oil satura-
tion below the residual oil saturation “Sor.” The
target of EOR varies considerably by different
types of hydrocarbons. Figure 6.2 shows the
fluid saturations and the target of EOR for typi-
cal light and heavy oil reservoirs and tar sand.
For light oil reservoirs, EOR is usually
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applicable after secondary recovery operations
with an EOR target of approximately 45%
original oil in place (OOIP). Heavy oils and tar
sands respond poorly to primary and secondary
recovery methods, and the bulk of the produc-
tion from these types of reservoirs come from
EOR methods.

The magnitude of the reduction and mobili-
zation of residual oil saturation “Sor” by an
EOR process is controlled by two major factors,
these are:

• capillary number “Nc”; and
• mobility ratio “M.”

The capillary number is defined as the ratio
of viscous force to interfacial tension force, or

Nc 5
Viscous force

Interfacial tension force
5

vμ
σ

Or equivalently as:

Nc 5
ko
φσ

� �
Δp

L

� �
(6.1)

where

μ5 viscosity of the displacing fluid
σ5 interfacial tension

υ5Darcy velocity
φ5 porosity
ko5 effective permeability of the displaced

fluid, i.e., oil
Δp/L5 pressure gradient

Figure 6.3 is a schematic representation of
the capillary number and the ratio of residual
oil saturation (after conduction of an EOR pro-
cess to residual oil saturation before the EOR
process).

The illustration shows the reduction in the
residual oil saturation with the increase in the
capillary number. It is clear that the capillary
number can be increased by:

• increasing the pressure gradient Δp/L;
• increasing the viscosity of the displacing

fluid;
• decreasing the interfacial tension between

the injection fluid and displaced fluid.

The reduction in the interfacial tension
between the displacing and displaced fluid is per-
haps the only practical option in reducing resid-
ual oil saturation by increasing capillary number.
As shown in Figure 6.3, the capillary number
has to exceed the critical capillary number to
mobilize residual oil saturation. It should be
noticed that by reducing the interfacial tension
to zero, the capillary number becomes infinite,
indicating complete “miscible displacement.”
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FIGURE 6.1 Oil recovery categories.
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FIGURE 6.2 Target for different crude oil systems.
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Another important concept in understanding
the displacing mechanism of an EOR process is
the mobility ratio “M.” The mobility ratio is
defined as the ratio of the displacing fluid
mobility to that of the displaced fluid, or:

M5
λdisplacing

λdisplaced
5

ðk=μÞdisplacing
ðko=μoÞdisplaced

where “k” is the effective permeability and “μ”
is the viscosity. The mobility ratio influences
the microscopic (pore-level) and macroscopic
(areal and vertical sweep) displacement efficien-
cies. A value of M .1 is considered unfavorable
because it indicates that the displacing fluid
flows more readily than the displaced fluid (oil).
This unfavorable condition can cause channel-
ing and bypassing of residual oil. Improvement
in mobility ratio can be achieved by increasing

the viscosity of the injection fluid, e.g., polymer
flood.

6.2 ENHANCED OIL RECOVERY
METHODS

All EOR methods that have been developed are
designed to increase the capillary number as
given by Eq. (6.1). In general, EOR technologies
can be broadly grouped into the following four
categories:

• thermal;
• chemical;
• miscible;
• others.

Each of the four categories contains an assort-
ment of injection schemes and a different variety
of injection fluids, as summarized below:

Thermal Chemical Flood Miscible Others
• Steam injection

x Cyclic steam stimulation
x Steam flooding
x Steam-assisted gravity

drainage
• In situ combustion

x Forward combustion
x Reverse combustion
x Wet combustion

• Polymer
• Surfactant slug
• Alkaline
• Micellar
• Alkaline-surfactant-polymer

(ASP)

• CO2 injection
• Lean gas
• N2

• Rich gas
• WAG flood

• MEOR
• Foam
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FIGURE 6.3 Effect of Nc on residual oil saturation.
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EOR Methods
As a first step in selecting and implementing an

enhanced oil recovery method, a screening study
should be conducted to identify the appropriate
EOR technique and evaluate its applicability to the
reservoir. Taber et al. (1997) proposed screening
criteria for enhanced oil recovery methods that
were developed by compiling numerous data from
EOR projects around the world. Based on exten-
sive analysis of the collected data, the authors listed
the optimum reservoir and oil characteristics that
are required for implementing a successful EOR
project in a particular field, as shown in Table 6.1.

There is a vast amount of literature on the
subject of EOR and its variations, including
excellent reference textbooks by Smith (1966),
Willhite (1986), van Poollen (1980), Lake
(1989), Stalkup (1983), and Prats (1983), among
others. Brief description and discussion of some
of the listed EOR methods are presented next.

6.3 THERMAL PROCESSES

Primary and secondary recovery from reservoirs
containing heavy, low-gravity crude oils is usu-
ally a very small fraction of the initial oil-in-
place. It is not uncommon for a heavy oil of
13�API gravity to have a viscosity of 2000 cp at
a reservoir temperature of 110 �F and have a
viscosity of only 60 cp at 220 �F. This potential
33-fold reduction in oil viscosity corresponds to
a 33-fold increase in oil production rate. The
temperature in the reservoir can be raised by
injecting a hot fluid or by generating thermal
energy by burning a portion of the oil-in-place.

6.3.1 Cyclic Steam Stimulation

The cyclic steam stimulation (CSS) method, also
known as “huff-and-puff” or “steam soak,”
consists of three stages:

• injection;
• soaking; and
• production.

In the initial stage, steam is injected into a well
at a relatively high injection rate for

approximately 1 month. At the end of the injec-
tion period, the well is shut in for a few days
(approximately 5 days) to allow “steam soaking”
to heat the oil in the area immediately around the
wellbore. The well is then put on production until
it reaches the economic flow rate and at this point,
the entire cycle is repeated. The steam injection
and soak may be repeated four to five times or
until the response to stimulation diminishes to
noneconomic level. In general, the process can be
quite effective, especially in the first few cycles.
Stimulating the well by the huff-and-puff process
significantly improves oil rate by three means:

• Removing accumulated asphaltic and/or par-
affinic deposits around the wellbore, resulting
in an improvement of the permeability around
the wellbore (i.e., favorable skin factor).

• Radically decreasing the oil viscosity, which
in turn improves oil mobility and well
productivity.

• Increasing the thermal expansion of the oil,
which impacts the oil saturation and its rela-
tive permeability.

Many initial applications result in production
increases considerably greater than those pre-
dicted by model studies. This is mainly due to
well cleanup and permeability improvement
around the wellbore. The improvement in the
production rate associated with the decrease in
oil viscosity and the removal of deposits can be
approximated by applying the following simpli-
fied assumptions:

• Reservoir has been heated out to a radius
“rhot” to a uniform temperature.

• The heated oil viscosity out to radius “rhot”
is represented by (μo)hot as compared with
original oil viscosity of (μ0)cold.

• Improved skin factor of Shot as compared
with original skin factor of Scold.

The pressure drop between the drainage
radius “re” and wellbore radius “rw” can be
expressed by:

ðΔpÞhot 5 ðpe 2 pÞ1 ðp2 pwfÞ (6.2)
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TABLE 6.1 Summary of Screening Criteria for EOR Methods

Process Crude Oil Reservoir

N2 and flue gas • .35� API
• ,1.0 cp
• High percentage of
light hydrocarbons

• So . 40%
• Formation: SS or carbonate with few fractures
• Thickness: relatively thin unless formation is dipping
• Permeability: not critical
• Depth . 6000 ft
• Temperature: not critical

Chemical • .20� API
• ,35 cp
• ASP: organic acid groups in the oi
are need

• So . 35%
• Formation: SS preferred
• Thickness: not critical
• Permeability . 10 md
• Depth,9000 ft (function of temperature)
• Temperature , 200� F

Polymer • .15� API
• ,100 cp

• So . 50%
• Formation: SS but can be used in carbonates
• Thickness: not critical
• Permeability . 10 md
• Depth , 9000 ft
• Temperature , 200� F

Miscible CO2 • .22� API
• ,10 cp
• High percentage of
intermediate components
(C5�C12)

• So . 20%
• Formation: SS or carbonate
• Thickness: relatively thin unless dipping
• Permeability: not critical
• Depth: depends on the required minimum miscibility
pressure “MMP”

First-contact miscible
flood

• .23� API
• ,3 cp
• High Cm

• So . 30%
• Formation: SS or carbonate with min fractures
• Thickness: relatively thin unless formation is dipping
• Permeability: not critical
• Depth . 4000 ft
• Temperature: can have a significant effect on MMP

Steam flooding • 10�25� API
• ,10,000 cp

• So . 40%
• Formation: SS with high permeability
• Thickness . 20 ft
• Permeability . 200 md
• Depth , 5000 ft
• Temperature: not critical

In situ combustion • 10�27 �API
• ,5000 cp

• So . 50%
• Formation: SS with high porosity
• Thickness . 10 ft
• Permeability . 50 md
• Depth , 12,000 ft
• Temperature . 100 �F
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where

p5 pressure oil radius, r
pe5 average reservoir pressure

Applying Darcy’s equation for pressure drop
in the unheated and heated drainage areas, gives:

ðΔpÞcold 5
ðqoÞcoldðμoÞcold lnðre=rwÞ1Scold

� �
koh

(6.3)

ðΔpÞcold 5
ðqoÞcoldðμoÞcold½lnðre=rhÞ1 Scold�

koh

1
ðqoÞhotðμoÞhot½lnðrhot=rwÞ1Shot�

koh

(6.4)

Assuming that the pressure drop across the
radial system will be the same for the hot or cold
reservoir case, Eqs (6.2)�(6.4) can be arranged
to give:

ðqoÞhot 5 ðqoÞcold
ðμoÞcold½lnðre=rwÞ1 Scold�

ðμoÞhot½lnðrhot=rwÞ1 Shot�1
ðμoÞcold½lnðre=rhotÞ1Scold�

2
64

3
75

The above expression shows that the increase
in the well productivity is attributed to the com-
bined reduction in oil viscosity and skin factor.

After several applications of steam cycling
process, the huff-and-puff application is con-
verted to a steam flooding project.

6.3.2 Steam Flooding (Steam Drive)

Steam flooding is a pattern drive, a process sim-
ilar to water flooding in that a suitable well pat-
tern is chosen and steam is injected into a
number of wells, while oil is produced from
adjacent wells. Most steam floods are tradition-
ally developed on 65-acre spacing. The recov-
ery performance from steam flooding depends
highly on the selected flooding pattern, pattern
size, and reservoir characteristics. The steam
flood project typically proceeds through four
phases of development:

• reservoir screening;
• pilot tests;

• fieldwide implementation; and
• reservoir management.

Most reservoirs that are subject to successful
huff-and-puff operations are considered good
candidates for steam flood. The process involves
continuous injection of system to form a steam
zone around the injector that continues to
advance in the reservoir with injection. In typi-
cal steam drive projects, the injected fluid con-
tains 80% steam and 20% water, i.e., steam
quality of 80%. The majority of the steam drive
field applications are typically conducted jointly
with the huff-and-puff process, where the pro-
cess is conducted on producing wells, particu-
larly when the oil is too viscous to flow before
the heat from the steam injection wells arrives.

As steam moves through the reservoir bet-
ween the injector and producer, it creates several
regions of different temperatures and oil satura-
tions, as shown conceptually in Figure 6.4. The
illustration identifies the following five regions,
each with the associated temperature and oil sat-
uration profiles:

• Steam zone “region A”
As the steam enters the pay zone, it

forms a steam-saturated zone around,
with a temperature that is nearly
equal to that of the injected steam. A
typical temperature profile for the
steam flood is shown by the upper
curve of Figure 6.4. The profile
shows the gradual transition from the
steam temperature at the injection
well to the reservoir temperature at
the producing well. Due to the high
temperature in region A, the oil satu-
ration is reduced to its lowest satura-
tion, as shown by lower saturation
profile curve of Figure 6.4. This dras-
tic reduction in the oil saturation is
attributed to the following:

x significant improvement in oil mobility
by reducing viscosity;

x steam distillation and vaporization of the
lighter component in the crude oil. In the
steam zone, the hydrocarbon recovery by
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steam is greater for lighter oils because
they contain a greater fraction of steam-
distillable components.

• Hot condensate zone “regions B and C”
The hot condensate zone can be divided

into a solvent bank “B” and hot
water bank “C.” As the steam zone
moves away from the injector, its
temperature drops due to the heat
loss to the surrounding formation
and at some distance from the injec-
tion well, the steam and some of the
vaporized hydrocarbon vapor con-
dense to form the hot condensate
zone, i.e., regions B and C. The hot
condensate zone can be described as
a mix of solvent bank (condensed
hydrocarbon fluid bank) and hot
water bank. In this hot condensate
zone, the solvent bank extracts addi-
tional oil from the formation to form
a miscible hydrocarbon-slug drive
that is miscible with the initial oil-in-

place. This miscible displacement
contributes significantly to the ulti-
mate oil recovery process by steam
injection.

• Oil bank “region D”
As the mobilized oil is displaced by the

advancing steam and hot water
fronts, an oil bank with higher oil
saturation than the initial saturation
is formed in region D. The zone is
characterized by a temperature pro-
file ranging from the hot condensate
zone temperature to that of the initial
reservoir temperature.

• Reservoir fluid zone “region E”
Region “E” essentially represents that

portion of the reservoir that has not
been affected or contacted by the
steam. The region contains the reser-
voir fluid system that exists at the ini-
tial reservoir condition in terms of
fluid saturations and original reser-
voir temperature.
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FIGURE 6.4 Temperature and oil saturation profiles.
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Steam Recovery Mechanisms. Under steam
injection, the crude oil is recovered under sev-
eral combined recovery mechanisms, all with
different degrees of contribution and impor-
tance. Essentially, there are five driving mechan-
isms that have been identified as the main
driving forces:

• viscosity reduction;
• thermal expansion and swelling of the oil;
• steam distillation;
• solution gas drive;
• miscible displacement.

Figure 6.5 illustrates the contribution of each
mechanism to the overall recovery by steam
flooding of heavy oil. Each mechanism is dis-
cussed briefly below.
Viscosity Reduction. The decrease in oil vis-
cosity with increasing temperature is perhaps
the most important driving mechanism for
recovering heavy oils. The net result of increas-
ing temperature is the improvement in the
mobility ratio “M,” as defined previously by:

M5
kw
ko

� �
μo

μw

� �

With lower viscosity, the displacement and
areal sweep efficiencies are improved

considerably. As the oil is displaced from the
high-temperature region to an area where the
temperature may be considerably lower, the oil
viscosity increases again and as a result, the rate
of advance oil flow is reduced. Consequently, a
large amount of oil accumulates to form an oil
bank. This bank, often observed when steam
flooding heavy oils, is responsible for high oil
production rates and low water-oil ratios prior
to heat breakthrough at the producing well.
Thermal Expansion. Thermal expansion is an
important recovery mechanism in the hot con-
densate region with an oil recovery that depends
highly on:

• initial oil saturation;
• type of the crude oil;
• temperature of the heated zone.

As the oil expands with increasing tempera-
ture, its saturation increases and it becomes
more mobile. The amount of expansion depends
on the composition of the oil. Because the abil-
ity of the oil to expand is greater for light oils
than heavy oils, the thermal expansion is proba-
bly more effective in recovering light oils.
In general, the recovery contribution from
the thermal expansion ranges between 5%
and 10%.
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Oil Recovery, %

Waterflood at reservoir
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Figure 6-5. Contribution of steamflooding mechanisms to oil recovery

FIGURE 6.5 Contribution of steam flooding mechanisms to oil recovery.
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Steam Distillation. Steam distillation is the
main recovery mechanism in the steam zone.
The distillation process involves the vaporiza-
tion of the relatively light components in the
crude oil to form a mixture of steam and con-
densable hydrocarbon vapors. Some of the
hydrocarbon vapors will condense along with
the steam and mix with the residual oil
trapped by the advancing hot condensate
region ahead of the steam zone. This mixing
will create a solvent bank behind the hot con-
densation front. The distillation of the crude
oil bypassed by the advancing hot condensa-
tion zone can result in very low ultimate
residual oil saturations in the steam-swept
zone. In principle, residual oil saturations can
be essentially zero where the original crude
oil has been mixed with large volumes of
hydrocarbon condensate.
Solution Gas Drive. With increasing tempera-
tures, solution gas is liberated from the oil. The
liberated solution gas expands proportionally
with the pressure decline gradient between the
injector and the producer. This expansion in the
gas phase provides additional driving forces
that contribute to the oil recovery process. In
addition, CO2 can be generated during the
injection process either from the high-tempera-
ture reaction with the formation containing
CO2 or from the oil that contains CO2. If large
quantities of CO2 are liberated, it can contrib-
ute to an additional oil recovery due to its abil-
ity to reduce the viscosity of the oil as the
liberated gas expands and contacts more of the
original oil-in-place.
Miscible Displacement. In the hot condensate
zone, the solvent bank generated by the steam
zone extracts additional oil from the formation
to form an “oil-phase miscible drive.”
Essentially, the steam zone “manufactures” a
miscible-oil slug that can displace the oil it con-
tacts with 100% displacement efficiency. The
additional oil recovery due to this miscible dis-
placement ranges between 3% and 5% of the
original oil-in-place.

The main advantage of steam injection over
other EOR methods is that steam flooding can

be applied to a wide variety of reservoirs.
However, there are two limiting factors that
must be evaluated before considering steam
flooding in a specific reservoir:

The total reservoir depth should be less than
5000 ft. This depth limitation is imposed by
the critical pressure of steam (3202 psia).

The reservoir net pay should be greater than
25 ft. The limitation should be considered
when evaluating a reservoir for steam flood-
ing in order to reduce the heat loss to the
base and cap rock of the pay.

In general, the following guideline sum-
marizes the required screening criteria for steam
injection:

oil viscosity, 3000 cp;
depth, 1500 ft;
API gravity, 30;
permeability. 300 md.

Thermal Properties of Fluids. The design of
steam flood projects requires clear understand-
ing of the physical and thermal properties of the
steam, reservoir fluids, and solids. These prop-
erties are essential in performing the following
two steam flooding calculations:

• estimating heat losses in order to properly
compute the capacities of steam-generating
equipment;

• evaluating the physical oil recovery displace-
ment mechanisms by both steam and hot water.

Some of the needed thermal properties of
fluids and solids are summarized next.

Thermal Properties of Steam and
Liquids. When 1 lb of water at an initial tem-
perature “Ti” is heated at a constant pressure
“Ps,” it will attain a maximum temperature
“Ts,” called the saturation temperature, before
it is converted into steam. The amount of heat
absorbed by the water “hw” is called
“enthalpy” or “sensible heat” and is given by
the following relationship:

hw 5CwðTs 2 TiÞ (6.5)
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where

Cw5 specific heat of water, BTU/lb-�F
Ts5 saturation temperature, �F
Ti5 initial water temperature, �F
hw5 heat content of the saturated water

(enthalpy of saturated water), BTU/lb

If 1 lb of saturated water at Ts is further
heated at the same saturation pressure Ps, it will
continue to absorb heat without a change in
temperature until it is totally converted to
steam. The amount of additional heat that is
required to convert the water to steam (vapor)
is called the enthalpy of vaporization or latent
heat of steam “LV,” with total heat content hs
as given by:

hs 5 hw 1 LV (6.6)

where

hs5 steam heat content or enthalpy, BTU/lb
LV5 latent heat, BTU/lb

Further heating of the steam to a temperature
Tsup above Ts, while maintaining the pressure at
Ps, converts the steam from saturated to super-
heated steam. The heat content (enthalpy) hsup
of the superheated steam is given by:

hsup 5 hs 1CsðTsup 2 TsÞ (6.7)

where

Cs5 average specific heat of steam in the tem-
perature range of Ts to Tsup

In the case of a wet steam with a steam quality
of “X,” the heat content (enthalpy) of the wet
steam is given by:

hs 5 hw 1 XLv (6.8)

The volume of 1 lb (specific volume “V”) of
wet steam is given by:

V 5 ð12 X Þ Vw 1 X Vs (6.9)

where

Vw5 volume of 1 lb of saturated water
Vs5 volume of dry steam

Standard steam tables are available that list
steam properties; when not available, the fol-
lowing expressions can be used to obtain esti-
mates of steam properties:

Ts 5 115:1Ps
0:225 (6.10)

hw 5 91Ps
0:2574 (6.11)

Lv 5 1318Ps
20:08774 (6.12)

hs 5 1119Ps
0:01267 (6.13)

Vs 5 363:9Ps
20:9588 (6.14)

Another important property of steam is viscos-
ity. For steam at pressure below 1500 psia, the
following linear relationship expresses the steam
viscosity μsteam as a function of temperature:

μsteam 5 0:00881 2:1123 102 5ðT 2 492Þ

Example 6.1
Find the enthalpy of 80% quality steam at
1000 psia.

Solution

Step 1. Estimate the water sensible heat hw by
applying Eq. (6.11):

hw 5 91Ps
0:2574 5 91 1000ð Þ0:2574 5 538:57BTU=lb

Step 2. Estimate the latent heat LV by applying
Eq. (6.12):

LV 5 1318Ps
20:08774 5 1318 1000ð Þ20:08774

5 718:94 BTU=lb

Step 3. Calculate the steam enthalpy hs by
applying Eq. (6.8):

hs 5 hw 1 XLv 5 538:571 ð0:8 3 718:94Þ
5 1113:71 BTU=lb
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The change in the temperature that is taking
place in the reservoir during steam flooding has
a substantial impact on the reservoir fluid prop-
erties. One of the most important fluid proper-
ties that are strongly temperature dependent is
the oil viscosity. The importance of the viscosity
is due to the fact that the flow of a given fluid
in a porous media is inversely proportional to
its viscosity. The considerable drop in heavy oil
viscosities at elevated temperatures makes this
parameter particularly significant in a steam
flood.

Steam injection reduces the viscosity of
both oil and water, while it increases that of
gas. Ahmed (1989 and 2006) lists several cor-
relations that can be used for estimating the
crude oil viscosity when laboratory viscosity
measurements are not available. However,
these correlations are based on the assumption
that the crude oil does not change in character
either through cracking or distillation effects
at high temperatures or through the develop-
ment of suspended solids (e.g., asphaltene).
Assuming heavy oil system with an oil gravity
of �API, the viscosity of the oil at any tempera-
ture can be estimated from the following
expression:

μo 5 220:153 109
5T

9

� �
23:556

logðAPIÞ½ �z

with

z5 12:54283 logð5T=9Þ� �
245:7874

where the temperature “T” is expressed in �R.
The viscosity of the water at temperature

“T” can be estimated from the following
relationship:

μw5
2:185

0:04012ðT 2 460Þ10:0000051535ðT 2460Þ221

0
@

1
A

Another important property that is an inte-
gral part of oil recovery calculations by steam
injection is the specific heat in BTU/lb-�F. In
general, the specific heat “C” is defined by the
ratio of the amount of heat required to raise the

temperature of a unit mass of a substance by
one unit of temperature to the amount of heat
required to raise the temperature of a similar
mass of a reference material, usually water, by
the same amount. The specific heat of the satu-
rated water can be approximated by the follow-
ing expression:

Cw 5 1:32872 0:000605 T 1 1:79ð1026ÞðT 2 460Þ2

where temperature T is in �R. For crude oil,
specific heat can be approximated by the
expression:

Co 5
0:0229131 56:96663 1026 ðT 2 460Þffiffiffiffiffiρop

� �

where

Cw5 specific heat of water, BTU/lb-�F
Co5 specific heat of oil, BTU/lb-�F
T5 temperature, �R
ρ5 density of oil in lb/ft3

Heat Transfer During the Steam Injection
Processes. Heat transfer is the movement of
thermal energy from one position to another.
Heat flow always occurs from a higher-temper-
ature region to a lower-temperature region as
described by the second law of thermodynam-
ics. There are three distinct modes of heat
transfer:

• Conduction—transfer of thermal energy
between objects in direct physical contact.

• Convection—transfer of energy between an
object (usually a fluid) and surroundings by
fluid motion.

• Radiation—transfer of energy from or to a
body by the emission of absorption of elec-
tromagnetic radiation. Radiation heat trans-
fer in a reservoir during steam injection is
not significant because there is insufficient
void space for the electromagnetic radiation
to propagate.

Conduction. Thermal conduction is respon-
sible for heat losses to the overburden and
underburden strata, as shown in Figure 6.6.
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Thermal conduction can also be important
within the reservoir when fluid velocities are
low. Conduction heat transfer is described by
the following expression:

qheat 5λA
dT

dx

where

qheat5 rate of heat transfer in the x-direction,
BTU/hour

λ5 thermal conductivity, BTU/hour-ft-�F
A5 area normal to the x-direction, ft2

T5 temperature, �F
x5 length along the direction of heat transfer, ft

The thermal conductivity “λ” measures the
ability of a solid to transmit 1 BTU of thermal
energy in 1 hour through an area of 1 ft2, if a
temperature difference of 1�F is imposed across
a thickness of 1 ft. Thermal conductivity of a
porous rock increases with increase in:

• rock density;
• liquid saturation;
• pressure;
• saturating liquid thermal conductivity.

while it decreases with an increase in:

• temperature
• porosity

Listed below are selected values for thermal
conductivities of various dry and saturated rocks.

Rock Density,
lb/ft3

Specific
Heat,
BTU/lb-

�F

Thermal
Conductivity,
BTU/hour-ft-

�F

Thermal
Diffusivity,
ft2/hour

(a) Dry rocks
Sandstone 130 0.183 0.507 0.0213
Silty sand 119 0.202 0.400 0.0167
Siltstone 120 0.204 0.396 0.0162
Shale 145 0.194 0.603 0.0216
Limestone 137 0.202 0.983 0.0355
Sand (fine) 102 0.183 0.362 0.0194
Sand (coarse) 109 0.183 0.322 0.0161

(b) Water-saturated
Sandstone 142 0.252 1.592 0.0445
Silty sand 132 0.288 1.500 0.0394
Siltstone 132 0.276 1.510 0.0414
Shale 149 0.213 0.975 0.0307
Limestone 149 0.266 2.050 0.0517
Sand (fine) 126 0.339 1.590 0.0372
Sand (coarse) 130 0.315 1.775 0.0433

Tikhomirov (1968) presented a relationship
to estimate the thermal conductivity of water-
saturated rocks as given by:

λR 5
6:36½expð0:6ρr 1 0:6SwÞ
ð0:556T 1 255:3Þ0:55 (6.15)

where:

ρr5 dry rock density, g/cm3

Sw5water saturation, fraction
T5 temperature, �F

In thermal recovery calculations, the value of
λR is in the range of 1.0�1.4 BTU/hour-ft-�F.

The rate at which the thermal front propa-
gates through the formation by conduction is
governed by thermal diffusivity “D.” The ther-
mal diffusivity is defined as the ratio of thermal
conductivity “λR” to the volumetric heat capac-
ity of the rock and can be approximated by the
following expression:

D5
λR

ρr Cr
(6.16)

Cold 
Condensate

Hot 
CondensateSteam

Reservoir
Fluids

ConductionConvection

Conduction

Conduction
UNDERBURDEN

OVERBURDEN

FIGURE 6.6 Steam flood heat transfer and losses.
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where

λR5 rock thermal conductivity, BTU/hour-ft-�F
D5 thermal diffusivity, ft2/hour
ρr5 rock density, lb/ft3

Cr5 specific heat of the rock, BTU/lbm-
�F

In most thermal recovery calculations, the
value of “D” is about 0.04 ft2/hour. The prod-
uct (ρrCr) is the volumetric heat capacity of the
rock, i.e., overburden.

The volumetric heat capacity of the saturated
formation, “M” is given by:

M5φðSoρoC0 1SwρwCwÞ1 ð12φÞρrCr (6.17)

where

M5 volumetric heat capacity of the formation,
BTU/ft3-�F

ρ5 density at reservoir temperature, lb/ft3

C5 specific heat, BTU/lb-�F
S5 saturation, fraction
φ5 porosity, fraction

The subscripts o, w, and r refer to oil, water,
and rock matrix, respectively. It should be
pointed out that the heat capacity of the rock
matrix, i.e., ð12φÞ ρrCr, accounts for about
75% of the total heat capacity, i.e., 75% of the
heat injected into the formation is used for heat-
ing rock matrix.
Prediction of Steam Flood Performance
Thermal recovery processes such as cyclic and
continuous steam injection involve heat and
mass transport that can be described mathemat-
ically by a set of differential equations. These
mathematical expressions can be solved by
means of numerical simulation. The numerical
simulation offers numerous advantages,
including:

• ability to incorporate irregular injection
patterns;

• taking into account the reservoir
heterogeneity;

• imposing individual well constraints;
• changes in hydrocarbon base behavior;
• mechanism.

Numerical simulation, however, requires
extensive reservoir data and lengthy calculations
and specialized thermal software. Analytical
models that yield acceptable results and serve as
simple computational tools for practicing engi-
neers are thus desirable.

The earliest model to be applied to steam
flooding was that of Marx and Langenheim
(1959) for predicting the growth of the steam
zone in the reservoir during steam injection into
a single well. Marx and Langenheim “M-L”
applied the following assumptions in developing
the model:

• Steam penetrates a single layer of uniform
thickness.

• Heat losses are normal to the boundaries of
the steam zone (i.e., at the cap rock and
base rock) as shown in Figure 6.7.

• Temperature of the heated zone remains at
steam temperature “Ts” and falls to reser-
voir temperature immediately outside the
heated zone, as shown in Figure 6.8.

Marx and Langenheim heating model is
based on the assumption that the injection of
hot fluid into a well is at constant heat rate
“Ho” and constant temperature “Ts,” as shown
conceptually in Figure 6.7. The authors pro-
posed the following expression for calculating
the heat injection rate:

Ho 5
5:615 ρwQinj

24

� �
hs 2CwðTr 2 32Þ½ � (6.18)

Steam

Cold Reservoir

Heat Loss

Heat Loss
UNDERBURDEN

OVERBURDEN

Heated Zone

Ho

Ho

TS
Tr

FIGURE 6.7 Marx and Langenheim conceptual model.
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where

Qinj5 feed water rate into the steam generator,
bbl/day

Ho5 heat injection rate, BTU/hour
Tr5 reservoir temperature, �F
ρw5water density, lb/ft3

hs5 steam heat content or enthalpy as
expressed by Eq. (6.8), BTU/lb

Cw5 specific heat of water, BTU/lb-�F

Example 6.2
The feed cold-water rate into a generator is
1000 bbl/day. The outlet steam pressure,
temperature, and quality are 1271 psia, 575 �F,
and 0.73, respectively. Other pertinent reservoir
and fluid properties are given below:

Cw5 1.08 BTU/lb-�F
ρw5 62.4 lb/ft3

Tr5 120 �F

Calculate the heat injection rate in BTU/hour.

Solution

Step 1. Estimate the water sensible heat hw by
applying Eq. (6.11):

hw 5 91 Ps
0:2574 5 91ð1273Þ0:2574 5 573:1 BTU=lb

Step 2. Estimate the latent heat LV by applying
Eq. (6.12):

Lv 5 1318 Ps
20:08774 5 1318ð1273Þ20:08774

5 861:64 BTU=lb

Step 3. Calculate the steam enthalpy hs by
applying Eq. (6.8):

hs 5 hw 1 XLv 5 573:11 ð0:78 3 861:64Þ
5 1245:2 BTU=lb

Step 4. Calculate the heat injection rate Ho by
applying Eq. (6.18):

Ho 5
5:615ρwQinj

24

� �
hs 2 CwðTr 2 32Þ½ �

5
5:615ð62:4Þ1000

24

� �
1245:221:08ð1202 32Þ½ �

5 16:79 MMBTU=hour

Marx and Langenheim applied the heat bal-
ance on a single horizontal layer with uniform
and constant properties to estimate the areal
extent and propagation of the heated zone
“As(t)” as a function of time “t,” to give:

Asðt Þ5
HoMhD

ð4Þ 43; 560ðλRÞ2ΔT

� �
GðtDÞ (6.19)

with the function G(tD) defined by:

GðtDÞ5 etD erfcð ffiffiffiffi
tD

p Þ1 2

ffiffiffiffi
tD
n

r
2 1 (6.20)

The dimensionless time tD is defined by the
expression:

tD 5
4ðλRÞ2
M2h2D

" #
t (6.21)

where

A(t)5 cumulative heated area at time t, acres
erfc(x)5 complementary error function
Ho5 constant heat injection rate, BTU/hour
λR5 thermal conductivity of the cap and base

rock, BTU/hour-ft-�F
h5 reservoir thickness, ft
t5 time, hours

Actual Temperature
Distribution

Marx-Langenheim
Temperature  Profile

Ts

TR

Temperature

Radial distance from injection well
FIGURE 6.8 Marx and Langenheim temperature profile.
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ΔT5 difference between steam zone tem-
perature and reservoir temperature, i.e. Ts

2Tr,
�F

D5 overburden and underburden thermal diffu-
sivity as defined by Eq. (6.16), ft2/hour, i.e.:

D5
λR

ρrCr

� �
Overburden

M5 reservoir (formation) volumetric heat capac-
ity, BTU/ft3-�F, as given by Eq. (6.17), i.e.:

M5φðSoρoC0 1 SwρwCwÞ1 ð12φÞρrCr
Values of “G,” etDerfc

ffiffiffiffiffi
tD

p
, and erfc tD as a

function of the dimensionless time are listed col-
umns 3�5, respectively, in Table 6.2.

Effinger and Wasson (1969) proposed the
following mathematical expression to approxi-
mate etDerfc

ffiffiffiffiffi
tD

p
:

etD erfc
ffiffiffiffi
tD

p
50:254829592y2 0:284496736y 211:42143741y 3

2 1:453152027y 411:061405429y 5

(6.22)

with

y 5
1

11 0:3275911
ffiffiffiffi
tD

p

Several important derivatives of Marx and
Langenheim heating model include the follow-
ing steam flood performance relationships:

TABLE 6.2 Marx and Langenheim Auxiliary Functions

(1) tD (2) Eh (3) G (4) etDerfc
ffiffiffiffiffi
tD

p
(5) erfc tD

0.0 1.0000 0 1.0000 1.0000
0.01 0.9290 0.0093 0.8965 0.9887
0.0144 0.9167 0.0132 0.8778 0.9837
0.0225 0.8959 0.0202 0.8509 0.9746
0.04 0.8765 0.0347 0.8090 0.9549
0.0625 0.8399 0.0524 0.7704 0.9295
0.09 0.8123 0.0731 0.7346 0.8987
0.16 0.7634 0.1221 0.6708 0.8210
0.25 0.7195 0.1799 0.6157 0.7237
0.36 0.6801 0.2488 0.5678 0.6107
0.49 0.6445 0.3158 0.5259 0.4883
0.64 0.6122 0.3918 0.4891 0.3654
0.81 0.5828 0.4721 0.4565 0.2520
1.00 0.5560 0.5560 0.4275 0.1573
1.44 0.5087 0.7326 0.3785 0.0417
2.25 0.4507 0.7783 0.3216 0.0015
4.00 0.3780 1.5122 0.2554 0.0000
6.25 0.3251 2.0318 0.2108
9.00 0.2849 2.5641 0.1790
16.00 0.2282 3.6505 0.1370
25.00 0.1901 4.7526 0.1107
36.00 0.1629 5.8630 0.0928
49.00 0.1424 6.9784 0.0798
64.00 0.1265 8.9070 0.0700
81.00 0.1138 9.2177 0.0623
100.00 0.1034 10.3399 0.0561
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(a) Oil flow rate, qo
Assuming that all the movable oil is dis-

placed in the heated area, the oil dis-
placement flow rate is given by:

qod 5 4:275
Hoφ ðSoi 2SorÞ

M ΔT

� �
ðetD erfc ffiffiffiffi

tD
p Þ (6.23)

where
qod5 displaced oil rate in bbl/day
Soi5 initial oil saturation
Sor5 residual oil saturation
Ho5 heat injection rate, BTU/hour
φ5 porosity

(b) Instantaneous steam-oil ratio “SOR” is
given by the ratio of the steam injection rate
(cold water equivalent) to that of the dis-
placed oil rate; i.e.:

SOR5
isteam
qod

(c) Total heat injected “Hinj”:

Hinj 5Hot

where
Hinj5 total heat injected, BTU
t5 total injection time, hour

(d) Total rate of heat lost to the adjacent for-
mations “Hlost”

The rate of heat lost in BTU/hour is
given by the expression:

Hlost 5Hoð12 etD erfc
ffiffiffiffi
tD

p Þ (6.24)

(e) Total remaining heat in the reservoir “Hr”
The heat remaining in the heated zone in

“BTU” is given by:

Hr 5
HoM

2h2D

4ðλRÞ2
� �

GðtDÞ (6.25)

(f) Reservoir heat efficiency “Eh”
Marx and Langenheim defined the reser-

voir thermal (heat) efficiency as the
ratio of heat remaining in the reservoir
to the total heat injected at time t, i.e.:

Eh 5
Hr

Hot
5

GðtDÞ
tD

� �

or equivalently as:

Eh 5
1

tD
etD erfcð ffiffiffiffi

tD
p Þ1 2

ffiffiffiffi
tD
π

r
2 1

" #
(6.26)

Values of the reservoir heat efficiency Eh are
conveniently listed in Table 6.2.

Example 6.3
Using the data and results from Example 6.2 with
a constant heat injection rate of 16.78 MMBTU/
hour, estimate the oil recovery performance using
Marx and Langenheim method. The following
additional data is available:

ρo5 50.0 lb/ft3

ρr5 167.0 lb/ft3

ρw5 61.0 lb/ft3

Soi5 0.60
Sor5 0.10
Sw5 0.40
Co5 0.50 BTU/lb-�F
Cw5 1.08 BTU/lb-�F
Cr5 0.21 BTU/lb-�F
Tr5 120 �F
Ts5 575 �F
φ5 0.25
h5 40 ft

Thermal diffusivity of base and rock
“D”5 0.029 ft2/hour BTU/lb-�F

Rock thermal conductivity λR5 1.50 BTU/
hour-ft-�F

Solution:

Step 1. Calculate the reservoir volumetric heat
capacity “M” from Eq. (6.17):

M5φðSoρoCo 1 SwρwCwÞ1 ð12φÞρrCr
M50:25ð0:635030:510:4361:031:08Þ1ð120:25Þ

316730:21536:64; BTU=ft3��F

Step 2. Perform the required recovery calculations
in the following tabulated form:
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Above results are presented graphically in
Figure 6.9
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FIGURE 6.9 Marx and Langenheim performance profile.

Time,
days

Time,
hrs

Eq. (6.26)
tD

Eq. (6.21)
Eh

Eq. (6.20)
G

Eq. (6.22)
etD erfc

ffiffiffiffiffi
tD

p Eq. (6.19)
As(t), acres

Eq. (6.23)
qod

SOR

10 240 0.03468 0.88516 0.03069 0.82024 0.1305 472.5986 2.1160
30 720 0.10403 0.80642 0.08389 0.71937 0.3567 414.4810 2.4127
60 1440 0.20805 0.74212 0.15440 0.63889 0.6566 368.1123 2.7166
90 2160 0.31208 0.69912 0.21818 0.58682 0.9278 338.1078 2.9576
120 2880 0.41611 0.66639 0.27729 0.54825 1.1791 315.8879 3.1657
150 3600 0.52014 0.63987 0.33282 0.51773 1.4153 298.3007 3.3523
200 4800 0.69351 0.60442 0.41918 0.47799 1.7825 275.4050 3.6310
230 5520 0.79754 0.58678 0.46798 0.45867 1.9900 264.2736 3.7840
300 7200 1.04027 0.55265 0.57491 0.42220 2.4447 243.2585 4.1109
400 9600 1.38703 0.51515 0.71453 0.38349 3.0384 220.9583 4.5257
500 12000 1.73378 0.48593 0.84249 0.35435 3.5826 204.1655 4.8980
600 14400 2.08054 0.46211 0.96145 0.33127 4.0884 190.8666 5.2393
800 19200 2.77405 0.42494 1.17881 0.29644 5.0127 170.8029 5.8547
1000 24000 3.46757 0.39668 1.37551 0.27096 5.8492 156.1185 6.4054
1500 36000 5.20135 0.34721 1.80597 0.22843 7.6796 131.6138 7.5980
2000 48000 6.93513 0.31400 2.17766 0.20137 9.2602 116.0231 8.6190
3000 72000 10.40270 0.27040 2.81287 0.16767 11.9613 96.6090 10.3510
4000 96000 13.87027 0.24195 3.35594 0.14683 14.2706 84.5993 11.8204
5000 120000 17.33783 0.22138 3.83825 0.13232 16.3216 76.2408 13.1163
6000 144000 20.80540 0.20555 4.27657 0.12149 18.1855 69.9984 14.2860
7000 168000 24.27297 0.19285 4.68113 0.11301 19.9058 65.1110 15.3584
7300 175200 25.31324 0.18951 4.79699 0.11080 20.3985 63.8400 15.6642
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Based on the observation that heated area
measured in laboratory experiments tends to
be lower than that predicted by Marx and
Langenheim method, Mandl and Volek (1969)
introduced the concept of the critical time
“tc” which identifies the time beyond which
the zone downstream from the advancing hot
condensation front is heated by a hot water
moving through the condensation front. Prior
to the critical time “tc,” all the heat in the res-
ervoir is within the steam zone and perfor-
mance results can be obtained by applying
Marx and Langenheim method. The authors
propose that when t. tc, the heated area is
given by:

Asðt Þ5
HoMhD

ð4Þ 43;560ðλRÞ2ΔT

GðλRÞ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tD 2 tcD

π

s
Ehv 1

½tD 2 ðtcDÞ23�etD erfc
ffiffiffiffi
tD

p

3

0
@

2
4

8<
:

2
tD 2 tcD
3

ffiffiffiffiffiffiffi
πtD

p
1
A
3
5
9=
;

The parameter “Ehv” represents the fraction
of heat injected in latent form and is given by:

Ehv 5
1

11 ðXLv=CwΔT Þ (6.27)

where

Lv5 latent heat, BTU/lb
X5 steam quality
ΔT5 difference between steam zone temperature

and reservoir temperature, i.e., Ts2Tr,
�F

Cw5Average specific heat of water over the
temperature range of ΔT, BTU/lb-�F

The following steps summarize the procedure
for calculating the critical time tc:

1. Calculate the fraction of heat injected in
latent form from Eq. (6.27):

Ehv 5
1

11 ðXLv=CwΔT Þ

2. Calculate the critical complementary error
function:

etcD erfc
ffiffiffiffiffi
tcD

p
5 12 Ehv (6.28)

3. Enter Table 6.2 with the value of
etcDerfc

ffiffiffiffiffiffi
tcD

p
and read the corresponding

value of tcD.
4. Calculate the critical time from Eq. (6.21), or:

tc 5
M2h2D

4ðλRÞ2
� �

tcD

Figure 6.10 shows a graph of the thermal
efficiency of the steam zone “Eh” as a function
of the dimensionless time “tD” and “Ehv.” The
upper curve, i.e., Ehv5 1.0, follows Marx and
Langenheim thermal efficiency as represented
mathematically by Eq. (6.26) or the tabulated
values listed in column 2 of Table 6.2. Marx
and Langenheim heat efficiency is used as
described previously in recovery calculations
when the time “t” is less than the critical time
“tc.” After the critical time, the heat efficiency
of the steam zone would follow the curve corre-
sponding to Ehv as given by Eq. (6.28).

Example 6.4
Using the data and results from Example 6.2,
calculate the critical time

Solution

1. Calculate the fraction of heat injected in latent
form from Eq. (6.27):

Ehv 5
1

11 ðXLV =CwΔT Þ

5
1

11 ðð0:73Þð861:64Þ=1:08ð455ÞÞ 5 0:439

2. Calculate the critical complementary error
function:

etcD erfc
ffiffiffiffiffi
tcD

p
5 12 Ehv 5 12 0:4395 0:561

3. Enter Table 6.2 with the value of etcDerfc
ffiffiffiffiffi
tcD

p
, i.

e., 0.561, and read the corresponding value of
tcD, to give (by interpolation): tcD5 0.381
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4. Calculate the critical time from Eq. (6.21), or:

tc 5
M2h2D

4ðλRÞ2
� �

tcD 5
36:62ð402Þ0:029

4ð1:5Þ2
� �

0:381

5 6906 hours5 288 days

The above example indicates that Marx and
Langenheim heating model can be applied until
the critical time of 288 days is reached with the
values of Marx and Langenheim reservoir ther-
mal (heat) efficiencies as calculated from
Eq. (6.26) or read from the upper curve of
Figure 6.10. After the critical time is reached,
the thermal efficiency is read as a function of tD
tracing the appropriate Ehv curve.

It should be pointed out that the volume of
the steam zone “Vs” is related to the fraction of
the injected heat present in the steam zone, i.e.,
Eh, by:

Vs 5
HotEh

43; 560MΔT

� �
tEh (6.29)

with the steam zone area as:

Asðt Þ5
Vs
h

(6.30)

where

Vs5 volume of the steam zone as a function of
time, acre-ft

Ho5 heat injection rate, BTU/hour
t5 time, hour
Eh5 thermal efficiency of the steam zone at

time “t”
As(t)5 areal extent of the steam zone at time t,

acres
h5 thickness, ft
M5 the reservoir volumetric heat capacity “M”

from Eq. (6.17), BTU/ft3-�F

The cumulative oil produced “NP” can then
be calculated from the following relationship:

NP 5 7758φ
hn
ht
ðSoi 2SorÞ Vs
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Figure 6-10. Fraction of heat injected remaining in the steam zone
FIGURE 6.10 Fraction of heat injected remaining in the steam zone.
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where

NP5 cumulative oil production, bbl
hn5 net thickness, ft
ht5 total thickness, ft

Field results indicate that the oil flow rate
“qod” as calculated from the Marx and
Langenheim expressions generally overestimates
steam flood performances as compared with
observed field production data. To bring results
into agreement with observed field data, the
parameter “Γ” is included in steam flood per-
formance equations, to give:

qo 5 ðqodÞΓ (6.31)

The parameter Γ is called capture efficiency
and represents the fraction of oil displaced from
the steam zone. The capture efficiency lies
between 0.66 and 1. In some cases, a value of Γ
greater than 1 suggests that more oil is produced
than displaced from the steam zone. This is possi-
ble if significant gravity drainage forces influence
and contribute to the production of the oil from
outside the steam zone. The parameter Γ is usu-
ally set at 0.7. Jones (1981) and Chanadra and
Damara (2007) suggest that the capture efficiency
is a product of three dimensionless elements, each
of which varies from a value of 0.0 to a value of
1. The capture efficiency is defined by:

Γ 5AcDVoDVPD

where

AcD5 dimensionless steam zone area
VoD5 volume of displaced oil produced,

dimensionless
VPD5 fraction of pore volume filled with steam

These capturing parameters can be approxi-
mated by applying the following equations:

AcD 5
Asðt Þ

A½0:11ln ðμoi=100Þ�1=2

" #2

(6.32)

With the limit 0#AcD# 1.0 and AcD5 1.0
when μoi#100 cp. This dimensionless steam
zone area parameter AcD is designed to account

for the dependence of early oil production rates
on the pattern size and the domination of initial
oil viscosity.

VpD 5
5:615ðVsÞinj

43560A hφ Sg

� �2
(6.33)

with the limit 0#VpD#1.0 and VPD5 1.0 when
Sg5 0. If significant amount of gas initially
exists, the VPD parameter describes the reservoir
fill-up process that accounts for an additional
response delay to steam injection due to the ini-
tial gas saturation.

VoD 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12

7758φ SoiVs
N

r
(6.34)

with the limit 0#VoD#1.0. The VoD parame-
ter, as described by Eq. (6.34), indicates that
the oil displacement/production is increasingly
controlled by the oil remaining in the reservoir
pattern at anytime during the steam injection
process.
where

A5 total reservoir (pilot) area, acres
N5 initial oil-in-place, bbl
Sg5 initial gas saturation
hn5 net thickness, ft
(Vs)inj5 cumulative volume of the steam

injected, bbl
Vs5 volume of the steam zone as a function of

time, acre-ft

Figure 6.11 is a graphical presentation of the
three components comprising the capture
efficiency.

6.3.3 Steam-Assisted Gravity
Drainage

Steam-assisted gravity drainage (SAGD) is a ther-
mal in situ heavy oil recovery process that was
originally developed by Butler (1991). Butler pro-
posed to use steam injection, coupled with hori-
zontal well technology, to assist the movement of
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oil to a production well by means of gravitational
forces. The procedure utilizes a pair of parallel
horizontal wells, one at the bottom of the forma-
tion and the other is placed about 10�30 ft
above it. The wells are vertically aligned with
each other with their length in the order of 3500 ft,
as shown schematically in Figure 6.12. These wells
are typically drilled in groups off central pads. The

top well is the steam injector and the bottom well
serves as the producer.

Initially, the cold heavy oil is essentially
immobile. Therefore, an initial preheating stage
is necessary to create a uniform thermohydraulic
communication between well pair. In this start-
up period, steam is injected in both wells to pre-
heat the reservoir between the wells. This steam
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FIGURE 6.11 Graphical illustration of the capture parameters.

Figure 6-12.  Schematic illustration of the SAGD concept

Steam injection
wellProduction

well

Steam Assisted Gravity Drainage

FIGURE 6.12 Schematic illustration of the SAGD concept.
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circulation process in both the injector and the
producer continues for approximately
2�4 months to enhance the oil mobility by
reducing its viscosity. Once mobility has been
established, steam is injected continuously into
the upper well only. With the continuous injec-
tion of the steam, the steam rises to the top of
the formation forming a “steam chamber” that
grows vertically and horizontally. The injected
steam will reach the chamber interface, heating
the surrounding cold oil sand. The condensate
and heated oil drain by gravity and flow towered
the horizontal well near the base of the reservoir
in countercurrent to the rising steam. It should
be noted that since the flow path of oil and
steam are separate, the displacement process is
slow. However, the fingering problem that is tra-
ditionally associated with steam flooding is
essentially eliminated, thereby improving the oil
recovery efficiency by SAGD. The steam cham-
ber expansion process and associated drainage
flow are shown schematically in Figure 6.13.

Butler confirmed the SAGD concept by labo-
ratory experiments and documented the follow-
ing unique features of this thermal recovery
process.

• Use of gravity as the primary driving force
for moving oil.

• Large production rates obtainable with grav-
ity using horizontal wells.

• Flow of the heated oil directly to the produc-
tion well without having to displace uncon-
tacted oil.

• Almost immediate oil production response
(especially in a heavy oil reservoir).

• High recovery efficiency (up to 70%�75%
in certain cases).

• Low sensitivity to reservoir heterogeneities.

6.3.4 In Situ Combustion

In situ combustion, or fire flooding, is a unique
EOR process because a portion of the oil-in-
place is oxidized and used as a fuel to generate
heat. In the in situ combustion process, the
crude oil in the reservoir is ignited and the fire
is sustained by air injection. The process is initi-
ated by continuous injection of air into a cen-
trally located injection well. Ignition of the
reservoir crude oil can either occur spontane-
ously after air has been injected over some
length of time of it requires heating. Chemical

Steam flows into
Interface and condenses

Production Well

Injection Well

Heated oil
Flows to well

Heated oil
Flows to well

Formation Top

Steam Chamber

FIGURE 6.13 Schematic illustration of the SAGD mechanism.
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reaction between oxygen in the injected air and
the crude oil generates heat even without com-
bustion. Depending on the crude composition,
the speed of this oxidation process may be suffi-
cient to develop temperatures that ignite the oil.
If not, ignition can be initiated by:

• downhole electric heaters;
• preheating injection air; or
• preceding air injection with oxidizable

chemicals.

Numerous laboratory experiments and field
oil recovery data indicate generated heat and
the vaporized hydrocarbon gases from the in
situ combustion procedure will displace 100%
of the oil from the reservoir that is contacted by
the process.

There are three forms of in situ combustion
processes:

• forward combustion;
• reversed combustion;
• wet combustion.

The above three processes are briefly dis-
cussed below.
Forward Combustion. The term “forward
combustion” is used to signify the fact that the
flame front is advancing in the same direction
as the injected air. Figure 6.14 shows a sche-
matic view of several distinct zones formed in
an oil reservoir during the forward combustion
process, while Figure 6.15 demonstrates the oil
displacement mechanism and temperature pro-
file associated with each of these zones.

Air Compressor

Injection well

1. Injected Air and Water Zone (Burned Cut)

2. Air and Vaporized Water Zone

3. Burning Front and Combustion Zone (600°–1200°F)

4. Steam or Vaporizing Zone (Approx. 400°F)

1
2

3 4 5 6 7

5. Condensing or Hot Water Zone

    (50°–200°F Above Initial Temperature)

6. Oil Bank (Near Initial Temprature)

7. Cold Combustion Gases

Production well

Combustion Gases

Oil
and

Water

FIGURE 6.14 In situ combustion process. (Courtesy Bartlesville Energy Technology Center, US Department of Energy,
Washington, DC).
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As shown in Figures 6.14 and 6.15, there are
seven zones that have been recognized during
the forward combustion process, these are:

• The burned zone: The burned zone is the
region that is already burned. This zone is
filled with air and may contain a small
amount of residual unburned organic mate-
rials; otherwise, it is essentially composed
primarily of clean sand that is completely
free of its oil or coke content. Because of the
continuous air injection, the burned zone
temperature increases from the injected air
temperature at the injector to the tempera-
ture at the combustion leading edge.

• Combustion front zone: Ahead of the
burned-out zone is combustion front region
with a temperature variation ranging from
600�F to 1200�F. It is in this region that
oxygen combines with fuel and high-temper-
ature oxidation occurs.

• The coke zone: Immediately ahead of the
combustion front zone is the coke region.

The coke region represents the zone where
carbonaceous material has been deposited
as a result of thermal cracking of the crude
oil. The coke residual fractions are com-
posed of components with high molecular
weight and boiling point temperatures.
These fractions can represent up to 20% of
the crude oil.

• Vaporizing zone: Ahead of the coke region
is the vaporizing zone that consists of vapor-
ized light hydrocarbons, combustion pro-
ducts, and steam. Temperatures across this
zone vary from the high temperature of
combustion to that necessary to vaporize the
reservoir connate water.

• Condensing zone: Further downstream of
the vaporizing region is the condensing
zone, from which oil is displaced by several
driving mechanisms. The condensed light
hydrocarbons displace reservoir oil miscibly,
condensed steam creates a hot water flood
mechanism, and the combustion gases pro-
vide additional oil recovery by gas drive.

Oil BankBurned
Region

Hot Water

Burned zone

Steam &Light
Hydrocarbons

Coke

Air
Production

well

Burning Front

Reservoir
Temperature

Combustion
Temperature

Steam 
Plateau Water 

Temperature

Distance

Temperature

FIGURE 6.15 In situ combustion temperature zones.
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Temperatures in this zone are typically
50�F�200�F above initial reservoir
temperature.

• Oil bank zone: The displaced oil accumu-
lates in the next zone to form an oil bank.
The temperature in the zone is essentially
near the initial reservoir temperature with
minor improvement in oil viscosity.

• Undisturbed reservoir: Further ahead of the
oil bank lies the undisturbed part of the res-
ervoir which has not been affected by the
combustion process.

Reverse Combustion. The reserve combustion
technique has been suggested for application in
reservoirs that contain extremely viscous crude
oil systems. The reverse combustion process is
first started as a forward combustion process by
injecting air in a well that will be converted
later to a producer. After establishing ignition
and burning out a short distance in the oil sand,
the well is put on production and air injection is
switched to another adjacent well. The air injec-
tion in the adjacent well displaces the oil
toward the producing well passing through the
heated zone while the combustion front travels
in the opposite direction toward the air injec-
tion well. However, if the oil around the air
injection well ignites spontaneously, the air (i.e.,
oxygen supply) is stopped and the process
reverts to a forward combustion scheme.

Brigham and Castanier point out that the
reverse combustion process has not been suc-
cessful economically for the following two
major reasons:

• Combustion started at the producer results
in hot produced fluids that often contain
unreacted oxygen. These conditions require
special, high-cost tubular to protect against
high temperatures and corrosion. More oxy-
gen is required to propagate the front com-
pared to forward combustion, thus
increasing the major cost of operating an in
situ combustion project.

• Unreacted, coke-like heavy ends will remain
in the burned portion of the reservoir. At

some time in the process, the coke will start
to burn and the process will revert to for-
ward combustion with considerable heat
generation but little oil production. This has
occurred even in carefully controlled labora-
tory experiments.

Wet Combustion. Heat utilization in the for-
ward combustion process is very inefficient due
to the fact that air has a poor heat-carrying
capacity. Only about 20% of the generated heat
during the forward combustion scheme is car-
ried forward ahead of the combustion front
where it is beneficial to oil recovery. The
remaining heat is stored in the burned zone and
is eventually lost to the cap and base rock of
the pay zone.

Several variations of the in situ process have
been proposed to utilize this lost heat. Water
may be injected simultaneously or alternately
with air, resulting in better heat distribution
and reduced air requirements. In the burned
zone, injected water is converted to superheated
steam which flows through the flame and heats
the reservoir ahead. This is called COFCAW
(combination of forward combustion and water
flood) process.

As the superheated system mixed with air
reaches the combustion front, only the oxygen
is utilized in the burning process. On crossing
the combustion front, the superheated steam
mixes with nitrogen from the air and flue gas
consisting mainly of CO and CO2. This mixture
of gases displaces the oil in front of the combus-
tion zone and condenses as soon as its tempe-
rature drops to about 400�F. The length of
the steam zone is determined by the amount
of heat recovered from the burned zone
upstream.

Depending on the water/air ratio, wet com-
bustion is classified as:

• incomplete when the water is converted into
superheated steam and recovers only part of
the heat from the burned zone;

• normal when all the heat from the burned
zone is recovered;
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• quenched or super wet when the front tem-
perature declines as a result of the injected
water.

When operated properly, water-assisted com-
bustion reduces the amount of fuel needed, result-
ing in increased oil recovery and decreased air
requirements to heat a given volume of reservoir.
Up to 25% improvement in process efficiency can
be achieved. Determination of the optimum water/
air ratio is difficult because of reservoir heteroge-
neities and gravity override that can affect fluid
movement and saturation distributions. Injecting
too much water can result in an inefficient fire
front, thus losing the benefits of the process.

In Situ Combustion Screening Guidelines
In general, in situ combustion process is a very
complex process that combines the effect of sev-
eral driving mechanisms, including:

• steam drive;
• hot and cold water flood;
• miscible and immiscible flood.

The process can achieve a high oil recovery
in a wide variety of reservoirs, particularly if
the reservoir criteria are:

• Reservoir thickness should be greater than
10 ft to avoid excessive heat losses to sur-
rounding formation. However, very thick
formations may present sweep efficiency
problems because of gravity override.

• Permeability has to be large enough (greater
than 100 md) to allow more flow of the vis-
cous oil and achieving the desired air
injectivity.

• Porosity and oil saturation have to be large
enough to allow the economic success of the
process.

• The reservoir depth should be large enough
to confine the injected air in the reservoir. In
general, there is no depth limit except that
may affect the injection pressure.

Concluding Remarks. There are several dis-
advantages with the in situ combustion process
including:

• formation of oil-water emulsions which
cause pumping problems and reduce well
productivity;

• production of low-pH (acidic) hot water
rich in sulfate and iron that causes corrosion
problems;

• increased sand production and cavings;
• formation of wax and asphaltene as a result

of thermal cracking of the oil;
• liner and tubing failure due to excessive tem-

peratures at the production wells.

The in situ combustion process has a ten-
dency to sweep only the upper part of the oil
zone; therefore, vertical sweep in very thick for-
mations is likely to be poor. The burning front
produces steam both by evaporating the intersti-
tial water and by combustion reactions. The
steam mobilizes and displaces much of the
heavy oil ahead of the front, but when water
condenses from the steam it settles below steam
vapors and combustion gases, thus causing their
flow to concentrate in the upper part of the oil
zone.

Much of the heat generated by the in situ
combustion is not utilized in heating the oil;
rather, it heats the oil-bearing strata, inter-
bedded shale and base and cap rock. Therefore,
in situ combustion would be economically feasi-
ble when there is less rock material to be
heated, i.e., when the porosity and oil satura-
tions are high and the sand thickness is
moderate.

6.4 CHEMICAL FLOOD

The overall recovery factory (efficiency) “RF”
of any secondary or tertiary oil recovery
method is the product of a combination of
three individual efficiency factors as given by
the following generalized expression:

RF5 (EA EV) ED

or

RF5 (EVol) ED
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In terms of cumulative oil production, the
above can be written as:

NP5NS EA EV ED

where

RF5 overall recovery factor
NS5 initial oil-in-place at the start of secondary

or tertiary flood, STB
NP5 cumulative oil produced, STB
ED5 displacement efficiency
EA5 areal sweep efficiency
EV5 vertical sweep efficiency
EVol5 volumetric sweep efficiency

The areal sweep efficiency, EA, is the frac-
tional area of the pattern that is swept by the
displacing fluid. The major factors determining
areal sweep are:

• fluid mobilities;
• pattern type;
• areal heterogeneity;
• total volume of fluid injected.

The vertical sweep efficiency “EV” is the
fraction of the vertical section of the pay zone
that is contacted by injected fluids. The vertical
sweep efficiency is primarily a function of:

• vertical heterogeneity;
• degree of gravity segregation;
• fluid mobilities;
• total volume injection.

Note that the product of EA and EV is called
the volumetric sweep efficiency “Evol” and
represents the overall fraction of the flood pat-
tern that is contacted by the injected fluid.

The displacement efficiency ED is the fraction
of movable oil, i.e., Soi2 Sor, that has been dis-
placed from the swept zone at any given time or
pore volume injected. The displacement effi-
ciency can only approach 100% if the residual
oil saturation is reduced to zero. Chemical
flooding has essentially two mail objectives:

• Increase the capillary number “NC” to
mobilize residual oil and improve the

displacement efficiency. As shown previ-
ously in Figure 6.3, the residual oil satura-
tion can be reduced by increasing the
capillary number, as defined by Eq. (6.1) as:

Nc 5
ko
φσ

� �
Δp

L

� �

The reduction in the interfacial tension
between the displacing and displaced fluids
is perhaps the only practical option in
increasing the capillary number. The capil-
lary number has to exceed the critical capil-
lary number to mobilize residual oil
saturation. It should be noticed that by
reducing the interfacial tension to zero, the
capillary number becomes infinite indicating
100% displacement efficiency, i.e., “misci-
ble displacement.”

• Decrease the mobility ratio “M” for a better
areal and vertical sweep efficiencies.

Chemical flooding is one of the enhanced oil
recovery categories designed to increase oil
recovery by improving sweep efficiencies, i.e.,
EA, EV, and ED. Chemical oil recovery methods
include:

• polymer;
• surfactant-polymer (variations are called

micellar-polymer or microemulsion);
• alkaline (or caustic) flooding;
• Alkaline-surfactant-polymer (ASP) flood.

All the above methods involve mixing chemi-
cal with water prior to injection and, therefore,
these methods require reservoir characteristics
and conditions that are favorable to water injec-
tion. A brief discussion of each of the above
flooding techniques is presented next.

6.4.1 Polymer Flood

Most enhanced oil recovery methods are
directed to improve displacement efficiency by
reducing residual oil saturation. Polymer flood,
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however, is designed to improve sweep effi-
ciency by reducing the mobility ratio. The
mobility ratio “M” is defined as the ratio of the
displacing fluid mobility, λdisplacing, to that of
the displaced fluid, λdisplaced. In traditional
water flooding, the mobility ratio is defined
mathematically as:

M5
λdisplacing

λdisplaced
5

krw
kro

μo

μw

(6.35)

A mobility ratio of approximately 1, or less,
is considered favorable, which indicates that the
injected fluid cannot travel faster than the dis-
placed fluid. For example, when M5 10, the
ability of water to flow is 10 times greater than
that of oil. Eq. (6.35) indicates that M can be
made more favorable by any of the following:

• decrease oil viscosity, μo;
• increase the effective permeability to oil;
• decrease the effective permeability of water;
• increase the water viscosity, μw.

Little can be done to improve the flow char-
acteristics of the oil in the reservoir, i.e., μo and
kro, except by thermal recovery methods.
However, a class of chemicals, i.e., polymers,
which when added to water, even in low con-
centrations, increases its viscosity and decreases
the effective permeability to water, resulting in
a reduction in the mobility ratio.

The need to control or reduce the mobility of
water led, therefore, to the development of
polymer flooding or polymer-augmented water
flooding. Polymer flooding is viewed as an
improved water flooding technique since it does
not ordinarily recover residual oil that has been
trapped in pore spaces and isolated by water.
However, polymer flooding can produce addi-
tional oil over that obtained from water flood-
ing by improving the sweep efficiency and
increasing the volume of reservoir that is con-
tacted. Dilute aqueous solutions of water-solu-
ble polymers have the ability to reduce the
mobility of water in a reservoir, thereby
improving the efficiency of the flood. Both

partially hydrolyzed polyacrylamides (HPAM)
and xanthan gum (XG) polymers reduce the
mobility of water by:

• Increasing the viscosity of the injected aque-
ous phase

• Reducing the permeability of the formation
to water. This reduction in the water perme-
ability is fairly permanent, while the perme-
ability to oil remains relatively unchanged.
The reduction in permeability is measured in
laboratory core flood and results are
expressed in two permeability reduction
factors:
x Residual resistance factor “Rrf”

Residual resistance factor is a laboratory-
measured property that describes the
reduction of water permeability after
polymer flood. Polymer solutions
continue to reduce the permeability
of the aqueous phase even after the
polymer solution has been displaced
by brine. The ability of the polymer
solution to reduce the permeability is
measured in the laboratory and
expressed in a property that is
called the residual resistance factor.
This permeability reduction factor is
defined as ratio of the mobility of
the injected brine before and after
the injection of the polymer solution,
i.e.:

Rrf 5
λwðbefore polymer injectionÞ
λwðafter polymer injectionÞ

(6.36)

x Resistance factor “Rf”
The resistance factor “Rf” describes the

reduction in water mobility and is
defined as the ratio of the brine
mobility to that of the polymer solu-
tion, with both mobilities measured
under the same conditions, i.e.:

Rf 5
λw

λP
5

kw=μw

kP=μP

(6.37)
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where

λw5mobility of brine
kw5 effective permeability to brine
μw5 brine viscosity
λP5mobility of polymer solution
kP5 effective permeability to polymer solution
μP5 polymer solution viscosity

This permeability reduction is essentially
caused by the retention of polymer molecules in
the reservoir rock. This is a combination of
adsorption and entrapment, and it is not entirely
reversible. Thus, most of the polymer (and the
benefits it provides) remains in the reservoir long
after polymer injection is stopped and the field is
returned to water injection. Adsorption is the
irreversible retention of polymer molecules on
the rock surface. The amount of polymer
adsorbed on the rock surface depends on the
type and size of the polymer molecules, polymer
concentration, and rock surface properties.

Two testing methods are used to measure the
amount of adsorption, one is a static condition
test and one is a dynamic test, which measures

the adsorption in a core flood. Polymer molecules
adsorb on the rock surface as a monolayer with
the thickness equal to the diameter of the polymer
molecules. Once the monolayer saturation level is
reached, no more adsorption will occur.

Figure 6.16 shows the effect of mobility ratio
improvement on the sweep efficiency for a five-
spot water flood pattern. This graph correlates
the areal sweep efficiency at various water cuts
“fw” as a function of the reciprocal of the
mobility ratio “1/M.” Table 6.3, as generated
from Figure 6.16, compares areal sweep effi-
ciency at various producing water cuts and
mobility ratios. Both Figure 6.16 and Table 6.3
reveal the substantial impact of improving the
mobility ratio on areal sweep efficiency.
Table 6.3 shows that by reducing the mobility
ratio from 10 to 1, twice the fractional areal is
swept before water production begins.

Another important factor that adversely
impacts efficiency is the viscous instabilities (vis-
cous fingering) that are associated with displace-
ment processes where the displaced fluid (crude
oil) has a higher viscosity than the displacing
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FIGURE 6.16 Areal sweep efficiency as a function of 1/M and fw.
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fluid, e.g., water. The less viscous displacing
fluid generally flows more easily than the more
viscous displaced fluid, causing the occurrence of
perturbations which finger through the crude oil
system. Viscous fingering can have dramatic
effect on the sweep efficiency of a displacement
process. Unstable displacement processes due to
viscous fingering are often associated with early
breakthrough of the displacing fluid. Figure 6.17
illustrates viscous fingering in a quarter of a five-
spot model. The stability of the displacing fluid
front in terms of developing viscous fingering as
a function of mobility ratio is conceptually illus-
trated in Figure 6.18. This illustration compares
the stability of the leading edge of polymer
flood that is recognized with a better mobility
ratio than that of the traditional water flood. It
clearly indicates the importance of improving
the displacing phase mobility in order to achieve

a better overall sweep efficiency that will be
translated into a better oil recovery factor.
Polymer Properties. When a Newtonian fluid,
e.g., water or oil, is subjected to a shearing
force, it deforms or flows. There is a resistance
to the flow which is defined as the ratio of the
shearing force (shear stress) to the rate of flow
(shear rate). For a Newtonian fluid, this ratio is
constant and is defined as the apparent viscosity
of the fluid. Mathematically, the viscosity is
expressed as:

μapp 5
shear stress

shear rate
5

τ
υ

(6.38)

where

μapp5 apparent viscosity
τ5 shear stress (pressure difference)
υ5 shear rate (flow velocity)

For the flow of the Newtonian fluids in
porous media, the apparent viscosity can simply
be expressed in terms of Darcy’s equation as:

μapp 5 k
Δp=L

q=A
(6.39)

where

μapp5 apparent viscosity
Δp/L5 pressure gradient
q/A5 superficial fluid velocity
k5 effective permeability

The apparent viscosity may also be expressed
in terms of the resistance factor “Rf” as:

μapp5μw Rf

The apparent viscosity as defined above
includes the effect of permeability reduction due

λdisplacing=krw/µw

λdisplaced=kro/µo

Crude Oil

Injected water

Injector

Producer

FIGURE 6.17 Viscous fingering in water flood.

TABLE 6.3 Comparison of EA for Varying M

M 1/M EA at Breakthrough EA at 95% Water Cut

10 0.1 0.35 0.83
2 0.5 0.58 0.97
1 1 0.69 0.98
0.5 2 0.79 1.00
0.25 4 0.90 1.00
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to adsorption or plugging by the polymer
solution.

Non-Newtonian fluids cannot be character-
ized by a single and constant viscosity value as
calculated by Eq. (6.38) or Eq. (6.39) because
the ratio of shear stress to shear rate is not a
constant. As shown in Figure 6.19, the flow of
these non-Newtonian fluids may follow one of
the following complex fluid models:

• Plastic fluids: Drilling fluids exhibit the char-
acteristics of the plastic fluids type. A pres-
sure differential (shear stress) is required for
these types of fluids to initiate the flow. As
shown in Figure 6.19, the viscosity of the
plastic fluid decreases with increasing flow
rate.

• Dilatant fluids: This category of fluids is
characterized by apparent viscosities that
increase with increasing shear rate (flow
velocity).

• Pseudoplastic fluids: Polymer solutions are
generally classified as pseudoplastic fluids
under most fluid injection and reservoir con-
ditions. These types of fluids exhibit larger
apparent viscosities when flowing at low
velocities and lower apparent viscosity when
flowing at high velocities.

The rheological behavior of the flow of poly-
mer solution through porous media can be
divided into four flow regions as shown in
Figure 6.20. At low velocities, the apparent vis-
cosity of the polymer solution will approach a
maximum limiting value. For a larger range of
velocities, the solution exhibits the flow charac-
teristics of pseudoplastic and the viscosity
decreases with increasing velocity. At a higher
velocity, the viscosity of polymer solution
approaches a minimum value that is equal to or
greater than the solvent viscosity. At very high
velocity, the viscosity increases with increasing
velocity, with the polymer solution exhibiting
the flow characteristics of the dilatant fluid. It
should be noted that plotting of the resistance
factor “Rf” as defined by Eq. (6.37) as a func-
tion of fluid velocity would produce a plot simi-
lar to that of a polymer viscosity curve with the
exact four dividing flow regions. The viscosity
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FIGURE 6.19 Newtonian and non-Newtonian flow.
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FIGURE 6.18 Comparison of viscous instability in water and polymer flood.
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of the polymer solution can be estimated from
the residual and resistance factors by applying
the following relationship:

μP 5μw

Rf
Rrf

� �

Despite the complex flow behavior of poly-
mer solutions, the apparent viscosities of these
fluids are significantly higher than the viscosity
of water, even at high shear rates, as illustrated
schematically in Figure 6.21.

The power law, as given below, is a simple
mathematical expression that can be used to
curve-fit a typical viscosity-shear rate experi-
mental viscometer data:

μ5Kυn21 (6.40)

where

μ5 viscosity
K5 power-law coefficient
n5 power-law exponent
υ5 superficial fluid viscosity

Based on the value of the exponent “n,” the
power law can have three different types of fluid:

Type of Fluid n
Pseudoplastic ,1
Newtonian 1
Dilatant .1

Gaitonde and Middleman (1967) modified
the power-law relationship to model the flow of
pseudoplastic behavior of the polymer solution
through porous media. The modified power-law
accounts for the porous media in terms of local-
ized permeability and porosity over a wide
range of flow rates. The modified expression is
given by:

μP 5 0:017543 K
9n1 3

n

� �
½150 kwφð12SorwÞ�12 n

2 ðυÞn21

(6.41)

where

μP5 apparent viscosity of the polymer solution,
cp

K5 power-law coefficient from the viscometer
experimental data, cp (second)n21
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FIGURE 6.21 Apparent viscosity vs. flow velocity.
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FIGURE 6.20 Rheological behavior of polymer solution in porous media.
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n5 power-law exponent
φ5 porosity, fraction
kw5 permeability of water, md
Sorw5 residual oil saturation to water, fraction
υ5 superficial fluid velocity, ft/day

Example 6.4
The viscometric and core flood data for a
polymer flood are given below:

Core data:

kw5 17 md
φ5 0.188
Sorw5 0.32

Polymer solution data:

Polymer concentration5 200 ppm
Viscosity of brine5 0.84 cp
K5 7.6 cp (second)n21

n5 0.67

Calculate and plot the polymer viscosity at
the following superficial fluid velocity: 2.83,
5.67, 11.3, 17.0, 22.7, and 28.3 ft/day.

Solution

Step 1. Apply and simplify Eq. (6.41), to give:

μP 5 0:017543 K
9n1 3

n

� �
½150 kwφð12SorwÞ�12 n

2 ðυÞn21

μP 5 0:017543 ð7:6Þ 9ð0:67Þ1 3

0:67

� �
½150ð17Þð0:188Þ

ð12 0:32Þ�120:670:67 ðυÞ0:6721μP 5 4:668846 ðυÞ20:33

Step 2. Calculate the viscosity of the polymer
solution at the required fluid velocity.

υ, ft/day μP, cp
2.83 3.31
5.67 2.63
11.3 2.10
17.0 1.83
22.7 1.67
28.3 1.55

Step 3. Plot the polymer rheological behavior as
shown in Figure 6.22.

Polymer Displacement Mechanisms. Polymer
flooding can yield a significant increase in oil
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FIGURE 6.22 Polymer viscosity vs. flow velocity.
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recovery as compared to conventional water
flooding techniques, as shown schematically in
Figure 6.23. Polymer floods are conducted by
injecting a slug of polymer solution (approxi-
mately 25%�50% of the reservoir pore vol-
ume) followed by chase water to drive the
polymer slug and the developed oil bank toward
the production wells. Because the chase water-
polymer mobility ratio is unfavorable, the chase
water tends to finger through the polymer slug
and gradually dilutes the trailing edge of the
slug. To minimize the effect of this unfavorable
mobility ratio, traditionally a fresh water buffer

zone contains polymer with a decreasing poly-
mer concentration (a grading or taper) that
separates the chase water from the polymer
slug, as schematically shown in Figure 6.24.
The grading of the buffer zone solution is
designed in a way that the viscosity of leading
edge of the buffer zone is equal to the viscosity
of the polymer slug, while the viscosity of the
trailing edge of the buffer solution is equal to
the viscosity of the chase water.

6.4.2 Surfactant Slug and Micellar
Solution Flood

Oil recovery processes using surfactant are clas-
sified as:

• Surfactant-polymer (SP) slug
• Micellar-polymer (MP)
• Alkaline-surfactant-polymer (ASP)

One of the main ingredients of any of the
above chemical flooding techniques is surfac-
tant. Surfactants, or surface acting agents, are
soaps or soap-like substances. They have the
ability to change and reduce the interfacial ten-
sion properties of their solutions to a noticeable
degree (even if they are present in minute
amounts) to promote the mobilization and dis-
placement of the remaining oil that it contacts.
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FIGURE 6.24 Polymer flooding as a secondary recovery process.
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FIGURE 6.23 Oil recovery by polymer flood.
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Surfactants are characterized by having an
amphiphilic molecule. One end of this molecule
is attracted to water (this is the hydrophilic end)
and the other is attracted to oil (this is the ole-
philic end). It is this dual attraction nature of
these surfactants that enables them to solubilize
oil and water to form a miscible mixture. One
type of surfactants that is commonly used in the
industry is petroleum sulfonate. This chemical
agent is produced from hydrocarbons ranging
from LPG to the crude oil itself. The chemistry
of the petroleum sulfonates is very complex and
traditionally they have been described by their
molecular weights that vary widely from 350 to
550.

The surfactant slug injection process consists
of the following:

• Preflush: The objective of the preflush is to
condition the reservoir by injecting a brine
solution prior to the injection of the surfac-
tant slug. The brine solution is designed to
lower the salinity and hardness of the reser-
voir existing water phase so that mixing
with surfactant will not cause the loss of the
surfactant interfacial property. The preflush
solution volume is typically ranging from
50% to 100% pore volume.

• Surfactant slug: The volume of the surfac-
tant slug ranges between 5% and 15% pore

volumes in field applications. Extensive lab-
oratory studies show that the minimum slug
size is 5% pore volume in order to achieve
effective oil displacement and recovery.

• Mobility buffer: The surfactant slug is dis-
placed by a mobility buffer solution with
varying polymer concentrations between the
slug and chase water. The mobility buffer
solution separating chase water and the sur-
factant slug prevents rapid slug deterioration
from the trailing edge of the surfactant slug.
This process of injecting and designing a
mobility buffer solution is an essential and
integral process in all chemical flooding
techniques in order to minimize the chemical
slug size required for efficient and economi-
cal oil recovery.

Figures 6.25 and 6.26 show schematic illus-
trations of the chemical slug (surfactant, micel-
lar, or ASP) injection mechanism when used as
a secondary recovery or tertiary recovery pro-
cess, respectively. Note that the chemical slug
will miscibly displace and form a bank; the
remaining oil and water with both phases are
flowing simultaneously. When the chemical
flood is used as a secondary recovery process,
as shown in Figure 6.25, production wells will
continue to produce at the preexisting decline
rate until the breakthrough of the oil-water
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FIGURE 6.25 Chemical flood as a secondary recovery process.
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bank. An increase in the oil and water produc-
tion rates signifies the field response to the
chemical flood injection process. Figure 6.26
shows the chemical flood injection as a tertiary
recovery process. It indicates that the prior
water flood has displaced the oil to residual
immobile oil saturation. Only water will be pro-
duced until the oil-water bank reaches the pro-
ducing well. An economic parameter that must
be considered during the process is the problem
of handling the produced water.

Another variation of the surfactant slug pro-
cess is labeled as micellar solutions, microemul-
sions, etc. The chemical slug essentially contains
other chemicals added to it. The micellar solu-
tion is a type of surfactant solution slug that is
composed of the following five main
ingredients:

• surfactant;
• hydrocarbon;
• co-surfactant (alcohol);
• electrolyte;
• water.

Because one of the main problems in any
chemical flood process is the adsorption of the
chemical agent (surfactant) on the surface of the
porous media, the co-surfactant (alcohol) is

added to the solution slug to reduce adsorption
of the surfactant to the reservoir rock. The elec-
trolyte, such as sodium chloride or ammonium
sulfate, is added to the micellar solution to
adjust and control the changes in the viscosity
of micellar solution as it contacts the reservoir
water phase.

As in all types of chemical floods, often the
composition of the reservoir water phase has an
adverse effect on the injected chemical slug.
Therefore, floods are traditionally started by
first injecting a preflush bank of water which is
compatible with the chemical slug solution and
displaces the formation brine out of the
reservoir.

The mobility is perhaps one of the most
important controlling properties that must be
considered when designing a chemical or misci-
ble injection process. A properly designed chem-
ical or miscible process must have a solution
slug with mobility that is equal to or less than
the mobility of the stabilized displaced fluid
bank. Consider a set of hypothetical water-oil
relative permeability curves as shown in the
upper graph in Figure 6.27. Assuming constant
oil and water viscosities, the total relative mobi-
lities, i.e., λw1λo, are calculated from krw and
kro curves as shown in the lower graph of
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FIGURE 6.26 Chemical flood as an EOR process.
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Figure 6.27, with the minimum total mobility
as represented by a horizontal tangent to the
resulting curve. The minimum total relative
mobility is designated as the maximum required
mobility of the chemical slug. The viscosity of
the chemical slug is adjusted to the concentra-
tion of polymer in the slug to achieve the opti-
mum solution mobility.

In addition, in order to ensure the stability of
the entire displacing system, the mobility of the
buffer solution must be equal to or less than the
mobility of the micellar slug. However, due to
the unfavorable mobility between the chase
water drive and the mobility buffer solution,
the drive water will penetrate and bypass the
mobility buffer and the chemical slug.
Therefore, the volume of mobility buffer must
be large enough to protect the slug. For con-
stant concentration of buffer solutions, the vol-
ume of the buffer solution usually will require
50%�100% of reservoir pore volume.
However, using a polymer concentration grad-
ing of the mobility buffer solution will decrease
the rate of chase water penetration and improve
the economics of the process. Although different
grading procedures can be used, a semilogarith-
mic relationship as shown in Figure 6.28 is a
simple approach for designing the buffer zone.

krw

kro

Minimum Total Mobility

0%

100%

To
ta

l R
el

at
iv

e 
M

ob
ili

ty
λ w

+ 
λ o

ow

krokrw

μμ
+

S

100%

0%
FIGURE 6.27 Total relative permeability vs. water
saturation.

1.0

10

20

30

5.0

23456 1

Viscosity

Batch #
Chase
Water

23456 1

Graded Mobility Buffer

Chase  Water
μ =1 cp

Chemical
Slug; μ =30

μ of 
Batch #6

μ of  Chemical
Slug
μ of

Batch #1

X

X

FIGURE 6.28 Grading the mobility buffer.

577CHAPTER 6 Introduction to Enhanced Oil Recovery



The application of the approach is illustrated
through the following example.

Example 6.5
Given the following data, design a tapered
buffer zone solution of 60% reservoir pore
volume. Assume that six batches of equal
volumes will be injected, i.e., each with 10%
reservoir pore volume.

Viscosity of the chemical slug “μslug”5 30 cp
Viscosity of the chase water “μChase”5 1.0 cp

Solution

- On a semilogarithmic paper, plot the viscosity
of the chemical slug and chase water on the
y-axis and connect with a straight line with
the x-axis divided equally to six segments as
shown in Figure 6.28.

- Read the required viscosity for each batch
from the straight line to give.

Batch # Viscosity
1 20
2 11
3 7
4 4.2
5 2.6
6 1.6

Application of Chemical Flooding. Chemical
flooding is probably applicable to many reser-
voirs that have been successfully water flooded.
In general, chemical flooding applications
include the following:

• It is applicable to sandstone reservoirs, but
is limited in use in carbonate reservoirs or
where reservoir brines contain excessive cal-
cium or magnesium ions. Adsorption of the
surfactant is high in these type of reservoirs.

• The process is best applied to reservoirs with
medium-gravity crude oils. Prospects with
low-gravity crudes probably would not be
economical. A low-gravity, high-viscosity
crude oil would require increasing the

viscosity of the micellar and polymer slugs
for a favorable mobility ratio, resulting in
higher costs.

• Chemical flooding process is technically
applicable for secondary or tertiary recov-
ery. If used for secondary recovery, it elimi-
nates one set of operating costs; however, it
still should be justified economically on the
incremental oil it will recover above water
flooding.

Advantages of Chemical Flooding
• Chemical solution followed by polymer

buffer is an ideal displacing fluid. It proves
the high unit displacement of miscible floods
and high areal sweep efficiency. Mobility
control, when using this process, allows
optimization of areal sweep.

• The field operation is little different from a
water flood except for the additional mixing
and filtering equipment.

• In early surfactant flooding, the adsorption
of the surfactant to the reservoir rock
reduced the process to a water flood.
Micellar solutions with proper co-surfac-
tants and electrolytes limit the adsorption
problem.

Disadvantages of Chemical Flooding
• The main disadvantage is the large amounts

of high cost chemicals needed. Large expen-
ditures must be made very early in the life of
the project, most of it during the first year.
The investment in chemicals is a function of
the pore volume. The income is based on
two parameters which are difficult to deter-
mine—the oil saturation in the reservoir and
the amount of oil that the chemical flood
will recover.

• When micellar flooding follows a depleted
water flood, only water is produced for 1/2�2
years, depending on the residual oil satura-
tion and pattern size. If the quality of the
water prohibits its use in mixing the micellar
and polymer solutions, the water must be
disposed of during this mixing period.
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6.4.3 ASP Flood

The alkaline-surfactant-polymer (ASP) technol-
ogy uses similar mechanisms as in the micellar
flood technique that is designed to mobilize the
residual oil. The alkaline-surfactant-polymer
technology is based on combining interfacial
tension�reducing chemicals with mobility con-
trol chemical to improve the overall displace-
ment efficiency and increase the incremental oil
recovery. The technology relies on reducing the
expensive surfactant concentration by 20�70
folds by adding the much lower-cost alkali as
one of the main ingredients of the injected ASP
slug. The alkali has the natural ability to gener-
ate in situ surfactants by interaction with the
residual oil if the oil contains natural organic
acids, most commonly the naphthenic acids.
Therefore, lowering the slug cost significantly
by reducing the amount of the required com-
mercial surfactants. The additional benefits of
using sodium carbonate (alkali) include the
following:

• It reduces the adsorption of surfactant and
polymer on the rock.

• It alters the wettability of the formation to
become a “more water-wet” or to change
the wettability from an oil-wet to a water-
wet system.

The design of an ASP flooding process must
achieve three main objectives:

• propagation of the chemicals in an active
mode to contact and displace the residual oil
with 100% displacement efficiency;

• complete volumetric coverage of the area of
the interest by controlling the slug mobility
through optimizing the polymer concentra-
tion in the solution;

• injection of enough chemicals and slug size
to account for retention and slug breakdown
by adsorption.

Achieving these objectives is significantly
affected by the design and selection of the che-
micals used in formulating the injected slug.

The two most common alkaline agents used for
ASP flooding are:

• soda ash (sodium carbonate [Na2CO3]) and
• caustic soda (sodium hydroxide [NaOH]).

As in all types of chemical flooding techni-
ques, ASP flood proceeds in the four traditional
distinct phases as shown in Figure 6.26:

1. Preflush: Often the composition of the brine
in a reservoir has an adverse effect on the
ASP solution. To correct this problem and
separate the hard formation brine from the
slug, floods are started by first injecting a
preflush bank of water ahead of the slug.
This preflush water, which is compatible
with the ASP solution, flushes the formation
brine out of the reservoir.

2. ASP slug: The slug size can range from 15%
to 30% pore volume. The slug formulation
is similar to that of the micellar slug except
that much of the surfactant is replaced by
the low-cost alkali, so slugs can be much
larger but overall cost is lower. As the slug
moves through the formation, it displaces
100% of the oil contacted in a miscible-type
displacement. The areal sweep efficiency is
controlled by the mobility ratio; that is, the
mobility of the displacing fluid divided by
the mobility of the displaced fluid. A prede-
termined amount of polymer is added to the
ASP slug to adjust its mobility to approach,
or be less than, the total mobility of the oil-
water.

3. Mobility buffer: A displacing solution is
required to displace the ASP slug through the
reservoir. A favorable mobility between the
displacing solution and the ASP slug is also
desired. If water is used as the displacing
fluid, an unfavorable mobility ratio might
exist. This would result in reduced areal
sweep efficiency and in water fingering
through the ASP slug—diluting and dissipat-
ing the slug. To protect the slug, a mobility
buffer of thickened water is injected immedi-
ately behind the slug. This thickened water is
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a solution of water and polymer. The viscos-
ity of the polymer bank is graded from high
viscosity behind the ASP slug to a low value
at the trailing edge of the polymer bank.
This grading is accomplished by varying the
polymer concentration in the solution. This
graduated bank is less costly and achieves a
more favorable mobility ratio between the
chase water and the polymer bank. The min-
imum size of the polymer bank is in the
range of 50% of pore volume.

4. Chase water: The mobility buffer is displaced
by chase water until the economic limit of
the project is reached.

Advantages of ASP Flood. ASP solution fol-
lowed by polymer buffer is an ideal displacing
fluid. It provides the high unit displacement of
miscible floods and high areal sweep efficiency.
Mobility control, when using this process, allows
optimization of areal sweep. The field operation
is little different from a water flood except for
additional mixing and filtering equipment.

Disadvantages of ASP Flood. There are sev-
eral disadvantages and limitations associated
with the application of this technology as pre-
sented below:

• Large expenditures must be made very early
in the life of the project, with most of it dur-
ing the first year. The investment in chemi-
cals is a function of the size of the slug. The
income is based on two parameters that
might be hard to determine: initial oil satu-
ration at the start of the flood and the
amount of oil that can be recovered.

• Another problem arises from the fact that
when ASP is used in a depleted water flood
reservoir, only water will be produced for
1/2�2 years depending on the pattern size. If
the quality of this water prohibits its use in
mixing the ASP slug, the water must be dis-
posed of during this mixing period.

• The process is not well suited for carbonate
reservoirs.

• Gypsum or anhydrite may precipitate in pro-
duction wellbores.

• Degradation of chemicals may occur at high
temperature.

• Chemicals used in ASP floods represent the
most clearly identifiable group of potential
hazards. These are of special concern
because many will be left behind in the
reservoirs after the recovery project is com-
pleted. If in the recovery process, chemicals
escape to the environment in sufficient quan-
tities, their presence can degrade water sup-
ply quality, among other hazards.

6.5 MISCIBLE GAS FLOOD

It is well known that oil and water do not mix.
If these two fluids are poured into a bottle and
allowed to settle, two distinct liquids are appar-
ent, separated by a sharp interface. Oil and
water are categorized as immiscible liquids.
Similarly, oil and natural gas are also immisci-
ble. The reduction of interfacial or surface ten-
sion between the displacing and displaced fluids
is one of the major keys that contribute to the
success of the injection process.

In contrast to the definition of immiscibility,
two fluids are considered miscible when they
can be mixed together in all proportions and
resulting mixtures remain single phase. Gasoline
and kerosene are examples of two liquids that
are miscible. Because only one phase results
from mixtures of miscible fluids, there are no
interfaces and consequently no interfacial ten-
sion between fluids. It is apparent from
Figure 6.3 and the definition of capillary num-
ber “Nc” as given by Eq. (6.1) that the interfa-
cial tension “σ” between oil and displacing
phase is eliminated completely (i.e., Nc becomes
N when σ� 0), residual oil saturation can be
reduced to its lowest possible value with dis-
placement efficiency ED approaching 100%.
This is essentially the objective of any form of
miscible displacements (e.g., chemical, gas,
etc.). Therefore, classifying a system as miscible
or immiscible can have a substantial impact on
ultimate oil recovery by fluid injection. The
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ultimate oil recovery factor “RF” for any forms
of secondary or tertiary recovery processes is
defined by:

RF5 EVOLED (6.42)

with the volumetric sweep efficiency “EVOL”
defined by:

EVOL5ED EA

where

RF5 recovery factor
EA5 areal sweep efficiency
EV5 vertical sweep efficiency
EVOL5 volumetric sweep efficiency
ED5 displacement sweep efficiency

The oil recovery performance by the immisci-
ble and miscible displacement processes indi-
cated Eq. (6.42) shows that the oil recovery
factor “RF” is limited and controlled primarily
by the level achieved during the injection pro-
cess by two factors:

a. The volumetric sweep efficiency “EVOL”:
Depending largely on the mobility ratio and
reservoir characteristics, this efficiency factor
is usually less than 100% because of the fol-
lowing controlling parameters:
• permeability stratification;
• viscous fingering;
• gravity segregation;
• incomplete areal sweep and vertical and

areal sweep efficiencies.
b. The displacement efficiency “ED”: The dis-

placement efficiency is defined as the fraction
of movable oil that has been displaced from a
swept reservoir zone by a displacing fluid, i.e.:

ED 5
Soi 2 So

Soi
(6.43)

where

Soi5 initial oil saturation
So 5 remaining residual oil saturation in the

swept area

Because high interfacial/surface tension pre-
sents between oil and conventional water or gas
injection, high remaining oil saturation So
always exists during this immiscible displace-
ment process, and therefore ED will never
approach 100%. On the other hand, the misci-
ble displacement process is designed to reduce
the interfacial/surface tension to a significantly
low value, resulting in a displacement efficiency
approaching 100% with the substantial reduc-
tion in remaining (residual oil) saturation in
swept areas of the reservoir.

6.5.1 Miscibility

For a miscible flood to be economically success-
ful in a given reservoir, several conditions must
be satisfied:

• An adequate volume of solvent must be
available at a rate and cost that will allow
favorable economics.

• The reservoir pressure required for miscibil-
ity between solvent and reservoir oil must be
attainable.

• Incremental oil recovery must be sufficiently
large and timely for project economics to
compensate for the associated added costs.

There are two types of miscible
displacements:

• First-contact miscible (FCM) displacement:
Displacements in which the injection fluid
and the in situ reservoir fluid form a single-
phase mixture for all mixing proportions.

• Multiple-contact miscible (MCM) displace-
ment: Processes in which the injected fluid
and the reservoir oil are not miscible in the
first contact but miscibility could develop
after multiple contacts (dynamic miscibil-
ity). These processes are categorized into:
- vaporizing lean gas drive, alternatively
called “high-pressure lean gas injection”;

- condensing rich gas drive; and
- combined vaporizing�condensing drive.

Some injection fluids, e.g., chemical floods
and LPG, mix directly with the reservoir crude
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oil in all proportions and their mixtures remain
single phase. This displacement process is classi-
fied as “first-contact miscible displacement.”
Other injection fluids used for miscible flooding
form two phases when mixed directly with the
reservoir crude oil, i.e., they are not first-con-
tact miscible. However, miscibility could
develop after multiple contacts with reservoir
crude oil and is termed “dynamic miscibility.”
This dynamic displacement mechanism during
the process is described as the in situ manufac-
ture of a miscible slug. Miscibility is achieved in
this process by in situ mass transfer “vaporiz-
ing” or “condensing” of components resulting
from repeated contacts of oil with the injection
fluid. This process of developing miscibility is
classified as “multiple-contact miscible dis-
placement.” It should be pointed out that
because mixtures in the reservoir miscible
region remain as a single phase, the wettability
of the rock and relative permeability lose their
significance since there is no interface between
fluids. However, the mobility ratio has a signifi-
cant effect on the recovery efficiency simply
because it is a strong function of the viscosity
ratio of the miscible solution and the displaced
oil.

In the remainder of this chapter, miscible
injection fluids that achieve either first-contact
or multiple-contact miscibility are called misci-
ble “solvents.” Both types of miscible displace-
ment are reviewed next.

First-Contact-Miscible Displacement. Lique-
fied petroleum gas (LPG) products such as eth-
ane, propane, and butane are the common
solvents that have been used for first-contact
miscible (FCM) flooding, i.e., miscible with res-
ervoir crude oils immediately on contact. The
LPG products are miscible with oil only as long
as they remain in the liquid state, i.e., when res-
ervoir temperatures are below their critical tem-
peratures and at pressures at or above their
vapor pressures. The temperature isotherms for
some of the commonly used LPG products are
listed in Table 6.4.

For example, at 150�F, methane will remain
in the gas phase regardless of the pressure; on
the other hand, propane will remain in the liq-
uid state at pressures$ 360 psia, while n-butane
will remain in the liquid state at
pressures$ 110 psia.

In practice, the LPG solvents are injected as a
slug of liquid hydrocarbons of approximately
5% of reservoir pore volume and displaced by a
less expensive chase gas such as lean or flue gas.
However, the chase gas must be miscible with
the hydrocarbon slug to prevent deterioration
of the slug at the trailing edge. As noted in
Table 6.4, pressures required to liquefy the LPG
products and achieve first-contact miscibility
are low; however, the required pressure to
achieve miscibility between the chase gas and
the LPG slug is much higher than the pressure
required to liquefy these hydrocarbons. For

TABLE 6.4 Temperature-Pressure Relationship to Maintain Liquid State

Methane Propane n-Butane

T, �F P, psia T, �F P, psia T, �F P, psia

50 460 50 92 50 22
90 709 100 190 100 52

150 360 150 110
200 590 200 198
206* 617 250 340

300 530
305* 550

*Critical temperature.
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example, at a temperature 160�F, butane is mis-
cible with methane as the chase gas at pressures
greater than 1600 psia and with nitrogen (as a
chase gas) at pressures greater than 3600 psia,
even though the miscibility between butane and
oil is attained at a pressure of approximately
125 psia. Therefore, one of the basic require-
ments for LPG slug injection is that the solvent
slug must be miscible with both the reservoir oil
and the drive gas. To improve the overall sweep
efficiency by LPG process, the hydrocarbon slug
is displaced by alternating the chase gas with
water slug and eventually with continuous
water injection, as shown in Figure 6.29.
Multiple-Contact Miscible Displacement. A
valuable approach for representing the phase
behavior of multicomponent hydrocarbon mix-
tures and their interaction with a displacing gas
is the use of the pseudoternary diagram as
shown in Figure 6.30. The components of the
reservoir fluid are grouped into three pseudo-
components located on the corners of the tern-
ary plot. One possible grouping that has been
used frequently includes the following mixed
components:

• Component 1: Represents a volatile pseudo-
component and is composed of methane,
nitrogen, and carbon dioxide located on the
uppermost corner of the triangle.

• Component 2: Represents a pseudocompo-
nent that is composed of intermediate hydro-
carbon components such as ethane through
hexane. The component is located on the
lower right corner of the plot. It should be
pointed out that sometimes CO2 is included
with the intermediate components.

• Component 3: Is essentially the heptanes-
plus fraction “C71” and is located on the
lower left corner of the plot.

Each corner of the triangular plot represents
100% of a given pseudocomponent, progressive
from 0% at the opposite side of each corner to
100% (usually with incremental step size of
10%). An area in the graph surrounded by the
curve “ACB” is called the phase envelope and
represents the phase behavior of mixtures with
varying combinations of the three pseudocom-
ponents. For example, point “Z” in Figure 6.31
represents a mixture that is composed of 50%
of “C11N21CO2,” 20% of “C2-C6,” and
30% of C71 . At the pressure and temperature
of the diagram, any system of the three compo-
nents whose composition is inside the phase
envelope, e.g., point Z, will form two phases, a
saturated gas phase with a composition repre-
sented by point “Y” and a saturated liquid
phase composition represented by point “X.”
The dashed line connecting points X and Y
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FIGURE 6.29 LPG flood as an EOR process.
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and passing through point Z is called the tie
line. The segment “AC” of the curve is called
the bubble-point curve and represents the com-
position of the saturated liquid, with the seg-
ment “BC” called the dewpoint curve
representing the composition of the saturated
gas. The dewpoint curve joins the bubble-point
curve at the plait point (critical point) “C,”
which indicates that the compositions and prop-
erties of the equilibrium gas and liquid are
identical.

There are two additional principles that must
be recognized when representing phase behavior
relations with the ternary diagram:

• In general, if the coordinates of the overall
composition “z” of a hydrocarbon mixture
place the mixture within the phase enve-
lope, as shown in Figure 6.30, the mixture
will form two phases (liquid and gas) under
the prevailing pressure and temperature;
however, when placed outside that phase
envelope, the mixture will exist as a single
phase.

• The ternary diagram shown schematically in
(Figure 6.31 illustrates the concept and the
basic requirement for achieving first-contact
miscible (FCM) displacements and identifies

the multi-contact miscible (MCM) region.
The illustration shows two different mix-
tures of hydrocarbon gases and a crude oil
system at a constant pressure and tempera-
ture. These three hydrocarbon systems are:
• lean gas with a composition represent by

A;
• rich gas (LPG diluted with lean gas) rep-

resent by point D; and
• original oil-in-place with a composition

represented by point B.

The basic theory of miscible and immiscible
displacement processes suggests that construct-
ing a straight line between two points represent-
ing the compositions of the injected
hydrocarbon system (point A or B) and that of
the oil-in-place (point B) will identify the type
of the occurring displacement process. If the
constructing line crosses the phase envelope
(i.e., the two-phase region), it indicates a multi-
contact displacement process might occur
between the injected gas and oil-in-place; if not,
it indicates a first-contact miscible displacement
process will be achieved. As shown in
Figure 6.31, line AB crosses the two-phase
region indicating that the injected gas of com-
position “A” is not a first-contact miscible with
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FIGURE 6.30 Ternary diagram.
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crude oil of composition B. The combined over-
all mixture will form two phases with composi-
tions represented by points x and y. The
resulting tie line crosses the line “AB” at point
“z,” which represents the overall (combined)
composition of the injected gas “A” and crude
oil “B.” Drawing the straight line “DB”
between point “D” that represents the composi-
tion of the injected rich hydrocarbon (i.e.,
LPG1 lean and nonhydrocarbon components),
and point “B” shows that the line does not
cross the phase envelope indicating that the
injected fluid remains in the single-phase region
and, therefore, will attain a first-contact misci-
bility with the crude oil system. It should be
pointed out that any injected solvent slug, e.g.,
LPG, with a composition located in the shaded
area of Figure 6.31, will achieve an FCM with
the crude oil represented by point B.

Based on the above discussion, the differenti-
ation between FCM and MCM is based on
whether the straight line connecting the compo-
sition of the injected fluid with that of liquid
will or will not cross the phase envelope.
However, the size of the two-phase region

(phase envelope) depends upon the pressure and
temperature. For a constant temperature, the
size of the two-phase region will shrink with
increase in the pressure, as shown schematically
in Figure 6.32. The illustration suggests that
first-contact miscibility will be achieved at a
pressure equal to P3. This pressure is termed the
minimum miscibility pressure “MMP.”
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FIGURE 6.32 Effect of pressure on the size of the phase
envelope.
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C HA P T E R

7
Economic Analysis

7.1 INTRODUCTION

This chapter covers the basics of oil and gas
economic analysis, examines international
petroleum fiscal regimes and discusses issues
associated with reserve reporting. The oil and
gas industry has invested billions of dollars in
finding, discovering, developing, producing,
transporting, and refining hydrocarbons for
more than a century and has long been an enor-
mous source of wealth creation. In countries
such as the United States, where a great deal of
the ownership of subsurface mineral rights is pri-
vately owned, individuals and corporations have
been able to generate significant wealth through
the extraction of oil and gas. In most countries,
such mineral ownership resides with the state.
Historically, major international oil and gas
companies (IOCs) played a major role in taking
the risks of exploring for oil and gas around the
world providing risk capital, development capi-
tal, expertise, and personnel to many nations
who were the owners of their resources. Such
sovereign nations established national oil com-
panies (NOCs) to both manage the relationships
with IOCs and ultimately develop resources
independently of the IOCs. The most technically
advanced and financially capable of such NOCs
now compete technically and financially on the
global stage, to the point where there is now a
recognized group of strongly capitalized interna-
tional national oil companies (INOCs) compet-
ing with the IOCs for access to resources. Over
the last few decades the “super majors” and

recently even relatively small independent oil
companies have found niche positions exploring
for and developing oil and gas resources around
the world. The playing ground has been leveled
by the widespread access to technology often
provided by universities, research organizations,
and service companies. Service companies have
also participated in developing and (less fre-
quently) producing oil and gas fields around the
world.

Reservoir engineering deals with all phases of
the production of oil and gas. Most of this book
deals with the physics associated with fluid flow
in porous media, estimating future recoveries
and enhancing both rates of recovery and ulti-
mate recovery. Reservoir engineers must also
fully comprehend the economics associated with
oil and gas decisions. Lester C. Uren is credited
with writing the earliest textbooks in petroleum
engineering, and in the 1924 Preface of his book
Petroleum Production Engineering he states:

“The engineer is both a technologist and
an economist. In his professional work,
his objectives require not only an applica-
tion of science to the needs of industry but
also achievement of these objectives
within economic limits that will result in
financial profit.”

In most cases, reservoir engineers serve as
analysts who make recommendations individu-
ally or (more typically) as part of a team. The
economic decisions they make must be
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comprehensible to decision makers, reflect value
and risk correctly, and properly compare alter-
natives. While many economists have excellent
skills in this area, it is the role of the integrated
team to capture the best technical decisions and
translate them into proper decisions. Integrated
asset teams comprise reservoir and production
engineers, geologists, geophysicists, and other
specialists such as geomechanics and petrophy-
sics experts.

In the next few examples, typical decisions
that reservoir engineers routinely must evaluate
are discussed. The way reservoir engineers eval-
uate cash flows, capital investments, and deci-
sions under uncertainty (risk) is described here.
Finally, a series of advanced topics including
typical alternative schemes for shared risk and
revenue is illustrated.

The following examples are used to illustrate
typical questions a reservoir engineer may be
called on to answer. We will revisit some of these
examples to understand the calculation of eco-
nomic parameters and decision-making criteria.

7.1.1 Tight Gas Optimal Spacing
Example

In a tight gas reservoir, the ultimate theoretical
technical recovery (neglecting reservoir heteroge-
neities, liquid loading, etc.) may not be a strong
function of spacing. Figure 7.8 shows the results
of a series of reservoir simulation runs in a tight
gas reservoir with an average permeability of
0.008 mD and a thickness of 55 ft. The same
hydraulic fracture lengths and the same absolute
fracture conductivities are used in each case.
These cases resulted in varying ratios of fracture
length to drainage radius; however, this primar-
ily affected the transient behavior and length of
time before boundary effects were felt. The reser-
voir spacing for the cases ranged from 40 to
640 acres per well meaning that in one square
mile there could be as few as one well or as many
as 16 wells. In practice, these wells would be
drilled over time, and the earliest wells would
produce higher rates and ultimate recoveries

than the later wells. In this simplified example,
no maximum total production constraint is
imposed on the entire field, i.e., it is assumed that
there are no gathering systems, facilities, com-
pression, or sales constraints. This example over-
simplifies the problem for illustration purposes
but can be solved more accurately by incorporat-
ing timing, heterogeneities, varying hydraulic
fracturing results, well location issues, etc.

The gas rates for each case are plotted as a
function of time; each case represents the com-
bined production from all wells in the drainage
area. The initial rate of the 40-acre case is
approximately 16 times the initial rate of the
640-acre case because the early transient behav-
ior of each well is essentially identical. The
length of time required for each well to reach
an estimated minimum rate of 20 Mcf/D varies
from less than 9 years in the 40-acre case to
more than 100 years in the 640-acre case. The
simulations were not allowed to run in excess
of 100 years. Ultimate recovery varies relatively
little between these cases. The question the
operator must ultimately answer is “How many
wells should I drill?” (Figures 7.1 and 7.2)

The reader may have an instinctive belief
that recovering 11.8 Bcf in 41 years (from four
wells on 160-acre spacing) is significantly better
than recovering a similar quantity in 87 years
(from two wells on 320-acre spacing); does the
improved value of accelerating gas recovery
warrant the costs of two additional wells? It is
more difficult to decide whether relatively mod-
est acceleration, such as the difference in the
40- and 80-acre or 80- and 160-acre cases, is
worth doubling or quadrupling the amount of
cash required for capital investments. It is up to
the integrated efforts of the reservoir engineer
and economist (and many reservoir engineers
function as both) to identify the optimal capital
investment for this project and to rank such
an investment with respect to alternative capital
investments. The answer to this problem is a
function of many factors including future prod-
uct prices, limits on the surface constraints,
regulatory constraints, the capital costs of the
wells, operating expenses, completions
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including tubular and liquid handling issues,
reservoir heterogeneities, etc. In practice, reser-
voir engineers and geologists often underesti-
mate the level of complexity of reservoirs
leading (in the case of most tight gas reservoirs)
to an optimal well spacing that is tighter (higher
well density) together than that indicated in a
homogeneous reservoir model. Similarly, dril-
ling additional wells in very similar geologic

environments can lead to substantial efficiencies
and optimization of drilling and completion
practices. Higher well densities provide redun-
dancy that may be beneficial if one or more
producing wells fail mechanically and the cost
to restore the damaged wells to production can-
not be justified. Repairing or replacing wells
late in a reservoir’s life may also be technically
more difficult as the low reservoir pressures
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present drilling and completion challenges.
While these problems are commonplace, it is
difficult to quantify which, if any, will occur.

7.1.2 Drill vs. Farmout Example

In this example, the reservoir engineer is called
on to estimate the potentially recoverable
resources in an exploration project that is located
near a series of small discoveries. The engineer
has a map generated (by geologists and geophysi-
cists) from seismic, geological, and petrophysical
data and has estimated a “most likely” gas-in-
place based on the analysis of logs from the
nearby discoveries, their actual gas�water con-
tacts and spill points, anticipated pressures, etc.
Well costs have been estimated, and a success
case development plan involving the discovery
well and one development well has been made.
The company already owns leases for the pros-
pect and has asked the engineer if the exploration
prospect should be drilled. This prospect is con-
sidered an excellent analog to offset discoveries
that have been drilled with very high success
rates. There are varying estimates for the likeli-
hood of a discovery ranging from 50% to 90%.
In the case of an initial dry hole, it is anticipated
that no further expenditures are likely, and the
lease and prospect will be abandoned. Another
operator has offered to “farm-in”1 the acreage,
assuming all exploration well costs in return for
earning 75% of the block. After the other opera-
tor recovers 150% of their investments, the reser-
voir engineer’s company share would rise to
40%. The reservoir engineer must now evaluate
retaining all of the future ownership in the field
while putting his company’s capital at risk com-
pared to retaining 25% (or ultimately more) of
the block but without any risk.

What factors dictate the answer and deter-
mine the operator’s decision? While the intrinsic
economic attractiveness of the project and the
“chance of success” are predominant, the capi-
tal situation of the company, its portfolio of
investment opportunities, etc., are all important.
In Figure 7.3, a net present value at 10%2

(NPV10) is shown for the “drill” and “farm-
out” cases as a function of the probability of
success. In this case “success” is a single case,
viz. the discovery of the gas field precisely with
the ultimate recovery and timing estimated pre-
drill. The failure case is a single dry hole. In
reality, reservoir engineers evaluate numerous
alternative cases including a continuum of
potential cases, and advanced techniques
described later are used (Figure 7.3).

Which one is preferable, drilling the well or
farming out? It is clear that at low chances of
success, the farmout case is always superior,
while as the probability of success approaches
unity, the drill case becomes increasingly better.
But what about a case with 60% probability of
success (40% probability of a dry hole)? The
NPV10 is slightly greater than farming out.
However, there is a reasonably large amount of
risk being taken for a small incremental benefit.

7.1.3 Value of Advanced Technology

A final example illustrates the tie between uncer-
tain reservoir conditions and decisions related to
the development of the reservoir. In this case, the
operator has only one available surface location
to develop two distinct fault blocks and will drill
a multilateral well. A low-cost option is proposed
by the drilling department in which the well is
completed in a fashion that does not allow selec-
tive shutoff of either lateral. The reservoir engi-
neer has identified strong water drives in most of
the fault blocks but has had limited success in pre-
dicting when water production will start and has1A “farm-in” or “farmout” is when one party (the farm-

or) holding the rights to drill on a lease assigns some
fraction of these rights to another party (the farmee).
These agreements can include assigning obligations,
cash, warrants, information, technology, etc., in addition
to the drilling and production rights. Terms range from
simple to bewilderingly complex.

2For the purpose of this example, a 10% discount rate
has been used. The appropriate discount rate may be dif-
ferent and is a function of the systematic risk associated
with the investment opportunity
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recommended a more costly, intelligent well com-
pletion coupled with inflow control devices
(ICDs) that allows the operator to selectively
choke either lateral from the surface. Because of
the significant incremental cost, management
needs to know how much extra oil will be pro-
duced and how much operating costs will be
reduced based on lower water-handling.
In practice, advanced simulation techniques, such
as experimental design, can be used to evaluate a
wide range of potential outcomes and estimate an
“expected” case result. In this example, only the
“no water for first 10 years” case yields a large
negative NPV10 for the intelligent completion
case, and the operator can see the advantage of
the intelligent well completion with ICDs.

7.2 EVALUATION CRITERIA AND
CASH FLOW ANALYSIS

7.2.1 Payout
In this section, many of the common measures
of cash flow are defined and illustrated. Perhaps
the most common economic measure and one
of the simplest is “payout.” Also known as pay-
back time, it is defined as the length of time

required to recover invested capital and
expenses. In other words, it is the length of time
to reach a cumulative cash flow of zero. Payout
makes the most sense for economic projects in
which there is an initial negative cash flow fol-
lowed by a period of (in aggregate) positive
cash flows. Payout comes in several versions,
including discounted payout.

In an example (Table 7.1) we will revisit sev-
eral times during this and following chapters, an
initial investment is followed by a series of
monthly cash flow dues to oil production. This
example case can be found on the website of the
Society of Petroleum Evaluation Engineers
(SPEE)3 along with a number of guidelines that
are relevant to reserve reporting, oil and gas
property evaluation, and economic appraisals.
Some of the common assumptions in the case
include (see Table 7.1):
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FIGURE 7.3 NPV of drill and farmout cases vs. chance of dry hole.

3SPEE “. . .was organized exclusively for educational pur-
poses and to promote the profession of petroleum evalua-
tion engineering, to foster the spirit of scientific research
among its members, and to disseminate facts pertaining to
petroleum evaluation engineering among its members and
the public.” http://www.spee.org/index.html
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From these assumptions, we can calculate
monthly cash flows. These monthly cash
flows can be accumulated as in the above figure.

In this example, a visual inspection of the
cash flows shows that the payout is in approxi-
mately 10 months. A close examination of the
monthly cash flows shows that the cumulative
cash flow in 10 months is a negative $6401,
while at the end of month 11 it is positive
$78,717. Common practice for economic eva-
luators is to interpolate (linearly) which would

result in a payout of just less than 10.1 months
or 0.84 years. Payout can be expressed in any
common time units. It is a common practice in
many software programs to linearly interpolate
payout at the finest level of timing used in the
evaluation. If that is annual, the linear interpola-
tion assumption could introduce a noticeable
error. Payout measures are inherently imprecise
because the actual cash flow timing is almost
never precisely correct. While a well may pro-
duce daily, operators rarely get paid daily for
that production. Many analysts (including the
published SPEE example) ignore the variation in
days/month and leap year. Others take these var-
iations into account. Those who do account for
this should not use fixed expenses as $/month.
Payout should not be reported to an excess num-
ber of significant figures.

After-tax calculations of payout are com-
monplace as are “discounted” payouts. Unless
otherwise noted by the analyst, “payout” is
assumed to be a before-tax undiscounted mea-
sure. Company procedures and practices will
dictate consistent approaches to calculating
each of these economic parameters.

$(1,500,000)

$(1,000,000)

$(500,000)

$–

$500,000

$1,000,000

$1,500,000

$2,000,000 

$2,500,000

0 10 20 30 40 50 60

Monthly Net Cash Flow

Cumulative Cash Flow

TABLE 7-1

Initial Oil Rate 200 BOPD

Investment $1,000,000
Decline rate 0.3 year21

Hyperbolic exponent 0.5
Constant oil price 25 $/bbl
Net revenue interest 85%
Working interest 100%
Operating costs 2000 $/month
Severance taxes 10%
As of date 1/1/2000
Evaluation date 1/1/2000
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Payout seems simple; however, there are a
host of circumstances that lead to inconsisten-
cies in its calculation. These include:

• questions about when to start the clock;
• situations with multiple future investments

including multiple times when the cumula-
tive cash flow reaches zero;

• situations where the cumulative cash flow is
always positive;

• incremental evaluations.

The initial investment in the prior example
was assumed to be at “time zero,” and the
SPEE example does not specify the investment
to be a drilling cost. It is possible that a well
or a field producing 500 BOPD could be pur-
chased on a given date and then it could be
generating cash for the account of the owner
the very same day. In the case of drilling a
well, a certain amount of time is required to
drill, complete, equip, and begin producing
the oil. In more complex situations, an
operator might have the following series of
expenditures:

• Obtain offshore studies and “spec” seismic.
• Invest months of geological and geophysical

time to analyze and identify potential blocks
in an upcoming offshore bid round.

• Bid on several blocks, winning at least one.
• Conduct a 3-D seismic study on the newly

acquired block(s) and conduct further
Geological and Geophysical (G&G) studies
along with engineering studies for drilling, com-
pleting, and producing any potential discoveries.

• Drill one or more exploration wells.
• Drill appraisal wells as needed.
• Test appraisal wells as needed.
• Conduct further studies and sanction a

development project.
• Build and install an offshore platform with

corresponding facilities. Complete the dril-
ling and equipping the necessary wells.

• Construct oil and/or gas pipelines or alterna-
tive methods to transport products to mar-
ket. This may include onshore facilities, such
as crude stabilization or even electric power

generation, to monetize natural gas in areas
without ready markets.

• Start production.

It is entirely possible that the time period for
this project could run for in excess of 10 years
prior to any positive cash flows being generated.
For preparing economics of a bid for a lease sale,
it is typical to use as ‘time zero” the date the bid
will be submitted, and prior expenditures are
usually ignored. The logic in this approach is
that the prior expenses are part of more general
‘exploration costs,’ such as employing internal
expertise. However, once the first exploration
well is to be drilled, it is not unusual to “reset
the clock” and recalculate payout at the time the
exploration well is to be drilled. This is often
repeated at the major capital investment steps.
The logic is that prior expenditures are “sunk
costs” and that the current decision is being
made on the basis of the immediate decisions to
be made. In such cases, after-tax calculations
must correctly incorporate the tax implications
of legitimate alternatives such as abandoning a
block and writing off prior expenditures.4

A general rule is that the appropriate evalua-
tion time is at the beginning of “substantial”
expenditures. In the offshore case, this could
have been the lease bonus or the exploration
well. In the case of construction of a facility
such as a gas processing plant, it would gener-
ally not be until construction actually com-
menced and would depend on the terms of the
contract stating when payments are due. In all
cases, the analyst should clearly state when pay-
out starts and the assumptions involved.

In many cases, a moderate-sized project is
commenced to fully evaluate a technology or to
generate early cash flow while additional oppor-
tunities to develop more of the field mature.
One example is a thermal recovery project in
which a few patterns are steamflooded under
existing permits and full-scale development

4The handling of both the financial and tax calculations
vary by country and often by the specific circumstances
of the operator.
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might not be permitted (or possible) for a few
years due to regulations, available fresh water,
processing facilities, etc. If the steamflood proj-
ect is being evaluated, the first project might
very well pay out prior to expenditures taking
place for the larger project. Payout can be
stated for the small project, and an incremental
approach can be used to show the larger project
payout, resetting the clock to time zero when
the large expenditures commence.

Payout is rarely the determining or sole eco-
nomic criterion in complex or large projects. It
is best suited for simple projects such as a work-
over in which the investments are relatively
small and the characteristics of the resultant
cash flows are familiar to decision makers.
Payout’s major weakness is that it gives decision
makers no idea how much money the project
actually makes. Other weaknesses include only
a simplistic piece of information about timing.

7.2.2 Number of Times Investment
Returned

NTIR or number of times investment returned is
similar to the profit-to-investment ratio. The PI
ratio is often called ROI; however, this is discour-
aged because of inevitable confusion with
DCFROI. It is a simple, undiscounted measure of
the total net cash flows other than the “invest-
ment.” In the prior example, the cumulative undis-
counted cash flow ultimately produces $4,914,952
in net cash flow or $5,914,952 in positive cash
flow following from a $1,000,000 investment (neg-
ative cash flow). The NTIR in this case is 5.9. The
profit-to-investment ratio is defined as the cumula-
tive profit divided by the investment and would be
4.9. In a project that just recovers its investment,
theNTIR is 1.0, while the PI ratio is 0.0.

NTIR is a poor choice when comparing pro-
jects with different profiles. In the case of the
tight gas case illustrated previously, the NTIR
for the 640-acre case is going to be many, many
times higher than that of the infill cases. NTIR
can become very large when investments are
small. It is sometimes the case that other invest-
ments are made over time. Some analysts

include these in cash flows, while others include
them in the initial investments. NTIR is most
useful when comparing projects that have simi-
lar cash flow profiles and timing. A comparison
of a large number of economic evaluations of
Austin Chalk horizontal wells showed that
NTIR ranked projects nearly the same as other
more sophisticated techniques. NTIR may also
be useful when there are high decline rates and
low escalation rates leading to the majority of
cash flows occurring early in the life of the proj-
ect. NTIR is particularly misleading in very
long-life projects with escalated prices.

While the authors do not care much for
either NTIR or PI ratio as evaluation criteria,
the main thing to remember is to only use one
of them along with other measures of economic
value. Decision makers can get used to either,
but using both will inevitably lead to more con-
fusion than these criteria are worth.

7.2.3 Discounting of Future Cash
Flows, Time Value of Money

Money has a time value. This is self-evident.
Would you prefer to have $1000 paid to you
annually for the next 30 years or to receive
$30,000 today? While there may be certain cir-
cumstances where the delayed payments are
preferable,5 it is generally obvious that a dollar

5One example might be when there are large taxes due
on a large amount of money received, but those taxes
would be much less over time. Imagine the case of
$100,000 paid annually or $3,000,000 paid today. A
highly progressive tax scheme might make the former
preferable. For the purposes of this discussion, taxes
have been neglected. In another example, a spendthrift
might easily waste the larger sum paid today due to a
lack of discipline (imagine a lottery winner). If the
amounts are large, the individual decision maker to
receive the funds might not value the sum of the future
payments much more than a single payment, i.e., the
recipient has a nonlinear utility function. For the pur-
poses of this discussion, we will generally assume that
the decision makers have a unit slope, linear utility func-
tion over the range of the decisions, and are financially
disciplined. Exceptions to these assumptions will be
examined in Section 7.7.3.
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received today is worth more than a dollar
received in the future, assuming that the current
and future dollars have the same tax impacts.
The concepts of discounting and compounding
are closely linked. Most people readily under-
stand the concept of compounding and that if a
sum of money (say $100) is put into a bank
account that pays 5.0% interest, then in one
year’s time the future value (FV) of the $100
would be $105. At the end of 2 years, the FV
would be $110.25. There are, of course, varia-
tions on compounding, and not all 5.0% inter-
est rates are created equally. The general
relationship for compounding is:

FV5 PVð11 iÞn

The value i is called the compounding rate
and is used to compound present values (PVs)
to determine future values. The compounding
rate is often referred to as the interest rate.
Interest rates are intrinsically associated with
lending, and discussions of interest rates are
often confused with the specific financial instru-
ments, monetary policy, inflation issues, etc.
Some of the economic indicators (GRR) we will
discuss require compounding, and it is more
appropriate to use the compounding rate than
the term interest rate for such indicators.

Discount rate has a specific meaning in the
realm of oil and gas evaluation, which is differ-
ent than other common meanings.6 Discount
rates are the rates used to convert future values
to present values. Evaluations often use more
than one discount rate, and the calculation of
PVs as a function of discount rate is common.
Most oil companies (or banks, regulators, inves-
tors, and others who review evaluations and
recommendations) have one or two specific dis-
count rates that are considered. There is also a
particularly important discount rate used by
corporations known as the weighted average
cost of capital (WACC).

The present value of a series of discrete cash
flows over n time periods at a given discount
rate i is calculated as:

PV5
Xn
t 5 0

FVðt Þ
ð11 iÞt

The time periods can be any convenient ones
but should be consistently applied and clearly
stated. Annual discounting is common for long-
lived projects, particularly for those with slowly
changing cash flows over time. Monthly dis-
counting may be as (or more) commonplace
than is annual discounting. The following sec-
tion discusses the specific discount approaches
and their relative merits.

Is there a “correct” discounting method?
While some may not agree, there is in fact a
“best” method and that is a discounting method
that most nearly approximates the actual cash
flows. If payments are made annually on a
given anniversary date (as in a typical lottery
payment), then annual discounting (specifically
annual end-of-period discounting) exactly mod-
els the cash flow and would be the most accu-
rate way to value that cash flow stream.

Because of accounting practices along with
production reporting practices, many analysts
argue in favor of monthly discounting. In eva-
luations of properties with rapidly declining (or
increasing) cash flows over a short time period
near the beginning of the evaluation, monthly
discounting will more accurately rank projects
than will annual discounting. But if monthly
discounting is better than annual discounting,
why not weekly, daily, or by the microsecond?
Cash flows received from oil and gas operations
might well be as infrequent as monthly but in
fact are nearly continuous.

In the case of continuous discounting of
future cash flows:

PV5

ðT
0
FVðt Þ e2λt dt

Where λ5 ln(11 i). Continuous discounting
methods applied to discrete cash flows have a
simple relationship, and the continuous

6Other meanings deal with the interest rate charged to
banks for short-term borrowing directly from the federal
reserve, fees charged for accepting credit cards, etc.
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discounting approach is simply a variation on
the discount rate used. The technique is most
helpful in cases where the cash flows can be
described analytically as continuous functions,
and its use is relatively uncommon in oil and
gas evaluations.

Because monthly discounting is so widely
used, several characteristics of evaluation
approaches should be discussed, including:

• How to handle varying days per month and
per year?

• How to reconcile monthly interest rates with
annual discounting approaches?

• What monthly interest rate to use if the
monthly interest rate method is to be used?

Some analysts use the actual days per month
corresponding with the specific calendar dates
of the evaluation including leap year.7 Others
use equally sized months and account for leap
year by using years of length 365.25 days. A
month would then have 365.25/12 days or
30.42 days. For the purpose of ranking and
evaluating oil and gas investment decisions,
these methods are generally identical. In the cal-
endar-correct approach, the variations in days
per month will result in variations in estimated
volumes per month that would look a bit odd if
portrayed graphically with equal spacing for
months. Graphical displays should reflect
elapsed days or account for monthly spacing
properly. Similarly, cost estimates based on so
many $/month per well or per facility would
lead to slightly odd cash flow estimates, particu-
larly as the project reaches the economic limit.
These can all be resolved and neither method is
radically better than others. The method used
must be communicated clearly.

In this chapter, some examples (such as the
SPEE examples) use 365.25 days per year and
equally sized months. Reservoir simulation out-
put, such as the tight gas example, will tend to
use the actual calendar days. In the latter case,

an operating expense of X $/month could be
treated as (X/30.42)3 actual days in each
month. Either method may be sufficiently accu-
rate. Consistency and clearly stated assumptions
are important.

Discounting Monthly Cash Flows. One
method of discounting monthly cash flows is to
use the number of years (a noninteger) corre-
sponding to the months and use the annual dis-
count factor.8 Another alternative is to use a
monthly discount rate and to use the integer
months for the calculation. In the latter case,
there are two common methods to convert the
annual discount rate to a monthly discount rate.
In the former, the “APR” or “annual percentage
rate” familiar from home loans and credit cards
is used. The other is the “effective monthly
interest rate.” This approach results in the com-
pounded monthly interest rate being equal to
the annual interest rate. A simple example of
these approaches follows. The annual discount
rate used is 10% with 12 monthly cash flows of
$1000 to be discounted using the end-of-period
approach. Method A uses the noninteger years
approach, and the first month’s discounted cash
flow would be:

PV5
$1000

ð11 0:1Þ1=12
5 $992:09

In Method B (the APR approach), the
monthly interest rate would be 0.1/12 or
0.8333%. In Method C (the effective monthly
interest rate approach), the monthly interest
rate is calculated from:

imonthly 5
lnð11 iÞ

12

or

5
lnð1:1Þ
12

or
5 0:7943%

7A few go so far as to reflect the 23- and 25-hour days
corresponding with changes for daylight savings time, a
detail that most analysts ignore in property evaluations. 8See the SPE-recommended practices for more detail.
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In these last two methods, the first month’s
cash flow would be calculated as:

PV5
$1000

ð11 0:08333Þ1 5 $991:74 APR approach

PV5
$1000

ð11 0:07943Þ1
5 $992:12 Effective monthly rate approach

The APR method is more intuitive, while the
effective monthly rate approach is closer to the
annual approach, particularly when mid-period
discounting is used. See Table 7.2.

At higher discount rates, the methods result
in greater differences.

7.2.4 Period Discounting

Assuming that all cash flows occur at the end of the
time period (end-of-period or EOP) is the most con-
servative approach for positive cash flows and the
most optimistic one for negative cash flows. Annual
end-of-period (ANEP) is still widely used; however,
mid-period (MP) discounting (assuming that all cash
flows occur in the middle of the time period) has

become increasingly common.While mathematically
possible, beginning-of-period discounting is unusual
and is not recommended except in special cases.

In the previous discussion of discounting
approaches, the noninteger annual rate method
and two monthly rate approaches were used
that illustrated monthly EOP approaches. To do
the exercise with MP discounting, the years in
case A would be lowered by 1/(23 12) or
0.042. The integer months would be changed
from 1, 2, 3, . . ., 12 to 0.5, 1.5, 2.5, . . ., 11.5.

7.3 PRICE ESCALATION AND
CONSTANT PRICE CASES

Changing product prices for oil and gas are a
fact that is now ingrained in the thought pro-
cesses of evaluators. Price forecasting can be
based on many approaches ranging from funda-
mental supply and demand predictions through
trend analysis. No method has a stellar track
record over a significant time period. One
approach to deal with such uncertainty is the
so-called “constant price” approach. This
approach is in fact a forecast, and in many cases

TABLE 7-2

Annual discount rate 10%
Monthly discount rate APR 0.8333%
Monthly discount rate effective 0.7943%
Month Years Cash Flow Method A

(Monthly,
Noninteger)

Method B
(Monthly,
APR)

Method C
(Monthly,
Effective)

1 0.083 $1000.00 $992.09 $991.74 $992.12
2 0.167 $1000.00 $984.24 $983.54 $984.30
3 0.250 $1000.00 $976.45 $975.41 $976.55
4 0.333 $1000.00 $968.73 $967.35 $968.85
5 0.417 $1000.00 $961.07 $959.36 $961.22
6 0.500 $1000.00 $953.46 $951.43 $953.64
7 0.583 $1000.00 $945.92 $943.56 $946.13
8 0.667 $1000.00 $938.44 $935.77 $938.67
9 0.750 $1000.00 $931.01 $928.03 $931.28
10 0.833 $1000.00 $923.65 $920.36 $923.94
11 0.917 $1000.00 $916.34 $912.76 $916.66
12 1.000 $1000.00 $909.09 $905.21 $909.43

$12,000.00 $11,400.49 $11,374.51 $11,402.78
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it may be as good as any other. Economic eva-
luations, which include the impact of inflation
on the various costs and revenues associated
with a project or business opportunity, are
more common than are constant price cases.

Most large corporations use an official cor-
porate forecast for consistency among economic
evaluations, typically with a maximum price or
a fixed number of years of escalations. Some
companies include both an escalated price case
and a fixed price case to illustrate the impact of
price escalation. In constant price cases, escala-
tors for operating costs are also usually set to
zero with the only increases in operating costs
due to (for example) increased water produc-
tion. Constant prices do generally reflect con-
tractual changes in prices or costs. Many
constant price cases are evaluated at WACC or
corporate discount rate minus the inflation rate
as the “constant price” discount rate. Some eva-
luations, such as SEC reserve evaluation, require
the use of constant price (flat price) cases.
Constant (flat) price cases can be compared to
cases showing price and cost inflation to illus-
trate the value being created intrinsically vs.
that created by assumptions on pricing.

7.3.1 SPEE Guidelines for Escalations

The SPEE guidelines for reporting price escala-
tions can be found on their website; however,
the focus of these guidelines deals with publish-
ing evaluations. The important factor is a con-
sistent application of escalation approaches and
clear communication about the assumptions.
Some excerpts of the relevant SPEE recommen-
dations include:

“In keeping with general practice, the
application of escalation factors should be
assumed to start with the second time
period. The application of escalation fac-
tors should be based on the size of the
smallest time period being evaluated. The
most commonly encountered time period
sizes are monthly and annual, although
quarterly or semi-annual time periods may
be encountered.”

“If monthly cash flows are used, escala-
tion should take place in a ‘stair step’
fashion on a monthly basis. Thus if prices
are assumed to increase at 6% per year,
the monthly increase would be based on
an effective annual rate of 6% per year
with prices increasing every month.”

“If annual cash flows are used, escalation
should take place in a ‘stair step’ fashion
on an annual basis. Thus, if prices are
assumed to increase 6% per year, the price
is held constant at the escalated rate for
the entire year, then increased 6% for the
following year1.”

7.4 PRESENT VALUE

Present Value (PV) is particularly useful in rank-
ing comparably sized projects with similar
investment requirements. Net present value
refers to total of all cash flows to the party
being evaluated. It can be a pre-tax or after-tax
number. The terms PV and NPV are often used
interchangeably with some companies using
NPV for after-tax calculations. A specific dis-
count rate is also associated with NPV and that
rate (expressed as an annual percentage) is often
appended as in NPV10 to mean the net present
value at a 10% discount rate. It is also impor-
tant to state clearly the “as of” date of any pres-
ent value calculation.

In the following example, a series of cash
flows is to be compared using the evaluation
tools we have discussed so far. Each project has
a “time zero” investment that is not discounted.
A common error among spreadsheet users is to
discount all cash flows using (in the case of
Microsoft Excel) functions like NPV, which will
discount the first cash flow by one time period.9

9So if the “time zero” cash flow of negative -1000
appears in A1 and annual positive cash flows of 300
each appear in A2 through A6, the correct EOP discount
method is not5NPV(0.1,A1:A6) or $124.76, it is
5NPV(0.1,A2:A6)1A1 or $137.24. ANMP results
in a higher NPV10 of $192.74. This is because the posi-
tive cash flows (of $1500) are discounted one half year
less (roughly speaking) using ANMP than ANEP.
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Time zero cash flows must be added (or sub-
tracted) from the discounted cash flows in a
spreadsheet approach. These functions often
employ EOP discounting. To use another
method, the actual discount factors or equations
would need to be included. See Table 7.3 below.

In this case, NPV15 ranks Projects A, B, and
C fairly as does simple payout. NTIR suggests B
is the best project, but few people would select
B over A or C. Project C is superior to A or B
at all discount rates above 7%. At lower dis-
count rates (e.g., 5%), Project B ranks ahead of
Project C for both NTIR and NPV.

NPV has a number of significant advantages as
an economic indicator. These include an indicator
of the total wealth being indicated. Unlike
DCFROI (discussed in Section 7.4.3) it is not a
trial-and-error solution. Even complex cash flows
yield unique solutions without the possibility of
multiple solutions. Now it is easy to use in con-
junction with both probabilistic analyses and with
conventional risk analysis. It can be used to com-
pare alternatives when all cash flows are positive
or all cash flows are negative. It fairly evaluates
lease vs. purchase decisions and forms the basis of
evaluation of oil and gas properties.

NPV’s greatest drawback is that it does not
indicate the rate of cash generation and invest-
ment efficiency. Project D in the prior example
seems superior to all other methods at all dis-
count rates based solely on NPV. Project D is,

of course, just five times Project C. Its greater
NPV is due solely to the larger investment. NPV
alone cannot rank such projects fairly.
Economic parameters that incorporate invest-
ment efficiency are required.

In calculating NPV, the appropriate source
of the cash flows is net cash flow or NCF. It is
inappropriate to calculate NPV based on finan-
cial book profit (net income) or cash flow from
operations. Net income is not the equivalent of
NCF, and CFOPS does not incorporate the rele-
vant cash outflows for investments in fixed or
working capital.

In the SPEE example (Table 7.1), a series of
assumptions were provided that can be used to
illustrate the differences between various dis-
counting approaches. The cumulative undis-
counted cash flow is $4,914,952. While there is
no end point specified in the table, the eco-
nomic limit can be either calculated in advance
or identified based on the monthly calculated
cash flows. To calculate it in advance with com-
plexly varying escalations and changing net
interests may not be practical. However, in this
case, we can calculate it as:

Economic limit5
Monthly opex

ðOil price3 ðNRIÞ3 ð12 SEVÞÞ
5

2000

ð253 0:853 ð120:1ÞÞ 5 104:58 BOPM

For an average month, this results in
3.43 BOPD. The time to abandonment can then be
calculated from the hyperbolic decline equation:

t 5
ðqi=qoÞn 21

nDi

Substituting these values results in 37.17
years. While it is often possible to perform this
calculation in advance, in practice many ana-
lysts prefer to make monthly or annual forecasts
and simply cutoff production when cash flows
become negative. Analysts should be cautious
about making such determinations and have
realistic understandings of the actual nature of
operating expenses. It is not obvious from a
lease P&L (profit and loss) statement which
expenses are fixed and which are variable,
which of the variable expenses are phase

TABLE 7-3

Year Annual Cash Flows

Project

A

Project

B

Project

C

Project

D

0 21000 21000 21000 25000

1 500 100 600 3000

2 500 100 500 2500

3 500 1400 400 20,001

Undiscounted

total

500 600 500 25,001

NPV15 ANEP $141.61 $83.09 $162.82 $814.09

Payout (years) 2 2.5 1.8 1.8

NTIR 1.5 2.57 1.5 1.5
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dependent, and what the correct forecast is. It is
not the historical expenses that are critical in an
evaluation, it is the future ones. In many cases,
a single well having a negative cash flow does
not cause operators to immediately shut-in or
abandon the well. The monthly operating costs
might not decrease by the estimated amounts as
(for example) the salary of a pumper watching
30 wells does not decrease if one is shut-in or
abandoned. In some cases, the operating costs
vary by volumes of produced fluids, by groups
of shared facilities, offshore platforms, gather-
ing systems, etc.

It is not the historical expenses that are critical
in an evaluation, it is the future ones. In many
cases, a single well having a negative cash flow
does not cause operators to immediately shut-
in or abandon the well.

In the SPEE case, we calculate NPV for both
monthly and annual forecasts of the production
and calculate both NPV and DCFROI. NPV10
is calculated using each of the methodologies
discussed. These various approaches make sig-
nificant impacts on DCFROI as well as NPV.
The SPEE-recommended evaluation practice is
discussed in the following section.

7.4.1 SPEE-Recommended
Evaluation Practice

Cash flows calculated on a monthly basis should
be discounted no earlier than the end of the
month. When monthly compounding is used,
annual interest rates should be converted to
effective monthly interest rates through the
equation:

im 5 ð11 iyÞ1=12 21

The methodology used for discounting
should be discussed in either the cover letter
or the body of the reserve report in such a man-
ner that the user of the report can easily under-
stand the assumptions used. Suggested language
for the discussion would be: “The cash flows in
this report were determined on a monthly basis
and discounted using an interest rate of X% per

annum compounded annually. Cash flows for
a month were assumed to occur at the end of
the month in which the hydrocarbon was
produced.”

Cash flows calculated on an annual basis
should be discounted using mid-period dis-
counting. The cover letter or body of a reserve
report incorporating annual cash flows should
discuss the methodology used in a manner that
leaves the user of the report with a clear under-
standing of the issue. Suggested language for
the discussion would be: “The cash flows in this
report were determined on an annual basis and
discounted using an interest rate of X% per
annum compounded annually. Cash flows
resulting from production for a period were
assumed to occur at the middle of the period in
which the hydrocarbon was produced.”

Regardless of whether the cash flows from
production are modeled monthly or annually,
lump-sum cash flows, such as a lease bonus,
property purchase, or major investment that
will occur at a given date, should be modeled at
the date of anticipated occurrence.

7.4.2 Discounted Payout

Payout fans will recognize that payout can also
be determined using discounted cash flows. A
discounted payout basically answers the ques-
tion: “When will I have a positive NPV at a
given discount rate?” It suffers from all of the
weaknesses of payout other than the fact that
payout is on undiscounted cash flows. It has an
additional drawback in that it is less familiar.
Payout is simple; discounted payout requires a
specific discount rate and specific discounting
approach just as does NPV. Discounted payout
is not widely used.

7.4.3 Discounted Cash Flow Return
on Investment

Discounted cash flow return on investment
(DCFROI) also referred to as discounted cash
flow rate-of-return (DCFROR) or internal rate-
of-return (IRR), is defined as the discount rate
at which the NPV is zero. It is very attractive to
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decision makers because of its instinctive simi-
larity to the interest rate at a bank. Oil and gas
property cash flows are not the same as putting
money in a bank and receiving small interest
payments that are then reinvested over time.
DCFROI has several other drawbacks; however,
it is one of the most popular investment evalua-
tion tools, particularly for investment efficiency.
Let us return to Project C in the prior example
and continue to use ANEP discounting but vary
the discount rate from 0% to 50% (Figure 7.4).

Values above approximately 25% for the dis-
count rate result in negative values for NPV.
Values less than 25% have a positive NPV.
Using trial-and-error, the discount rate that sets
the NPV to 0 is 25.35%.

Project D has the identical DCFROI to
Project C because all cash flows are just five
times larger. Project A has a DCFROI of
23.38%, and Project B has the lowest DCFROI
at 18.37%. The “best” project will, in fact,
depend on the company’s applicable discount
rate, which for this purpose we will take to be
the cost of capital.

Now examine the cash flows from Project C.
If you were able to invest money in a bank at
25.35%, would you expect your cash flows to
look anything like those in Project C? The deci-
sion maker who uses DCFROR to rank projects

will need to understand its strengths and weak-
nesses fully.

There are certain types of cash flow sche-
dules in which more than one discount rate
results in a zero value for NPV. Examples of
such cases include rate acceleration incremental
evaluations and cases requiring large invest-
ments sometime during the life of the project. A
nonunique solution may occur whenever there
is more than one change of sign in the cumula-
tive cash flow. In other words, if the cumulative
cash flow starts out negative, turns positive,
and turns negative again (perhaps turning posi-
tive again later), a nonunique solution or a mul-
tiple rates-of-return solution is possible. The
incremental cash flow from evaluating an accel-
eration project is typical of such a project.
Because some companies utilize DCFROI in
comparing alternatives, reporting only one of
the values where the discount rate yields a zero
NPV would be misleading.

The SPEE conducted a study based on com-
parison of various economic evaluation soft-
wares at the SPEE Petroleum Economics
Software Symposium 2000 held on March 2,
2000 in Houston, TX. Some software products
reported only one value; others printed both.
Some issued cautions. The SPEE “Recom-
mended Evaluation Practice #9 � Reporting
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FIGURE 7.4 Illustration of calculating DCFROR.
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Multiple Rates of Return” recommends the fol-
lowing evaluation practice:

“In cases where multiple rates of return
exist, the reported economic summary
should alert the user of the report that
multiple rates of return exist (in lieu of
printing a single rate of return). In these
cases the summary output should also
refer the reader to the present value profile
data. A suggested presentation for such an
alert on the summary output might be as
follows:

IRR: Multiple rates of return may exist,
see present value profile plot.”

DCFROI has other problems as a tool for
ranking projects. It cannot be calculated in the
following situations:

(a) When cash flows are all negative (dry hole
cases, leasing costs, projects that fail to gen-
erate any positive cash flows, etc.).

(b) When cash flows are all positive (farmout
of a lease, which becomes a producing
property, situations without investments
involved that generate production, etc.).

(c) When cash flows are inadequate to achieve
simple payout. If the cash flows do not
recover the investment cost, they fail to gen-
erate a positive DCFROI (a well that fails
to recover its drilling and completion
expenses prior to abandonment, etc.).

Another complaint that many people express
about DCFROI is what is purported to be the
inherent assumption that all cash flows are rein-
vested at the same discount rate as the DCFROI
rate. This is based on the fact that all cash flows
are discounted at the same rate. In this argu-
ment, DCFROI is overly optimistic for high
rates-of-return because when the oil company
invests a certain amount of money into a proj-
ect with a high DCFROI the cash flows that are
returned to the company are reinvested at an
arguably lower rate-of-return. This confusion
comes about primarily because many people
view DCFROI as somehow being equivalent to

a bank interest rate. If an oil company does
Project C in our prior example, it is not the
same thing as investing $1000 at 25.35% inter-
est. The company in Project C invested $1000
and returned $1500 in 3 years. Had they
invested $1000 in a bank at 25.35% they would
have received $1969 at the end of 3 years. Of
course the company did not leave the money it
generated during the first 3 years in a sock in
their office desk. But the return they achieved
on reinvested funds is irrelevant unless you are
trying to estimate future wealth of the corpora-
tion rather than the marginal contribution of
the project.

This argument forms much of the basis for the
use of return on discounted cash outlays
(RODCO). On the other side of this argument is
the common sense analogy to interest rates. If the
bank loans someone $1000 at 10% interest rate,
the return of interest and principal discounted at
10% will result in a zero NPV as long as the dis-
counting procedures match. It does not matter
what the bank or the borrower does with other
investments; the specific transaction has a 10%
DCFROI. The key issue to remember is that
DCFROI is not the equivalent of a bank interest
rate and should generally be used to compare
similar projects for investment efficiency.

Very high values of DCFROI can be
obtained. When values are calculated above
100% per year, it is recommended to simply
report 100%1 instead of the high values.
DCFROI is a more realistic measure of financial
attractiveness than NTIR or payout, primarily
because it incorporates the time value of money.
It is an excellent measure of capital efficiency to
compare alternative projects with comparable
life spans and cash flow patterns. It cannot be
calculated for certain types of projects and can
lead to multiple solutions in others.

7.4.4 Net Present Value and
Discounted Cash Flow Return
on Investment

When investment opportunities have a DCFROI
greater than the cost of capital and the NPV is
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positive, both of these measures yield the same
accept or reject decisions if there are no restric-
tion on the number of acceptable projects. In
cases of capital allocation, the ranking of projects
may not be identical for these two measures.

Consider the cash flows for Projects A, B,
and C. The following figure shows the NPV as
a function of discount rate for each project
(Figure 7.5).

Project C has the highest value of discount
rate at which the NPV equals zero and thus the
highest DCFROI. If the corporate discount rate
is 10% or 15%, Project C also generates the
highest NPV (and PVR since the investment
values are identical). If the corporate discount
factor was less than 6.9%, Project B actually
leads to the highest NPV and PVR.

Caution in Evaluating Infill Gas Programs
There have been many infill gas programs

in fields producing at low gas rates in which
the total field production failed to increase
as much as the production from the infill
wells. Some analysts have suggested that
lower production from infill wells might have
reflected significant reservoir interference

and (thus) less incremental recovery from
the infill program than anticipated. While
there is “no arguing with the sales meter,” it
is often the case that the infill wells
producing at somewhat higher flowing
pressures raised the surface gathering
pressure enough to back off existing wells.
Some existing wells may also have been
producing just above liquid loading rates. In
such cases, there was real interference, but
it was ‘surface’ interference which can
technically (if not economically) be
remediated by the optimization of gathering
systems, compression, and other measures
to remediate liquid loading in gas wells.

7.5 RATE ACCELERATION
INVESTMENTS

An acceleration investment may be defined as a
supplementary investment made for the purpose
of increasing the rate at which the income is
received from a project already in place.
Typically in the minerals industry, this has
involved the investment in some process to
speed up the production of reserves for which a
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FIGURE 7.5 NPV vs. discount rate for three projects.
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basic recovery capability is already available.
The drilling of infill wells to accelerate the
depletion of a reservoir being adequately
drained by existing wells at a slower rate pro-
vides a good example. In reality, infill wells
often lead to increased recoveries due to previ-
ously unseen reservoir heterogeneities, the abil-
ity to lower total reservoir pressure due to
smaller drainage area, improved volumetric
sweep efficiency, etc.

The basic approach to evaluating a rate
acceleration project is simply a comparison of
alternatives. The net present value of the rate
acceleration case must be calculated and com-
pared to the net present value if the base or
unaccelerated case (i.e., continuing existing
operations). If the NPV of the rate acceleration
case exceeds the NPV of the base case, then the
project is a candidate for consideration.
DCFROI is generally not attractive for evaluat-
ing such projects for multiple reasons. In our
initial tight gas spacing case, we compared a
tight gas case on well spacings ranging from 40
to 640 acres in a homogeneous reservoir. We
had several unrealistic assumptions including
that all of the wells were being drilled simulta-
neously and put on production at the same
time, that all hydraulic fractures were of identi-
cal length and conductivity, and (most impor-
tantly) that permeability was isotropic and
homogeneous. We also assumed that there were
no rate limitations due to surface facilities or
contract constraints.

If we make a few other simplifying assump-
tions, we can calculate the NPV10 for each case
(see Table 7.4).

With these assumptions we can calculate
monthly gas prices, operating costs, production,
cash flows, and all other criteria needed for the
evaluation. In the above table, the most glaring
assumption is the drilling cost. In the discovery
well, numerous cores, advanced logs, testing, and
so forth raised drilling costs substantially. The
lower cost is a “target” cost if many wells are
drilled based on a combination of improved dril-
ling performance, optimized casing designs,
improved hydraulic fracturing designs, etc. Major
reductions in well construction costs are almost
always possible when many wells are drilled and
suitable engineering analysis is applied.

The following table shows the NPV as a
function of discount rate for the above cases
based on the target well cost. It is clear that at
typical corporate discount rates of 10�15% the
80- and 160-acre cases result in the highest
values of NPV. Because all of these cases have
high values of DCFROI, this criterion does little
to measure the capital efficiency. The PVRs for
each case favor the larger spacings as shown in
the following table:

While the 640-acre case generates the most
“bang for the buck,” what does that mean? In
this case, it means that we would like to have as
many sections as possible to develop. But for a
given section, how do we determine if the 320-
acre decision (two wells per section) is prefer-
able to the 640-acre decision? It clearly gener-
ates greater NPV10; so how good a decision is
it? (Figure 7.6)

The simple approach is to subtract the 640-
acre cash flows from the 320-acre cash flows to
get an incremental cash flow analysis. This can
also be done for the 160-acre vs. 320-acre and
80-acre vs. 160-acre case as given in Figure 7.7.

TABLE 7-4

Assumptions

Well cost (prior), $ 2,950,000
Well cost (optimized), $ 1,300,000
Operating costs, $/well/month 2000
Royalty, % 20
Production taxes, % 7.5
Initial gas price, $/Mcf 4.50
Escalation rate, % 4.0
Maximum years for escalation 20
Discount method MMP
Discount rate (annual %) 10

TABLE 7-5

Well spacing, acres 40 80 160 320 640
NPV ratio 0.6 1.9 3.9 6.2 8.5
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NPV vs. Discount Rate
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How do we appropriately decide which is
best? The incremental NPV10 and NPV10
ratios are as follows:

While the 320-acre case on its own had a
NPV10 ratio of more than 6.0, it still has a
high degree of capital efficiency incrementally
over the 640-acre case. The 160-acre case gen-
erates a significant amount of additional
NPV10; however, it comes at the cost of two
additional wells and has only modest incremen-
tal capital efficiency. Even in sensitivities where
the 80-acre case would generate greater NPV10
than the 160-acre case, the 80-acre case will
have relatively low capital efficiency.

Sensitivities in such cases often provide useful
insights. The next series of figures shows how
varying the well cost assumptions and the initial
gas price assumptions affects the decision. As
expected, higher well costs favor wider spa-
cings, while higher gas prices favor tighter spa-
cings. In reality, higher gas prices may be
correlated to higher well costs, as market com-
petition for available rigs and hydraulic fractur-
ing units raises components of well costs
(Figures 7.8 and 7.9).

7.5.1 Present Value Ratio (PVR)

While NPV fails to deliver a measure of capital
efficiency, the Present Value Ratio index calcu-
lates a measure of investment efficiency that is
very useful in ranking projects with significant
capital investment. It is the ratio of the dis-
counted (after-tax) net cash generated by a proj-
ect to the discounted pre-tax cash outlays (or
investment). Discounting for both measures is
at the corporate discount rate. Note that the
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FIGURE 7.8 Well cost sensitivity.

TABLE 7-6

Comparison 320�640 160�320 80�160
Incremental

NPV10
$5,251,031 $3,871,971 $(230,042)

Incremental
NPV10
ratio

$4.0 $1.5 $0.0
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numerator is not revenue, but net cash gener-
ated. Operating expenses would be subtracted
from the revenue along with taxes, royalties,
etc., and not discounted back as part of the
investment. Some companies use a version of
PVR that is one plus this definition and is anal-
ogous to a discounted version of NTIR. A proj-
ect with a PVR of one is equivalent to a project
with an after-tax (ATAX) PV equal to zero and
a DCFROI equal to the discount rate.

PVR has many of the advantages of NPV in
that there is no confusion about corporate rein-
vestment rates, no multiple solutions, etc. In the
examples with Projects A�D, the PVR always
ranks the projects in a way that generates the
greatest NPV “bang for the buck.”

7.5.2 Growth Rate-of-Return (GRR)

PVR has the weakness that it does not have the
same intrinsic feel of an interest rate as does

DCFROI. GRR is a measure that translates cash
flows into an interest rate-like measure that will
always rank projects the same way as PVR.

To calculate GRR, all positive cash flows are
compounded forward at the corporate discount
rate to some time horizon, say t years in the
future. Cash flows past that date are discounted
back to the point t. This calculates the total
equivalent amount of cash generated (say B) at
time t assuming all cash flows are reinvested at
the corporate discount rate. The negative net
cash flows (excluding operating costs, taxes,
etc.) are discounted back to time zero to get an
equivalent time zero investment I. If we were to
put these I dollars in the bank, and they grew
to B at time t, the interest rate required would
be the GRR. For ANEP compounding, the
equation is:

GRR5
B

I

� �1=t

21
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FIGURE 7.9 Gas price sensitivity for tight gas spacing.
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GRR requires some “getting used to” by
management as it pushes high DCFROI projects
downward and low (compared to the corporate
discount rate) projects upward. There is no the-
oretically correct answer for how and what t
should be, and few people have an intrinsic feel
for GRR.

7.5.3 Perpetuity

A perpetuity is a series of cash payments that
continues indefinitely. While there are no real
perpetuities, the theoretical value of a perpetu-
ity can be useful in approximating the value of
certain cash flow streams, including real estate
and the terminal value of a going concern. The
valuation of a perpetuity assumes either con-
stant periodic payments at regular time intervals
infinitely into the future or payments that
increase or decrease with a given growth rate g.
The value of the perpetuity is finite because
payments received in the distant future are dis-
counted to negligible present values. The theo-
retical value of a perpetuity is:

PV5
P

r

where

PV5 present value of the perpetuity
P5 the periodic payment
r5 discount rate or interest rate

If the payments grow at rate g, the above
equation becomes, for r.g:

PV5
P

ðr 2 gÞ
It is obvious that perpetuity approaches are

not useful as the growth rate g approaches or
exceeds the discount rate. If r5 g, the PV
becomes infinite as it is equivalent to an infinite
series of effectively undiscounted cash flows.

Typical evaluations of a potential merger or
acquisition develop forecast of cash flows for
5�10 years out and then to add a “perpetuity”
value to account for the remaining life. If fore-
casts of net cash flow are made for 10 years,
then the perpetuity value would be calculated
based on the 10th year’s cash flow.

PVðacqÞ5 PV1 1 PV12 1?1 PV10

1
P10

ðr 2 gÞ

� �
discount factor for year 10

Perpetuity concepts yield potentially unrealis-
tic values as the anticipated growth rate (g)
approaches the cost of capital. Thus terminal
values based on this approach should be com-
pared with those based on other approaches to
valuations of going concerns.

7.6 WEIGHTED AVERAGE COST OF
CAPITAL

7.6.1 Conceptual Framework
Several concepts of financial theory are used to
determine the weighted average cost of capital
(WACC). This cost is the weighted return an
investor requires from all sources of funding for
a corporation, including both debt and equity.
This approach makes the most sense for pub-
licly traded firms, and underlying assumptions
include the following concepts:

(1) The first concept of these assumptions is
that the value of a firm at any point in time
is equal to the market value of its debt and
equity capital. That is, the whole is equal to
the sum of its parts. The value of any part
of a corporation’s capital structure, whether
it be a bond, commercial paper, common
stock, or any other component of the capi-
tal structure, is determined by the current
financial parameters, such as the prime
interest rate, level of economic activity, etc.

(2) The second concept of financial theory used
to determine cost of capital is that the cost
of capital is the after-tax weighted average
marginal cost of debt and equity capital.
Weighted CC means that the weights are
the percentage of debt or equity capital in
the total corporate structure. The marginal
cost of debt capital is the interest rate to be
paid on the next dollar of borrowed funds;
the marginal cost of equity is the return that
the next shareholder expects from the pur-
chase of a corporation’s stock. Marginal
costs (and not historical costs) of debt or
equity are used because these determine the
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market value of the total debt or equity
components of the capital structure.

In an algebraic form, the after-tax
weighted average cost of capital (WACC) is:

WACC5
D

V
rdð12MTRÞ1 E

V
re

where
D5 the market value of all interest-bear-

ing liabilities in the capital structure
E5 the market value of all equity

securities
V5 the value of the firm or D1E; hence
1.05D/V1E/V
rd5 the marginal cost of debt
MTR5 the marginal tax rate
re5 the marginal cost of equity

While the marginal cost of debt is fairly
easily obtained from financial markets for
public trading, the marginal coast of equity
is more elusive.

(3) This brings us to the third financial concept
used to determine the weighted average cost
of capital; the capital asset pricing model
(CAPM).

Through CAPM, the marginal cost of
equity can be calculated. The model uses
historical and readily available current
information in the calculation. (There are
other models for calculating the cost of
equity.)

Algebraically, CAPM is:

re 5 rf 1 β3 ðrm 2 rfÞ
where

re5 the marginal cost of equity
rf5 the risk-free interest rate, usually defined as

the interest rate on 13-week T-Bills10

rm5 the expected return on the market current
return on some stock index, such as the
S&P 500 or the DJIA

β5 a coefficient that measures the tendency of
a security’s return to move in parallel with
the overall markets’ return

A value of β equal to 1.0 means that the
security’s return precisely mirrors the market
movement. A β of 0.0 would be completely
uncorrelated. A value of β greater than 1 would
suggest higher volatility than the market (up
and down). In principle, a negative β possibly
means that a stock tends to rise when the mar-
ket falls and vice versa. β3 (rm2 rf) is the mar-
ket’s evaluation of the variability in the
expected return or, in other words, the risk pre-
mium for that security.

7.6.2 Value of a Corporation

An estimate of the market value of a corpora-
tion can be made by determining the market
value of its capital elements. Pertinent informa-
tion can be obtained from various filings and
market information. This value is not the same
as what the company might sell for to a poten-
tial buyer! It is essentially what it is selling for
today.

7.6.3 Market Value of Debt

The various components of a company’s inter-
est-bearing liabilities have varying types of
instruments, maturity dates, and coupon rates.
Market values for listed securities may be
obtained from public sources, while the market
values for other debt instruments can be esti-
mated from direct bid/asked information or
yield information for similar securities.

Examples of securities include equipment
obligations, debentures, notes, refunding mort-
gage bonds, commercial paper, pollution con-
trol bonds, convertible debentures, sinking fund
debentures, private placement notes, current
portion of long-term debt (LTD), and a bewil-
dering array of other options. The book and
market values of these securities are used to
estimate the market value of debt.

To determine the marginal cost of debt, the
assumption is typically made that the next

10Recent events associated with the downgrade of US
sovereign debt may result in an alternative definition for
rF.
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dollar of borrowed capital would come from
the mix of debt instruments currently in the
debt capital structure. The costs of such debt
are typically weighted in current proportions
with advice from corporate financial expertise
as to future debt funding plans.

The CAPM is one method of calculating the
marginal cost of equity. While others are typi-
cally used in establishing a value of WACC for
a corporation, CAPM is sufficient to illustrate
the concept. We have the following formula for
the calculation:

re 5 rf 1 β3 ðrm 2 rfÞ
T-Bills typically can be used to establish the

value of (rf). Assuming that the historical rela-
tionship of (rm2 rf) remains fixed during rap-
idly changing financial conditions, all that is
needed to calculate the marginal cost of equity
is β.

Several values for β were available. These
include public sources and regression correla-
tion coefficients of stock price and market
prices over time frames ranging from a month
to several years.

7.6.4 Market Value of Equity

The market value of equity can be estimated by
multiplying the number of outstanding common
shares by the price per share. In many cases, a
company’s stock may be selling at a substantial
premium (or discount) over book value, while
total debt may be worth a discount (or less fre-
quently a premium) from book value. The effect
of valuing each component of capital structure
on a market value basis is to lower (or raise)
the market debt to capitalization ratio when
compared to its value on a book value basis.
For some companies, there is less debt due to
inflation and more equity due to expectations
of financial performance.

7.6.5 Value of the Firm

Taking the value of the firm as the sum of the
market value of its debt and equity, we can

estimate the market and book values of the
firm. Typically there is a large disparity, and
most firms trade well above book value.

7.7 RISK ANALYSIS

Nearly all business decisions are made under
conditions of uncertainty. Decision making
under uncertainty implies that adequate informa-
tion for ensuring the right decision is lacking, and
two or more outcomes are possible as a result of
the decision. Petroleum exploration is a classic
example of decision making under uncertainty.
The following discussion of risk analysis will be
phrased in terms of petroleum exploration,
although they may be applied to manufacturing,
marketing, and service company decisions. It is
recommended that exploration wells and pro-
grams be evaluated using expected value eco-
nomics that account for the probabilities of
realizing various outcomes.

Risk analysis provides a more thorough and
comprehensive approach to evaluate and com-
pare the degree of risk and uncertainty in a
project than the methods previously discussed.
The intended result is to provide the decision
maker with more insight into the potential prof-
itability and the likelihood of achieving various
levels of profitability than do traditional meth-
ods of investment analysis.

The application of Monte Carlo simulations is one of
the most important tools that reservoir engineers can
master in the field of modern risk analysis.

Conventional methods of analysis usually
involve only cash flow and rate-of-return con-
siderations. The added benefit of risk analysis
to the decision maker’s process is the quantita-
tive review of risk and uncertainty and how
these factors can be incorporated into the pro-
cess of developing and implementing investment
strategies. Risk and uncertainty cannot be elimi-
nated from business decision making by such
analysts, or by any other method of investment
review. The advantage of decision analysis is its
use as a tool to evaluate, quantify, and
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understand risk so that management can devise
and implement strategies that will allow the
company to minimize its exposure to risk.

Decision analysis is a multidisciplinary sci-
ence. It involves aspects of many different disci-
plines, including probability and statistics,
economics, engineering, geology, finance, etc.
Certain statistical methods of decision analysis
provide excellent ways to evaluate the sensitiv-
ity of various factors in a risk-based economic
analysis.

Several petroleum industry methods for
handling risk are briefly described below:

• Arbitrary decision minimums—In some
instances, risk is treated by raising the mini-
mum DCFROI to accept the project. For
example, a normal hurdle rate of 15% could
be arbitrarily specified at 30% for projects
with higher level risks or uncertainty. Such a
procedure reflects the need to have the
return commensurate with the degree of
risk. Although directionally correct, this
method does not explicitly consider the
varying levels of risk between competing
investments. This is not generally
recommended.

• Allowable dry holes—Some express relative
degree of risk in exploratory drilling projects
by a parameter defined as the allowable dry
holes or dry hole capacity. In this approach,
the analyst computes an estimated NPV that
would result from a prospect, if successful.
This NPV is then divided by the cost of an
exploratory dry hole. The result is a multiple
of how many times the present value cash
flow from a discovery exceeds the dry hole
costs. This approach does not yield any
information about the probability of discov-
ery but gives management an insight as to
how many exploratory wells it could afford
to drill based on the value created by one
discovery. As such, it provides a relative
indicator of the affordable risk of competing
exploration areas. This approach can be use-
ful in certain cases but it has several limita-
tions. It does not explicitly account for

estimated probability of discovery, nor does
it provide a specific “go/no go’’ decision cri-
terion. Further, it does not tell us how much
greater than some specified number the
allowable dry holes’ multiple or success
capacity must be in order to achieve an
objective level of profitability.

• Simulation techniques—The concept of sim-
ulation allows the analyst the option of
describing risks or uncertainty in the form of
distributions of possible values of the uncer-
tain parameters. These distributions are
combined by a computer (Monte Carlo sim-
ulation) to yield the distribution of the poss-
ible levels of profitability that could be
expected from an investment opportunity.
The application of Monte Carlo simulations
is clearly one of the most important tools
that reservoir engineers can master in the
field of modern risk analysis. Additional dis-
cussions of Monte Carlo simulations are
provided in Section 7.7.4.

• Expected value economics—This corner-
stone of decision analysis is the expected
value concept, a method of combining prob-
ability estimates with quantitative estimates,
which results in a risk-adjusted decision
basis. The concept is not meant to be a sub-
stitute for manager’s judgment but rather a
tool to allow evaluation and comparison of
the possible outcomes of different invest-
ment alternatives.

The decision to drill an exploration well can
result in a dry hole, discovery of a giant field,
or something in between. Each outcome has
some likelihood of occurring, yet no outcome is
certain to occur. Many take the view because of
the inherent subjectivity involved in assigning
probability estimates; expected value analysis
has little to offer. There is no doubt that assign-
ing probabilities to the possible outcomes of a
drilling prospect is difficult. Sometimes it is not
even feasible to define all the possible outcomes.
The benefit of expected value analysis, however,
is confirmed by its application to repeated
trials. If a firm consistently strives to maximize
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the expected value of many projects over the
long run, it can be shown that the firm will do
better utilizing risk-weighted value economics.

7.7.1 Adjusted Discount Rates

Many types of risk analysis approaches are used
and if the management of a company is success-
ful with one approach it may be hard to justify
changing it. One example of an approach that
is not recommended, yet still relatively com-
monplace, is the adjustment of discount rates to
account for risk. A manager may wish to see
infill wells and workovers evaluated at an
NPV10, while exploration wells would be eval-
uated on NPV25. Intermediate levels of risk
might be evaluated with more discount rates. In
principle, if the reservoir engineers and analysts
conducting the evaluations use consistent
approaches for estimation, the adjusted dis-
count rates might be correct. The authors are
generally skeptical that this is the case. If we
revisit the “drill vs. farmout” case presented
earlier, it can be left to the reader to evaluate
the cases at 25% and decide when it is prefera-
ble to drill or farmout. The “risk the discount
rate” approach often incorrectly assesses risk in
when comparing cases. Rather, it is strongly
recommended that either the “risk” be overtly

applied to cash flows or the Monte Carlo simu-
lation approaches be used for risk analysis.

7.7.2 Sensitivity Analysis

A common approach to risk and the handling
of unknowns includes sensitivity analysis in
which relevant input parameters are modified
and the impact of these changed assumptions
are displayed as a function of the changed
parameter(s). Previous figures such as those that
showed different cash flows or economic results
for different well spacings are typical. In many
cases, one parameter may be modified that
actually is not independent of the other para-
meters. For example, in the following tornado
chart, the initial rate is varied as is the net thick-
ness. There can be many reasons that wells with
the same thickness have different initial rates;
the varying rates may be a function of perme-
ability, viscosity, skin, etc. This particular type
of chart is often used to quickly show the most
important factors driving variations (in this case
for NPV10) in economic value (Figure 7.10).

Simply varying one variable may have com-
plex results that are not always handled consis-
tently in such sensitivities. If the engineer
introduces a net-to-gross sensitivity, the hydro-
carbons in place are obviously changed. What
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FIGURE 7.10 Example tornado chart for net present value.
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about the initial rates? Interaction of the aqui-
fer? Fluid handling and artificial lift issues? The
simple sensitivity introduces numerous assump-
tions that need to be handled in a consistent
and easily understood manner. This is particu-
larly important when conducting sensitivity
analyses of reservoir simulation forecasts for
reservoirs with significant production histories.
Consider a case in which a very good history
match is believed to have been obtained. In
such a case, there might still be questions about
many of the parameters. If the engineer simply
changed (for example) the residual oil satura-
tion as a sensitivity case without reconstructing
the history match, unrealistic variations in
future recoveries are likely. Had the engineer
used a different value for Sor and “rematched”
the cases, it is likely that the forecast results
would show less variation from the history-
matched case than would a forecast that simply
changed the value for Sor, exaggerating the sen-
sitivity of the reservoir simulation to errors in
assumptions.

7.7.3 Decision Trees and Utility
Theory

Decision trees are a useful way to describe alter-
native scenarios and select the decision that
maximizes the NPV or whatever the decision
maker is trying to optimize. In a subsequent sec-
tion, we will see that “utils” can express the

relative desirability of various outcomes. In deci-
sion theory, the most desired outcome is based
on the goals and preferences of the decision
maker. The reservoir engineer can use decision
trees to describe complex scenarios with multi-
ple decisions and multiple probabilities. This
discussion can be considered only a brief intro-
duction. In constructing a decision tree, we use
rectangles to represent decision nodes and cir-
cles to represent probability nodes. Two or
more decisions can be associated with each deci-
sion node, and multiple nodes can be associated
with a probability node. A probability node
representing betting $1000 on number “30” at a
roulette wheel11 in Las Vegas is shown in
Figure 7.11

The single bet on number 30 can easily be
evaluated as to its expected value as follows:

EV521000$1
1

38

� �
3 $36; 0001

37

38

� �
3 05 2 $52:63

Lands on 30

P = 1/38$–1000

P = 37/38

Lands on something other than 30

$0

$36,000

FIGURE 7.11 Probability node.

11American-style roulette wheels have 38 equally proba-
ble outcomes. A bet placed on a single number pays $35
for each dollar bet if successful. There are many alterna-
tive bets such as betting on black or red which would
pay $1 for each dollar bet. In both success cases you
keep your bet. As there are two green numbers, 18 black
and 18 red, the EMV of betting $1000 on red or black
is 210001 (18/38)3 200052 $52.63. European style
roulette wheels have only one green slot and 37 possible
outcomes with slightly different payoffs that are none-
theless EMV negative for participants.
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In other words, a single bet of $1000 on
number 30 (or any other number) has a nega-
tive expected value of $52.63. Similar analyses
will show negative expectations for each of the
gambling games explaining the fabulous hotels
and inexpensive “all you can eat” buffets in Las
Vegas. But is it crazy to play roulette or make
other decisions selecting lower expected values
than other alternatives? No, the decider may
have a different use for $35,000 than $1000.
Maybe he owes a debt that is immediately due
and has a major negative result if he is unable
to generate $35,000 right away. This particular
preference for risk is actually unusual; most
people have less utility for expected outcomes
that have large negative impacts. This analysis
does not mean that every player will lose money
playing roulette. It is a relatively straightfor-
ward exercise to model a roulette wheel with
various strategies in which a significant fraction
of the players win.12 It is the aggregate EMV of
all players over the long run that is negative.

Suppose someone gives you the chance to
play a game in which a fair coin is flipped. In the
case of heads,13 you receive $2 and for tails you
get nothing. You will no doubt be happy to play
this game as it has an expected monetary value
(EMV) of $1. How much would you be willing
to sell your ticket for? It is unlikely anyone will
pay you much more than $1, and if you sell it for
much less you are “giving away” EMV. Now
consider another game. In this game you have to
buy a ticket. In this game a heads pays $3 and a
tail pays $1. How much would you be willing to
pay for this ticket? The EMV of this game is $2,
and if you pay any less than that you are (on an
expected value basis) gaining money. Would you
pay more than $1? If you paid $1, the second

game becomes equivalent to the first with the net
result of a head being $3215 $2 and the result
of a tail would be $1215 $0. Is there a differ-
ence in how much you are willing to sell your
ticket for in the first game and what you are will-
ing to pay for it in the second game? Decision
makers often make decisions on other than an
expected value basis based on how much invest-
ment exposure is necessary.

Let us consider another set of decisions. In
the first option, you pay h1000 by investing in a
very small percentage (0.1%) of a drilling well
that you anticipate has a 50% chance of success
(or a coin flip for heads if you prefer). In the
case of a discovery you win a series of cash
flows with an NPV of h4000, while a dry
hole pays nothing. The EMV is
0.53 h4000210005 1000. Are you interested
in this investment? If you believe these numbers
and have h1000 to invest, it is an obvious deci-
sion to participate in the project. Now let us
look at the 100% working interest position. In
this case, you need to invest h1,000,000 and
have a 50% chance of h4,000,000. Assume that
your net worth is just enough that you could
come up with the money by mortgaging your
house, cashing in your retirement, and borrow-
ing all of the money that you can; it is unlikely
that you would accept such an investment
opportunity. A single investment or a series of
investments that has the potential to bankrupt
an investor is known as “gambler’s ruin.” Your
utility for a positive h1,000,000 is considerably
less than 1000 times greater than it is for
h1000. By analyzing your responses to a series
of similarly constructed alternatives, an individ-
ual with game theory expertise could construct
your “indifference curve.” Your personal utility
and indifference curves and those of the decision
maker are not as important as are the utility
functions of the corporation. For our purposes,
we will assume that the corporation has a unit
slope linear utility function and makes its deci-
sions entirely on EMV. Exceptions to this would
only occur for massive investments.

In the drill vs. farmout example, we had a
decision tree, see Fig. 7.12.

12Consider the trivial case of 38 players each betting
$1000 on each of the 38 spots and play one time. One
person will walk away with $36,000 (his bet plus his
$35,000 in winnings), while 37 players lose their bets.
The house makes $2000.
13Coin collectors refer to the obverse and reverse of a
coin rather than “heads” or “tails,” but we will use the
more common convention.
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There were only two decisions: drill and
farmout. The probability nodes were only dry
hole or discovery. The analysis of a decision
tree proceeds from right to left as the EMV is
calculated for each probability node. The
expected value of each probability node is
replaced with its expected value, and the highest
EMV decision node is selected. There can be
multiple probabilities at each probability, and
the probability node can be replaced by Monte
Carlo simulations. In fact, the entire decision
tree can be replaced by Monte Carlo simula-
tions with a distribution of decisions being
made and the corresponding variability in
results conveyed to decision makers.

7.7.4 Monte Carlo Simulations

The concept of using simulations to estimate
variability and risk has evolved in acceptance
and popularity over the author’s careers. An
understanding of the concepts involved is so
fundamental for reservoir engineers that we
have chosen to illustrate these concepts very
simply. A number of excellent references are
given for further study. Commercial software is
available that can be used to assist in

performing the calculations; these tools can gen-
erally be adapted to complex problems rela-
tively easily. The most difficult and most
important part of the process is developing
credible, realistic distributions incorporating as
much data as possible. Practicing Monte Carlo
simulations while ignoring available data (or
failing to make the effort to obtain and use such
data) is not just sloppy but potentially costly
and misleading.

Monte Carlo simulations refer to the compu-
tational methods that rely on random (or nearly
random) sampling of distributions of indepen-
dent variables to repeatedly solve complex
equations. A repeated series of these calcula-
tions results in a distribution of answers that
reflect the range of solutions possible if the
input distributions accurately reflect the vari-
ability of the independent variables. If one or
more of the independent variables are actually
correlated (positively or negatively) to another
variable, modified techniques must be employed
to handle such partial dependencies.

Let us consider a simple example in which two
6-sided dies are rolled simultaneously, and the
numbers are added together. An integer ranging
1 through 6 appears on each face of each roll of

Drill

$4.1 Million NPV

-2.5 Million NPV

$2.1 Million NPV

$0 NPV

Decision

Farmout

Discovery

Dry Hole

Discovery

Dry Hole

FIGURE 7-12 Decision tree.
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each die and this occurs randomly and indepen-
dently of each other. It is obvious that the integer
results 2�12 are the only possible rolls. We know
that a “2” occurs only when each die rolls a “1.”
The probability of a 2 is then (1/6)3 (1/6)5
0.027778. If we rolled these dice 300 times, then
(on average) we would expect the following
results, see Table 7.7 below:

Obviously, there can only be an integer num-
ber of occurrences of a specific roll. Although
we know this situation analytically, let us use

Monte Carlo simulations to do the same exer-
cise. While this can be done many ways, enter-
ing the EXCEL function 5int(rand()
*611) will result in a pseudo-random integer
that closely approximates the roll of one die.
Doing this in two columns and adding the
results is very straightforward EXCEL coding
but will generate new distributions of answers
with every recalculation. Thus, if the reader
repeats this experiment, the answers obtained
should be approximately similar but will not
precisely reproduce the results that follow. In
this case, we “rolled the dice” 300 times for
two independent variables and added them
together. The input distribution for each vari-
able was a probability density function with the
probability (1/6) associated with each outcome
(1 through 6). The output was the simple sum
of the two sampled distributions. Figure 7.13
shows the results of three trials of 300 rolls,
each along with the theoretical distribution.
While the three trials cluster about the theoreti-
cal answers, some anomalies are noticed. In the
first 300 rolls there were significantly more
rolls of “9” than “8,” which is (a little) surpris-
ing (see Fig. 7.13).
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Second 300 rolls

Third 300 rolls

FIGURE 7-13 Results of three trials of 300 rolls

TABLE 7-7

Roll Probability Occurrences in 300 rolls

2 0.02777778 8.33
3 0.05555556 16.67
4 0.08333333 25
5 0.11111111 33.33
6 0.13888889 41.67
7 0.16666667 50
8 0.13888889 41.67
9 0.11111111 33.33
10 0.08333333 25
11 0.05555556 16.67
12 0.02777778 8.33
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The solution to this problem is simply to do
more rolls. If instead of 300 rolls we chose to
do 5000 rolls, the results show very good agree-
ment with the theoretical solution (see
Fig. 7.14).

This agreement would further improve if we
did 10,000 or more simulations. The mean,
mode, and median of the resulting distribution is
7, and any reader familiar with the game of
“craps” and the house odds in gambling estab-
lishments can show that the entire value of each
bet results in a negative EMV for the participants.
This does not mean that all participants lose

money any more than does our prior illustration
with the roulette wheel. But for repeated play, the
EMV is negative, independent of strategy.

This exercise has been very simple but
extending it slightly can illustrate another
important point. What if instead of adding the
two dice we multiply them together? We know
that the output will vary between integers 1 and
36 and will not contain all of the integers in
between. The probability of 1 and 36 will
remain 0.027778 as in the extreme values.
The resulting analytic solution and a 5000 roll
simulation results are shown in Figure 7.15.

1000

800

900

600

700

400

500

200

300

100

0
2 3 4 5 6 7 8 9 10 11 12

Theoretical

Simulations

Sum of two die

N
um

be
r 

of
 r

ol
ls

FIGURE 7-14 Results of 5000 rolls

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Analytical…

1 6 11 16 21 26 31 36

Product of two die

N
um

be
r 

of
 r

ol
ls

FIGURE 7-15 Analytical solution and a 5000 roll simulation results
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In this case, we have used the cumulative
density function rather than the probability den-
sity function. It is also common to display the
above graph not in number of realizations, but
in the cumulative probability that it is less than
or equal to a certain value as shown in
Figure 7.16

This graph has the advantage that the ordi-
nate can be understood as probabilities and that
we can easily note that the median value of this
exercise is between 9 and 10, the mean is
approximately 12.25, and the distribution is
bimodal. This characteristic in which the mean
is larger than the median is common in Monte
Carlo simulations of hydrocarbon recoveries
and is also noted in distributions of reserve
sizes. While some authors like to invoke mathe-
matical explanations, it is clear enough that
many things are not normally distributed, but
are distributed in a way that is skewed. Income,
wealth, and the height of adults are distributed
in this way; the mean exceeds the median. The
mean can be heavily influenced by a relatively
small number of large positive values.

In the oil and gas cases, Monte Carlo simula-
tions can be used to estimate hydrocarbons in
place, recoverable hydrocarbons, number of
wells required and future rates, capital and
operating expenses, and future net cash flows.

They form part of the process in developing bid
strategies and can be used in almost any deci-
sion under uncertain conditions. In the simplest
case, we can calculate the OIP in a potential
prospect. Oil-in-place (N) is calculated (in oil-
field units) as:

N5
7758[AhSo

Bo

Examining the variables used to calculate the
oil-in-place, the area and the net thickness for a
potential prospect are obviously the average
over the field or drainage area, and the product
of the two could be replaced with an estimate
of the bulk volume of net pay. The oil satura-
tion and porosity must also be averages, but in
many cases these are not independent as lower
porosities tend to be correlated with lower oil
saturations. How do we get the appropriate dis-
tributions for these variables? This turns out to
be nontrivial and simply guessing a minimum,
maximum, and most likely value, and using a
triangular distribution may or may not be better
than a single value estimate. Best practice is the
careful analysis of porosity data and the distri-
bution of declustered data.

Declustering is absolutely essential due to
sample bias. Offset and trend production may
be disproportionate from wells in the most
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productive fields. These data tend to skew distri-
butions to the most heavily sampled data (this
example may be the highest porosity data). As
this chapter is not meant to be a primer on
Monte Carlo simulations, the details of the
methodologies employed in developing probabil-
ity distributions, their relative merits, means of
handling partial dependencies, etc., are not
included here. Similarly, there are excellent com-
mercial software tools available to handle such
evaluations.

7.8 TYPES OF INTERNATIONAL
PETROLEUM FISCAL REGIMES

7.8.1 Background
In most countries, including the United States
on federal, state, and bureau lands, the rights to
explore for and produce hydrocarbons and
other minerals belong to the state or occasion-
ally its sovereigns. Historically, IOCs provided
several things that independent nations deter-
mined to be worth giving producers significant
rights and share of the profits from exploration
and production. These included:

(1) a willingness to take large risks and
expose significant capital searching for
hydrocarbons;

(2) technical expertise in exploration and pro-
duction including technology not available
to the country;

(3) massive capital required to develop large
fields and a willingness to invest those funds
years in advance of revenues;

(4) highly trained and experienced people capa-
ble of managing such major projects;

(5) access to refineries and distribution systems
to refine, upgrade, and market oil and gas
produced.

However, it became apparent that simply
turning over rights to an IOC in return for just
cash (and in some cases, a minor share of the
cash being generated) did nothing for the host
nation. Their staff remained inexperienced and
with the oil or gas being exported no industry

was being created locally. While the share of
profitability began to be changed in the 1950s,
issues of control, involvement of citizens in
more than just low-level roles and development
of local industry and infrastructure did not
really develop until the 1960s. At this point,
sovereign nations usually established one or
more NOCs with the goal of addressing all
these issues and changed the way that IOCs
were allowed to operate in their country.

7.8.2 Generic Contract Styles

There are a host of alternative contractual bases
for IOCs to explore for and/or produce the
hydrocarbons in a sovereign country. These are
generally described in this section, and the spe-
cifics of a few countries’ current or recent sys-
tems are compared. The laws and details of
these agreements vary on a frequent basis; so,
any such summary is likely to be out of date at
any time. While there are many general types of
agreements, the basic differences can be summa-
rized by their approaches in the four following
areas:

• Ownership: Are the hydrocarbons owned by
the oil company in the ground or at the
wellhead or elsewhere, or are they owned by
the state throughout?

• Payment: Is payment made by companies
receiving hydrocarbons/by lifting hydrocar-
bons they own, or in lieu of payment for
cost and profit recovery?

• Profit drivers: Is the contract structured such
that the oil companies are fully exposed to
price risk, or are their returns fundamentally
driven by payments based on the amount of
money invested?

• Operational freedom: How do all contrac-
tual and administrative terms combine to
affect the degrees of freedom with which
companies can operate and vary their invest-
ment decisions within the country?

It should also be noted that there is no one
best approach. None of the specific approaches
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discussed is necessarily more or less generous
than the others as the specific levels of payments
and handling of risk can and do vary greatly from
country to country and contract to contract.

Although this section is entitled “Types of
International Petroleum Fiscal Regimes,” it
might also be entitled simply “Types of
International Petroleum Regimes”; the point
being that it is not always easy to separate the
fiscal terms from the legal and contractual
structure under which they exist.

Typically, there are three “headline” styles of
petroleum regime: concessions, Production
Sharing Contracts (PSCs), and service contracts.
A discussion of the general features of each of
these follows, but typically under a concession
arrangement the fiscal components are handled
separately from the award of rights to explore
and produce, while under PSAs and service con-
tracts the fiscal structure is usually tightly inter-
woven with the underlying contracts specifying
each party’s rights.

However, as with any generalization, care
must be taken as it is possible to construct any
of the headline regime styles to look and act
very much like another; in particular, the finan-
cial returns from each may be very similar not-
withstanding more obvious differences. Indeed,
when countries look to update or modify their
petroleum contractual or fiscal regime, they are
always “benchmarking” it against that of other
countries, and aspects are “borrowed” from
one to another regardless of the headline con-
tract style involved.

7.8.3 Concessions

While many major fields were developed under
the concession model, this is generally a histori-
cal artifact. In the first two thirds of the twenti-
eth century, it was not uncommon for sovereign
nations to grant large concessions to operators.
This was in a time of relatively low and nearly
constant oil prices and a time when access to
refineries and transportation and distribution
systems were nearly as important as exploration

and production expertise in generating value
from an oil and gas field.

Concessions were large grants of acreage
rights, occasionally for an entire nation’s
onshore or offshore rights. They had long dura-
tion, sometimes as much as 50�99 years. The
recipient of the concession had complete oil and
gas rights in the concessions including all man-
agement decisions. The host nation was typi-
cally paid a flat royalty per barrel or percentage
of revenue. In many cases, the taxes imposed on
the IOC by its own home government were
higher per barrel of oil than the host govern-
ment received from that same barrel.
Eventually, the inequities of such contracts
resulted in either the renegotiation of the terms
and conditions or the replacement of the IOC.
In some cases, the host government unilaterally
abrogated a concession or “nationalized” the
assets previously belonging to the IOC.

7.8.4 Joint Ventures

Typical joint ventures for development share
the risks and benefits from oil and gas develop-
ment. The NOC partner may receive a relatively
large initial payment for the execution of the
JV, and the contractor group partners may
carry 100% of exploration costs and potentially
all costs “to the tanks” for first oil. Subsequent
capital and operating costs are shared in the
proportions of the JV ownership. Management
decisions for the field and staffing of the JV are
also shared with the host government, typically
via the NOC as the JV partner. There is none-
theless a clear separation between the govern-
ment as a taxing and licensing authority and the
government-owned IOC JV partner. Some por-
tion of the exploration and development “car-
ried costs” are typically reimbursed by the
NOC partner to the contractor group in either
cash or oil. Ownership of the government share
of the oil is independent of the contractor group
ownership. The contractor group is typically
entitled only to book reserves for their share of
the JV’s gross reserves less any government
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royalty and potentially the reimbursable costs if
they are repaid from crude oil.

7.8.5 Tax/Royalty Schemes

Tax/royalty schemes grew out of concession sys-
tems. The concept of tax and royalty schemes is
easy to describe in that the government owners
of the minerals lease tracts for exploration and
development either directly to an IOC contrac-
tor group through negotiations or through some
sort of competitive bidding. An initial cost plus
acreage rental payments plus fixed or variable
royalties is a typical scheme. The government
taxing authorities tax the contractor group
members based on their profitability from
the block.

The US Outer Continental Shelf (OCS) min-
eral leases represent a tax/royalty scheme.
While most OCS leases contain a competitive
bid and fixed royalty payments, tax/royalty
schemes can include work commitments, vari-
able royalties, net profit interests, etc.

A number of countries with tax/royalty
regimes include, in addition to corporation tax,
various forms of “rent” or taxes to capture a
greater share of the economic benefit arising
from operations, whether these result are simply
from highly profitable fields or from windfalls,
such as high petroleum prices. Examples include
the UK’s Petroleum Revenue Tax (PRT),
Norway’s Supplemental Petroleum Tax (SPT),
Brazil’s Special Participation (SP), Australia’s
Petroleum Resource Rent Tax (PRRT) and
Alaska’s Production Tax (known as ACES). In
the cases of UK, Norway, and much of offshore
Australia, no royalty at all is now levied, and
the countries rely on “rent” and income taxes
for virtually all of their share of profits.

Leases granted under a tax/royalty style
arrangement are quite different from the old-
style concession agreements, even though the
term “concession” may still be used (as is per-
mit or license). While details vary from one
jurisdiction to another, they all contain signifi-
cant term provisions, usually involving

relinquishment of some part of the acreage at
various stages so that only the immediate pro-
ducing area remains held for a long time (typi-
cally the life of production). In some
jurisdictions, minimum work obligations will
also apply to different holding periods.

Operators are able to book their “net”
reserves that are 100% of the gross reserves less
royalty.

7.8.6 Production Sharing Contracts

With increasing world demand and global dis-
tribution more commonplace, the advantages
IOCs bring can be summarized as people, tech-
nology, management, and capital.

The first production sharing contracts (PSCs)
were signed in 1967 with Indonesia. The two
parties to the PSC are the NOC and the IOC,
referred to as the “Contractor.” Unlike tax/roy-
alty systems, PSCs (in some countries also
known as Production Sharing Agreements, PSA)
generally transfer title to the produced hydro-
carbons at the export point (compared to at the
wellhead in tax/royalty systems where the
resource in the ground is owned by the state).
PSCs typically differ from service contracts in
that reimbursement to the IOC is in kind and
the parties to the PSC own the rights to their
share of the oil.

In general, PSCs divide gross production into
what are frequently referred to as cost oil (oil or
gas applied to reimburse costs; for simplicity
here both are referred to as “oil”) and profit oil
(that in excess of cost oil), with the contractor
receiving its compensation from cost oil and a
share of the remaining profit oil.

As is indicated by their name, PSC is a con-
tract that includes provisions covering the way
that matters will function operationally and
financially including the following:

• Descriptions of the acreage conveyed in the
PSC and the term (duration) of the
agreement.

• A lengthy set of definitions to such terms as
“arm’s length sales” and “community and
social programs.”
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• A schedule for relinquishment of the acre-
age. Over time, certain percentages of the
acreage must be returned to the host govern-
ment. These often correspond with terms of
work commitments.

• Work obligations or minimum expenditures
as a function of time (typically referred to as
the work commitment). Participation
with the host government. While all PSCs
have the host government, typically through
the NOC, as a partner some also allow the
host government to participate as a working
interest partner. In all cases, the contractor
group carries all of the exploration and
appraisal costs to a certain point, typically
the approval of the field development plan;
where the state is also a working interest
partner it may pick up its pro rata share of
costs thereafter.

• Definition of discovery and of commercial-
ity. Many PSCs require the contractor group
to declare a commercial discovery and sub-
mit for government approval a field develop-
ment plan upon commerciality. A number of
things are typically triggered at each of these
events. The obligations for a noncommercial
discovery are also described (typically sur-
rendering the acreage associated with the
noncommercial discovery no later than the
end of the exploration period).

• Cost oil and profit oil splits. This fairly
unique aspect of PSCs describes how the
contractor group is compensated for its
expenditures.

x A certain percentage of oil production is
considered “cost oil” from which recov-
erable costs can be recouped by the con-
tractor group. Most PSCs allow a wide
range of costs to be recovered including
personnel costs for studies; modern PSCs
may limit recoverable costs in a variety
of ways. Generally “operating” costs are
100% recoverable immediately from
available cost oil, although the amount
of production dedicated to cost recovery
may be limited, to ensure that the host
government always receives a share of
what is being produced. By the time pro-
duction commences, the contractor
group will typically have spent a signifi-
cant amount of capital in exploration
costs, drilling, completion, and equip-
ment costs. These costs may have to be
depreciated over time for cost recovery;
in some cases, an uplift is allowed in rec-
ognition of the delay (time value of
money) incurred in cost recovery. In gen-
eral, though this acts very much like
depreciation for corporate tax purposes.

x Cost oil in excess of what is needed for
cost recovery is referred to as ullage. It
may be handled in many different ways
including having a specified split between
the government and the contractor group
(e.g., 90/10), going entirely to the host
government or (more typically) being
added to and split as part of the profit
oil. When a PSC has a high portion of
the oil allocated to cost recovery, the
ullage may be a very significant portion
of total revenue.

x Profit oil is the portion of hydrocarbons
reserved to compensate the contractor
group for taking risks and succeeding. In
many cases, the percentage of the profit
oil going to the contractor group is based
on production rates (by quarter or by
month). Alternatively, it may be a fixed
split between the host government and
the contractor group.

TABLE 7-8 Example Profit Oil Split

Production

Range

(BOPD)

BOPD Government

Share (%)

Contractor

Share (%)

� 25,000 68 32
25,000 50,000 71 29
50,000 75,000 73 28
75,000 100,000 77 23
100,000 Higher 80 20
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• As an alternative to modifying the profit oil
split by production, it may be split according
to a profitability concept. In some cases, this
may be rate-of-return; in others (and proba-
bly more common), it may be what is
known as an R Factor. The specific defini-
tion of R Factor may vary between con-
tracts, but in general, it is the ratio of
cumulative revenue to cumulative costs: an
R Factor of 1.0 is achieved when the opera-
tion pays out (on a cash basis, ignoring the
time value of money).

• Taxes. Most PSCs specify that the contrac-
tor group is subject to all local taxes. In
some cases, the PSC states that all taxes
(and specifically corporate income taxes and
any other production related taxes) are to be
paid for by the host government entity and
not the contractor group. If any petroleum
income taxes or other taxes are deemed pay-
able by the contractor group, they are typi-
cally spelled out in the PSC.

• Rights and obligations. Most (if not all)
PSCs grant the right to freely export con-
tractor’s share of petroleum and retain
abroad proceeds from the sale of hydrocar-
bons. However, some PSCs restrict the
amounts of local and foreign currencies to
be used or expatriated. Many waive or limit
import duties.

• Some PSCs may also have an obligation to
sell a portion of hydrocarbons to the local
market, which typically means at a price
lower than what is attainable in export mar-
kets. The impact of this may be factored
into the profit oil equation.

• Bonuses, royalties, and other payments.
Most PSCs require specific bonus payments
initially and at certain time or production
hurdles. While some PSCs have no royalty
provisions, many have a basic royalty in
order to ensure a certain level of cash flow
to the host government. Most require some
form of investment in scholarship or educa-
tional programs annually, typically increas-
ing once production is achieved. While host
governments prefer to have the contractor

group simply write a check and allow minis-
terial control over such funds, oil companies
need to exercise caution in this area. It is
generally preferable to take an active role in
education and scholarships to avoid any
potential for corruption, although some gov-
ernments see this as interfering in local
affairs. Payments for social programs in the
country similar to scholarship and educa-
tional programs are also typical. Acreage
rentals for exploratory areas are also typical
as are development and production rentals.
In general, bonus payments and royalties are
not recoverable from cost oil.

• Most PSCs have extensive local content provi-
sions requiring hiring and training of nationals,
as well as commitments to utilize certain
national companies and partnerships, for a sig-
nificant portion of the total expenditures.

• PSCs will also contain extensive legal discus-
sions around dispute resolution, termination
of the agreement, governing law, marketing,
force majeure, etc.

• A key area is also contract stability and dis-
pute resolution. Contract stability is some-
thing that seeks to protect the IOC from a
government changing contract terms at a
later date. While very important to IOCs in
emerging markets, these are controversial
and can be very difficult to write. Nations
such as those in North America and North
Sea countries would not accept the limita-
tion on sovereign rights, for example.
Increasing dispute resolution includes arbi-
tration clauses. Even if the contract is writ-
ten under the law of the host country, both
parties may agree to disputes being heard by
one of the international arbitration bureaux
in a neutral location.

7.8.7 Ring Fencing

Ring fencing is simply the level at which each
fiscal or administrative component is to be cal-
culated or administered. The level can be as low
as the field/deployment area or up to the entire
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contract area, in some cases the entire region or
country. While PSC fiscal components of cost
oil, profit oil, royalties, taxes, and bonuses can
be ring-fenced, the concept applies to other fis-
cal arrangements. It is common that more than
one commercial field is discovered within one
PSC area. Ring fencing allows the costs and
production to be pooled along with certain
exploration expenses. This removes some of the
risk for the contractor group and encourages
them to make additional expenditures. It can
also act as a fiscal incentive to further activity
(e.g., if the host nation is taking 80% of profit
oil, drilling a new exploration well means that
the state is also paying 80% of the exploration
costs); for this reason, some countries are reluc-
tant to allow such ring fencing as it may signifi-
cantly reduce their revenue in the short term.

7.8.8 Reserve Treatment and Issues
for PSCs

The key point related to the booking of reserves
for PSCs is that the terms of the PSCs both in
letter and in spirit must be read carefully to
accurately reflect what reserves can be booked
by the contractor group. Typically reserves are
booked by what is known as the entitlement
method. This looks to the volume of barrels
that an IOC can lift as a result of its financial
entitlements under the PSC (cost oil plus profit
oil). The dollar amount, calculated on a pre-tax
basis, is equivalent to a certain barrel volume at
prevailing world prices. This is the “entitle-
ment” that is booked.

An unusual behavior of PSCs is the impact of
product prices on the reported reserves by the
contractor group. In tax/royalty schemes, a
decrease in product prices lowers the economic
limit and decreases the reserves. This has an
impact only in later life situations and is more
significant for wells and fields with shallow
decline rates. However, marginal, undeveloped
reserves may not be economic, such as an
expansion of a steamflood or additional
undrilled well locations.

In PSCs, the lower hydrocarbon prices may
actually increase the reserves an operator may
book. While the value of profit oil reduces with
reducing prices, cost oil remains constant
(reflecting unrecovered costs, unrelated to
price), and therefore, more barrels are required
to pay for the same cash entitlement. Assuming
the development of the PUDs becomes mar-
ginal, the contractor group may be able to
nonetheless drill them (with host government
approval and modifications of contract terms)
while getting (more barrels of) cost oil and cor-
responding profit oil to pay for the activity that
would not have been undertaken in a tax/roy-
alty scheme under comparable circumstances.
Essentially, the host government subsidizes such
development and may wish to do so to reach
production rate, recovery, and even employ-
ment objectives.

7.8.9 Service Contracts

Service contracts differ from PSCs primarily
based on the fact that reimbursement from ser-
vice is typically in cash and the contractor
group has no rights to the produced hydrocar-
bons. Service contracts can be pure service con-
tracts in which there is (for example) a flat fee
per barrel or a risk service contract in which the
fee is tied to production or other measures of
performance. Pure service contracts may or may
not be operated in conjunction with purchase
agreements for the produced crude oil; where
such “back to back” lifting agreements exist
and where the service contract has at-risk com-
ponents, the service contract may in fact be very
similar to a PSC. In any event many of the con-
cepts and clauses of a PSC may also be found in
a risk service contract.

Hybrid agreements may incorporate any
aspects of the various agreements; the major
limitations to such agreements are governmental
regulations and laws specifying how terms and
provisions are to be applied. Reserve booking
by the contractor group for service contracts
may be more difficult than in other interna-
tional fiscal regimes, but not always impossible
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and will typically follow the entitlement method
described in Section 7.8.8.

7.8.10 Issues with PSC and Service
Contracts

PSC and service contract terms often leave pro-
duction levels in the hands of the contractor
group. When there is no ring fencing, the con-
tractor group may be in a position in which it
must limit investments in one discovery that
would recover only its costs very slowly due to
high operating expenses or declining production
rates. Decisions toward the end of the agree-
ment can be held hostage to extension
discussions.

When successful fields are discovered and a
contract has generous terms for cost recovery,
the operator has relatively little incentive to
minimize costs and may test complex and
expensive technologies in fields where they may
or may not be applicable. On the other hand,
generous cost recovery terms encourage experi-
mentation and capital risk-taking, which may
well benefit the host government.

When the host government participates as a
working interest partner in development, the
host government (or its NOC) will have to actu-
ally write checks for large amounts. In some
cases, the host government is very slow in mak-
ing such payments and may owe large amounts
of cash to the contractor group. This changes
and complicates the dynamics between the host
government, the NOC, and the contractor
group with respect to capital decisions, operat-
ing practices, and contract extensions.

7.9 COUNTRY EXAMPLES

The following five examples provide overviews
of petroleum regimes in five countries. These
are not to be considered definitive interpreta-
tions but as overviews designed to show the
complexities and variations in realistic example
cases. They are then compared at a summary
level. Regimes are continuously changing and
the engineer is strongly counseled to obtain

current advice on contractual details and practi-
calities of implementing and evaluating any oil
and gas property to obtain up-to-date and accu-
rate interpretations.

7.9.1 Brazil (Excluding Pre-Salt)

Outside of the recently discovered pre-salt play,
Brazil operates a concession/royalty/tax system,
the legislation for which was only passed in
1997. Prior to that the system reflected a
monopoly held by the national oil company,
Petrobras. While Petrobras remains Brazil’s
NOC, apart from being endowed with a com-
manding acreage position from its legacy status,
its rights are identical to all other companies.
Within the pre-salt play area, which is subject
to a PSC regime, Petrobras also enjoys special
treatment.

Licenses are awarded on the basis of compet-
itive auction to international oil companies.14

All unlicensed acreage is held by a newly cre-
ated government agency, the Agência Nacional
do Petróleo (ANP), which is separate from the
Ministry of Mines. In its first round (in 1999),
the ANP awarded licenses on the basis of an
open auction, with bids weighted 85% to cash
and 15% to commitments to spend exploration
and development monies with Brazilian suppli-
ers. The detail of award criteria has changed
with subsequent rounds, but it still represents
an open competitive bidding environment.
Essentially, the cash bonuses offered by compa-
nies reflect an offer by the companies to pay
away some of the fiscal rent that they can imag-
ine themselves earning, when risks and costs are
taken into account.

The 1998 Petroleum Law established the basic
principles under which licenses would be held
and awarded, although the licenses themselves
are held under a model Concession Agreement
that was drawn up following adoption of the

14As of the time of writing there has been a deferral of
licensing following discovery of the pre-salt play,
although there have been suggestions that this will
resume during 2011.
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Petroleum Law. This Agreement is fundamentally
the same for all players (Petrobras and the licen-
sees from the first round), save some clauses that
reflect terms specific to the round/award process.
Petrobras is free to bid in competition or in con-
sortium with other oil companies for new
licenses, but must pay its way at all stages of the
exploration and exploitation process.

Under the 1998 Petroleum Law companies
are required to pay a royalty, special petroleum
tax known as “Special Participation,” rentals,
and bonus to acquire the license. A subsequent
Presidential Decree established the calculation
of Special Participation, which aims to be a
form of rent tax, with a sliding scale taxation
rate based on the productivity and profitability
of individual fields. Royalty rates are set as legal
minimum and maximum of 5% and 10%,
respectively, although the ANP has the right to
vary these as it deems appropriate and neces-
sary. Rentals are established according to a
schedule, and the signature bonus is bid.

Within the Concession Agreement the rights
and obligations of the oil companies are estab-
lished, including minimum levels of expenditure
during each license period. These commitments
are established prior to bidding on a round.
Contract duration is up to 9 years for explora-
tion in three phases, and a further 27 years for
each development. Companies have the right to
export or sell domestically all their production.
Administration of the Concession Agreement,
and collection of royalty and special participa-
tion is undertaken by the ANP. Issues of general
taxation and employment are the responsibility
of other government departments.

7.9.2 Indonesia

Indonesia is the originator of the classic
Production Sharing Contract or PSC. Under this
contract foreign oil companies fund all aspects
of exploration and exploitation on behalf of
Pertamina, the national oil company. In return,
companies are entitled to lift hydrocarbons
according to a “production sharing” formula.

The formula has changed slightly over the
years and is currently different for oil and gas,
and traditional and frontier areas. However,
classically it is known as an “85:15” split, by
which it is intended that after allowing suffi-
cient liftings for recovery of the oil companies’
(Contractors’) costs, Pertamina (representing
the State) will receive 85% of the hydrocarbons
and the contractor 15%.

The formula is slightly more complex than
this. Indonesia does not have a royalty called
such, but it has a concept called “First Tranche
Petroleum,” by which the first 20% of produc-
tion is shared between Pertamina and the oil
companies according to the 85:15 (or other
applicable) split. Thereafter, the distribution
looks to the recovery of operating and invest-
ment costs, the latter by reference to an amorti-
zation schedule, although an uplift or
“investment credit” of up to 27% is allowed.
Some regimes also have explicit limitations as
to the amount of production that can be allo-
cated to cost recovery. Indonesia effectively lim-
its this to 80% by application of First Tranche
Petroleum and by amortization rather than
immediate recovery of costs. After computation
of cost recovery, all remaining production is
shared according to the production split.

Indonesia imposes a further level of take,
through a mechanism it calls Domestic
Obligation. This requires companies to provide
a proportion of their production to the domestic
market at below world market prices. Although
not explicitly styled as “government take,” it
effectively acts like as one.

Corporation tax does apply to oil companies
in Indonesia, but it is deemed to be paid on
behalf of the companies by Pertamina (this
mechanism applies in a number of countries). In
practice, there is an official corporation tax
rate, and the 85:15 split is adjusted such that
after application of the tax rate the split
remains 85:15. The net result is the same, but it
allows companies much greater flexibility in
arranging taxation affairs with their home juris-
diction, and is a very important component of
the structure.
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Contract awards in Indonesia have typically
been by a combined process of competition and
negotiation. Indonesia has not typically held
“rounds” in the way other countries have, but
it has opened areas to the industry and then
negotiated directly with the interested compa-
nies. Contract duration has varied over the
years, but at present it is 3-year exploration
(with the possibility of a second 3-year term)
and 20-year development.

7.9.3 United Kingdom

The United Kingdom offers a concession-style
agreement, and the general style is applicable to
other countries as diverse as Argentina,
Australia, Norway, and the United States. UK
licenses are for the most part awarded on the
basis of competitive work program bids in
licensing rounds. However, there is an element
of discretion in award that takes account of the
companies’ overall performance previously in
the country. It is also possible for companies to
apply directly for open areas that adjoin exist-
ing acreage and where they can identify exten-
sions to discoveries. The final approval for
award lies with the responsible Minister or
Secretary, though as a practical matter all
recommendations are made by the civil servants
in the ministry (currently the Department of
Energy and Climate Change).

Companies undertake exploration obliga-
tions at the time of license award, but beyond
that they are free to decide on the level of activ-
ity they wish to undertake. Field developments
must be approved in advance, but license terms
for the residual part (after initial relinquish-
ments) of blocks are relatively long at 30�40
years, and companies generally have opportu-
nity to defer or advance the timing of develop-
ment activity as they see fit.

Terms applicable vary according to the vin-
tage of the license granted, and in the case of
field developments, the date on which develop-
ment approval was granted. The detailed terms
have changed many times over the last 30 years.

Presently a license covers a single block in
mature areas, though it may cover several blocks
in frontier areas. A “block” covers 10 minutes
of latitude by 12� of longitude, except where it is
the award of a previously relinquished part of a
block when it may have an irregular shape.

Early field developments were subject to roy-
alty, at 12.5% of the wellhead value of the
crude. However, for all fields approved for
development after 1982, royalty has been abol-
ished, and it was abolished in 2002 for all
fields. Petroleum Revenue Tax (PRT, a form of
rent tax) also applies at a 50% rate to all fields
approved prior to 1993, but is not applicable to
fields approved after that. It is ring-fenced on a
field-by-field basis.

Corporation tax (CT) applies to all compa-
nies operating in the United Kingdom, and there
are special rules that apply to the depreciation
of certain assets. Thus, there are fields in the
United Kingdom that have PRT and CT or CT
only. Although the United Kingdom went
through a phase of lowering taxes such that in
the late 1990s new fields paid only a 30% CT
rate, this was increased to 40% from 2003 and
50% from 2006, although this was accompa-
nied by allowing all capital costs to be immedi-
ately depreciated. Thus, companies effectively
pay no tax to the government until all costs are
recovered. In addition, companies that explore
and have no production (or liability to CT) may
uplift their exploration by a small amount for
several years when they do get to deduct them.

Ownership of all assets lies with the com-
pany making the investment, and title to the
hydrocarbons passes to the company when pro-
duced. There is no national oil company in the
United Kingdom (though there was for a while
in late 1970s/early 1980s). The overall system is
controlled by a number of government minis-
tries or independent agencies, such as the
Department of Energy and Climate Change
(licensing and general approvals), Department
of the Environment, Health and Rural Affairs,
Customs and Revenue, and the independent
Health and Safety Executive.
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7.9.4 Iraq Service Contracts

In 2008, Iraq embarked on the first of what, to
date, has been three rounds of service contract
awards to the international petroleum industry.

Each of the contracts has been slightly differ-
ent, but all have followed the same general prin-
ciple of service contract structure; namely, that
the IOCs (treated in consortium as a
Contractor) fund all activity in return for a
recovery of their costs plus a fixed fee per barrel
of production. The fee per barrel was set pur-
suant to competitive bidding between compa-
nies. Companies can receive their compensation
either in cash or by lifting oil to the value of the
fees to which they are entitled.

The first round of service contracts involved
the large legacy fields of Iraq, each producing
anywhere from around 200,000 to
1,000,000 BOPD. The contract required that
IOCs enter into a contract whereby, in conjunc-
tion with the incumbent Iraqi Ministry of Oil
affiliate then operating the field, they would
invest and increase oil production over the fol-
lowing 20 years.

The Contractor fees (cost recovery and per
barrel payment) comes out of a percentage of
“incremental” production, defined as actual
production in excess of a contractually defined
baseline, itself defined as a percentage annual
decline over starting production. That not
recoverable in one accounting period could be
carried forward to the next.

No payments for cost recovery could be
started until the Contractors had increased pro-
duction by a modest threshold amount (it
accrued up to that point), and the per barrel fee
only applied once this threshold had been
exceeded.

Although defining contractual baselines can
be a difficult and contentious aspect of such
contracts, the impact of this was mitigated here
as IOCs knew in advance of contract award
what that baseline was to be.

Contracts were awarded through a competi-
tive bidding process whereby consortia bid a
combination of the production plateau they

believed they could achieve and the per barrel
fee they would accept. Points were awarded for
each of the two bidding parameters based on
the relative bids of others, and the consortium
with the most points was declared the winner of
the contract.

However, a further stage in the process
required that the fee per barrel does not exceed
a maximum previously set (but not disclosed)
by the Ministry of Oil. In the first round all
per-barrel fee bids exceeded the Ministry maxi-
mum. The winning bidder then had the oppor-
tunity to accept the Ministry maximum in lieu
of that included in their bid. Four consortia
accepted the Ministry-set fee as a result.
Although the maximum fee varied by contract
area, it was typically in the order of $2 per
barrel.

The consequences of this are that the fiscal
terms for the contract are set only in part by the
state. In significant part, they are also set by the
industry through the competitive tender process.
The contract also contains a provision that
penalizes companies that do not make their pla-
teau production bid an incentive, both to plan
and maintain that level operationally and not to
bid too high in the auction.

The second and third rounds of service con-
tract offerings had detailed differences, but
involved the same general fee structure and bid-
ding process. Most of the fields on offer in these
two rounds had very limited or no production;
so, all future production was available for pay-
ing fees. Further, following the “signals” of the
level of fees that the Ministry would accept,
many of the bids were at or below the maxi-
mum set by the Ministry, although with these
undeveloped fields the maximum fee was
slightly higher, up to $6 per barrel in some
cases.

All these contracts are (at the time of writ-
ing) in an early stage of execution, and it
remains to be seen as to what issues may
emerge. In addition to the fiscal terms as
described above, contractors also had a mini-
mum expenditure obligation over the initial 3-
year period of the contract. The plateau bid has
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to be achieved within 6 years of contract award,
and then maintained for a contractually defined
period (ranging from 6 to 13 years). While
plans for future development of the field are
generated by the Contractor, they must still be
approved by the local Iraqi operating company,
with ongoing governance being carried out
through a management committee (joint
Contractor and Iraqi) and an annual work pro-
gram and budget approval process.

7.9.5 Summary

At the beginning of this section, we discussed
the relative components of the various schemes,
including ownership, the manner in which enti-
tlement to hydrocarbons is given or calculated,
the manner in which payment is made, and
operational freedom.

No one single parameter defines a contract
style. There is a tendency to observe that tax/
royalty contracts are the favored contract styles
in OECD countries, that they take less than
PSCs or service contracts, and that they tend to
offer greater operational freedom. However,
there is, in practice, no limitation on what may
be contained in any one contract style, and, as
noted previously, it is quite possible to take

features from one contract and move them to
another.

Production sharing has elements in it that are
different to tax/royalty, but from a purely fiscal
perspective it operates very similarly. A tax/roy-
alty regime with a high production tax may
leave the IOC no more in profit than a PSC;
it just gets to that end point somewhat differ-
ently (see Fig. 7.17).

As important as looking at the overall level
of government take is when the take occurs.
Regimes may have very similar levels of govern-
ment take overall, but timing can cause returns
to be very different. Conversely, very different
levels of government take can yield the very
same return.

The illustrations below show four different
fiscal structures, where the government vari-
ously takes different amounts of bonus, royalty,
production tax, and income tax or operates in a
PSC or a service contract mode. All yield the
same rate-of-return to the IOC; however, but
because the timing of the overall government
take is quite different.

Figure 7.18 shows the profit split on the same
field for four different levels of government take,
all yielding a 20% rate-of-return to the IOC.
The second chart explains why, showing the
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FIGURE 7.17 A tax/royalty regime with a high production tax.
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timing of that government take, the profit was
divided into three phases: that taken by the gov-
ernment prior to the investor recovering its
investment (pre-payout), that recovered post-
payout, but prior to the IOC receiving an appro-
priate return (pre-rent), and that received after it
has received that return (post-rent).

For IOCs, the most attractive structure is in
line with the first example; most of the govern-
ment’s take occurs after they have recovered an
appropriate return. On the other hand, govern-
ments need to balance gaining the maximum
return they can with the timing of that return,
as early as possible but not too early, or they
drive down the IOCs’ return to the point of
uncompetitiveness.

There is no exact science in designing fiscal
structure. It is a judgment made on a number of
factors including nonfiscal ones, such as geolog-
ical potential, the cost structure of exploration
and production in the area in question, and the
overall business and contractual attractiveness.
Establishing a competitive contract requires
comparing the contract to those on offer else-
where in countries likely to be competing for
the same investment dollars; even then such
competitiveness is unlikely to stay static over
time, but move with oil or gas price, changing

geological potential or cost structure and com-
petition from elsewhere.

7.10 GENERAL RESERVE BOOKING
ISSUES

No textbook on reservoir engineering would be
complete without discussing the estimation of
recoverable hydrocarbons and of reserve book-
ing. Reserve booking is governed by multiple
entities throughout the world, and while many
countries use similar guidelines, the specific
details may change regularly. Second, the spe-
cific technologies used to estimate resources and
reserves are addressed only indirectly in this
book; these technologies are specific to the
fields and reservoirs being evaluated.

7.10.1 Petroleum Resources

The term “petroleum resources” refers to the
remaining recoverable hydrocarbons within the
Earth. Petroleum itself is defined as naturally
occurring hydrocarbon in any phase.
Nonhydrocarbons often associated with petro-
leum include carbon dioxide, hydrogen sulfide,
nitrogen, sulfur, and helium. The
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FIGURE 7.18 Profit split on the same field for four different levels of government take.
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nonhydrocarbon diluents may have commercial
value. As the quantities of petroleum cannot be
known with precision, we invariably deal with
estimates of these volumes. The relevant estima-
tion process also deals with estimating the
volumes of the hydrocarbons that can be techni-
cally and commercially recovered and marketed
as well as the timing and valuation of those
volumes. Even if the reader is not interested in
the details of reserve evaluation, booking, and
reporting, they should remember that the
requirements to be “reserves” are (broadly)
hydrocarbons that are:

• discovered;
• recoverable;
• remaining (as of a specified date);
• commercial (based on a specific project).

The hydrocarbons that do not qualify as
reserves should be referred to as “resources.”
Terms to avoid include:

• remaining reserves (all reserves have an “as
of” date and are remaining at that date);

• recoverable reserves (there is no such thing
as reserves that are not recoverable);

• commercial reserves (if noncommercial they
are not reserves);

• remaining recoverable reserves (doubly
redundant);

• certified reserves (reserve certification has a
role, but it does not change the reserve
status).

All of these are simply “reserves.” Similarly,
the following terminology does not apply to
reserves and should be avoided:

• initial or ultimate reserves (Estimated
Ultimate Recovery (EUR) is accepted
terminology);

• technical reserves (sometimes used to refer
to noncommercial resources that could be
physically recovered. These are resources,
not reserves);

• geological reserves or “in-place” reserves
(often confused with initial oil- or gas-in-
place)

• prospective/undiscovered/speculative
reserves. (These undiscovered volumes are
prospective resources.)

7.10.2 Guidelines for Resource
Estimation and Accounting

Numerous organizations have set forth stan-
dards and guidelines for these processes. The
reader will certainly want to be familiar with
the Petroleum Resources Management System15

(PRMS, discussed in Section 7.10.3) as spon-
sored by the combined efforts of the Society of
Petroleum Engineers (SPE), the American
Association of Petroleum Geologists (AAPG),
the World Petroleum Council (WPC), and the
Society of Petroleum Evaluation Engineers
(SPEE). Securities’ regulators (such as the
Securities and Exchange Commission in the
United States) in various countries may have
specific definitions that are broadly similar but
different in material aspects from the definitions
and approaches within the PRMS. For example,
the SEC requires disclosure of proved reserves
by all companies that are publicly traded in the
United States and only beginning January 1,
2010 allowed for reporting of probable and
possible reserves at reporting entity’s discretion.
The Australian Stock Exchange (ASX) requires
either proved or proved plus probable.

Specific governmental definitions also exist
outside of security-related guidelines. Finally,
individual companies may track resource or
reserve estimates in somewhat different ways
internally. The reserve estimator will have to
have a solid working knowledge of those regu-
lations and definitions relevant to their efforts
and will have to stay abreast of changes in those
rules.
Who Books Reserves?. Reserve and resource
estimation is done both within oil and gas com-
panies and externally. The internal staff may be
supplemented by contractors. The responsible

15http://www.spe.org/industry/reserves/docs/
Petroleum_Resources_Management_System_2007.pdf
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teams often report through engineering manage-
ment but are increasingly part of the company’s
finance organizations. Internal processes vary
widely. In many cases, operating units (geo-
graphically defined business units) prepare the
reserve estimates, which are then reviewed by
others. Some companies use internal groups to
calculate companywide reserves, and others
combine the approaches.

External consultants can be used in a variety
of roles. Some companies use external firms to
actually prepare all reserve estimates; some con-
sultants review or audit some fraction of the
company’s prepared estimates; and some con-
sultants audit the processes and procedures used
as opposed to the actual numbers. External con-
sultants may also serve as advisors to or as par-
ticipants in a company’s internal reserves
auditing committee.

Section “References and Resources” on the
SPEE website16 contains a series of notes on
“best practices” including reserve estimation
and reporting. A series of SEC documents
related to proved reserve disclosures can be
found on the SPEE website17 and the SEC web-
site. Canadian regulation information as well as
other relevant reserve estimation-related mate-
rial can also be found on the website.

7.10.3 Resource Classification
Framework

Figure 7.19 illustrates the SPE/WPC/AAPG/
SPEE resources’ classification system associated
with the Petroleum Resource Management
System (PRMS). Much of the following discus-
sion is from PRMS which can be found on the
respective society’s website. The system includes
these resource classes: production, reserves, con-
tingent resources, prospective resources, and
unrecoverable petroleum. The “range of uncer-
tainty” is meant to describe varying levels of

uncertainty as to the actual quantities (poten-
tially) recoverable from a specific project. The
“chance of commerciality” is meant to convey
the likelihood (increasing from bottom to top)
that the project will be developed and will reach
commercial producing status.

On the left-hand side of the figure, the total
petroleum initially in place (PIIP) can be divided
into that which has been discovered and that
which is as yet undiscovered. The discovered
PIIP is either sub-commercial or commercial
depending on the current economic, technical,
regulatory, and other factors.

Undiscovered PIIP that could be technically
recoverable (once discovered!) is known as
“prospective resources.” These have a relatively
low chance of becoming commercial (on any
given project) as their actual identity has not yet
been confirmed. There are specific guidelines to
describe discovery status that relate to the sig-
nificance of evidence from exploratory and/or
delineation wells and measurements obtained
from those wells.

Discovered PIIP that is technically recover-
able, yet sub-commercial, is referred to as con-
tingent resources. A natural gas field located far
from existing markets or infrastructure is often
referred to as “stranded gas” and is but one
example of a contingent resource. Another con-
tingent resource would be the potential-
increased recovery due to an EOR process that
cannot yet be economically justified. Sub-
commercial discovered PIIP that cannot be tech-
nically recovered based on existing or develop-
ing technologies (e.g., residual oil and tar mats)
is not a contingent resource.

Discovered PIIP that is commercial and has
not yet been produced as of a given date is
referred to as reserves. Indications of commerci-
ality include:

• evidence to support a reasonable
timetable for development;

• a reasonable assessment of the future eco-
nomics of such development projects meet-
ing defined investment and operating
criteria;

16http://www.spee.org/ReferencesResources/index.html
17http://www.spee.org/ReferencesResources/
SECGuidelines.html
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• a reasonable expectation that there will be a
market for all or at least the expected sales
quantities of production required to justify
development;

• evidence that the necessary production and
transportation facilities are available or can
be made available;

• evidence that legal, contractual, environmen-
tal, and other social and economic concerns
will allow for the actual implementation of
the recovery project being evaluated.

Note that just as in the term “reasonable cer-
tainty,” there is a considerable judgment factor
in many of these indicators of commerciality.
Classification as reserves implies a high degree
of confidence that the project can be commer-
cially producible. Actual evidence of this is
often necessary, and the requirements for such
evidence may vary.

The discovered PIIP that is commercially
recoverable plus the cumulative production is the
Estimated Ultimate Recovery (EUR). This is also

an estimate, and while it refers to the volumes of
commercially and technically recoverable petro-
leum prior to the start of production, the value of
this estimate changes as reserve estimates change.
The variability in uncertainty of reserves, contin-
gent resources, and prospective resources is often
more difficult to describe as there is a more sub-
jective component in describing uncertainty.

7.10.4 A Note on Risk and
Uncertainty

There is often a great deal of confusion regard-
ing the terms risk and uncertainty. Some view
risk as “the probability that something bad is
going to happen.” Many view economic risk as
“variability in return.” For the discussions in
reserve reporting, we mean the following:

• Risk is the probability of a discrete event
occurring, e.g.:
x The risk that drilling a well results in a

discovery (or conversely a dry hole).
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x The risk that a PSC will be extended.
• Uncertainty is the full range of outcomes if

that event occurs.
x The uncertainty in the discovery case is

the entire range (often expressed proba-
bilistically) of the recovery from the
discovery.

x The variability in future recovery associ-
ated with the additional years (perhaps
with less attractive financial terms.).

7.10.5 Project-Based Resource
Evaluations

While the resource classification system
addresses the commerciality and uncertainty of
various resource estimates, it is the net resources
that are often of the most importance to a given
evaluation. Figure 7.20 is useful for understand-
ing the net recoverable resources and illustrates
the project concept.

The reservoir contains the quantities of
petroleum and its characteristics that generally
define the potential recovery from the reservoir
under a given set of actions. The property refers
to a lease or license area and dictates specific
fiscal terms that govern ownership of produced
minerals. A given project refers to the well(s),
reservoir(s), and economic actions (such as dril-
ling wells, waterflooding, etc.) along with the
corresponding produced volumes, product

prices received, operating and capital expenses,
etc. The project is the link between the petro-
leum accumulation and the decision-making
process.

7.10.6 Project Maturity Sub-Classes
and Reserve Classes

Field development projects may be divided
according to sub-classes that reflect further
details in the level of maturity of the resource as
it increases in the likelihood of commerciality
(see Fig. 7.21).

An exploration concept may mature from basin
studies and large play areas as more geological and
geophysical data is acquired and interpreted and as
more exploration wells are drilled. Similarly, con-
tingent resources, such as the stranded gas exam-
ple, may move from “development not viable” for
the most remote discoveries with no realistic hope
of reaching markets to “on hold” when pipelines
are in the region, and a few other small discoveries
suggest the potential to extend pipeline access to
the otherwise stranded gas. As the economic case is
made and regulatory and partner approvals are
sought, the project may move to a “development
pending” status waiting for final commitments
that might include final approvals, additional
delineation of resource flow capacity, higher qual-
ity cost estimates, etc. As the project is deemed
commercial, the reserve status may increase from
“justified for development” meaning that it is

RESERVOIR

(in-place volume)
PROJECT

(production/cash flow)

Entitlement

PROPERTY

(ownership/contract terms)

Net

Recoverable

Resources

FIGURE 7.20 Resources evaluation data sources. (Source: PRMS Figure 1.2).
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ready for final approvals, approved, executed, and
ultimately “on production.”

Note that none of these project maturity sub-
classes address the uncertainty in resource or
reserve volumes. There can still be proved,
probable, or possible reserves in several differ-
ent reserve sub-classes.

Developed reserves are expected quantities to
be recovered from existing wells and facilities.
Developed producing reserves are expected to
be recovered from completion intervals that are
open and producing at the time of the estimate.
Developed nonproducing reserves include shut-
in and behind-pipe reserves. Undeveloped
reserves are quantities expected to be recovered
through future investments. Reserves in unde-
veloped categories must make reasonable prog-
ress toward being developed if they are still to
be considered reserves. Historically, Proved

Undeveloped Reserves (PUDs) have received a
great deal of attention because they are proved
reserves and should have the same relatively
low variability in uncertainty as other proved
reserves that are developed and producing.
Recent SEC rule changes limit how long a par-
ticular PUD can be on the books prior to being
developed. Both probable and possible reserves
can have the same range of variability in their
level of development.

7.10.7 Resource and Reserve
Uncertainty

The horizontal axis in the resource classification
diagram (Figure 7.21) relates to uncertainty in
the volumes of recoverable petroleum. This
uncertainty may arise due to the potential
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variability in petroleum in place, the recovery
factor applicable to the reservoir, and the effi-
cacy of recovery and development approaches.
The variability in uncertainty can be represented
by either deterministic or probabilistic
approaches. PRMS suggests that the appropriate
cumulative probability thresholds for low, best,
and high cases are 90%, 50%, and 10%,
respectively, for the probabilistic approach.
That is, the low case should have a 90% proba-
bility that the future recovery will equal or
exceed the low case estimate. For reserves, these
estimates are referred to as 1P, 2P, and 3P,
respectively, as cumulative values. The incre-
mental terms are proved, probable, and possi-
ble. Thus, proved plus probable reserves are the
2P values, adding the possible reserves is the 3P
value.

Similarly, the low, best, and high estimates
applied to the contingent resources are the 1C,
2C, and 3C cumulative cases, respectively, and
the terms for the prospective resources are low,
best, and high. No incremental definitions are
specified for the contingent and prospective
resources’ classifications.

PRMS goes into considerable detail on each
of these prior topics and further addresses incre-
mental projects, compression, infill drilling,
EOR, and unconventional resources. It also
addresses economic considerations and reserve
reporting practices along with general discus-
sions of various approaches to reserve estima-
tion. Finally, the document provides the
following tables, which summarize the various
classifications for recoverable resources
(Tables 7.1�7.3).

7.11 HISTORICAL SEC RESERVE
REGULATIONS

For publicly traded companies in the United
States, proved reserves must be reported annu-
ally according to the guidelines established by
the SEC. SEC proved reserve disclosures are
governed by Regulation S-X, Reg. y 210.4-10,
as explained and discussed by the SEC staff in

various special SEC releases, including Staff
Accounting Bulletins. The SEC promulgated
Rule 4-10(a) in 1978. These regulations were
ultimately revised in 2009 with an effective date
of January 1, 2010. This narrative will illustrate
some historical issues and summarize the cur-
rent status of the US regulations.

Rule 4-10(a) set forth certain accounting and
reporting standards for companies engaged in
oil and gas production including definitions of
proved oil and gas reserves. Prior to the mod-
ernization changes as of January 1, 2010, Rule
4-10(a) defined “proved oil and gas reserves” as
“the estimated quantities of crude oil, natural
gas, and natural gas liquids which geological
and engineering data demonstrate with reason-
able certainty to be recoverable in future years
from known reservoirs under existing economic
and operating conditions, i.e., prices and costs
as of the date the estimate is made.” Rule 4-10
(a) excludes from this definition quantities, “the
recovery of which is subject to reasonable doubt
because of uncertainty as to geology, reservoir
characteristics, or economic factors.”

The SEC engineering staff released interpre-
tations of Rule 4-10(a) on June 30, 2000 and
March 31, 2001. These interpretations were a
significant transformation18 in how proved
reserves were to be estimated and reported pur-
suant to Rule 4-10(a). The Staff Accounting
Bulletins redefined and modified interpretations
of the regulations. The SEC Staff guidance
acknowledged that there were confusion and
inconsistency in the oil and gas industry regard-
ing the precise application of Rule 4-10(a)’s
“reasonable certainty” standard.

In addition to the lack of clarity of the “rea-
sonable certainty” standard, numerous changes
in technology (such as 3-D seismic

18SPE 96382, “The Material Issues Involved in the
Discussion Surrounding the Virtues of the SPE/WPC
Definition of Proved Oil and Gas Reserves vs. the
Corresponding Definition Set Out by the United States
Securities and Exchange Commission (SEC), Cline, W.
B., Rhodes, B.C., and Hattingh, S.K., presented at the
SPE Annual Technical Conference and Exhibition held
in Dallas, TX 9�12 October 2005.
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TABLE 7.11 Recoverable Resources Classes and Sub-Classes*

Class/Subclass Definition Guidelines

Reserves Reserves are those quantities of petroleum
anticipated to be commercially recoverable by
application of development projects to known
accumulations from a given date forward
under defined conditions.

Reserves must satisfy four criteria: they must be
discovered, recoverable, commercial, and
remaining based on the development project
(s) applied. Reserves are further subdivided in
accordance with the level of certainty
associated with the estimates and may be
subclassified based on project maturity and/or
characterized by their development and
production status.

To be included in the reserves’ class, a project
must be sufficiently defined to establish its
commercial viability. There must be a
reasonable expectation that all required
internal and external approvals will be
forthcoming, and there is evidence of firm
intention to proceed with development within
a reasonable time frame.

A reasonable time frame for the initiation of
development depends on the specific
circumstances and varies according to the
scope of the project. While 5 years is
recommended as a benchmark, a longer time
frame could be applied where, for example,
development of economic projects is deferred
at the option of the producer for, among other
things, market-related reasons, or to meet
contractual or strategic objectives. In all cases,
the justification for classification as reserves
should be clearly documented.

To be included in the reserves’ class, there must be
a high confidence in the commercial
producibility of the reservoir as supported by
actual production or formation tests. In certain
cases, reserves may be assigned on the basis of
well logs and/or core analysis that indicate that
the subject reservoir is hydrocarbon-bearing
and is analogous to reservoirs in the same area
that are producing or have demonstrated the
ability to produce on formation tests.

On production The development project is currently
producing and selling petroleum
to market.

The key criterion is that the project is receiving
income from sales, rather than the approved
development project necessarily being
complete. This is the point at which the
project “chance of commerciality” can be said
to be 100%.

The project “decision gate” is the decision to
initiate commercial production from the project.

*Source: PRMS Table 1. (Continued )
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TABLE 7.11 (Continued)

Class/Subclass Definition Guidelines

Approved for
development

All necessary approvals have been obtained,
capital funds have been committed, and
implementation of the development project is
under way.

At this point, it must be certain that the
development project is going ahead. The project
must not be subject to any contingencies such
as outstanding regulatory approvals or sales
contracts. Forecast capital expenditures should
be included in the reporting entity’s current or
following year’s approved budget.

The project “decision gate” is the decision to
start investing capital in the construction of
production facilities and/or drilling
development wells.

Justified for
development

Implementation of the development project is
justified on the basis of reasonable forecast
commercial conditions at the time of
reporting, and there are reasonable
expectations that all necessary approvals/
contracts will be obtained.

In order to move to this level of project maturity,
and hence have reserves associated with it,
the development project must be
commercially viable at the time of reporting,
based on the reporting entity’s assumptions of
future prices, costs, etc. (forecast case), and
the specific circumstances of the project.
Evidence of a firm intention to proceed with
development within a reasonable timeframe
will be sufficient to demonstrate commercially.
There should be a development plan in
sufficient detail to support the assessment of
commerciality and a reasonable expectation
that any regulatory approvals or sales
contracts required prior to project
implementation will be forthcoming. Other
than such approvals/contracts, there should be
no known contingencies that could preclude
the development from proceeding within a
reasonable timeframe (see Reserves class).

The project “decision gate” is the decision by the
reporting entity and its partners, if any, that the
project has reached a level of technical and
commercial maturity sufficient to justify
proceeding with development at that point in
time.

Contingent
resources

Those quantities of petroleum estimated, as of a
given date, to be potentially recoverable from
known accumulations by application of
development projects, but which are not
currently considered to be commercially
recoverable due to one or more contingencies.

Contingent resources may include, for example,
projects for which there are currently no viable
markets, or where commercial recovery is
dependent on technology under development,
or where evaluation of the accumulation is
insufficient to clearly assess commerciality.
Contingent resources are further categorized in
accordance with the level of certainty
associated with the estimates and may be
subclassified based on project maturity and/or
characterized by their economic status.

(Continued )
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TABLE 7.11 (Continued)

Class/Subclass Definition Guidelines

Development
pending

A discovered accumulation where project
activities are ongoing to justify commercial
development in the foreseeable future.

The project is seen to have reasonable potential
for eventual commercial development to the
extent that further data acquisition (e.g.
drilling, seismic data) and/or evaluations are
currently ongoing with a view to confirming
that the project is commercially viable and
providing the basis for selection of an
appropriate development plan. The critical
contingencies have been identified and are
reasonably expected to be resolved within a
reasonable timeframe. Note that disappointing
appraisal/evaluation results could lead to a re-
classification of the project to “on hold” or
“not viable” status.

The project “decision gate” is the decision to
undertake further data acquisition and/or
studies designed to move the project to a
level of technical and commercial maturity at
which a decision can be made to proceed
with development and production.

Development
unclarified or
on hold

A discovered accumulation where project
activities are on hold and/or where
justification as a commercial development
may be subject to significant delay.

The project is seen to have potential for eventual
commercial development, but further appraisal/
evaluation activities are on hold pending the
removal of significant contingencies external to
the project, or substantial further appraisal/
evaluation activities are required to clarify the
potential for eventual commercial
development. Development may be subject to
a significant time delay. Note that a change in
circumstances, such that there is no longer a
reasonable expectation that a critical
contingency can be removed in the foreseeable
future, for example, could lead to a
reclassification of the project to “not viable”
status.

The project “decision gate” is the decision to
either proceed with additional evaluates
designed to clarify the potential for eventual
commercial development or to temporarily
suspend or delay further activities pending
resolution of external contingencies.

Development not
viable

A discovered accumulation for which there are no
current plans to develop or to acquire
additional data at the time due to limited
production potential.

The project is not seen to have potential for
eventual commercial development at the time
of reporting, but the theoretically recoverable
quantities are recorded so that the potential
opportunity will be recognized in the event of

(Continued )
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TABLE 7.11 (Continued)

Class/Subclass Definition Guidelines

a major change in technology or commercial
conditions.

The project “decision gate” is the decision not to
undertake any further data acquisition or
studies on the project for the foreseeable
future.

Prospective
resources

Those quantities of petroleum which are
estimated, as of a given date, to be
potentially recoverable from undiscovered
accumulations.

Potential accumulations are evaluated according
to their chance of discovery and, assuming a
discovery, the estimated quantities that would
be recoverable under defined development
projects. It is recognized that the development
programs will be of significantly less detail
and depend more heavily on analog
developments in the earlier phases of
exploration.

Prospect A project associated with a potential
accumulation that is sufficiently well defined
to represent a viable drilling target.

Project activities are focused on assessing
the chance of discovery and, assuming
discovery, the range of potential recoverable
quantities under a commercial development
program.

Lead A project associated with a potential
accumulation that is currently poorly defined
and requires more data acquisition and/or
evaluation in order to be classified as a
prospect.

Project activities are focused on acquiring
additional data and/or undertaking
further evaluation designed to confirm
whether or not the lead can be matured into
a prospect. Such evaluation includes the
assessment of the chance of discovery and,
assuming discovery, the range of potential
recovery under feasible development
scenarios.

Play A project associated with a prospective trend of
potential prospects, but which requires more
data acquisition and/or evaluation in order to
define specific leads or prospects.

Project activities are focused on acquiring
additional data and/or undertaking
further evaluation designed to define
specific leads or prospects for more detailed
analysis of their chance of discovery and,
assuming discovery, the range of potential
recovery under hypothetical development
scenarios.
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TABLE 7.12 Reserves Status Definitions and Guidelines*

Status Definition Guidelines

Developed
reserves

Developed reserves are expected quantities to
be recovered from existing wells and
facilities.

Reserves are considered developed only after the
necessary equipment has been installed, or
when the costs to do so are relatively minor
compared to the cost of a well. Where
required facilities become unavailable; it may
be necessary to reclassify developed reserves
as undeveloped. Developed reserves may be
further subclassified as producing or non-
producing.

Developed
producing
reserves

Developed producing reserves are expected to
be recovered from completion intervals that
are open and producing at the time of the
estimate.

Improved recovery reserves are considered
producing only after the improved recovery
project is in operation.

Developed
nonproducing
reserves

Developed non-producing reserves include shut-
in and behind-pipe reserves.

Shut-in reserves are expected to be recovered
from (1) completion intervals that are open at
the time of the estimate but that have not yet
started producing, (2) wells that were shut-in
for market conditions or pipeline connections,
or (3) wells not capable of production for
mechanical reasons. Behind-pipe reserves are
expected to be recovered from zones in
existing wells that will require additional
completion work or future recompletion prior
to start of production.

In all cases, production can be initiated or restored
with relatively low expenditure compared to
the cost of drilling a new well.

Undeveloped
reserves

Undeveloped reserves are quantities expected to
be recovered through future investments.

(1) From new wells on undrilled acreage in known
accumulations, (2) from deepening existing
wells to a different (but known) reservoir, (3)
from infill wells that will increase recovery, or
(4) where a relatively large expenditure (e.g.,
when compared to the cost of drilling a new
well) is required to (a) recomplete an existing
well or (b) install production or transportation
facilities for primary or improved recovery
projects.

*Source: PRMS Table 2.
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TABLE 7.13 Reserves Category Definitions and Guidelines*

Category Definition Guidelines

Proved
reserves

Proved reserves are those quantities of
petroleum, which, by analysis of
geoscience and engineering data, can
be estimated with reasonable
certainty to be commercially
recoverable, from a given date
forward, from known reservoirs and
under defined economic conditions,
operating methods, and government
regulations.

If deterministic methods are used, the term reasonable
certainty is intended to express a high degree of
confidence that the quantities will be recovered. If
probabilistic methods are used, there should be at least a
90% probability that the quantities actually recovered will
equal or exceed the estimate.

The area of the reservoir considered as proved includes (1)
the area delineated by drilling and defined by fluid
contacts, if any, and (2) adjacent undrilled portions of the
reservoir that can reasonably be judged as continuous
with it and commercially productive on the basis of
available geoscience and engineering data.

In the absence of data on fluid contacts, proved quantities in
a reservoir are limited by the lowest known hydrocarbon
(LKH) as seen in a well penetration unless otherwise
indicated by definitive geoscience, engineering, or
performance data. Such definitive information may include
pressure gradient analysis and seismic indicators. Seismic
data alone may not be sufficient to define fluid contacts
for proved reserves (see “2001 Supplemental Guidelines,”
Chapter 8).

Reserves in undeveloped locations may be classified as
proved provided that:

• The locations are in undrilled areas of the reservoir that
can be judged with reasonable certainty to be commercially
productive.

• Interpretations of available geoscience and engineering
data indicate with reasonable certainty that the objective
formation is laterally continuous with drilled proved
locations.

For proved reserves, the recovery efficiency applied to these
reservoirs should be defined based on a range of
possibilities supported by analogs and sound engineering
judgment considering the characteristics of the proved
area and the applied development program.

Probable
reserves

Probable reserves are those additional
reserves that analysis of geoscience
and engineering data indicates are
less likely to be recovered than
proved reserves but more certain to
be recovered than possible reserves.

It is equally likely that actual remaining quantities recovered
will be greater than or less than the sum of the estimated
proved plus probable reserves (2P). In this context, when
probabilistic methods are used, there should be at least a
50% probability that the actual quantities recovered will
equal or exceed the 2P estimate.

*Source: PRMS Table 3. (Continued )
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TABLE 7.13 (Continued)

Category Definition Guidelines

Probable reserves may be assigned to areas of a reservoir
adjacent to proved where data control or interpretations
of available data are less certain. The interpreted reservoir
continuity may not meet the reasonable certainty criteria.

Probable estimates also include incremental recoveries
associated with project recovery efficiencies beyond that
assumed for proved.

Possible
Reserves

Possible Reserves are those additional
reserves which analysis of geoscience
and engineering data indicate are less
likely to be recoverable than Probable
Reserves.

The total quantities ultimately recovered from the project
have a low probability to exceed the sum of Proved plus
Probable plus Possible (3P), which is equivalent to the
high estimate scenario. When probabilistic methods are
used, there should be at least a 10% probability that the
actual quantities recovered will equal or exceed the 3P
estimate.

Possible Reserves may be assigned to areas of a reservoir
adjacent to Probable where data control and
interpretations of available data are progressively less
certain. Frequently this may be in areas where geoscience
and engineering data are unable to clearly define the area
and vertical reservoir limits of commercial production from
the reservoir by a defined project.

Possible estimates also include incremental quantities
associated with project recovery efficiencies beyond that
assumed for Probable.

Probable and
possible
reserves

(See above for separate criteria for
probable reserves and possible
reserves.)

The 2P and 3P estimates may be based on reasonable
alternative technical and commercial interpretations
within the reservoir and/or subject project that are clearly
documented, including comparisons to results in
successful similar projects.

In conventional accumulations, probable and/or
possible reserves may be assigned where geoscience
and engineering data identify directly adjacent
portions of a reservoir within the same accumulation that
may be separated from proved areas by minor faulting or
other geological discontinuities and have not been
penetrated by a wellbore but are interpreted to be in
communication with the known (proved) reservoir.
Probable or possible reserves may be assigned to areas
that are structurally higher than the proved area. Possible
(and in some cases, probable) reserves may be assigned
to areas that are structurally lower than the adjacent
proved or 2P area.

Caution should be exercised in assigning reserves to
adjacent reservoirs isolated by major, potentially sealing,
faults until this reservoir is penetrated and evaluated as
commercially productive. Justification for assigning

(Continued )
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interpretation, reservoir simulation, and com-
puter technology improvements) were contrib-
uting factors to confusion and inconsistencies
prior to the SEC Staff guidance. The industry
changed dramatically throughout the 1980s and
1990s, and the use of these new technologies
significantly improved “reasonable certainty” as
perceived by technology leaders. Examples of
these technology changes follow.

Three-dimensional (3-D) seismic has been
described as the most exciting development in
Earth Sciences over the past century,19 and its
influence on oil and gas exploration and devel-
opment cannot be understated. Advances in
computational techniques allowed this powerful
technology to advance rapidly until by the mid-
to late-1990s it was routinely used and provided
tremendous improvements in visualization of oil
and gas reservoirs.

Advances in drilling technology, field devel-
opment technology, and well intervention

technology pushed the boundary of deepwater
oil and gas activities even deeper. While off-
shore oil and gas activities have occurred for
more than 50 years, deepwater drilling com-
menced only in the 1970s and deepwater pro-
duction in the 1990s. A host of new
technologies for exploiting such discoveries
evolved over this time period, including tension
leg platforms, compliant towers, floating pro-
duction and storage and offloading vessels
(FPSO), spars, etc.

Reservoir simulation and related technologies
got benefited from the computer revolution and
many other advances. In 1978 when 4-10(a)
was published, the state-of-the-art in reservoir
simulation technology20 could only routinely
run reservoir simulation models with on the
order of 10,000 grid cells. No realistic geologi-
cal or geostatistical models had been developed.
Also unavailable were detailed quantitative geo-
logical modeling, structural and fault modeling,

193D seismic technology: the geological ‘Hubble’, Joe
Cartwright and Mads Huuse, Basin Research (2005) 17,
1�20, doi: 10.1111/j.1365-2117.2005.00252.x

20SPE 38441, “Reservoir Simulation: Past, Present and
Future,” J.W. Watts, SPE Computer Applications,
Volume 9, Number 6, December 1997, pp. 171�176.

TABLE 7.13 (Continued)

Category Definition Guidelines

reserves in such cases should be clearly documented.
Reserves should not be assigned to areas that are clearly
separated from a known accumulation by non-productive
reservoir (i.e., absence of reservoir, structurally low
reservoir, or negative test results); such areas may contain
prospective resources.

In conventional accumulations, where drilling has defined a
highest known oil (HKO) elevation and there exists the
potential for an associated gas cap, proved oil reserves
should only be assigned in the structurally higher portions
of the reservoir if there is reasonable certainty that such
portions are initially above bubble point pressure based
on documented engineering analyses. Reservoir portions
that do not meet this certainty may be assigned as
probable and possible oil and/or gas based on reservoir
fluid properties and pressure gradient interpretations.
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and other advanced reservoir characterization
tools. Today, the ability to generate geological
models with hundreds of millions of grid cells,
conduct rapid streamline models to select and
upscale selected models, and routinely conduct
simulation studies with tens if not hundreds of
millions of grid cells is possible.

In 1978, essentially all wells were either ver-
tical wells or “deviated” wells drilled from a
central platform. Horizontal well technology
revolutionized reservoir access. Contributing
technologies that evolved during the late 1980s
through the turn of the century included
medium- and short-radius drilling tools, MWD
directional equipment, advanced downhole mud
motors, and a host of completion tools.

New reservoir monitoring technologies
including surface and subsurface tilt meters,
downhole microseismic monitoring, 4-D seis-
mic, gravity meters, and others meant that
operators could “see” the movement of fluids in
ways not previously possible.

The SEC Staff guidance provided the first sig-
nificant interpretation by the SEC of Rule 4-10
(a) since its issuance in 1978. The guidance pro-
vided additional information for the industry to
consider their decisions regarding how to esti-
mate proved reserves. Several key areas were
given significant attention. This additional
information caused a sea change in the way the
industry interpreted Rule 4-10(a)’s “reasonable
certainty” requirement for the estimation of
proved reserves.

Rule 4-10(a)’s definition of proved oil and
gas reserves requires “reasonable certainty”
that oil and gas will be recovered “in future
years . . . under existing economic and operating
conditions, i.e., prices and costs as of the date
the estimate is made.” In the SEC Staff guid-
ance, the phrase “existing economic and oper-
ating conditions” was given additional detail as
follows (emphasis added): “Existing economic
and operating conditions are the product
prices, operating costs, production methods,
recovery techniques, transportation and mar-
keting arrangements, ownership and/or entitle-
ment terms and regulatory requirements that

are extant on the effective date of the
estimate.”

This interpretation adds to the “existing eco-
nomic and operating conditions” referenced in
Rule 4-10(a), “i.e., prices and costs.” The
“existing conditions” language of Rule 4-10(a)
previously had been interpreted to include the
normal conditions associated with oil and gas
discoveries, i.e., that transportation and market-
ing arrangements were often developed in paral-
lel with delineation and development planning.

Rule 4-10(a) states: “Reservoirs are consid-
ered proved if economic producibility is sup-
ported by either actual production or conclusive
formation test.” At the time Rule 4-10(a) was
promulgated, the term “formation test” was
widely used to describe a test in which samples
were retrieved via a wireline-conveyed tool.21

Common industry practice allowed booking
proved reserves for formations with such con-
clusive formation tests when petrophysical anal-
yses of the well logs and experience in the area
resulted in “reasonable certainty.” In many
wells, multiple zones are present that are typi-
cally produced consecutively, from deepest to
shallowest. The various, as yet, nonproducing
zones were routinely booked as proved undevel-
oped (or perhaps proved developed nonproduc-
ing—behind pipe) based on petrophysical
analysis and formation tests, such as the wire-
line-conveyed formation tester.

Yet, the SEC Staff guidance changed the
landscape on this issue as well, stating:

“Proved reserves may be attributed to a
prospective zone if a conclusive formation
test has been performed or if there is pro-
duction from the zone at economic rates.
It is clear to the SEC staff that wireline
recovery of small volumes (e.g. 100 cc) or

21The typical use of this term is to refer to a device to
obtain fluid and pressure samples such as
Schlumberger’s MDT tool or Baker Hughes’ RCI tool.
Pressure samples alone could also be obtained. This tool
can be used to estimate fluid contacts and hydraulic
connectivity.
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production of a few hundred barrels per
day in remote locations is not necessarily
conclusive. Analyses of openhole well logs
which imply that an interval is productive
are not sufficient for attribution of proved
reserves.”

The additional (and often unnecessary) steps
of conducting full blown completions and con-
ventional production flow tests were not ini-
tially accepted by many engineers. Industry
personnel cited the massive additional costs
(particularly for deepwater wells), the addi-
tional environmental risks, and the fact that the
only reason to conduct the tests would be to
book proved reserves. The wasted costs and
technical and environmental risks of this inter-
pretation ultimately led the SEC staff in 2004 to
waive the production flow test requirement for
the deepwater Gulf of Mexico when openhole
logs, seismic surveys, cores, and wireline tests
supported the proved reserve estimate. The staff
specifically did not waive this requirement for
deepwater wells elsewhere or for any other oil
and gas fields. From a technical point of view,
this seems wholly arbitrary as the physical indi-
cations from openhole logs, seismic surveys,
cores, and wireline tests hold identical relevance
offshore Nigeria, in the shallow Gulf of
Mexico, and onshore Louisiana as they do in
the deep Gulf of Mexico. Ultimately, the SEC’s
2009 revisions allowed the use of “reliable tech-
nology” to achieve the conclusion of
producibility.

Similarly, in the SEC accounting staff’s ASR
257 issued in 1978, certain proved reserves
clearly and explicitly did not require a conven-
tional production flow test:

“In certain instances, proved reserves may
be assigned to reservoirs on the basis of a
combination of electrical and other type
logs and core analyses which indicate the
reservoirs are analogous to similar reser-
voirs in the same field which are produc-
ing or have demonstrated the ability to
produce on a formation test.”

The SEC Staff guidance, by contrast, requires
“overwhelming” support for the use of log and
core analysis in lieu of a conventional produc-
tion flow test, and even states it would be a
“rare event” for this to be satisfactory in an
exploratory situation. This aspect of the SEC
Staff guidance imposed stricter requirements for
“reasonable certainty” than the industry had
previously understood Rule 4-10(a) to require.

7.11.1 Proved Area Definition
(“Offsets”)

The prior Rule 4-10(a) provided that the proved
area of a reservoir includes “the portion delin-
eated by drilling” and “the immediately adjoin-
ing portions not yet drilled, but which can be
reasonably judged as economically productive
on the basis of available geological and engi-
neering data.” Industry practice prior to the
SEC Staff guidance allowed for the use of seis-
mic and pressure data, as well as geological
knowledge, to inform reasonable judgment of
economical productivity. This allowed for tech-
nical justification of drainage areas for proved
reserves.

The SEC Staff guidance, however, “empha-
size[d]” that “proved reserves cannot be
claimed more than one offset location away
from a productive well if there are no other
wells in the reservoir, even though seismic data
may exist” and added that seismic data could
not be the sole indicator of proved reserves
“beyond the legal . . . drainage areas of wells
that were drilled (emphasis added).” This inter-
pretation of the SEC staff required that no more
than one legal (as defined by local regulatory
spacing rules) offset be booked as proved unde-
veloped regardless of how low the technical
risks and how otherwise certain the geological
and engineering prospects of producibility are.

Such an interpretation was internally contra-
dictory. Geological certainty of continuity is
based primarily on the technical understanding
of the depositional and diagenetic history of the
oil- and gas-bearing formations. Regulatory
spacing rules often dictate larger spacing (more
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distance between wells) early in the life of fields
and tighter spacing (less distance) later in the
life of the reservoirs for reasons that have little
to do with geological uncertainty. Thus, as
more information is known about the reservoir
performance, this guidance suggests that less
area qualifies as proved reserves. Notably, the
SEC Staff guidance states elsewhere that “[t]he
concept of reasonable certainty implies that, as
more technical data becomes available, a posi-
tive, or upward, revision is much more likely
than a negative, or downward, revision.”

Additionally, the legal spacing rules sug-
gested by the SEC staff’s interpretation make
sense only in the onshore United States and
Canada where such rules are prevalent, and do
little but confuse the analysis elsewhere. Where
such legal spacing units are not defined, the
SEC guidance suggests that “technically justified
drainage areas” might never be acceptable.

7.11.2 2009 SEC Changes

On December 12, 2007 the SEC issued a
“Concept Release” for public comment on
potential changes to the reserves’ booking poli-
cies, procedures, and standards. On June 26,
2008 the SEC announced that it had proposed
revised oil and gas company reporting require-
ments. It is important to note that the SEC did
not adopt PRMS even though they made
numerous changes in that direction. The SEC
has stated that it had revised its proposals so
that the final definitions are more consistent
with terms and definitions in the PRMS to
improve compliance and understanding of the
new rules. The detailed rules are available on
the SEC website.22

The summary of areas of changes is as
follows:

• Technologies may now be used to estimate
proved reserves if those technologies have
been demonstrated empirically to lead to reli-
able conclusions about reserves’ volumes.

The technologies or computational techni-
ques applied must be field-tested and demon-
strated to provide reasonably certain results,
with consistency and repeatability in the for-
mation being evaluated or in an analogous
formation. A general discussion of the tech-
nologies included is to be disclosed for new
reserve bookings or material additions to
existing reserves, but the individual proper-
ties need not be identified. It will not be sur-
prising if future Staff comments make
changes in the “reliable technology” category
as they did with respect to testing require-
ments for deepwater wells. The onus is on
the oil companies to demonstrate that any
technology applied is “reliable” (as defined),
and the SEC has stated that they will not pro-
vide a list of technologies that they would
consider as meeting this requirement.

• Companies have the option to disclose their
probable and possible reserves to investors.
Prior rules limited disclosure to only proved
reserves.

• Resources such as oil sands may now be
classified as oil and gas reserves. Previously,
these resources were considered to be mining
reserves. Companies will be able to report
“saleable hydrocarbons, in the solid, liquid,
or gaseous state, from oil sands, shale, coal
beds, or other nonrenewable natural
resources which are intended to be upgraded
into synthetic oil or gas, and activities
undertaken with a view to such extraction.”
Companies are prohibited from including
“coal and oil shale that is not intended to be
converted into oil and gas as oil and gas
reserves.” Volumes of synthetic oil and gas
are to be identified separately.
x For oil, gas, or gas liquids, natural or

synthetic, delivered to a main pipeline, a
common carrier, a refinery, or a marine
terminal, the volumes of upgraded prod-
uct are to be reported.

x For natural resources that are intended
to be upgraded into synthetic oil or gas
by a third party, the “raw” product as
delivered is to be reported.22http://www.sec.gov/rules/final/2008/33-8995.pdf
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• Companies are required to report the inde-
pendence and qualifications of a preparer or
auditer, based on current Society of
Petroleum Engineers criteria.

• Companies that rely on a third party to pre-
pare reserves estimates or conduct a reserves
audit have additional disclosure obligations.

• Companies reporting oil and gas reserves
must now use an average price based upon
the prior 12-month period rather than a
year-end single-day price, to maximize the
comparability of reserve estimates among
companies and mitigate the distortion of the
estimates that arises when using a single pric-
ing date. The average price to be used will be
based on the unweighted arithmetic average
of the price on the first day of the month dur-
ing the prior 12-month period. As in the
prior rules, prices governed by specific con-
tractual arrangements (excluding escalations
based on future conditions) override the 12-
month average approach. Note that (as con-
trasted to SEC rules) PRMS forecast cases
are based on “the entity’s reasonable forecast
of future conditions, including costs and
prices, which will exist during the life of the
project (forecast case).” PRMS also suggests
that evaluators may examine constant price
cases.

On December 29, 2008, the SEC announced
that it had unanimously approved revisions
designed to “modernize” its reporting require-
ments. Although the SEC stated that these regu-
lations had not been modified in more than 25
years, the staff guidance and other bulletins had
in fact made numerous changes. The effective
date of the new rules is for annual reports (10-
K and 20-F) effective December 31, 2009 or
later filed on or after January 1, 2010.

There are a host of additional changes in the
new regulations, and the individual(s) responsi-
ble for reserve booking will need to be familiar
with the details. A few of the most relevant
areas that differ from PRMS include:

• Economic limits in the new rules may not
include income from the sale of

nonhydrocarbon products. These are allow-
able under PRMS, and the exclusion under
SEC 2009 rules will generally lead to under-
statements of reserves reported.

• Reserve definitions under PRMS require the
“firm intention” to proceed with the devel-
opment based on a series of criteria that
includes:
x evidence that legal, contractual, environ-

mental, and other social and economic
concerns will allow for the actual imple-
mentation of the recovery project being
evaluated (SEC 2009 only specifies the
legal right to produce);

x evidence that the necessary production
and transportation facilities are available
or can be made available.

x a reasonable expectation that there will
be a market for all or at least the
expected sales quantities of production
required to justify development.

x evidence to support a reasonable timeta-
ble for development. (SEC 2009 specifies
a 5-year timetable. This may be reason-
able for some projects but, while arbi-
trary, is widely accepted.)

x a reasonable assessment of the future
economics of such development projects
meeting defined investment and operat-
ing criteria.

x While PRMS requires firm intention,
SEC 2009 specifies a “reasonable expec-
tation” that is not explicitly defined;
however, in the FAQs issued in October
2010, the SEC indicated that they expect
a “final investment decision” to support
the “adoption of a development plan.”

• The definitions of proved and probable for
SEC 2009 differ subtly from PRMS; in some
cases, these will limit proved and probable
bookings more than does PRMS.

• Additional reporting details in SEC 2009 are
required in several areas:
x Material changes occur in proved unde-

veloped reserves including proved unde-
veloped reserves converted into proved
developed reserves.
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x The amount and timing of investments
and progress made to convert proved
undeveloped reserves to proved devel-
oped reserves including, but not limited
to, capital expenditures.

x Reasons why material amounts of proved
undeveloped reserves in individual fields
or countries remain undeveloped for 5
years or more after disclosure as proved
undeveloped reserves.

• Estimates of resources other than reserves
are not to be disclosed except when required
by foreign or state laws or to parties inter-
ested in acquisition of the reporting com-
pany’s securities.

• Reserve-reporting disclosures need to iden-
tify the countries with more than 15% of
the company’s reserves (on a proved oil-

equivalent basis) with some exceptions
related to foreign restrictions on those
disclosures.

• The SEC 2009 rules also allow disclosures of
reserves based on other price and cost crite-
ria, including management’s price forecasts.
It is hoped that companies will use this
option to provide PRMS-like disclosures.

• Companies will also need to disclose and
describe the internal controls the registrant
uses in its reserves estimation effort, along
with the qualifications of the technical person
primarily responsible for overseeing the prep-
aration of the reserves estimates. If the regis-
trant represents that a third party conducted a
reserves audit, the qualifications of the techni-
cal person primarily responsible for oversee-
ing such reserves audit must be disclosed.
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C HA P T E R

8
Financial Analysis

Petroleum engineers do not practice their skills
in a vacuum and must have a suitable level of
familiarity with other disciplines such as petro-
physics, geology, and geophysics to be success-
ful. Ultimately, the oil and gas business is about
money, and petroleum engineers are likely to
interact with financial professionals, particu-
larly if they are promoted to any significant
leadership positions during their careers. This
section is intended to convey some of the typical
financial issues usually encountered by reservoir
engineers but is by no means all inclusive. The
various rules and practices also vary by country
and to a lesser extent within an oil company.
Almost all Mergers and Acquisitions (M&A)
activity involving oil and gas properties requires
reservoir engineers. We will also cover some of
the M&A issues beyond the standard evaluation
approaches.

8.1 FIXED CAPITAL INVESTMENTS

When conducting economic evaluations, it is
necessary to distinguish the purposes of cash
outlays. Cash outlays for current period
expenses, fixed capital, and working capital
have different tax consequences, and hence, a
different effect on the after-tax cash flows of
the investment opportunity. There is also a dif-
ference in how these various cash outlays are
treated in calculating economic indices.

Cash outlays for fixed assets are known as
fixed capital investments. Fixed assets have an

estimated useful life in excess of 1 year in the
operation of a business and are not intended for
sale. A compressor purchased to be part of a
production facility is fixed capital since it is rel-
atively permanent over the course of its useful
life, used in the operation of the business, and is
not intended for sale. A compressor manufac-
tured or purchased by a company whose busi-
ness is the selling of compressors is an item of
working capital because, while is a relatively
permanent item (when placed into service), the
intent of the business operation is the resale of
the property. The compressor is an element of
working capital, specifically finished goods
inventory. Ownership of land is a special case.
While it is permanent and may not be for sale,
it can be treated as an investment if intended
for future resale. Undeveloped land held for the
purpose of producing goods or providing ser-
vices is a fixed asset.

Fixed assets may be either tangible or intan-
gible. An asset is generally tangible if it has
physical substance (e.g., well-logging tools). An
asset is intangible (e.g., a patent on well-logging
technology) if its value resides not in any physi-
cal properties but in the rights that its posses-
sion confers upon its owner.

Most fixed assets have a limited useful life.
The cost of such an asset (less any salvage value)
is generally charged off (for financial reporting
and often for tax purposes) gradually against
any revenues derived during the period of its use-
ful life. The words commonly used to describe
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such a systematic assignment of fixed asset costs
to expense are depreciation, depletion, and
amortization (often referred to as DD&A).

Fixed assets are classified with respect to
their nature and/or projected use. Tangible
assets, such as a plant or production facility, are
generally subject to depreciation. This includes
process units (both on-site and off-site), equip-
ment, furniture, buildings, and their fixtures.
While land is a tangible fixed asset, it is not
subject to depreciation. Depletion is the “write-
off” process for exhausting assets such as
minerals (including oil and natural gas).
Depletion may exist as either percentage (statu-
tory) or cost depletion. While many oil compa-
nies no longer receive the statutory depletion
allowance, such treatment remains more com-
mon for other minerals and in other countries.

Certain exploration and production expendi-
tures, such as lease bonuses maybe depleted
based upon a units-of-production (UOP) basis.
In the case of oil and gas properties, this would
be based on the hydrocarbons produced as a
fraction of proved reserves. A low estimate of
produced reserves would result in inappropri-
ately rapid depletion on a UOP basis and vice
versa. Intangible assets are normally subject to
amortization. These include patents, copyrights,
and leasehold improvements. Goodwill and tra-
demarks are two examples of intangible assets
that are not subject to amortization for tax
purposes.

8.1.1 Cost Basis

Fixed assets are usually valued on a cost basis.
Generally, the cost of an asset is equal to the
cash consideration parted with when acquiring
an asset. As applied to fixed capital, acquisition
costs include all expenditures made in acquiring
the asset and putting it in place and in condition
for use as intended in the operating activities of
the business. Thus, the cost of a pumping unit
includes freight, installation costs, allocated
overhead (when applicable), and any other rele-
vant costs in addition to invoice prices for the
unit. A distinction must be made between plant

hardware acquisition costs and land costs
because expenditures for tangible fixed assets
are subject to depreciation, whereas expendi-
tures for land are not.

8.1.2 Cash Flow Consequences

Expenditures for fixed assets affect after-tax
cash flow in two ways. First, the expenditure to
acquire the asset reduces NCF by the full
amount of the expenditure in the calendar year
in which the expenditure is made. The second
effect of expenditures for fixed assets applies to
income tax computation. The IRS and many for-
eign governments allow a deduction for a por-
tion of the fixed capital expenditure in any one
period. The cost of the asset is recovered over
time as allowed by government regulations.

Detailed tax calculations for the United States,
much less internationally, are beyond the scope
of this text. However, knowledge of the specific
tax issues applicable to an oil and gas evaluation
is essential to the analyst. In many cases, eco-
nomic software tools have mind-boggling arrays
of potential tax options. While these can easily
be identified for one specific type of routine eval-
uation, the analyst is wise to seek competent tax
and financial assistance for larger and out of the
ordinary evaluations.

In most cases, the only tax consideration
required by the analyst is the marginal impact
on taxes. As a result, many corporate taxation
complexities can be overlooked. When conduct-
ing an evaluation of an entire company (particu-
larly for many M&A activities), it is important
to correctly integrate all significant tax calcula-
tions consistently.

Accounting standards and/or government reg-
ulations require different fixed capital account-
ing policies for tax and financial reporting
purposes. An example of this is start-up costs
which are part of a fixed asset’s acquisition cost.
Precise start-up costs are not normally deter-
mined until well after start up has occurred, but
as a guideline for tax planning purposes, start-
up costs should be amortized over the minimum
allowable period, which starts with the
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commencement of the new activity. For finan-
cial reporting purposes, start-up costs are typi-
cally capitalized and depreciated over the life of
the fixed asset. By writing off the start-up costs
for tax reporting purposes as rapidly as possible,
tax deductions are accelerated. Financial report-
ing guidelines dictate timing for depreciation
that is often different than for cash taxes.

8.1.3 Maintenance Expense

Routine maintenance expenditures generally are
those done on a periodic basis. They are
charged to operating expenses in the period that
they occur. Although major maintenance expen-
ditures, such as turnarounds, are not an every-
day occurrence, for planning purposes, they can
be assumed to be occurring continuously.
Money reserved1 for turnarounds is actually
accrued expenses (noncash charges) in any given
period. The actual cash flow does not occur
until the turnaround is undertaken—say every
18 or 24 months. However, incorporation of
the precise cash flow pattern into the economic
evaluation requires clairvoyance. Many compa-
nies make the simplifying assumption that turn-
around expenses are continuous for economic
evaluation purposes.

8.1.4 Additions of Fixed Capital

Maintenance actions, which significantly
enhance the operation of an investment (extend
its life or increase its capacity), may become a
fixed capital investment and have their own
depreciation schedule. If the need for such
expenditures is known, these should be reflected
in the economic evaluation as fixed capital
expenditures. Spare parts are generally thought
of as elements of working capital until they are
placed in use. If they meet the criteria of being

relatively permanent in nature (typically by hav-
ing a useful life in excess of a year), they
become a fixed asset when placed in service,
and their cost is recovered via depreciation.

8.1.5 Working Capital

Working capital can be defined for economic
evaluation purposes as current assets minus cur-
rent liabilities. Noncash current assets include
raw material inventory, finished product inven-
tory, accounts receivable, and spare parts inven-
tory. Current liabilities include accounts
payable. The levels of inventory and the number
of days of accounts receivable and payable
should be based upon expected operating situa-
tions and industry standard practices. When
working capital is relatively small (as in the dril-
ling and production of wells), it can be ignored
for economic evaluations.

8.2 FINANCIAL REPORTING

Although some of the following examples are
based on US examples, every country has its
own accounting and tax rules. In many cases,
they may be identical or nearly identical to US
or UK rules but this should not be assumed.
Nonetheless, the concepts from US rules serve
to illustrate the types of considerations used in
most other nations.

8.2.1 Generally Accepted
Accounting Principles (GAAP)

In the United States, financial reporting for
stockholders, lenders, and the public is gov-
erned by “GAAP” (Generally Accepted
Accounting Principles), promulgated by the
accounting profession and the Securities and
Exchange Commission (SEC). The corporate
Federal tax return is regulated by the Internal
Revenue Service (IRS). Most other countries
have analogous regulatory and advisory bodies;

1In finance and accounting, the term “reserves” is often
used to refer to money set aside or accounted for that is
associated with a specific project or entity. Thus,
“reserves” for maintenance is money accounted for to
cover future maintenance and has nothing whatsoever to
do with oil and gas reserves.
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GAAP is used as an example and the illustra-
tions in this chapter may not reflect recent
changes in either IRS or GAAP rules.
Frequently, the earnings and taxes reported for
the tax return will differ from those reflected on
the financial (book) statements. This disparity
results from certain tax regulations that vary
from GAAP.

GAAP statements are meant to reflect operat-
ing results according to a consistent set of
guidelines. Tax rules are designed to generate
revenue for the government, and tax payers
may legitimately defer or minimize tax pay-
ments in several ways to maximize cash profit-
ability. When we refer to a company’s sales,
profits, and inventory, we are generally refer-
ring to the financial reporting numbers as
opposed to either the tax or the cash numbers.
It is the tax (cash) numbers that we will gener-
ally be using for calculating economic
indicators.

The balance sheet summarizes the financial
position of company at a specific point in time
and is organized by assets, liabilities, and
equity. The income statement (often “P&L
statement”) presents financial results for a spec-
ified time period and is composed of revenues,
less expenses (or charges) to determine net
income. While reservoir engineers need not be
fully competent in finance and accounting, the
ability to read a balance statement and an
income statement is valuable.

8.2.2 Net Income

Revenue is defined as the gross income returned
by an investment or produced by a given source.
Net income is what remains of the revenue after
the deduction of all expenses, outlays or losses,
and taxes. A basic accounting principle used in
determining net income is “matching.” Stated
simply, it involves the matching of expenses
within the same period as the related revenues.
If there is no basis to associate revenues with an
expenditure, the resulting expense should be
recognized when incurred.

8.2.3 Timing Differences

As a result of matching, expenses in any one
time period may not necessarily equal the cash
spent. This is due to the fact that often cash
spent in one period may benefit several periods.
In those instances, the cash expenditure is
charged to expense over the years benefited.
Ultimately, all cash spent will be recognized as
expense. The following example illustrates this
principle.

The expansion of a gas plant would require
cash to be spent during the construction period.
This would be reflected as cash flow during the
period the money is spent as a use of funds.
However, the gas plant will produce revenues
over several years. These construction costs
should be matched with the related revenues.
To facilitate this matching, the construction
costs are capitalized as an asset on the balance
sheet as the cash is spent. These costs will then
be expensed as depreciation, depletion. and
amortization (data) expense over the estimated
economic life of the asset, called the life of
the asset.

For economic evaluation purposes, the
investment is treated as a cash expenditure
when it occurred. If that was over more than a
few months, the analyst will have to make a
decision as to treating the entire cost as a one-
time investment or spread it over some time.
For tax purposes, the incremental (cash) taxes
estimated to be due should be included in the
evaluation.

It is also common for a timing difference to
occur between revenues and cash receipts. The
basis upon which a sale is recorded is the trans-
fer of title, not the receipt of cash. An example
is the sale of a product to a customer who is
extended 45 days of credit to pay for the prod-
uct. The seller would record the sale when title
transferred—such as when the product is loaded
on the customer’s barge—not when the cash
payment is received.

An additional financial report is the cash
flow statement. Cash flow is defined as the net
cash received and disbursed by a company
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during a given time period. It is not the same as
net income. Cash flow information is necessary
to present net cash outflow or receipt. The clas-
sic presentation of cash flow involves adding to
net income any noncash expenses or changes,
such as depreciations, and subtracting cash out-
lays not currently expensed, such as a capital
asset purchase. The cash flow statement is for
management purposes only and does not satisfy
GAAP. GAAP requires a funds statement, which
is somewhat different.

8.2.4 Depreciation, Depletion, and
Amortization (DD&A)

Earnings used for a company’s tax return will
frequently differ from those reported for the
financial (book) statements. This disparity is
often the result of “timing differences” caused
by differing tax regulations and GAAP princi-
ples. DD&A expense may also be used to illus-
trate tax timing differences. For financial
reporting purposes, depreciation expense
reflects the expensing of cash outlays of earlier
periods and is thus a current expense without a
current cash payment.

Tax rules often allow more depreciation
expense earlier in the life of an asset than is rec-
ognized for financial reporting. Over the life of

the asset, each method will (usually) yield the
same total depreciation but in different amounts
individual periods. The example in Table 8.1
illustrates timing differences.

As shown in the table, total depreciation
expense over the life of the asset is the same
under both methods. In the early years of the
asset, more depreciation is recorded for tax pur-
poses than for financial reporting purposes,
thereby reducing taxable income, which in turn
reduces cash required to pay taxes in those early
years. More (cash) tax will be paid in later
years; ultimately, the same tax will be paid
under each method assuming tax rates remain
unchanged. However, since less cash is paid for
tax expense in the early years, the company has
the benefit of the cash during the early years.

For illustration purposes let us assume that
this project generates $500,000 in the first year
with a 20% cash margin. The book and cash
taxes for the first year are then:

8.2.5 Deferred Tax

The reader may be disappointed to know that
deferred taxes do not change when cash taxes
are due! The term “deferred” refers to the dif-
ference between the two separate tax calcula-
tions for financial (book) reporting and tax
reporting purposes. The deferred tax in this
example results from using accelerated deprecia-
tion for tax purposes and the straight line

TABLE 8.2

Book Tax Difference

Revenue $500,000 $500,000 �
Cash expenses $(400,000) $(400,000) �
Depreciation $(12,500) $(20,000) $(7500)
Operation

income
$87,500 $80,000 $(7500)

Federal taxes $35,000 $32,000 $(3000)
Net income $52,500 $48,000 $(4500)

Note: Numbers in parentheses represents negative numbers.

TABLE 8.1

Cost $50,000
Salvage value 0
Useful life 4 years
Tax rate 40%

Year Depreciation Excess Tax

Financial
Reporting

Tax
Reporting

Depreciation
over

Straight
Line

Accelerated Financial

1 $12,500 20,000 $7500
2 $12,500 15,000 $2500
3 $12,500 10,000 $(2500)
4 $12,500 5000 $(7500)
Total $50,000 $50,000 �

Note: Numbers in parentheses represents negative numbers.
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method for financial reporting. For tax report-
ing purposes, the use of the accelerated depreci-
ation approach gives rise to $3000 less payable
to the IRS (the current tax) in year 1. The
$35,000 must be recorded as taxes for financial
reporting; however, only $32,000 was paid in
cash during year 1. The difference is recorded
on financial books as deferred taxes. Deferred
taxes can be either positive or negative.

In the example cases, there is no ultimate dif-
ference in taxes paid; however, several situa-
tions exist that may give rise to permanent
differences in deferred taxes. Examples that
may give rise to permanent differences include:

(1) tax exempt interest (municipal, state)
income;

(2) changes in the tax code;
(3) amortization of goodwill;
(4) certain fines or penalties;
(5) dividends received;
(6) excess percentage depletion over cost

depletion.

If a project or asset is terminated prior to the
end of its estimated life, its remaining value is
normally expensed, for both tax and accounting
purposes. In addition, if a project or asset con-
tinues functioning subsequent to the end of its
estimated life, no further depreciation will be
expensed for either accounting or tax purposes
since the asset’s full cost has already been
expensed.

8.2.6 Cash Flow Generation

To arrive at a current year cash generation fig-
ure, book income is adjusted for the noncash
expenses by adding back the depreciation and
deferred taxes.

This brief discussion of deferred taxes is sim-
plified because any one project or asset could
involve several differences between financial
reporting and tax reporting. A few examples of
timing differences include:

Financial Reporting Tax
Using straight-line
depreciation method.

Using an accelerated
depreciation method.

Capitalizing intangible drilling
and development costs
(IDCs) when incurred and
expensed.

Expensing 70% of IDC when
incurred and amortizing
the remaining 30% over
60 months.

Expensing geological and
geophysical costs when
incurred.

Capitalizing geological and
geophysical costs, then
amortizing such costs
over production.

Capitalizing interest expense
as part of a project
construction cost, to be
depreciated over the life of
the asset.

Expensing interest expense
when incurred.

8.3 MERGERS AND ACQUISITIONS

Acquisitions and mergers have become very
common around the world with potential
acquirers often sought at significant premiums
over the preannouncement market prices of
their common stocks. Many of the more com-
plex tax, legal, and accounting questions occur
in acquisition evaluations. Reservoir engineers
play a key role in acquisitions of E&P assets
and need to be broadly aware of the major
issues in such activities. Many of these items
may not be considered reservoir engineering or
even economics; however, the reservoir engineer
not only contributes to, but often leads such
M&A teams. While this section primarily dis-
cusses exploration and production assets, these
comments generally apply to other types of
business opportunities as well.

An acquisition study involves three basic seg-
ments: (1) the search for candidates, (b) busi-
ness and financial appraisal including due
diligence, and (3) negotiations. The search for
candidates can involve both inside personnel
and outside use of finders, investment houses,
and banks. After potential candidates have been
screened, the acquiring firm conducts a business
and financial appraisal of the candidate firm.
These appraisals include the target firm’s assets,
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its markets, and potential to the buyer. This is
essential to determine the value of the company.
The third segment, negotiating the acquisition
from the time of initial acquaintance to finaliz-
ing the transaction, is the most critical part of
the process. Analysts who do not have extensive
experience in these highly specialized areas
should obtain professional expertise as early as
possible.

8.4 OVERVIEW OF E&P
ACQUISITION ENVIRONMENT

Exploration and producing property acquisitions
are completed in various forms. These range in
scope from entire ongoing concerns to purchases
of individual property. Solicitation methods vary
widely, ranging from public solicitation of bids
from the business community to private negotia-
tions with a single firm. The level of competition
is often closely associated with the solicitation
method used by the divesting company.
Unsolicited and often unfriendly tender offers to
purchase companies have also been used to
acquire firms uninterested in being acquired.

There are circumstances in which firms
decide to divest all or part of their exploration
and production assets. Some reasons for such
divestitures include:

• decisions to concentrate efforts in nonpetro-
leum industries;

• decisions to concentrate on other segments
of the petroleum industry;

• decisions to eliminate operations/interest in
specific geographic areas;

• inadequate capital base to properly develop
exploratory discoveries;

• inadequate technical resources to properly
exploit reserve potential;

• requirements for cash to reduce excessive
debt;

• market conditions in which demand for
properties allows sellers high price premiums
(“sell at the top”);

• special tax position enhanced attractiveness
of divestitures;

• estate planning requirements for private
companies;

• opportunities for two companies to create
substantial synergies if merged, either
through cost reductions, improved perfor-
mance, and/or decreased competition.

Many factors contribute to the attractiveness
of acquired exploration and production assets.
Acquisition provides a means for quickly reduc-
ing deficiencies in production, reserves, and
leasehold position. The long lead time often
required for maturation of the exploration proj-
ect programs can be circumvented through
acquisitions. Acquisitions of an entire company
can result in additions of personnel and exper-
tise. Increased control over raw materials
required by a firm’s downstream operations
may also be a strong reason for acquiring pro-
ducing properties. Acquisitions can often pro-
vide immediate net income growth plus
opportunities for both short- and long-term
growth. A firm which possesses significant capi-
tal and/or technical strengths can acquire devel-
opment, operations improvement, and enhanced
recovery opportunities from companies that are
unable to fully exploit them. Increased raw
material control can strengthen expansion
opportunities in gas processing, pipelines, and
other downstream opportunities. Acquisitions
are a means of attaining large blocks of acreage
and of expanding into strategically desirable
locations.

Competition for exploration/production
assets has been extremely fierce. Many firms
have the necessary resources and interests to
seriously compete for producing properties.
Principal competition for large acquisitions will
include major oil companies and large indepen-
dents. However, even small independents and
non-oil firms have made substantial purchases
of E&P assets. These companies determine that
it is sometimes more economical to buy reserves
than to explore for them.
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8.4.1 Tax Consequences

An acquisition can either be at the stockholder
level (the acquisition of stock) or at the corpo-
rate level (the acquisition of assets). When the
acquiring corporation talks about acquiring a
company, it can acquire the stock of the selling
corporation by negotiating directly with its
stockholders. In a sense, the selling corporation
itself is not involved at all. In this case, the sell-
ing corporation becomes a subsidiary of the
buying corporation. On the other hand,
the buying corporation can talk to the selling
corporation (not directly to the selling corpora-
tion stockholders as above) and buy the assets
of the selling corporation. Under these circum-
stances, the selling corporation continues to
exist except that now its assets no longer consist
of inventory, machines, reserves, etc., but of
cash, notes, stock, or whatever the buying cor-
poration paid for the assets of the selling
corporation.

Frequently, an acquisition will be referred to
as taxable or tax free. This is really referring to
the immediate tax effects to the seller of the
company. A tax-free or nontaxable transaction
is actually a tax-deferred transaction to the
seller. In a simplified case, if the shareholders of
a selling company sell their shares for cash for a
value higher than they paid for them, the differ-
ence in that price will be taxed (potentially at
capital gains rates depending on governing tax
laws) immediately, with some exceptions. On
the other hand, the selling shareholders might
be able to trade their stock to the buying corpo-
ration and not incur any immediate taxes.
These gains may in fact be deferred until the
shareholders of the selling corporation who
now own some of the stock of the buying cor-
poration dispose of that stock. These laws vary
by country and over time, so current, competent
tax counsel is important.

If a seller seeks a tax-free transaction, the
acquiring company must generally issue equity
securities for a substantial part of the purchase
price. The acquiring company may either

acquire the seller’s stock or its net assets as long
as equity securities are used as consideration for
the acquisition. If the transaction is tax free to
the seller, then the buyer succeeds to the seller’s
tax basis, which will likely be a low basis. In a
taxable transaction, the acquirer may either
purchase the stock or the net assets of the seller.
With the use of a taxable transaction, the
acquirer must allocate the purchase price to all
assets on the basis of fair market value; any por-
tion of the purchase price that cannot be
assigned to specific assets is considered goodwill
for tax purposes. No tax deductions can be
made for goodwill. It is very important that
amounts be assigned to specific assets making
up the total purchase price in order that there
will be no substantial difficulty with the taxing
authorities regarding deductibility of future tax
write-offs. This issue varies by country, so local
advice is recommended.

For an acquisition of producing properties,
the portion of the purchase price that is not
assigned to specific tangible assets can generally
be assigned to the reserves of the acquired com-
pany, which then will have a tax basis equal to
the remainder of the purchase price. This pur-
chase price can typically be written off on a
units-of-production basis. The reserves portion
of an acquisition will amount to the majority of
the value of an oil company. In an acquisition
study, future reserves may be estimated, which
require any of the following: additional devel-
opment, exploratory drilling, water flooding, or
enhanced recovery.

8.4.2 Accounting for Acquisitions

The accounting for acquisitions is no less com-
plex than the tax and legal considerations. This
discussion is a brief overview and reflects US
accounting issues; these vary by country and are
subject to change. Prior to 2001, either pooling
or purchase accounting may have been used for
mergers and acquisitions. since then only pur-
chase accounting is permitted.
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8.4.3 Pooling Accounting

Although no longer applicable in the United
States, it is appropriate to have some under-
standing of pooling accounting. When using
pooling accounting, assets are carried forward
at the previous owner’s carrying value. Purchase
accounting required “fair market value”. This
precludes charges to earnings for depreciation
where fixed assets are carried in accounts at
amounts substantially lower than the present
fair market value.

8.4.4 Purchase Accounting

Under purchase accounting rules, the cost of an
acquisition is determined by the fair value of
consideration given or the value of the assets
received, whichever is more clearly evident. A
portion of the cost is then allocated to each
individual asset based upon the fair value of the
particular assets and liabilities, i.e., present
values. Intangible assets, which can be identified
and named, also have fair value ascribed to
them. The excess of cost over fair value is
assigned to goodwill. Goodwill is evaluated at
the end of each subsequent year for potential
diminution in value.

8.4.5 Due Diligence in Acquisitions

Due diligence refers to the analysis of support-
ing information and is an important part of the
M&A process. It is typically done after deal
terms have been discussed and agreed upon;
however, some aspects may be completed prior
to reaching definitive deal terms. In the case of
an acquisition, due diligences is primarily the
responsibility of the buyer. In mergers or acqui-
sitions in which the acquiring company uses its
own stock for the purchase, both parties will
perform due diligence. Due diligence is a coor-
dinated set of activities and analyses conducted
by a team, which is sponsored by the buyer to
closely examine the acquired company’s assets,
financial records, contractual obligations, and
the processes and systems of its various

functional areas. Due diligence is usually con-
ducted by accountants and attorneys, both in-
house and outside of the company, and by
representatives from the various functional
areas of the acquiring company. Outside experts
or consultants may be retained for one or more
of the functional areas depending on the cir-
cumstances of each acquisition. The due dili-
gence team is constituted at the time the formal
due diligence process begins. The team consists
of one or more representatives of the following
areas, as applicable:

• accounting;
• corporate development;
• customer contracts;
• engineering;
• ethics and compliance;
• geology, geophysics
• HR;
• HSE
• investor relations;
• intellectual property (IP);
• information technology (IT);
• legal;
• operations;
• real estate;
• reserves;
• risk management;
• security;
• supply chain;
• tax;
• treasury.

Due diligence team members are expected to
make a comprehensive review of the target with
respect to their area of responsibility. Among
other things, team members are expected to do
the following to the extent applicable to their
area of expertise:

• Visit the acquired company’s principal
facilities.

• Meet and interview management.
• Contact customers, supplier and business

partners, subject to confidentiality
considerations.
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• Review contracts, internal processes and
policies, and other documents included in
the due diligence document requests.

• Catalog all documents received/reviewed.
• Make follow-up requests of the target as

deemed necessary.
• Prepare a formal due diligence report for

their area of responsibility.

The lead persons of the various due diligence
sub-teams will be expected to write a report
and may be asked to present an oral report to
the executive sponsor and selected members of
the due diligence team at a final due diligence
meeting.

8.4.6 Valuation

Some conceptual comments are offered to help
in the determination of the value of a firm to be
acquired or merged. The first of these comments
is that cash flow is the important criterion to be
used in determining the financial attractiveness
of an acquisition or merger candidate. As in
other forms of economic evaluation, say a new
business, the net present value or DCFROI indi-
ces are the most relevant. The incremental cash
flow associated with the acquired or merged
company is the basis for the economic evalua-
tion process.

The nature of the incremental cash flow from
an acquisition may, however, be different from
the normal incremental cash flows analyzed by
the reservoir engineer. The incremental cash
flow associated with an acquisition or merger is
not just the candidate’s cash flow without the
acquisition or merger. Synergy between the
acquiring and selling firms could result in an
incremental cash flow that is not available to
either as stand-alone companies. Some financial
theorists claim that synergy is the only justifica-
tion for an acquisition or merger. This synergis-
tic cash flow can arise for several reasons. Cost

savings are a common occurrence, or perhaps
the combined organization is of sufficient size
to capture opportunities that are prohibitively
large for each company as stand-alone organiza-
tions (critical mass). Regardless of their origin,
analysts conducting the economic evaluation
should include such synergistic cash flows in
their study.

A second comment regarding valuation tech-
niques is that the candidate’s cost of capital
(discount rate), and not the acquirer’s, should
be used in determining the value of the acquisi-
tion candidate. This is done to obtain a valua-
tion that is consistent with the financial
securities market (an alternate source of funds).
A final comment about the valuation of an
acquisition or merger candidate is that the
acquiring firms can only acquire the equity of
the candidate—the banks and other creditors
already own the debt!

Conceptually, the value of a firm can be
thought of as the present value of the candi-
date’s net cash flows, with synergy if any. Or:

V 5
XN

i 5 0

NCFi

ð11 COCcandidateÞi

where NCFi is the forecast net cash flow in
period i and COCcandidate is the cost of capital
(discount rate) of the company to be acquired.

By definition, the value of a firm is equal to
the market value of its debt and equity, or:

V 5Dm 1 Em

Therefore, to determine the maximum price
an acquirer would be willing to pay (based
upon the accuracy of assumptions), the market
value of the debt is subtracted from the value of
the firm, or:

Vmax 5
XN

i 5 0

NCFi

ð11 COCcandidateÞi
2Dm
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C HA P T E R

9
Professionalism and Ethics

9.1 WHAT IS A PROFESSION?

A profession is a career or occupation based on
specialized education and training. The purpose
of a profession is to provide disinterested coun-
sel or service for a defined compensation inde-
pendent of other business gain. Examples of
professions include accounting, surveying, medi-
cine, dentistry, actuarial science, law, architec-
ture, and engineering. Professions share several
characteristics including:

• being a full-time occupation;
• having a specialized course of study;
• being governed by local and national

associations;
• having codes of professional conduct; and
• having state or other governmental licensing

regulations.

The existence of state regulatory bodies gov-
erning the practice of a profession (and deciding
who can be admitted into a profession) limits
access to that profession. This bestows a limited
monopoly on the practice of that profession. If,
e.g., the state or other governmental entity
requires a medical doctor to approve prescrip-
tions for certain medicines, the required train-
ing, testing, and licensing of medical doctors
provides a kind of limited monopoly. Similarly,
requiring a licensed professional engineer to cer-
tify a certain type of document or to certify
design aspects of buildings restricts those who
can practice certain aspects of the profession.

Can you imagine a situation in which a com-
pany would employ medical doctors or attor-
neys who were not educated and licensed to
governing standards? They would be limited to
only doing certain internal activities that did
not affect the public and would not enjoy the
privileges of the profession. We would assume
that would be unusual. But in the case of petro-
leum engineering, it is in fact the norm! Most
states do not require the licensing of engineers
who are employees of a company that does not
offer to perform engineering services to the pub-
lic. By contrast, almost all petroleum engineers
in Canada seek to become licensed. Some peo-
ple refer to licensed professional engineers as
“registered” engineers; the term licensed more
correctly conveys the concept. The authors
strongly encourage professional licensure of
practicing engineers.

9.2 ETHICS

In this section, we address engineering ethics
while trying to focus on the specific items most
critical for petroleum reservoir engineers. The
Society of Petroleum Engineers (SPE)1 is the
largest professional organization that represents

1The mission of the SPE is “. . .to collect, disseminate,
and exchange technical knowledge concerning the explo-
ration, development and production of oil and gas
resources, and related technologies for the public benefit;
and to provide opportunities for professionals to
enhance their technical and professional competence.”
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petroleum engineers including more reservoir
engineers than any other organization.
Engineering ethics deals with the standards of
professional conduct for engineers with respect
to the engineer’s responsibility to the public, to
his employer and clients, and to the profession
of engineering. The SPE Guide for Professional
Conduct summarizes these obligations.

9.2.1 Guide for Professional Conduct

Preamble.. Engineers recognize that the prac-
tice of engineering has a vital influence on the
quality of life for all people. Engineers should
exhibit high standards of competency, honesty,
integrity, and impartiality; be fair and equita-
ble; and accept a personal responsibility for
adherence to applicable laws, the protection
of the environment, and safeguarding the
public welfare in their professional actions
and behavior. These principles govern profes-
sional conduct in serving the interests of the
public, clients, employers, colleagues, and the
profession.
The Fundamental Principle.. The engineer as
a professional is dedicated to improving compe-
tence, service, fairness, and the exercise of well-
founded judgment in the ethical practice of
engineering for all who use engineering services
with fundamental concern for protecting the
environment and safeguarding the health,
safety, and well-being of the public in the pur-
suit of this practice.
Canons of Professional Conduct
• Engineers offer services in the areas of their

competence and experience, affording full
disclosure of their qualifications.

• Engineers consider the consequences of their
work and societal issues pertinent to it and
seek to extend public understanding of those
relationships.

• Engineers are honest, truthful, ethical, and
fair in presenting information and in making
public statements, which reflect on profes-
sional matters and their professional role.

• Engineers engage in professional relation-
ships without bias because of race, religion,

gender, age, ethnic or national origin, attire,
or disability.

• Engineers act in professional matters for
each employer or client as faithful agents or
trustees disclosing nothing of a proprietary
or confidential nature concerning the busi-
ness affairs or technical processes of any
present or former client or employer without
the necessary consent.

• Engineers disclose to affected parties any
known or potential conflicts of interest or
other circumstances, which might influ-
ence, or appear to influence, judgment or
impair the fairness or quality of their
performance.

• Engineers are responsible for enhancing
their professional competence throughout
their careers and for encouraging similar
actions by their colleagues.

• Engineers accept responsibility for their
actions; seek and acknowledge criticism of
their work; offer honest and constructive
criticism of the work of others; properly
credit the contributions of others; and do
not accept credit for work not their own.

• Engineers, perceiving a consequence of their
professional duties to adversely affect the
present or future public health and safety,
shall formally advise their employers or cli-
ents, and, if warranted, consider further
disclosure.

• Engineers seek to adopt technical and eco-
nomical measures to minimize environmen-
tal impact.

• Engineers participate with other profes-
sionals in multidiscipline teams to create
synergy and to add value to their work
product.

• Engineers act in accordance with all applica-
ble laws and the canons of ethics as applica-
ble to the practice of engineering as stated in
the laws and regulations governing the prac-
tice of engineering in their country, territory,
or state, and lend support to others who
strive to do likewise.

—Approved by the Board of Directors,
September 26, 2004
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The SPEE has also published2 an extensive
documentation on Ethics including a discussion
of special issues for expert witnesses. State
licensing boards often provide both guidelines
and training in practical ethics applications.

Common concerns for engineers in ethics
issues in the practice of engineering or in expert
witness situations are all addressed in the SPE
Canons and the SPEE Principles. The engineer
never tries to practice outside his areas of exper-
tise when offering services “to the public” or to
clients. Full and accurate disclosure of qualifica-
tions and experience are essential. The engi-
neer’s résumé should be kept up to date, not for
the purpose of seeking employment elsewhere,
but to accurately summarize his experience and
capabilities. An engineer working for a large oil
company may well be asked to work outside his
areas of expertise and certainly may do so as
long as his employer knows that he is learning
as he goes and he should not be in responsible
charge of such projects until he has gained
greater experience. The consulting engineer
must not offer engineering services except when
he is fully qualified to do so.

The engineer must be fastidious in avoiding
even the appearance of a conflict of interest.
Such conflicts can arise subtly and things that
may appear not to be a conflict to the engineer
may appear so to his client. It is important to
address any potential conflict as early as possi-
ble. Are you involved in making a decision on a
vendor but have a relative or close friend as an
employee of that vendor? Do you own any
shares (usually outside of a mutual fund) in any
company that you have the potential to do busi-
ness with? Have you been the beneficiary of any
significant entertainment or other thing of value
from someone your company may do business
with? In one case, an oil company employee (A)
was recommended for a significant SPE award
by another oil company engineer (B) who subse-
quently was involved in negotiations with (A).

If you were A’s supervisor, would you want to
know that it was B who recommended A?

9.3 THE ENGINEER AS AN EXPERT
WITNESS

There is an old joke about experts. The defini-
tion of an expert is broken down into two parts,
“ex” meaning a “has been” and “spurt” mean-
ing a “drip under pressure.” In fact, “expert”
refers to having specialized skills and expertise
that enable others to rely on the expert’s efforts
and his opinions. Engineers and specifically res-
ervoir engineers are called on as experts under a
number of circumstances to provide expertise,
recommendations, and testimony. These might
include recommendations before a regulatory
body, as testimony in litigation, in arbitration
or mediation, or before government agencies
promulgating regulations or investigating. In
each case, engineering testimony may ultimately
sway major decisions whose financial impact on
his or her employer or client could dramatically
exceed the value of purely technical recommen-
dations. No matter how intelligent, well edu-
cated, and published an engineer might be, it is
his or her credibility and communication skills
that are most valuable in the role of expert.

The vast bulk of reservoir engineering expert
testimony is in litigation matters. Far more law-
suits are filed than there are arbitration cases or
even contested regulatory hearings. In lawsuits,
there may be one or more plaintiffs and one or
more defendants. Each side may hire a host of
experts in a wide variety of areas. The reservoir
engineer as expert is often asked to opine about
his interpretation of facts, views of whether or
not certain actions or failure to perform certain
actions rose to certain (often legally defined)
standards. He may be asked to estimate reserves
(whether proved, probable, possible, or some
other definition) and the value of a certain
property. He is often asked to estimate what the
quantity or value of recoverable hydrocarbons
were or are under certain leases and what the

2On their website at: http://www.spee.org/images/PDFs/
ReferencesResources/SPEE%20Discussion%20and%20
Guidance%20on%20ethics.pdf
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impact of various actions might have been.
He can be asked to hypothesize within his area
of expertise and estimate values under alterna-
tive scenarios. One of the authors was asked to
opine as to what the level of understanding of
reservoir heterogeneity and its impact on recov-
ery were in the early 1930s!

The most important part about serving as an expert
witness is to tell the truth. The way a reservoir
engineer understands an oil and gas system may
mean that explaining what the truth is to nonexperts
may require analogies or simplifications. But the
essential thing is to never stray from the truth.

None of these opinions are being offered at
random. Each tends to be a part of a strategy
by one side to prevail over the other (or at least
minimize damages). There is something very
important for engineering experts to recognize.
Your job as an expert is not to be an advocate
for your side! Your job is to use your expertise
to present clear and compelling testimony that
the conclusions you have reached are correct.
The most important part about serving as an
expert witness is to tell the truth. The way a res-
ervoir engineer understands an oil and gas sys-
tem may mean that explaining what the truth is
to nonexperts may require analogies or simplifi-
cations. But the essential thing is to never stray
from the truth.

Your job may well include pointing out factual
and technical errors made by “the other side.”
There are definite risks in doing this. The expert
runs the risk of losing his own credibility if he is
perceived to be an advocate. Few things diminish
an expert’s perception of independence than
repeated or ad hominem attacks on the work of
other experts, no matter how well deserved.

When consultants are hired as independent
experts, they are often retained by the attorneys
representing the client. Remember that you
don’t “represent” the client. The attorneys rep-
resent the client and they will not be under oath
during your testimony. Even if you are testifying
on behalf of your employer as an expert, you

must be able to withstand questioning by
opposing counsel as to your credibility and your
conclusions. It is not uncommon for counsel to
suggest that since you owe your livelihood to
your employer, you would be willing to say or
do anything to help them avoid a highly nega-
tive outcome in the litigation matter and the
resulting “stain” on your career. You will need
to be able to assert your nonnegotiable commit-
ment to the truth in a convincing manner.

There are several occasions in which a reser-
voir engineer might be called on to testify (usu-
ally by deposition but also at trial) in a capacity
other than as an expert. Fact witnesses testify as
to actual facts that they have knowledge of and
do not render opinions. Opposing counsel may
well try to solicit expert opinions from a fact
witness who is not obligated to provide them.
Company employees are often called on to
answer questions (interrogatories) on behalf of
their employer and to testify about certain
records.

9.3.1 Credibility and Credentials

Your credentials are essential to establishing
credibility. Without proper credentials, you may
not be allowed to testify as an expert. You will
want to have a résumé that is current and
emphasizes your education, experience, special
qualifications, publications, professional society
memberships and activities, awards, etc. The
expert witness résumé is different from the
résumé an engineer might use to seek a new
job. The sole goal of the expert witness résumé
is to convince the reader that the expert is very
well qualified to render an opinion on the mat-
ters at hand.

The expert witness résumé will have abso-
lutely no typographical errors and avoids
aggrandizement. In particular, the expert should
avoid touting prior success in litigation matters.
“I have testified in ten lawsuits and my clients
have won more than $200 million in those
suits”—While this might seem to be a good
thing (and the attorneys who hire experts might
well be impressed), the opposing counsel may
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skewer this expert who is clearly an advocate
and willing to say or do anything to keep his
record intact for his side!

Activity in appropriate professional societies
or analogous organizations is important.
Recognition by peers, peer-reviewed papers, par-
ticipation as a leader or organizer in workshops
and forums all improve the expert witness
résumé. These activities do much more than that.
They make it possible for the expert to interact
with other professionals who are likely to be
experts in the field. They may provide referrals of
consulting work or be useful sources of informa-
tion. Unlike nonexperts, expert witnesses are
expected to be able to analyze and evaluate the
expertise of others and can rely on “hearsay” evi-
dence. Engineering experts who solely testify in
litigation matters would be wise to have a con-
ventional consulting practice of some type to
avoid being labeled a “professional expert” and
the negative perception that conveys.

Because the credibility of an expert witness is
of absolute importance, a few ethical issues for
engineers are worth revisiting. The engineer as
expert witness never testifies beyond his area of
expertise. It is hard to overstate the importance
of this fact. Some engineers may be tempted to
do “too much,” stretching their real expertise
for a variety of reasons.

Everything the expert witness does can ulti-
mately affect his credibility. Expect that anything
you say or write or post in a blog, forum,
Facebook entry, Youtube video, past testimony
or reports, letter to the editor, or any other
venue will be found by opposing counsel and
potentially become a source of embarrassment,
contradiction, or other issue in credibility. The
same can be said of any unusual hobbies, affilia-
tions, with extreme or even mildly controversial
organizations, etc. Marketing efforts that make
the expert appear to be an advocate or tout the
expert’s success can also diminish credibility.

9.3.2 Compensation and Payments

Expert witnesses are typically compensated at
hourly or daily rates which must be disclosed.

If the expert’s rate is low compared to other
experts (even if it is far more than jurors might
earn), the jury may discount the testimony of the
bargain expert. High rates for experts who are
well prepared and professional do not generally
diminish the jury’s opinions of the expert and
may, in fact, enhance it. There might be a nega-
tive perception by the jury if the expert’s rate is
vastly greater than all other experts. Regardless,
the client paying the bills will want the lowest
reasonable rates possible.

Compensation for expert testimony should
be limited to “time and materials.” There
should not be compensation “at risk,” depend-
ing on the outcome of the case. Plaintiff’s attor-
neys routinely accept cases in which all or most
of their compensation rests on a successful out-
come in the matter. The expert hired by the
plaintiff’s attorneys should not be compensated
in this way as it has the perception (if not the
reality) of coloring his testimony.

Further, it is critical that the expert insist on
being paid in a timely manner. If the expert has
a great deal of money owed to him, particularly
by a plaintiff or a smaller company, opposing
counsel can make a great deal of it.

Q: Now Mr. Engineer, you stated that so
far you have invoiced Plaintiff Corp. a lit-
tle over $210,000, correct?
A: Yes.
Q: Is that a pretty significant amount of
money for you?
A: Well, yes.
Q: and if Plaintiff Corp. doesn’t prevail in
this lawsuit, you might not get paid,
correct?
A: I am confident that I will get paid.
Q: Good for you. But if Plaintiff Corp.
wins, there won’t be any problem getting
paid now, will there?
A: Like I said, I am confident that I will
get paid.
Q: But it is clearly in your own personal
financial interest to testify to anything you
can to make sure you get this “significant
amount of money” paid to you, isn’t it?
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The engineering expert who works for a
large consulting firm is less sensitive to this
exposure than the expert working for a small
firm with fewer clients. One approach for an
engineering expert is to have a “replenishing
retainer” in a reasonable amount. The antici-
pated monthly expenditures are often consid-
ered reasonable amounts. Alternatively, it is
appropriate to insist that the firm or company
hiring the expert pay all invoices in a very
timely manner, usually within 30 days.

9.3.3 The Expert Report

Most experts will be required to generate expert
reports. These are unlike conventional technical
reports.3 The typical expert report references
the litigation and provides (among other
things):

• the expert’s qualifications;
• information and materials considered in

forming opinions;
• compensation;
• background facts;
• summary of opinions;
• basis for the expert opinion (which can and

should be as long as is needed to support the
opinions);

• a signature, often with the Licensed
Engineering stamp or seal;

• the expert witness résumé;
• a list of other cases in which the expert has

provided testimony at trial or by deposition
(if required);

• tables and figures as required supporting the
opinions.

The expert report should provide each of the
opinions the expert intends to testify about; in
practice, closely related opinions formed after
completion of the report may be able to be
given at trial. The expert report will be pro-
vided to opposing counsel who will ask their

experts to either formally rebut this report or
help the attorney pick it apart during deposition
and/or trial. The expert will be cross-examined
and may be examined at length over the details
of the report.

The expert must be thorough in his analysis
of the facts in forming an opinion. Where possi-
ble he will have visited the field or examined
the wells or tools in question, carefully docu-
menting his observations. He insists on being
able to take the time required to formulate an
opinion that is defensible and compelling. The
expert is wise to avoid accepting cases with low
budgets or deadlines that do not enable him to
complete his work. Accepting such cases will
necessarily result in opinions that are not as
thorough as the expert would normally do.
Such opinions will not be sufficiently compel-
ling or defensible.

The expert is careful to state conclusions
clearly and to back them up with the necessary
facts. It is not sufficient that you are a leading
expert in your field to reach a conclusion. The
facts and assumptions supporting that conclu-
sion must be clearly articulated and able to
stand up to cross-examination. This may be dif-
ficult for highly technical individuals without
much experience as expert witnesses.

The expert engineer is not an attorney and is
not expected to understand every nuance of the
law. However, it is vital that the engineer
understand enough of the relevant law to make
sure that his conclusions rise to the appropriate
legal standards of sufficiency. If opposing coun-
sel asks a question using legal jargon with
which you are unfamiliar, it might be appropri-
ate to ask for a definition, or at least preface an
answer with your “layman’s understanding” of
the law. It is vitally important that the engineer
avoid using legal expressions and/or technical
jargon in his report that he does not fully under-
stand. In one example, an expert was ques-
tioned over some legal phrases he had used in
his conclusions. He could not explain them. He
had gotten the advice to use those terms from
the attorney who had in fact written some of
the sentences. “What other parts of your report

3Sadly, the art of writing technical reports is fading at
many oil companies where E&P has apparently come to
mean “e-mail and PowerPoint.”
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did your attorney write for you?” was the
embarrassing follow-up question.

When asked about an invention, the attorney
cross-examined an unprepared witness who was
only offered to describe how a given technology
was used. Questions he was asked included
phrases such as “undue experimentation” and
“obviousness.” The witness didn’t recognize
these terms as having specific legal meanings in
patent law and answered them (ignoring his
own company’s counsel’s objections) in a way
that was inconsistent with the legal definitions.

You may have to produce any drafts that
you make of your expert report. Do not destroy
drafts that you do make. However, it is the
author’s practice not to make any drafts. In the
process of developing the report, the same docu-
ment is appended, edited, and updated as the
opinions are being formed. Copies of drafts are
not provided and not printed out. On the occa-
sions prior to the report being finalized, the
attorneys retaining the expert can read the cur-
rent version of the report on the expert’s com-
puter, beamed up on the wall in their office or
remotely via modern desktop-viewing software
(e.g., Webex, GotomyPC, etc.) and make any
comments. You can also anticipate being asked
to disclose any suggested revisions, additions, or
clarifications made by the attorneys. It is easy
to explain that you added a few more sentences
to explain a certain part of the opinion or reor-
ganized the flow of the document at their
suggestion. Accepting wholesale editing, revi-
sions of the substance (particularly elimination
of alternative theories and so forth) is
unacceptable.

9.3.4 Depositions

Most lawsuits do not go to trial. A great num-
ber of them do proceed to the “deposition”
stage. A deposition is sworn testimony taken in
advance of a trial. In general, the expert will
only be examined by opposing counsel at a
deposition with “his side” reserving questions
for trial. Experts can expect depositions to have
a court reporter present and (increasingly) a

videographer who will record their testimony.
Deposition testimony can be replayed (if video-
taped) or read back at trial. If the expert says at
trial, “I am not sure that anyone can estimate
that accurately,” he may be faced with seeing
himself on television saying, “I have estimated
that number and believe it to be within the
range of 40 to 45%.” Deposition testimony is
always printed out and the expert has a certain
amount of time to correct errors in the tran-
script. Do not waive your rights to review, cor-
rect, and sign the deposition transcript.

At one time many attorneys had the philoso-
phy that “you can’t win in a deposition, you
can only lose.” Increasingly, as legal sophistica-
tion has grown more complex, deposition testi-
mony has become a larger part of motions and
other processes after deposition and before
trials. Since most cases never proceed to trial,
“making the case” at deposition becomes
increasingly vital. Many cases are won or lost at
the deposition stage. Regardless of whether at
trial or deposition, the expert listens carefully to
the question, takes as much time as necessary,
and responds thoughtfully. While some ques-
tions may require a prompt and forceful
answer, they are infrequent.

The expert should remember that in almost
all of the cases, the attorneys with whom he is
working do not represent him. The expert is not
usually represented by counsel. The attorney
who hires the expert represents the client and
will generally provide some assistance during
the deposition. The expert’s conversations with
counsel may or may not be privileged (as “work
product”) and the expert may have to testify (if
asked) about any conversations with counsel or
others even during breaks.

Do not be embarrassed to ask for a break at
any time during a deposition that you need to
stretch your legs or go to the bathroom. There
are many subtle and not so subtle means that
deposing counsel may use to wear down, agi-
tate, or confuse experts. Do not volunteer extra-
neous information or try to assist counsel in
formulating questions. Do not “agree” to limit
your answers in any way, but particularly do
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not agree to “yes”, “no,” or “I don’t know.”
Do not hold the deposition in your office and
bring with you only those documents you are
required to bring. You will typically have had
to produce certain documents and it is essential
that you do produce those. They can be pro-
duced as you normally keep them and it is gen-
erally not necessary that you produce reports
that are organized in a specific way if that is
not how you retain documents in the normal
course of business.

You may have to produce each copy of a
report that has any differences at all. If you
have a copy of opposing expert’s reports with
your notes written on them, you may have to
produce that copy. Keep this in mind before
scrawling “What an idiot!” on a particularly
poor conclusion.

9.3.5 Direct Examination

Although most cases do not go to trial, the
expert witness prepares for any litigation, arbi-
tration, or similar as if he will have to be cross-
examined in front of a jury, panel of experts, or
judge(s) as appropriate. While some lawsuits
(and this depends on the specific country and
legal system involved), particularly intellectual
property (IP) cases are heard by a judge, many
civil cases are still decided by a jury. While the
whole range of jurisprudence cannot be dis-
cussed here, some parts are particularly relevant
to an expert witness. The majority of reservoir
engineering expert witness roles will (hope-
fully!) be in civil or regulatory cases, rather
than criminal cases. In such cases, the plaintiff
(or in the case of a regulatory hearing the appli-
cant) will present their case through direct
examination of a series of witnesses including
experts.

Do not treat this as a battle of wits . . . You are not
trying to “win” but rather to convey to the judge or
jury that your conclusions are sound and can be
relied on when deciding the facts.

A direct examination consists of counsel ask-
ing a series of questions to the witness who
responds to them. Counsel should not essentially
testify and ask the witness, “That’s correct, now
isn’t it?” In some courts, counsel can ask very
broad questions and the witness will be allowed
to expound at length on his theories, assump-
tions, methodologies, and conclusions. Exam-
ples of direct examination questions that allow
the expert to explain things to the jury include:

Q: Dr. Jones, will you please explain to
the jury what hydraulic fracturing is, how
it works and why you believe that XYZ
Corporation acted imprudently?
A: Let me start with answering that ques-
tion about hydraulic fracturing. Natural
gas in the Cotton Valley sand reservoir
that is the subject of this dispute occurs in
very small pores in sandstone rock located
about 10,000 feet below the earth’s sur-
face. I have a sample of that rock here.
You can see. . .
Q: Ms. Ingleson, do you believe that the
Upper and Lower Slippery Rock forma-
tions were improperly commingled by the
defendants?
A: Yes I do.
Q: Please explain.

Most courts allow “demonstrative exhibits”
ranging from blown up copies of logs and maps
to 3-D physical models to elaborate computer
animations. The expert will make sure that any
demonstratives he uses are clear, readily under-
standable for the information intended to con-
vey, and working flawlessly. It is the experience
of the authors that jurors tire of elaborate 3-D
animations if used excessively. Properly operat-
ing physical exhibits that make a very specific
point can be extremely convincing to jurors
whose expertise does not include reservoir simu-
lation, pressure transient analysis, or other tech-
nologies that may be used.

The direct examination should offer no sur-
prises to the expert. It is reasonable that counsel
runs through the anticipated questions and
responses in advance; however, the expert
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should not sound overly rehearsed. The expert
should have his file at his fingertips and be able
to back up and illustrate his assumptions and
conclusions.

9.3.6 Cross-Examination

Following direct testimony, the opposing coun-
sel has the right to ask questions of the expert.
The rules and approaches vary in such examina-
tions. Leading the witness is allowed. If an
expert does not answer the actual question
asked (a very common tactic), the cross-examin-
ing counsel may repeatedly ask the same ques-
tion “. . .and I will keep on asking it until you
answer the question I am asking, not the one
your attorney wants you to answer.” Note that
during cross-examination, counsel may seem
friendly, hostile, bored, or confused. This is
likely to be theatrical rather than real in the
case of testimony in front of a jury. Cross-
examination is in many ways the easiest part of
the job for the well-prepared expert. Do not
treat this as a battle of wits or as a chess match.
You are not trying to “win” but rather to con-
vey to the judge or jury that your conclusions
are sound and can be relied on when deciding
the facts. The expert should remember the
following:

• Listen very carefully to the question and
answer the question asked. You might be
surprised how often counsel will just make a
statement and not have actually asked a
question. Even more often there are multiple
questions and you will want to make sure
which question(s) you are answering.

• Do not volunteer extra information in your
answers unless you are certain that such
information is necessary to communicate
your conclusions.

• Do not be forced into a “yes,” “no,” or “I
don’t know” response. If a yes or no would
be misleading to the jury feel free to say that
you need to give a complete answer other-
wise it could be misleading.

• Don’t try to “help” counsel (appearing to
be) struggling to formulate a question.

• Wait a little before answering to allow your
client’s counsel to register any objections.
There may be something you need to hear in
those objections and some of the objections
should be raised for various legal reasons.

• In jury cases, listen to the questioner but
answer speaking to the jury as a group.
Your credibility with them is essential.

• Avoid the temptation to answer sarcastically
or condescendingly. This is almost always
perceived badly by juries and can come back
and bite you.

• Get to the point quickly and do not try to be
too cute by not answering the question.

• Simplify the complex. The engineering
expert needs to be able to teach and explain
complex concepts in a way that can be
understood by jurors with little or no
knowledge of the specific issues and varied
educational levels.

• Answer the entire question. If the cross-
examining attorney interrupts you before
completing your answer you have every
right to say “I haven’t finished my answer.”

• If you have to criticize the work or conclu-
sions of opposing experts, do so clearly and
explain what errors or faulty assumptions
they made. Avoid criticizing them, their
reputations, or their credentials unless you
have solid factual evidence that is responsive
to a question.
• Q: Now Dr. Smith, you have stated that

our expert Mr. Jones made numerous
factual errors in his conclusions about
the amount of hydrocarbons our client
claims that the client you represent,
Massive Oil Company, stole from us by
drilling across the lease line. Are you and
your lawyers trying to say that Mr. Jones
is incapable of correctly calculating these
numbers or are you calling him a liar?
Or is this maybe just two experts with a
different point of view and the truth is
probably somewhere in the middle?
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• (This question is based on a real question
in a real case. What are the strengths and
weaknesses of this expert’s response?)

• A: Before I can answer your questions
I need to clarify a few things so that my
answer will not be misleading to the jury.
You referred to “my lawyers” and
the “client I represent.” I was hired by the
DC&H law firm to render an opinion as
to what, if any drainage occurred in this
matter and how much, if any damages
arose from such drainage. They are not
my lawyers and I do not represent the
company. As you know from my scientific
analysis and conclusions I do not believe
that there was any theft of hydrocarbons
and I have demonstrated that MOC did
not drill across any lease lines. As to your
question about Mr. Jones’ capabilities, I
note that he is not a member of the SPE or
SPEE and is not a licensed petroleum engi-
neer. He is a facilities engineer by back-
ground and experience. His CV doesn’t
show me any past jobs where he was in
responsible charge of reserve calculations
or economic evaluations. While I con-
ducted an integrated 3-D reservoir simula-
tion based on a carefully constructed
static model, Mr. Jones used a method of
ratios of areas on a map that failed to
account for a variety of geological features
and is theoretically incorrect. So whether
or not Mr. Jones is capable of performing
the correct calculations has yet to be seen,
but I do not believe that he has the experi-
ence to evaluate my work or perform sim-
ilar work. As to your second question, I
do not believe that the differences in con-
clusions between Mr. Jones and I can
fairly be represented as a difference of
opinion between two experts. My conclu-
sions are based on solid science and under
cross-examination of Mr. Jones it became
clear that his conclusions are based on
theoretically and practically deficient
approximations.

• If permitted, there may be a time when you
can get up and draw something or derive
something that might be responsive to a
question being asked. Once when asked (for
whatever reason) what the porosity of a
stack of equally sized spheres would be, one
of the authors responded “I do not recall the
number, but I could derive it.” The opposing
counsel gleefully agreed to allow this and
provided a large pad visible to the jurors
and markers. After successfully deriving this
simple equation, the deflation in opposing
counsel’s attitude was sufficiently visible to
the jury that the expert’s conclusions were
all accepted by the jury.

• Even if you can’t draw or derive, the most
effective experts will find reasonable ways
to get up out of the witness box. Coupled
with effective visual aids and demonstrative
examples, the effect will be memorable in
establishing the expert’s credibility and help-
ing jurors to remember the expert’s testi-
mony. All demonstratives must be flawless
in their execution and clear in the message
they are designed to convey.

• Generally you should take the advice of
your counsel but remember, you are the
expert and your actions are independent.
One expert spent the morning at trial in bril-
liant direct testimony. On returning to the
trial for cross-examination (and having been
reminded that he was still under oath), he
had his suit buttoned and unbuttoned it just
before sitting down. At that point he smiled
at the jury and made very brief eye contact
with them. The cross-examination was as
follows:
• Q: Dr. Roentgen, I noticed that you

unbuttoned your suit coat just before you
sat down and that you smiled at the jury
just after you sat down—is that correct?

• A: Yes sir.
• Q: Did Mr. Dewey or one of the other

attorneys on your side tell you to do that?
• A: uh, yes. . .sort of, well yes.
• Q: No further questions.
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• Numbered lists are excellent ways to answer
questions. They show the jury that your con-
clusion is well backed up by facts and that it
is easy to understand.
• Q: Now Dr. Muskat, you can’t actually

tell whether or not Cornershoot Oil and
Gas actually crossed the lease line on this
horizontal well, can you?

• A: Actually I can and there are five rea-
sons, viz.
� First, the original directional survey

clearly shows that the well path never
crossed the lease line,

� Second, repeated case hole surveys
have been conducted and while they
could not physically go the entire
length of the well path, they covered
more than half of the horizontal lat-
eral distance and closely match the
original directional survey,

� Third, in order for the . . ..

9.3.7 Intellectual Property

While intellectual property (IP) refers to a variety
of things including copyrights, trademarks, etc.,
for most reservoir engineers as expert witnesses,
IP is synonymous with patents. A patent is
granted by a government to one or more inven-
tors as a way to encourage and reward innova-
tion. It is the exclusive legal right to use
whatever is protected by the patent (whether it is
a design for a packer or a process for optimizing
oil recovery) for a period of time. The owner of
the patent can use it exclusively, license it to
others, or even simply prevent others from using
it. The inventor does have to disclose the patent
in appropriate detail that sufficiently talented
readers could reproduce the patented tools or
processes without “undue experimentation.”

Patent law has a whole set of nomenclature
unto itself. There are ordinary words that have
specific legal meanings such as “obviousness”
or “experimentation.” Less common phrases
such as “one of ordinary skill in the art” suggest
specific legal definitions and the expert may be
called on to assist in a “Markman hearing” or

similar activity in order to establish what claim
and patent language really means. The mean-
ings of specific words is often critical in deter-
mining validity of a patent or whether or not
infringement occurred.

9.3.8 Junk Science

Engineers as experts must utilize well-estab-
lished and accepted scientific and engineering
principles in reaching their expert conclusions.
“Junk science” should be rejected by the Judge
and not permitted before jurors. Examples that
might suggest unacceptable testimony include:

• testimony about a methodology that is not
based on peer-reviewed and published
methods;

• testimony about a methodology whose error
rate cannot be estimated;

• testimony about a methodology that can’t
be tested according to accepted scientific
principles;

• testimony about a methodology that is not
generally accepted by the scientific
community.

A methodology that has only been used in
other lawsuits would be particularly suspect.
While various legal issues in the United States
are at play, the challenging of an expert’s testi-
mony under this general header is often called a
“Daubert4 challenge” or a “Frye test,” the for-
mer becoming more commonplace. Sophisticated
courts globally are adopting similar rules to pre-
clude speculative technology and pseudoscience.
The judge is usually the sole determinant of the
success of a Daubert challenge. An expert engi-
neer who loses such a challenge may not be able
to testify again as an expert witness as opposing
counsel will invariably bring up how the expert’s
testimony was “thrown out for being junk sci-
ence in such and such a case.” While there are

4Daubert is pronounced “daw” like the first syllable in
daughter and “burt” as in Bert and Ernie, the two reser-
voir engineers of Sesame Street fame. Don’t assume a
French pronunciation in this case.
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few cases in which an expert will want to hire
his own counsel, a serious Daubert challenge
may well be one of them.

9.4 FCPA CONSIDERATIONS

No discussion about reservoir engineering and
ethics would be complete without mention of the
United States Foreign Corrupt Practices Act,
commonly referred to as the “FCPA.” Enacted
in 1977, the FCPA has become a significant reg-
ulatory enforcement tool of the US Department
of Justice, particularly in the last 10 years. Much
of the enforcement focus has been aimed at the
oil and gas industry, particularly since oil and
gas exploration and production in countries
known for corruption has increased. Most coun-
tries that do significant business globally have
similar statutes or can be expected to have them.

The statute is an attempt by the United
States to eliminate corruption in the interna-
tional business arena by punishing US compa-
nies and citizens who attempt to act corruptly
in business transactions outside the United
States. The FCPA makes it a criminal offense
for a US publicly traded company, its officers,
directors, employees, representatives or stock-
holders, and US citizens to bribe (or offer to
bribe) a foreign public official in order to obtain
or retain business or obtain an improper busi-
ness advantage. The FCPA also contains provi-
sions requiring publicly traded companies to
maintain accurate books and records and a sys-
tem of internal controls to ensure that the assets
of the company are utilized in accordance with
management’s direction.

It is important to note that no value has to
actually change hands in order to violate the
antibribery provision of the FCPA. An offer,
scheme, or promise to pay or give something of
value (even in the future) may constitute a vio-
lation of the antibribery section of the FCPA.
Moreover, bribery can take many forms, includ-
ing the payment of money or anything else of
value, such as “in kind” items or services.
Bribes, kickbacks, giving, or promising to give,
anything of value in an attempt to influence the

action or inaction of a foreign government offi-
cial can lead to a violation of the FCPA. This
prohibition extends to payments made through
consultants, agents, or any other representative
when the person or company that benefits from
the payment knows, or has reason to believe,
that some part of the payment will be used to
bribe or otherwise influence a foreign public
official. An improper act by an agent will gener-
ally be interpreted as an improper act by the
company employing the agent.

The definition of a foreign public official
under the FCPA is broad and includes any offi-
cer or employee of a foreign government or any
department agency or instrumentality of the for-
eign government. This includes employees of
state-owned companies and members of royal
families, who may lack “official” authority but
maintain ownership or managerial interests in
government industries or government-controlled
companies as well as foreign political parties. It
also includes customs, immigration, and trans-
portation officials in foreign countries.

The FCPA is not an obscure statute that is
rarely enforced. The US Department of Justice
continues ramping up enforcement proceedings
against US companies and citizens, particularly
in the petroleum industry. Corporate employ-
ees, managers, and officers may be imputed
with sufficient knowledge for a violation of the
antibribery section of the FCPA if they deliber-
ately insulate themselves through willful blind-
ness, deliberate ignorance of, or conscious
disregard of suspicious actions by the company
or its personnel. This can lead to a criminal
prosecution of the corporate entity and the indi-
viduals associated with the improper actions.

The magnitude of FCPA penalties has risen
dramatically in recent years. In late 2008,
Siemens AG pleaded guilty to a series of FCPA
violations and agreed to pay at least $800 mil-
lion in fines and disgorgement of prior profits.
Halliburton agreed in early 2009 to pay $559
million to the US government to settle charges
that one of its former units bribed Nigerian offi-
cials associated with the construction of a gas
plant. Numerous companies will pay significant
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fines related to FCPA violations associated with
the “oil for food” program in Iraq. A significant
number of individuals have been and are being
prosecuted as well, with many serving jail time.

Corruption of public officials robs nations of
jobs and prosperity and is morally and ethically
repugnant. The reservoir engineer working in
the global environment may see instances of
corruption that range from the very modest to
criminal acts and must be prepared and knowl-
edgeable enough to behave with the utmost
integrity. As statutes and situations change, the
engineer is wise to update himself regularly on
relevant statutes dealing with the countries in
which he is employed and working.

9.5 ETHICS GONE AWRY, ETHICAL
DILEMMAS

What goes wrong and why? While overt unethi-
cal behavior that rises to the level of fraud
occurs, there are a wide range of other ethical
lapses. The following two cases are inspired by
actual cases with the circumstances changed to
protect the guilty; all the names are fictitious.
The first case has enough issues in it that it is
provided as a starting place for discussions. A
few additional cases are inspired by cases copy-
righted by the National Society of Professional
Engineers.5 While the original cases may or may

not be inspired by actual cases, the three pre-
sented here are wholly fictitious.

9.5.1 The Case of the Unintended
Consequences of Success
Bonuses

Larry Transient and Chuck Strikeslip worked
together as engineering and geological consul-
tants, respectively, for many years at a major oil
company. When it was acquired and they were
asked to move in order to stay employed in the
new company, they “took the package” and
each started consulting firms. While they have
separate companies, they share an office and
routinely work together on projects. They often
let one or the other companies do the invoicing
and both have business cards for their collea-
gue’s company.

They both bill consulting by the hour, but
Chuck spends his unbilled time generating pro-
spects and has successfully sold several of them
for combinations of cash and overrides. An
investor (Bob Bigbelt) has engaged both of them
to help him “get in the oil business” and has
committed to pay a minimum number of con-
sulting hours each month at a small discount
from their “going rates.” Bob has also orally
committed to what could be potentially large
success bonuses based on the investor obtaining
certain levels of reserves (both proved and prob-
able). Larry and Chuck don’t have much experi-
ence in the kind of prospects Bob wants them to
look at, but they have both “seen a lot” in their
careers.

After killing a lot of deals, Chuck spots one
that has some really complex-looking seismic
but (at first review) appears to have an excel-
lent-looking structure with a fault and three-
way structural closure below an idle oilfield in a
Latin American country. The nearest wells are
almost 50 miles away but are at approximately
the same depth and produce pretty well.
Unfortunately, they don’t have access to the
seismic on the nearby fields and the nearest
deep sonic logs raised more questions than
answers. Chuck initially considers this as no

5The copyright notice associated with the NSPE cases
states “This opinion is based on data submitted to the
Board of Ethical Review and does not necessarily repre-
sent all the pertinent facts when applied to a specific
case. This opinion is for educational purposes only and
should not be construed as expressing any opinion on
the ethics of specific individuals. This opinion may be
reprinted without further permission, provided that this
statement is included before or after the text of the
case.” The cases are found at http://wadsworth.com/phil
osophy_d/templates/student_resources/0534605796_harri
s/cases/Cases.htm#Cases%20exclusively%20on%20the%
20site and were originally titled “Whose Witness?”
“Gift Giving,” and “Forced Ranking.” The website has
numerous example cases of ethical controversies involv-
ing engineering.
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more than a good lead. Nonetheless, Bob is
ecstatic. His investors seem to be willing to
“roll the dice” and ask Larry to do a “success
case” evaluation which (to no one’s surprise)
looks very attractive. Bob is working on making
the deal happen and his investors are pushing
for results. Larry observes that Chuck’s maps
look better with every revision. Chuck now
refers to a “drillable prospect.” Larry has never
questioned Chuck’s objectivity before, but now
he is a little concerned.

The deal looks like they will have to buy the
old field and Bob wants a rejuvenation plan for
the field. According to the records, some of the
wells were producing as much as 35�50 BOPD
when the field was abandoned. When Larry
suggests a site visit, Bob declines as he has hired
Paulo Producer (an “operations guy”) in coun-
try to check everything out. Paulo will also
share the success bonus. While Bob was sup-
posed to get “all the records” of the producing
field, what he got were some structure maps,
illegible logs in a many time photocopied cross-
section, some decline curves, and a series of
well tests dated long after production was sup-
posed to have ended. There was no clear indica-
tion of what workovers had been done or
when. Bob’s instructions were to come up with
a rejuvenation plan including data gathering but
to make sure and present a “success case” for
the rejuvenation plan.

Larry’s success case looks fantastic. He and
Chuck can now calculate that they could each
potentially earn more on this project than they
had managed to accumulate in their retirement
plans. Larry and Chuck are now supposed to
fly to New York to meet with the investors
before the group finalizes an offer for the prop-
erties. This shocks Larry. Larry has essentially
done the evaluation using cost numbers he
referred to as “placeholders” and were essen-
tially semieducated guesses. Paulo hasn’t
answered any questions about the conditions of
the field or provided any more data. His com-
fort level with Chuck’s maps is (for the first
time in his career) not very high. Larry realizes
that he would never even have dreamed of

recommending a deal like this to his prior
employer.

Then he learns that Chuck’s wife is ill and
that Chuck’s mediocre insurance is not going to
pay nearly all of the costs he is about to incur.
Larry’s retirement plan is off 35% from its
peak. But whenever he brings up the risks and
uncertainties to Bob, he gets the same response.
“Great Larry, I am glad you have identified
these. We are going to take the right steps to
mitigate these. Just make sure you lead off with
the success case because these guys want to first
see the ‘size of the prize’.”

With everyone wanting to make the deal
happen, it hardly seems fair that Larry has to
stop it. The plane to New York leaves tomor-
row. What does Larry do?

What went wrong here? A lot. First, Larry
and Chuck have significant conflicts of interest.
Even if all of the investors knew about them
(which it turns out they did not), such conflicts
can cloud judgment and color thinking. Larry
and Chuck were both making recommendations
outside their real areas of expertise. Neither had
“helped set someone up in the oil business”
before and the type of prospects and operations
were new to them. As a result, Larry underesti-
mated costs by large margins. The conditions
on the ground resulted in multiyear delays
before any efforts could be made to restore pro-
duction. Workovers on several wells resulted in
high water cuts and uneconomic wells. Paulo
never gave any negative information to Larry or
Chuck, but a trip to the field would have shown
Larry the rusted heater treaters, leaky water
tanks, and obvious signs of salt water leakage
over the years.

Were Larry and Chuck using best practices
in the evaluations? Of course not. Placeholders
as cost estimates? Larry knew that real oil com-
panies would have to spend the time and money
to justify projects. They were instead using
what their client asked them to use. This is a
significant ethical breach. The engineer’s duty is
to use best practices, not just “do what they are
asked.” Were Larry and Chuck objective? The
question answers itself.
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Larry and Chuck got on the plane and they
made their presentations. Larry made a strong
point that there were major risks in the project
and they could not be certain of being able to
successfully rejuvenate the field and that explo-
ration was intrinsically risky. One investor
asked Larry how many times he had been
involved in rejuvenating fields and he honestly
answered “more than a dozen.” The next ques-
tion was “how many of them were unsuccess-
ful?” to which he honestly answered “none of
them.” He wanted to point out the differences
but the investors only asked about the success
cases. They asked how much “running room”
these opportunities had and Bob produced a
map neither Larry or Chuck had ever seen
before showing five more fields with “rejuvena-
tion potential.”

Larry and Chuck got down payments of
more than $200,000 each on their success
bonuses when the deal closed. The total suc-
cess fee would be tied to results but Bob
reminded them that “It should have two com-
mas in it!” They got little further consulting
work until something went awry and Bob
occasionally paid them for their time. He made
it clear that he thought they should be working
“like he was” to capture the potential of the
project and earn the rest of the success
bonuses. A year later when the project had
become a money sinkhole, the first workover
produced over 98% water from a zone that
had no record of injection or production and
was updip to most of the estimated incremental
oil. Larry was dispatched to the field and
uncovered most of the bad news. Paulo had
basically been dishonest from day one, holding
back records with potentially damaging news.
Paulo was fired and Bob hired a less optimistic
operations guy. An excellent study was
unearthed just after Paulo was fired showing
very small opportunities for rejuvenation. Even
these turned out to be optimistic. Bob was
fired by the investor group when Chuck fin-
ished remapping the deep prospect. It had dis-
appeared. What should have been done
differently and when?

9.5.2 How Much of Your Expertise
Belongs to Your Employer?

Employees are to act in “professional matters
for each employer or client as faithful agents or
trustees disclosing nothing of a proprietary or
confidential nature concerning the business
affairs or technical processes of any present or
former client or employer without the necessary
consent.” Exactly what knowledge of business
affairs or technical processes belong to the
employer and what is the knowledge and expe-
rience of the engineer? Consider the following
illustrations.

Acquisition Expertise Walks out the Door?
• Engineer Lisa heads the M&A group for

Buy-um-up Oil & Gas. As such, she has
studied essentially all of the small indepen-
dent oil and gas operators in North
America. She knows their assets, production,
and potential. Her bosses rely on her analy-
sis to negotiate deals and have given her
increasingly responsible roles. She has built
an amazing database but no one else but
Lisa can really navigate it. Her contact list
includes all of the top managers of the large
independents.

At the SPEE Conference, Lisa met the
President of BigAcqPetro. They are very
interested in hiring her and Lisa is ready to
make the move which allows her to relocate
to a very desirable location and make a lot
more money. BAP has made it clear that
they want her to do “essentially the same
things” she is doing at BOG but on “a larger
scale.” Her boss at BOG went ballistic when
she tendered her resignation as they were in
the middle of an acquisition project. Lisa
points out that they are always in the middle
of such a project and that the projects take
months to complete. Her boss takes some
time and comes back with the following list
of things Lisa cannot do at her new
employer and he wants her to agree to them
in writing. These include:
• She cannot take her database or any

information from the database with her.
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• She has to stay at BOG long enough to
train someone to be able to use the data-
base (no one has been identified yet).

• She cannot take her contacts list with her.
• She cannot work with BAP on acquiring

any companies BOG has considered for
acquisition.

• She cannot use BOG’s “approach” to
acquiring fields for BAP.

Which (if any) of these requirements is Lisa
ethically obligated to do? Should she sign an
agreement? What should BAP do?.

Top Employee Starts Consulting Firm
• Technology Bob worked for a major oil

company in the R&D department where he
helped develop an intelligent well system
that was subsequently licensed to a service
company, IntelliWellGroup. He joined IWG
and built the consulting arm of the service
company that was instrumental in helping
them sell more tools. The software he devel-
oped allows operators to optimize how intel-
ligent wells are developed. IWG
management allowed him a lot of time to
write papers and attend conferences where
he became well known in the intelligent well
community. Bob has decided to start an
independent consulting company along with
two of his employees, effectively gutting
IWG’s consulting arm.

• Bob knows he cannot take any trade secrets
with him including the software he devel-
oped at IWG. He does think he can recreate
similar software and maybe even better soft-
ware that can handle IWG’s as well as com-
petitor’s tools. Bob knows he learned this
capability on IWG’s dime and wonders
about his ethical obligations.

• Bob is a little concerned about hiring his co-
workers. He had planned not to do so but to
hire some people from other companies.
However, when he hinted about his plans to
the guys working for him at IWG, they were
enthusiastic about joining him. Bob realizes

that IWG will not only lose some consulting
revenue but may lose market share.

• Bob knows IWG’s strategies for getting the
most money from oil companies and expects
he will be hired to help get “better deals”
from IWG and its competitors.

• In the past, Bob’s team has always recom-
mended IWG. Now he plans on being
agnostic as to vendor and being able to rec-
ommend any vendor without bias. He rea-
lizes that his past association with IWG may
mean that he will have to bend over back-
wards to give other vendors a fair chance in
his recommendations.

• Bob plans on contacting the other industry
experts he has met at SPE ATWs, forums,
and other meetings to market his consulting
services.

What ethical concerns should Bob consider?
Which of these are likely to lead to ethical
breaches? What limits to Bob’s plans would you
suggest?

9.5.3 Whose Witness Anyway?

Maria Hotshot is the acknowledged world
expert in shale gas wells from an engineering
perspective. She has designed and evaluated
every aspect of horizontal wells and hydraulic
fracturing and has spent the last decade of her
30 years in the industry working on shale gas
projects around the world. While she is highly
sought after as a consultant, it is her expertise
and demeanor as an expert witness that has
enabled her to testify at several high-profile
lawsuits. After one case, her testimony was so
effective that the opposing (losing) side immedi-
ately asked to retain her on another matter.
After lunch, Maria returns to her office to find
telephone messages and e-mails. The first are
from a local plaintiff’s attorney. His e-mail text
was as follows:

Dr. Hotshot,
My name is Mark Cheatham and I repre-
sent Shale Guys, Inc (SGI). We have a
great deal of acreage in the Marcellus and
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had willing investors to help us drill that
acreage. Instead we farmed out some of
the acreage to Big Oil & Gas Company as
they represented they had great expertise
in developing this acreage. They were obli-
gated to drill several wells to earn certain
interests but they really messed up. They
didn’t do a geomechanical study and
drilled the well improperly. They also
messed up the frac jobs. Now they refuse
to drill the other wells and our investors
have soured on the deal because of the
awful job BOGCO did. SGI is going to
have to drill wells to maintain their valu-
able acreage position. Please call me
immediately to discuss this further as we
are sure we’d like to hire you in this case.
We expect you can show what they did
wrong and calculate how much damages
we have suffered as a result of their failure
to act as a prudent operator.
Sincerely,
Mark Cheatham
Sr. Counsel
DC&H Law Firm

The other message was from a large firm
Maria knew well and had been deposed by. It
simply said that they represented a large shale
gas producer in a case against another company
and wanted to discuss the possibility of retain-
ing her and to call.

Questions:

1. Whose expert witness would you prefer to
be? Why?

2. Which call will you return first? Why?
3. In deciding which, if either, caller to favor as

expert witness, what kinds of questions will
you ask yourself? What ethical questions, if
any, will you ask?

It is important that the expert not allow
attorneys to explain their theories of the case in
too much detail prior to being retained. In some
cases, attorneys deliberately expose potential
experts to information that might taint their
abilities to serve for the other side. Others

might retain multiple experts only to eliminate
them as potential experts for the other side.
This is particularly risky in areas where a few
experts are particularly well known and few
alternatives exist.

Finally, it is not advisable that the expert
solely represents plaintiffs or solely represents
defendants. Experts who do will be character-
ized as “hired guns” that only can see cases
from one point of view.

9.5.4 Forced Rankings6

Part One.. Jim Peters leaned back in his office
chair and sighed with relief. Supervisor of the
specialized petrophysics group, he had just fin-
ished writing the last of the annual performance
appraisals on his 12-person team for BOGCO.
Nearing the end of his first year as supervisor,
this was Jim’s first experience in appraising
employees. Nevertheless, he felt he had done his
appraisals well. He had held a thorough perfor-
mance review discussion with each individual,
going over progress toward specific annual
objectives established early in the year. These
discussions were open, frank, and, Jim believed,
of value to him and to each employee.

BOGCO’s appraisal forms required giving
each employee a ranking of: High Achiever,
Excellent, Satisfactory, Marginal, or Deficient.
Each ranking requires a supporting, written jus-
tification. Jim ranked 8 of his 12 people at
either High Achiever or Excellent. He ranked
only one as Marginal, and he ranked the other
three as Satisfactory. A ranking of Deficient
was interpreted as a signal the employee was
going to be terminated.

Jim delivered his appraisals to his immediate
supervisor, Jason “Mac” McDougal, manager
of Advanced Reservoir Characterization at
BOGCO. Mac had to review Jim’s appraisals
along with those of his other sections, approve
them, and submit them to the Human Resource

6This example is based closely on the NSPE examples:
http://wadsworth.com/philosophy_d/templates/student_reso
urces/0534605796_harris/cases/Cases/case60.htm
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Director for BOGCO’s E&P group. Jim
assumed Mac would quickly and easily approve
his appraisals.

Much to Jim’s surprise, Mac stormed into
Jim’s office a few days later, threw the appraisals
on his desk and exclaimed: “Jim, these appraisals
just won’t do! You’re overrating your people!
You know I have to force-rank everyone in ARC
and turn that ranking in with all the appraisals.
It looks to me like you’ve tried to assure that all
your people will be placed high in the forced
ranking. I want these appraisals rewritten and
your ratings adjusted to something that more
closely approximates a ‘normal distribution’—
you ought not to have more than a couple of
High Achievers and probably a couple of
Marginals or Deficients. I want the revised
appraisals back on my desk by the end of the
working day tomorrow! Understand?”

Jim felt frustrated, disillusioned, and disap-
pointed by this turn of events. It seemed to him
the appraisal system was being manipulated to
produce an expected result and was not truly
reflecting the performance of people. He also
felt pressed for time, since he had the next day
fully committed to other projects. What options
do you think Jim has? Which do you think he
should select? Explain.
Part Two.. Jim Peters worked late into the night
to meet Mac McDougal’s deadline. As he app-
roached the end of his task, he grew careless and
changed two Excellents to Satisfactory without
changing his comments on their performance.

Jim submitted his revised appraisals to Mac
and went back to the daily routine of supervising
the Petrophysics Section. Mac appeared satisfied
with the revised appraisals and submitted them
(along with his forced ranking) into the normal
chain of approval. Some weeks later, the apprai-
sals were returned to Jim, who then scheduled
individual appointments with each of his people
to inform them of their appraisal ratings and dis-
cuss plans for subsequent improvement.

Jim’s individual meetings went reasonably
well until he met with Pete Evans. (Pete’s
appraisal was one that had the changed rating
without revised comments.) Pete listened to Jim

as they reviewed the appraisal and finally burst
out, “Jim, your comments seem to sound like
I’m an excellent performer but you only rated
me ‘satisfactory’!” Jim had been afraid of such
an observation but hadn’t carefully thought out
a response. He simply blurted out, “I had to
reduce most of the ratings I gave to conform to
the distribution management expects!”

Pete stormed out of Jim’s office muttering:
“I thought my appraisal was supposed to moti-
vate me to improve! It sure as heck didn’t!”
Discuss Jim’s handling of his reappraisal task.
What might he have done differently that would
have had better results? What would you sug-
gest that he do now? What changes, if any, do
you think XYZ should make in its appraisal
system? What ethical issues are raised?

9.5.5 Gifts and Entertainment

Everyone agrees that we should not steal.
Everyone agrees that we should not accept
bribes. But not every case is black or white.
Consider the following in the context of “not
stealing”:

1. breaking into a store and taking $3000 in
merchandise;

2. “borrowing” a friend’s car and failing to
return it;

3. taking a bicycle that someone had forgotten
to lock;

4. developing a computer program on com-
pany time for your company, and then
patenting a considerably improved version
of the program under your own name;

5. borrowing a book from a friend, keeping it
by mistake for a long time and then failing
to return it (you discover the book after
your friend has moved overseas, and you
decide to keep it);

6. using some ideas you developed at
Company A for a very different petrophysi-
cal application at Company B;

7. using some management techniques at
Company B that were developed at
Company A;
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8. picking up a quarter that you saw someone
drop on the street;

9. failing to return a sheet of paper (or paper
clip) you borrowed;

10. picking up a quarter that someone (you
don’t know who) has dropped on the
street.

Essentially, no one views 1�3 as anything
but theft (stealing). Similarly, the last two seem
unlikely to be considered theft. Probably most
people would consider example 4 a type of
theft. Example 5 is something many of us might
have done. We might say that the action is justi-
fied, because the expense and trouble to us of
returning the book is probably greater than the
value of the book to our friend. This might be
especially true if we knew the book was old and
out of date. We would probably resist the use
of the word “theft” to describe our action.
Examples 6 and 7 might be considered less clear
examples of theft than example 8, except for
the potentially large amount of money involved
in these two examples.

One of the considerations that makes the
determination of what is and is not theft so dif-
ficult is that there is no single criterion that can
be used to decide the issue. The most obvious
such criterion is the monetary value of the prop-
erty in question. But this criterion will not
always work. Snatching a dollar bill from an
old lady is more clearly an example of theft
than using an idea one developed at Company
A for a very different application at Company
B, even though the latter example involves
vastly greater sums of money than the first.
A variety of considerations are relevant, mone-
tary value being only one.

Similar consideration can be applied to brib-
ery. We all agree that accepting bribes is a vio-
lation of professional ethics, but we may not
always find it easy to determine what is and is
not a bribe. Certainly, not all examples of
accepting gifts and amenities qualify as accept-
ing bribes, just as not all cases of taking
another’s property should be considered theft.
Determining when a rule against taking bribes

is being violated requires common sense, dis-
crimination, and powers of moral deliberation.
These kinds of abilities should be a part of
one’s professional training. The following
examples are designed to serve as discussion
points for evaluating a “gray” issue.7

9.5.6 The Bribery Coast

Case C-X.. Tom had been one of the most suc-
cessful leaders of drilling, reservoir, and comple-
tion teams in the company. No one was
surprised when he was promoted and named
the asset manager of a large team designed to
drill hundreds of deep horizontal wells in a sour
tight gas play. He had full P&L authority and
supervised the drilling, G&G, reservoir, comple-
tion and production engineering, and field
operations leaders. Although his HR, legal, and
financial leaders technically reported to their
functional leads, they all considered themselves
to be part of his team in no small part because
of Tom’s inspirational style of leadership.

Tom’s prior experience proved invaluable as
the team exceeded expectations time and again.
As he examined drilling performance, he identi-
fied three new technologies in bits, directional
drilling, and completions that were particularly
applicable. All three were provided by the same
vendor. After a few test wells, the performance
of these technologies was proven and even led
to improved HSE performance.

After spending quite a bit of money on the
new tools, the executive sales representative
(Jim) of the service company supplying the tech-
nology introduced himself to Tom and invited
him on a very nice fishing trip to South
America. While Tom had no direct purchasing
responsibilities and had only wanted the tech-
nologies to improve performance, he did love
fishing. Tom’s company policies do not specifi-
cally prohibit such gifts and he knows people at
his level had accepted similar entertainment

7This example is modeled loosely on the NSPE example
in: http://wadsworth.com/philosophy_d/templates/student_
resources/0534605796_harris/cases/Cases/case72.htm
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before. He also knows that his new supervisor
had accepted far more generous entertainment
in the past. Should he accept the fishing trip?

The first thing to notice about this case is
that it is not a paradigm case of bribery. In fact,
it is not a case of bribery at all. We might define
bribery as remuneration for the performance of
an act that is inconsistent with the work con-
tract or the nature of the work one has been
hired to perform. Tom did not act contrary to
his obligations to his employer, and in fact he
acted in accordance with his obligations.
Furthermore, the gift was offered after Tom’s
recommendations and without any prior knowl-
edge and expectation of the gift.
Case C-1.. The following might qualify as a
paradigm case of a bribe. We shall call it C-1.

Tom was promoted to asset manager and
went to lunch with his old friend Jim. Jim
started taking Tom and his wife to fairly lavish
dinners and offered him a number of amenities
if he would recommend the bits and directional
work from his company. The technology was
nearly comparable but more expensive than
what they had been using. Tom was willing to
try them based on Jim’s recommendations. Jim
then invited Tom on a very nice fishing trip to
South America.8

Even though the original case (C-X) is not a
bribe, it does involve accepting a large gift that
has some analogies with a bribe. In order to see
this, consider the following case, which has very
few, if any, analogies with a true bribe. We
shall call it C-10.
Case C-10.. Tom was promoted to the new
asset manager position and realized right away
that existing technologies and processes used by
the company would not allow him to reach the
company’s aggressive production and profitabil-
ity goals. Tom’s prior experience proved

invaluable as the team exceeded expectations
time and again. As he examined the drilling per-
formance, he identified three new technologies
in bits, directional drilling, and completions
that were particularly applicable. All three were
provided by the same vendor. After a few test
wells, the performance of these technologies
was proven and even led to improved HSE
performance.

After a large contract had been let to the ven-
dor, the salesman came by and introduced him-
self, giving Tom a flash drive with the
company’s logo on it worth less than twenty
dollars.

It is obvious that there is a continuum of
cases here, all the way from C-1 which is a clear
case of bribery to C-10 which is clearly not a
case of bribery. Now the question is: What
place in the continuum do we assign to C-X?
Should we call it C-2, indicating that it is very
close to C-1 so that it should probably be con-
sidered morally wrong? Or should it be labeled
C-9, in which case it probably should not be
considered morally wrong? Or should we give it
some number in between? Finally, in C-X,
should Tom take the fishing trip?

In order to begin thinking about this ques-
tion, consider some of the characteristics of C-1.

1. While Tom may not have had direct author-
ity for specifying the bits and directional
work, his reputation allowed him to do so.

2. The salesman approached Tom and made
the offer before the work was specified or
purchased.

3. The work performed was not clearly super-
ior to less costly alternatives.

4. There was a causal relationship between the
offer of the amenities and Tom’s decision. In
other words, Tom requested that Jim’s ser-
vices be used as a direct result of Jim’s offer.

5. Even though C-1 involves bribery, the com-
pany will probably benefit from an ongoing
cordial relationship with suppliers, which
Tom specified. For example, obtaining ser-
vice will probably be easier. (We shall
assume this to be the case.)

8If the “nice fishing trip” appears to be too valuable to
be justified by many of the participants, it can be
replaced by “golf at an exclusive country club” or “tick-
ets to the Kentucky Derby.” The important thing is that
the thing being offered is more valuable than routine
entertainment but not completely over the top.
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6. Tom rarely accepts amenities from suppliers
with whom he does not do business. (We
shall assume this.)

7. Knowledge of the gift may influence others
to buy from Jim, even if Jim’s product is not
the best.

8. The gift was for a substantial amount of
money.

9. Even if there had been no actual corruption,
there was certainly the appearance of corrup-
tion. For example, consider IBM’s test: “If
you read about it in your local newspaper,
would you wonder whether the gift just
might have something to do with a business
relationship?” By this test, there was the
appearance of corruption. (In this case, of
course, the appearance was not misleading.)

C-10, we shall assume, shares only character-
istic #5 with C-1, but C-X shares characteristics
5 and 7�9 with C-1. We shall assume that in
C-X, Tom often accepts amenities from suppli-
ers after a deal is completed, even if the supplier
has not won the sale.

How would you evaluate Tom’s action in
C-X? Do you think it crosses the line between
morally acceptable and morally unacceptable
conduct? We shall give several arguments on
both sides and then leave it to you to come to a
final decision. But before giving these arguments,
one observation may be helpful.

There are going to be cases that are unclear
in terms of their moral permissibility. Although
there are clear cases at either end of the spec-
trum and even some near the middle that can be
decided with reasonable conviction, there are
some cases that are so ambiguous that they
must be decided arbitrarily. This is true in the
law, and it is also true in morality.

To use a common analogy, there is dusk or
twilight as well as daytime and night. If there is
any specific point in time where night becomes
day or day becomes night, it must be set arbi-
trarily. This does not mean that there is no
difference between day and night, however. It
does not even mean that some of the areas of
transition are unclear. Most of us would

probably say sunrise is more like day than
night. Late dusk is probably more like night
than day. But what about late evening? Better
still, precisely when does day become night? We
could set a time. We could say that it is when
we have to turn on our car lights when driving,
for example. But for other purposes, a different
time might be more appropriate. So the moment
of transition is not only arbitrary, but it may be
arbitrarily set at different times for different
purposes.

Now there are a number of cases which we
could probably agree on in terms of their loca-
tion in the continuum. For example, if the offer
of the trip had been made before Tom made his
recommendation, we would probably agree that
Tom should not have accepted the offer. We
might want to call this C-2. Let us suppose that
Tom still recommended Jim’s services because
he genuinely believed they were the best, so that
Jim’s offer of a trip to South America was not
the cause (or at least not a necessary precondi-
tion) of Tom’s recommendation. In this case,
Jim’s offer clearly was a bribe, but Tom did not
make his decision because of the bribe.
Nevertheless, Tom probably should not accept
the offer.

Now let’s consider some of the arguments,
beginning with arguments that C-X should be
considered morally impermissible.
Arguments For and Against Tom’s Action

Arguments Against Tom’s Action of
Accepting the Invitation
1. The tendency in Western morality—and prob-

ably morality throughout the world—is to
increase restrictions on bribery. This implies
that the restrictions on actions closely related
to bribery would also be increased. Most
large oil companies have well-defined rules in
gift giving and gift receiving.

2. The size of the gift is morally troubling.
3. Knowledge of the gift could influence others

to buy from Jim, even if Jim’s products are
not the most appropriate for them. This
might operate as a kind of bribe-ahead-of-
time for other people in Tom’s business unit,
even if Tom had no idea he would be offered
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a trip. They might say, “If we buy from Jim,
we can expect a nice gift.”

4. Knowledge that Tom accepts after-the-fact
gifts may give him a reputation as being
someone who can be “bought.”

5. In morality, one of the important questions
to ask is whether you would be willing for
others to do the same thing you did. If every
salesman offered gifts to people who
bought—or recommended the purchase of—
his products, and every purchaser accepted
the gifts, the practice would of course
become universal. Our first reaction is to say
this would neutralize the influence of the
gifts. You could expect a bribe from some-
body, no matter whose product you recom-
mended. Thus, Tom might have been offered
a nice trip to South America by whatever
salesman made the sale. But this begins to
look like extortion if not bribery: a salesman
has to offer something to even have his prod-
uct considered. Furthermore, smaller compa-
nies might not be able to offer the lavish
gifts and so might not have their products
considered. This would harm the competitive
process. Furthermore, the gifts would proba-
bly tend to get larger and larger, as each
salesman tried to top the other one. Thus,
the general acceptance of the practice would
have undesirable consequences.

Arguments in Favor of Tom’s Action of
Accepting the Invitation
1. We have already pointed out that Tom’s

action cannot be an example of accepting a
bribe in the true sense of the term. In order
to be a true bribe taker, Tom would have
had to make his decision because of Jim’s
offer. Since the trip was offered after Tom’s
decision and Tom did not know about the
trip ahead of time, the trip could not be a
bribe in the true sense.

2. Tom’s company may stand to benefit from
the personal relationship between Tom and
Jim. It may make it easier to get replacement
improved service and to get other types of
service from Jim’s company.

3. Business life should have its “perks.”
Business and professional life involves a lot
of hard work. Fishing trips and similar ame-
nities add spice to life that is important in
terms of job satisfaction and productivity. In
fact, accepting such gifts was apparently the
norm at Tom’s company at his level and
higher.

4. Accepting the kinds of gifts that Tom took
advantage of is quite common in Tom’s
industry. It adds very little to the cost of the
product. Any industry large enough to pro-
vide these complex and costly products and
service in the first place would be able to
afford such gifts without financial strain.

5. It is true that, in taking the moral point of
view, we must assume that everybody has a
right to do what we do. But if every sales-
man offered trips and every person in Tom’s
position accepted them, no harm would
result. Things would equalize. There might
be a kind of “extortion” here, but this is just
a word. You have to ask what harm is done.

Note that each side has legitimate reasons for
the decision made. Many shades of gray could
be introduced in this case such that there will
always be a marginally acceptable case for any
reader. While we can agree that even the per-
ception of bribery is to be avoided, there is
always a softer version of the story that makes
the decisions borderline appropriate.

The reader is encouraged to think responsibly
about this issue; it is at least similar to issues
they will almost certainly encounter as soon as
they begin their professional careers. These
cases are based loosely on an NSPE copyrighted
case, which provides considerable additional
content, references, and discussions on gift giv-
ing and bribery.9

9http://wadsworth.com/philosophy_d/templates/student_
resources/0534605796_harris/cases/Cases/case72.htm
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I N D E X

3-D seismic computational techniques,
644

abnormally pressured gas reservoirs:
definition, 317, 317f
Fetkovich et al. plots, 322�323
Hammerlindl methods plots,

323�324
Paston et al. plots, 323
Roach plots, 319�321

absolute open flow (AOF) potentials:
vertical gas well performance, 282
vertical oil well performance

predictions, 512
acceleration investments, 603�608
accounting, 631�632, 658, 659
acquisitions see mergers and

acquisitions
active initial oil-in-place, 461
active oil, 455
active water drive mechanisms, 227
adjusted discount rates, 612
adsorption of polymers, 569
advanced technology-based economic

analysis, 590�591
after-tax calculations, 592
after-tax discounts, 606�607
alcohols, 576
alkaline-surfactant-polymer (ASP)

flood, 579�580
allowable dry holes (risk analysis), 611
American Society for Testing and

Materials (ASTM), 335�336
amortization (DD&A), 655
amphiphilic molecules, 575
Anash et al. type curves, 395�400
ANEP see annual end-of-period

compounding; annual end-of-
period discounts

anisotropic reservoirs, 178�183, 195
annual discounting, 595
annual end-of-period (ANEP)

compounding, 607�608
annual end-of-period (ANEP)

discounts, 597
annual percentage rates (APR), 596
AOF see absolute open flow potentials
approximation methods, 516�517

see also pressure approximation
methods; pressure-squared
approximation methods

APR see annual percentage rates

aquifers:
classification, 227�229

flow geometries, 229, 438, 439f
flow regimes, 228
outer boundary conditions, 228
pressure maintenance, 227�228

pot aquifer models, 230�231, 474
water influx, 227, 438, 439f, 474

Fetkovich methods, 274, 275, 276,
277f

pot aquifer models, 230�231
arbitrary decision minimums (risk

analysis), 611
Arctic North Slope (Alaska), 425
areal sweep efficiencies, 543, 567, 569,

569f
Arps curves: tight gas reservoirs, 392
Arps decline exponents: tight gas

reservoirs, 382�383
Arps depletion decline curves: tight gas

reservoirs, 384f
Arps’s decline curves: tight gas

reservoirs, 358, 361,
368�370, 370f

Arps’s exponential equations: tight gas
reservoirs, 378

Arps’s hyperbolic equations: tight gas
reservoirs, 378

Arps’s type curves: tight gas reservoirs,
377

artificial water drive mechanisms, 227
ASP see alkaline-surfactant-polymer

flood
ASTM see American Society for

Testing and Materials

back-pressure: vertical gas well
performance, 287

back-pressure curves: vertical gas well
performance, 292�295, 292f

back-pressure equations:
shallow gas reservoirs, 431
tight gas reservoirs, 382
vertical gas well performance,

296�297
back-pressure tests: vertical gas well

performance, 290�296
basic transient flow equations, 23�26
beginning-of-period discounts, 597
behavior-based identification of

reservoirs, 121�122
Bendakhlia and Aziz model, 534�535

BHFP see bottom-hole flowing pressure
bilinear flow:
pressure derivative methods, 142,

142f, 143�147
uniform flux fractures, 161, 161f

bituminous coals, 337
black-oil simulators, 332
black oil systems, 444, 488�489
Borisov methods, 531
bottom-hole flowing pressure (BHFP),

428�429
bottom-hole injections: injectivity test

analyses, 208
bottom-water drive systems, 229, 229f,

251�271
boundary conditions, 236
boundary-dominated flow conditions:
tight gas reservoirs, 359�360, 377

Palacio�Blasingame type curves,
395�396, 397f, 398f

boundary effects:
pressure derivative methods,

119�120
principle of superposition, 62�64

boundary pressure: van Everdingen and
Hurst models, 247, 248f

boundary problems: pressure derivative
methods, 166, 167f

Brazil (economic analysis), 625�626
bubble map concepts, 466
bubble-point curves, 583�584
buildup curves:
pressure derivative methods,

169�171
hydraulically fractured reservoirs,

169, 170f
middle-time test data analyses,

127, 127f, 128, 129�130
buildup data:
Gringarten type curves, 107�108,

109f
buildup test data:
pressure derivative methods, 128,

129f
buildup tests:
Gringarten type curves, 103�109
pressure derivative methods, 148, 148f

burned zones (in situ combustion),
564�565

butane vapor�solid equilibrium
constants, 417, 420f, 421f

butt cleat systems, 325�326
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calculated gas�oil ratios, 498
canister desorption tests, 325
Cape Simpson, 424, 424f
capillary number (enhanced oil

recovery), 542
capital asset pricing models (CAPM),

609, 610
capital investments, 651�660
capture efficiency (enhanced oil

recovery), 560, 561f
carbon dioxide vapor�solid equilibrium

constants, 417, 422f
Carter and Tracy water influx models,

271�274
Carter type curves, 385�388, 389f
Cartesian plots (well testing analyses),

70, 70f
cash flow analysis, 591�597

financial reporting, 656
fixed capital investments, 652�653

CBM see coalbed methane reservoirs
chemical flood, 566�580

advantages, 578
applications, 578
ASP flood, 579�580
disadvantages, 578
micellar solution flood, 574�578
polymer flood, 567�574
surfactant slug, 574�578

chemical technologies, 543
Cheng methods, 535
circular drainage areas, 290�291
cleat systems, 325�326, 337�338,

339, 349�350
closed gas reservoirs, 324
coalbed methane (CBM) reservoirs,

325�350
cleat systems, 349�350
coal density, 336�337
deliverability, 337�339
desorbed gas flow, 349�350
drainage, 337�339
fractured reservoirs, 349�350
gas content, 327�336
material balance equations, 340�346
currently adsorbed gas, 340�341
originally adsorbed gas, 340
originally free gas, 340
remaining free gas, 341�346

performance, 346�349
permeability, 339�340
porosity, 339�340

coal density, 336�337
coal seam systems, 325�326, 326f,

328�329, 337�338
coke zones (in situ combustion),

564�565

Cole plots:
material balance equations, 315�319
rock collapse theory, 318
shale water influx theory, 318�319

combination drive reservoirs:
oil reservoir performance, 442�443,

453�455, 453f, 477�478
saturation equations, 493

combination of forward combustion
and water (COFCAW) flood
processes, 565

combined decline curve/type curve
analyses, 357�405

combustion see in situ combustion
commingled layered reservoirs,

137�139
compartmental reservoir approaches:

Hagoort and Hoogstra methods,
355�357

Payne methods, 352�355
tight gas reservoirs, 352�357

composite reservoirs:
pressure derivative methods,

137�139
pressure falloff tests, 215, 215f

compounded monthly interest rates,
596

compounding rates, 595
compressibility equations: well testing

analyses, 23
compressible fluids, 2

exact solution m(p) methods, 39�41
linear flow, 10�12
pressure approximation methods,

42�44, 53
pressure-squared approximation

methods, 53
pressure-squared methods, 41�42
radial flow, 38�44, 53
skin factors, 56�57

compressible gases, 16�20
computational techniques, 644
concessions of international petroleum

fiscal regimes, 620
condensate hydrocarbon mixtures, 301
condensing in situ mass transfers,

581�582
condensing zones (in situ combustion),

564�565
conduction�transfer of thermal energy,

551�553
conservation of gas, 436�438
constant price cases, 597�598
constant-rate liquid data, 388
constant reservoir volumes, 444
constant temperatures (oil reservoir

performance), 444

constant-terminal-pressure boundary
conditions, 236

constant-terminal-pressure solutions,
27, 28

constant-terminal-rate boundary
conditions, 236

constant-terminal-rate solutions,
27�28

continuity equations, 23
continuous discounting, 595
continuous steam injection, 553
contract styles, 619�620
control wells, 426�427
convection�transfer of thermal energy,

551
conventional back-pressure tests,

290�291, 291f
conventional black-oil simulators, 332
conventional deliverability tests, 290
conventional gas reservoirs:

material balance equations, 301�325
material balance methods, 303�304
volumetric gas reservoirs, 304�309
volumetric methods, 301�303
water drive gas reservoirs, 309�325

corporation tax (CT), 626, 627
corporation values, 609
Corrupt Practices Act (FCPA),

672�673
cost of capital (WACC), 595, 608�610
co-surfactants, 576
counterflow of oil and gas, 491
critical points (miscible gas flood),

583�584
critical time concepts, 558
crossflow layered reservoirs, 137�139
crude oil systems:

enhanced oil recovery, 541�542,
542f, 569�570

reservoir performance predictions,
488�489

crystalline compounds see gas hydrates
CSS see cyclic steam stimulation
CT see corporation tax
current gas�oil ratios: saturated oil

reservoirs, 498
cycle periods (well testing analyses),

183�184, 184f
cyclic steam injection, 553
cyclic steam stimulation (CSS),

544�546
cylindrical reservoirs, 236, 236f

Darcy’s equation:
enhanced oil recovery, 546, 570
horizontal gas well performance, 301
tight gas reservoirs, 373, 377�378
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vertical gas well performance,
281�282

vertical oil well performance
predictions, 520

Darcy’s law: well testing analyses, 6�7
DCFROI see discounted cash flow

return on investment
DD&A see depreciation, depletion, and

amortization
DDI see depletion drive indices
debt market value, 609�610
decision trees, 613�615
decline curve analyses:

tight gas reservoirs, 357�405
classification, 358, 359f
data reinitialization, 373
exponential decline, 358, 361�364
harmonic decline, 358, 364�365
hyperbolic decline, 358, 365�373
Palacio�Blasingame type curves,

390�391, 400�405
stratified no-crossflow reservoirs,

382�385
type curve analyses, 383�384, 384f

deepwater gas/oil activities, 644
deferred tax, 655�656
deliverability of coalbed methane,

337�339
deliverability tests, 290
depletion decline curves: tight gas

reservoirs, 383�384, 384f
depletion drive indices (DDI),

451�452
depletion drive reservoirs, 307, 308f,

434�435
depreciation, depletion, and

amortization (DD&A), 655
desorbed gas flow, 349�350
desorption canister tests, 327�328
dewatering processes, 328�329
dewpoint curves, 583�584
Dietz methods, 95�96
diffusivity constants, 27
diffusivity equations, 378
dilatant fluids, 571
dimensionless characterization groups:

Gringarten type curves, 102�103
dimensionless drainage radii, 377
dimensionless fracture conductivity,

160, 160f
dimensionless graphical representations

of tight gas reservoirs, 373
dimensionless intersection time, 216,

217f
dimensionless IPR curves, 512�513
dimensionless pressure:

interference tests, 174�175, 174f

pressure derivative methods,
155�156, 155f, 156f, 157

type curves, 98�99, 98f, 101�102,
101f, 102, 103

dimensionless pressure drop solutions:
finite radial reservoirs, 35�38, 36t
infinite-acting reservoirs, 34
infinite radial reservoirs, 34, 35t
slightly compressible fluids, 33�38

dimensionless ratios, 102, 103�109
dimensionless water influx:
van Everdingen and Hurst models,

238f, 241t, 253t, 267t
bottom-water drive systems, 252,

268t, 269t, 270t
edge-water drive systems,

237�239, 239f, 240f, 244t
dip angles (oil reservoir performance),

436�438
dip of reservoirs (oil reservoir

performance), 442
discounted cash flow return on

investment (DCFROI),
600�603, 604

discounted payouts, 592, 600
discounting cash flows, 594�597
discounting of periods, 597
discount rates, 595, 604
discovered petroleum initially in place,

632
displacement efficiencies, 543, 567
Domestic Obligation mechanisms, 626
double-porosity (pressure derivative

methods), 124�133
drainage of coalbed methane,

337�339, 343�344, 344f
drainage radii, 544�546
drawdown processes:
oil reservoir performance, 450
unconventional gas reservoirs, 338
well testing analyses, 119�120, 120f

Gringarten type curves, 102�103
pressure derivative methods,

126�127, 126f, 128,
150�152, 151f, 152f

drawdown transient well testing,
66�78

radii of investigation, 76�78
wellbore storage effect, 71�72

changing fluid levels, 72�76
fluid expansion, 72

drill economic examples, 590
drilling pattern shapes (unconventional

gas reservoirs), 338
drill stem tests (DST), 424, 424f,

426�427
drive indices, 314�315

driving forces see combination drive
reservoirs

driving indices, 451�457
dry holes, 611�612
dry hydrocarbon mixtures, 301
DST see drill stem tests
dual-porosity systems:
coalbed methane, 325�326, 349
hydraulically fractured reservoirs,

169, 170f
due diligence in acquisitions,

659�660
dynamic adsorption tests, 569
dynamic miscibility, 581

E&P see exploration and producing
acquisitions

early-time test data analyses:
pressure derivative methods,

122�124
partial penetration effects,

123�124
phase separation, 122�123
skin factors, 122
wellbore storage, 122

economic analyses, 587�649
adjusted discount rates, 612
advanced technology, 590�591
cash flow analysis, 591�597
cash flow discounts, 594�597
constant price cases, 597�598
corporation value, 609
country examples, 625�630

Brazil, 625�626
Indonesia, 626�627
Iraq service contracts, 628�629
United Kingdom, 627

debt market value, 609�610
decision trees, 613�615
discounted cash flow return on

investments, 600�603
discounted payouts, 600
drill examples, 590
equity market value, 610
evaluation criteria, 591�597
farmout examples, 590
firm value, 610
general reserve booking issues,

630�636
accounting, 631�632
petroleum resources, 630�631
project-based resource evaluations,

634
project maturity reserve/sub-

classes, 634�635
reserve/resource uncertainty,

635�636
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economic analyses (Continued)
resource classification frameworks,

632�633
resource estimations, 631�632
risk and uncertainty, 633�634

growth rate-of-returns, 607�608
historical SEC reserve regulations,

636�649
2009 changes, 647�649
proved area definitions, 646�647

illustrations, 587�591
international petroleum fiscal

regimes, 619�625
introduction, 587�591
Monte Carlo simulations, 615�619
net present values, 602�603
NTIR, 594
payout stages, 591�594
period discounting, 597
perpetuity, 608
present value ratios, 606�607
present values, 598�603
price escalations, 597�598
rate acceleration investments,

603�608
risk analyses, 610�619
sensitivity analysis, 612�613
SPEE guidelines, 598
SPEE-recommended evaluation

practices, 600
tight gas optimal spacing, 588�590
time value of money, 594�597
utility theory, 613�615
weighted average cost of capital,

608�610
edge-water drive systems, 229, 229f,

236�251
EDI see expansion drive indices
effective initial oil-in-place, 461
effective monthly interest rates, 596
effective wellbore radii, 160, 160f
Ei function solutions, 28�33
EMB see extended material balance

techniques
EMV see expected monetary values
end-of-period economic approaches,

596
end-of-period (EOP) discounts, 597
energy plots:

material balance equations, 311,
311f

water drive gas reservoirs, 311
enhanced oil recovery (EOR), 541�585

categories, 541, 542f
chemical flood, 566�580
chemical technologies, 543
mechanisms, 541�543

methods, 543�544
miscible gas flood, 580�585
miscible technologies, 543
screening criteria, 544, 545t
thermal processes, 544�566
cyclic steam stimulation, 544�546
in situ combustion, 562�566
steam-assisted gravity drainage,

560�562
steam flooding, 546�560

thermal technologies, 543
enthalpy (enhanced oil recovery),

549�550
EOP see end-of-period discounts
EOR see enhanced oil recovery
equity market values, 610
Estimated Ultimate Recovery (EUR),

633
ethane vapor�solid equilibrium

constants, 417, 418f
ethics, 661�682

bribes, 679�682
compensation, 665�666
credentials, 664�665
credibility, 664�665
cross-examinations, 668�671
depositions, 667�668
dilemmas, 673�682
direct examinations, 668�669
employer expertise, 675�676
entertainment, 678�679
expert report, 666�667
expert witnesses, 663�672
FCPA, 672�673
forced rankings, 677�678
gifts, 678�679
intellectual property, 671
junk science, 671�672
payments, 665�666
professional conduct, 662�663
success bonuses, 673�675
witnesses, 663�672, 676�677

EUR see Estimated Ultimate Recovery
exact solution m(p) methods, 39�41
expansion drive indices (EDI),

451�452
expected monetary values (EMV), 614
expected value economics (risk

analysis), 611
exploration and producing (E&P)

property acquisitions,
657�660

accounting, 658, 659
due diligence, 659�660
tax consequences, 658
valuation, 660

exploration wells, 611�612

exponential decline curve analyses,
358, 361�364

exponential models (tight gas
reservoirs), 395�396, 397f

extended material balance (EMB)
techniques, 427, 429, 429f

face cleat systems, 325�326
farmout economic examples, 590
faulted systems (well testing analyses),

166�169
FCM see first-contact miscible

displacement
FCPA see Foreign Corrupt Practices

Act
Fetkovich et al. plots, 322�323
Fetkovich methods:

horizontal oil well performance, 529
vertical oil well performance

predictions, 520�528
Fetkovich type curves: tight gas

reservoirs, 377�382
Fetkovich water influx methods,

274�279
Fetkovich�Carter type curves: tight gas

reservoirs, 392, 392f
Fetkovich�McCray decline type curves:

tight gas reservoirs, 401, 402f,
403f, 404f, 405, 406f

financial reporting, 651�660
cash flow generation, 656
deferred tax, 655�656
depreciation, depletion, and

amortization, 655
generally accepted accounting

principles, 653�654
net income, 654
timing differences, 654�655

finite aquifers, 274
finite capacity vertical fractures,

164�165, 164f
finite conductivity fractures, 141,

162�163, 162f
finite radial reservoirs, 35�38, 36t
firm values, 610
first-contact miscible (FCM)

displacement, 581, 582�583,
584, 585, 585f

first-order polynomial models,
395�396, 397f

First Tranche Petroleum concepts, 626
first type curve sets, 133
fixed capital investments, 651�653

additions, 653
cash flow consequences, 652�653
cost basis, 652
maintenance expenses, 653
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working capital, 653
flat price cases, 597�598
flow dynamics: unconventional gas

reservoirs, 325�326, 326f
flow geometries: aquifer classification,

229
flowing periods: homogeneous

isotropic reservoirs, 183�184,
184f

flow rate effects: principle of
superposition, 61�62

flow regimes:
aquifer classification, 228
pseudosteady-state flow, 4
steady-state flow, 2�3
unsteady-state flow, 3
vertical oil well performance

predictions, 509, 509f
well testing analyses, 2�4
pressure derivative trends, 221,

222t
transient tests, 221, 224t

flow velocity: enhanced oil recovery,
573, 573f

flow�after-flow data: vertical oil well
performance predictions,
522�524, 523f

fluid expansion: drawdown transient
well testing, 72

fluid flow equations:
basic transient flow equations,

23�26
compressible fluids, radial flow,

38�44, 53
Darcy’s law, 6�7
principle of superposition, 59�64
pseudosteady states, 44�47
skin factors, 54�57
slightly compressible fluids, 26�38,

48�53
steady-state flow, 7�22
turbulent flow factors, 57�59
unsteady-flow equations, 22�23
well testing analyses, 6�64

fluid number (well testing analyses), 6
fluid recovery: oil reservoir

performance, 444
fluids-in-place: tight gas reservoirs, 393
fluid thermal properties: enhanced oil

recovery, 549�551
fluid types:

compressible fluids, 2
incompressible fluids, 1�2
slightly compressible fluids, 2
well testing analyses, 1�2

fluid zones (enhanced oil recovery),
546�548

Foreign Corrupt Practices Act (FCPA),
672�673

formation linear flow, 142, 142f,
147�148

formation volume factor (FVF), 321
forward combustion, 563�565
four-point tests, 290�291, 291f
fractured reservoirs:
pressure derivative methods,

124�133
unconventional gas reservoirs,

349�350
well testing analyses, 140�171

fractured wells: unconventional gas
reservoirs, 400�405

fracture linear flow, 142�143, 142f
free gases (linear MBE equations), 478
free gas saturation, 436�438
Fruitland Formation coalbed, 336�337

GAAP see generally accepted
accounting principles

gambler’s ruin, 614
gas cap drive reservoirs:
oil reservoir performance, 435�438

linear MBEs, 469�473, 478
reservoir driving indices, 453

production data, 436�438, 437,
437f

van Everdingen and Hurst models,
239�247, 247f

gas cap expansion:
material balance equations, 451
saturation equations, 492�493

gas cap sizes, 436�438, 436f, 477
gas coning, 453
gas hydrates, 406�425
definition, 406
phase diagrams, 407�423
within-subsurface, 423�425

gas initially in place (GIIP):
material balance equations, 309,

310f
tight gas reservoirs, 350�351

gas-in-place:
coalbed methane, 325, 326�327,

328, 336
material balance equations, 302,

307, 308f, 324
gas production rates: water drive gas

reservoirs, 324�325
gas PVT data: vertical gas well

performance, 283, 283f, 284
gas recovery factors:
gas cap drive reservoirs, 469, 470f
material balance equations, 309

gas reservoirs, 281�432

coalbed methane, 325�350
gas hydrates, 406�425
horizontal gas well performance,

299�301
material balance equations, 301�325

volumetric gas reservoirs,
304�309

volumetric methods, 301�303
water drive gas reservoirs,

309�325
material balance methods, 303�304
shallow gas reservoirs, 425�432
tight gas reservoirs, 350�405
vertical gas well performance,

281�299
see also compressible fluids;

unconventional gas reservoirs
gas saturation:
gas cap drives, 436�438
linear MBEs, 464

gas solubility, 487
gas�oil ratios (GOR), 485�489
combination drive mechanisms,

442�443
gas cap drives, 436�438
gravity drainage drives, 441
history, 486, 486f
linear MBEs, 464
saturated oil reservoirs, 497, 498,

504�506, 507�508
time�performance relationships,

535�536
water drive mechanisms, 439

gas�water ratios (GWR), 347, 347f
gas�water relative permeability curves,

332�333
generally accepted accounting

principles (GAAP), 653�654
geopressured gas reservoirs see

abnormally pressured gas
reservoirs

Giger, Reiss, and Jourdan methods,
531�532

GII see injected gas drive indices
GIIP see gas initially in place
GOR see gas�oil ratios
government-designated control wells,

426�427
gravity drainage drives: oil reservoir

performance, 440�442, 441f
gravity drainage reservoirs: saturation

equations, 490�492
gravity segregation of fluids, 440�441
Gringarten type curves, 101�109
growth rate-of-returns (GRR),

607�608
Gulf Coast, 438�439
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Gulf of Mexico, 646
GWR see gas�water ratios

Hagoort and Hoogstra methods,
355�357

Hammerlindl methods plots, 323�324
harmonic decline curve analyses, 358,

364�365
Havlena and Odeh:

differentiated equations, 477
material balance equations, 469
straight-line plots, 476, 476f

Havlena�Odeh dry gas reservoirs, 314,
315t

Havlena�Odeh material balance
equation plots, 313, 313f,
314, 315f

heat content see enthalpy
hemispherical flow (well testing

analyses), 5�6
heterogeneities effect, 119�120
heterogeneous reservoir systems, 124
high-permeability reservoirs, 350
high-pressure regions (vertical gas well

performance), 283�284
high-rank coals, 337
homogeneous anisotropic reservoirs:

interference tests, 178�183
nomenclature, 178, 178f
pulse tests, 195

homogeneous isotropic reservoirs:
interference tests, 173�178
pulse tests, 183�195
fifth pulse pressure data, 192�195
first odd-pulse pressure data,

190�192
homogeneous reservoirs: well testing

analyses, 124, 169, 170f
homogeneous tight gas sand, 588, 589f
horizontal gas well performance,

299�301
horizontal multiple-phase flow, 20�22
horizontal oil well performance,

528�531
advantages, 528�529
drainage areas, 529�530, 529f
Joshi methods, 530
pseudosteady-state flow conditions,

531, 534�535
semisteady-state flow conditions,

534�535
steady-state flow conditions,

531�534
horizontal well technology, 645
Horner plots, 79�86, 85f

Gringarten type curves, 107�108,
108f

injection well testing, 211, 212, 212f,
213f

Miller�Dyes�Hutchinson methods,
86

pressure derivative methods,
134�137, 135t, 137f, 158,
159f, 168, 168f

hot condensate zones (enhanced oil
recovery), 546�548

HPAM see hydrolyzed polyacrylamides
huff-and-puff see cyclic steam

stimulation
Hurst modified steady-state equations,

234�236
hydrate prevention, 407
hydraulically fractured reservoirs:

pressure derivative methods,
140�171

buildup curves, 169�171
faults, 166�169
finite conductivity vertical

fractures, 141
impermeable barriers, 166�169
infinite conductivity vertical

fractures, 140�141
uniform flux fractures, 141�166

hydrocarbon liquid recovery: oil
reservoir performance
predictions, 488�489

hydrocarbon mixtures, 301
hydrocarbon pore volume, 446
hydrocarbon PVT data: oil reservoir

performance predictions, 497
hydrocarbon PVT properties: oil

reservoir performance, 446
hydrogen sulfide vapor�solid equilibrium

constants, 417, 422f
hydrolyzed polyacrylamides (HPAM),

568�569
hyperbolic decline curve analyses, 358,

365�373

i-butane vapor�solid equilibrium
constants, 417, 420f

immiscible displacement theory,
584�585

immiscible substances, 580
immobile oil:

enhanced oil recovery, 542, 543f
oil reservoir performance, 464�465

impermeable barriers (well testing
analyses), 166�169

improved oil recovery (IOR) see
enhanced oil recovery

incompressible fluids:
well testing analyses, 1�2
linear flow, 7�10

radial flow, 12�15
incremental cash flow, 604, 605f
incremental production (economic

analyses), 628
individual well pressure declines, 456
Indonesia (economic analyses),

626�627
infill wells, 603�604, 605f
infinite-acting pseudoradial flow,

148�166
infinite-acting reservoirs, 34
infinite aquifers, 237�239, 239f, 240f,

241t, 252, 253t
infinite conductivity fractures,

140�141, 158, 159f,
162�163, 163f, 169, 170f

infinite radial systems, 34, 35t
infinite type curve systems, 98�99, 98f
inflow performance relationships (IPR):

horizontal oil well performance, 534
time�performance relationships,

536�537, 536f
unconventional gas reservoirs
shallow gas reservoirs, 431
vertical gas well performance, 281,

296�299
back-pressure equations,
296�297

LIT methods, 297�299
turbulent flow conditions, 287

vertical oil well performance
Fetkovich methods, 520,

522�524, 524f, 525f, 526,
527f, 528, 528f

Klins and Clark methods, 528
productivity indices, 509�512
saturated oil reservoirs, 513�517
Standing methods, 518
undersaturated oil reservoirs, 514

initial and boundary conditions, 23
initial fluid saturations, 497
initial oil-in-place, 461, 477, 497
injected gas drive indices, 451�452
injected water drive indices, 451�452
injection periods (well testing analyses),

183�184, 184f
injection well testing, 207�221

injectivity test analyses, 207�211,
219

pressure falloff tests, 211�220
injection pressure response, 219,

219f
pressure behavior, 220

step-rate tests, 220�221
injectivity test analyses, 207�211, 219
inner boundary identification methods,

121�122
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INOCs see international national oil
companies

in situ combustion:
enhanced oil recovery, 562�566
forward combustion, 563�565
reverse combustion, 565
screening guidelines, 566
wet combustion, 565�566

in situ natural gas hydrates, 425
instantaneous gas�oil ratios, 485�489,

497
saturated oil reservoirs, 507�508
time�performance relationships,

535�536
see also gas�oil ratios

intellectual property (IP), 671
interest rates, 595
interfacial tension (enhanced oil

recovery), 542
interference tests, 99, 100f, 171�196

homogeneous anisotropic reservoirs,
178�183

homogeneous isotropic reservoirs,
173�178

pressure response, 172, 172f
rate history, 172, 172f

intermediate-pressure regions, 284
international national oil companies

(INOCs), 587
international oil and gas companies

(IOCs), 587
see also international petroleum

fiscal regimes
international petroleum fiscal regimes,

619�625
background, 619
concessions, 620
generic contract styles, 619
joint ventures, 620�621
production sharing contracts,

621�623, 625
reserve treatment and issues, 624
ring fencing, 623�624
royalty schemes, 621
service contracts, 624�625
tax schemes, 621

interpretation models (well testing
methods), 120, 121

in-tubing phase separation, 122�123
investment returns, 594
IOCs see international oil and gas

companies; international
petroleum fiscal regimes

IOR see improved oil recovery
IP see intellectual property
IPR see inflow performance

relationships

Iraq service contracts, 628�629
isotropic reservoirs:
interference tests, 173�178
pulse tests, 183�195

fifth pulse pressure data, 192�195
first odd-pulse pressure data,

190�192

joint ventures, 620�621
Joshi methods, 530, 532
junk science, 671�672

kinetic inhibitors, 407
Klins and Clark methods, 528

laminar flowing conditions, 281�285
high-pressure regions, 283�284
intermediate-pressure regions, 284
low-pressure regions, 284�285

laminar�inertial�turbulent (LIT)
approaches, 288�290,
297�299

inflow performance relationships,
297�299

pressure approximation methods,
297

pressure quadratic forms, 289
pressure-squared methods, 297
pressure-squared quadratic forms,

288�289
pseudopressure methods, 297�299
pseudopressure quadratic

approaches, 289�290
shallow gas reservoirs, 431
turbulent flow conditions, 286

Langmuir isotherms, 330, 332
latent heat of steam, 550
layered reservoirs, 137�140
limited water drive mechanisms, 227
limit tests, 70
linear drawdown test data plots,

150�152, 152f
linear flow:
well testing analyses, 4�5

compressible fluids, 10�12
incompressible fluids, 7�10
slightly compressible fluids, 10

linear MBEs, 457�479
average reservoir pressure, 478�479
classification, 459, 459f
combination drive reservoirs,

477�478
gas cap drive reservoirs, 469�473
underground withdrawal, 459�460,

460f
volumetric saturated oil reservoirs,

461�469

volumetric undersaturated oil
reservoirs, 458�461

water drive reservoirs, 473�477
linear-water drive systems:
flow geometries, 229, 229f
van Everdingen and Hurst models,

271
liquefied petroleum gas (LPG)

products, 582, 583f
liquid expansion, 433�434
liquid thermal properties, 549�551
LIT see laminar�inertial�turbulent

approaches
log�log data: injection well testing,

209�210, 209f, 212, 213f
log�log graphs:
finite capacity vertical fractures,

164�165, 164f
finite conductivity fractures,

162�163, 162f
hydraulically fractured reservoirs,

147�148, 147f
infinite conductivity fractures,

162�163, 163f
log�log plots:
pressure derivative methods, 115,

116t, 118f, 119�120, 120f,
149, 150f, 151f

type curves, 104, 105t, 107�108,
108f, 109f

lost gas, 327�328
low-permeability gas reservoirs,

299�300
low-pressure regions, 284�285
low-rank coals, 337

Mandl and Volek concepts, 558
Marx and Langenheim expressions,

560
Marx and Langenheim (M-L) models,

553, 553f, 554, 554f, 555,
555t, 556�557, 557f,
558�559

mass entering/leaving the volume
element, 24�25

massive hydraulic fracturing (MHF),
163, 165�166, 165f, 166f

material balance equations (MBEs):
average reservoir pressure, 519
coalbed methane, 340�346
combination drive reservoirs, 518
conventional gas reservoirs,

301�325
oil reservoir performance, 443�457,

485
basic assumptions, 444�449
development, 445�449
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material balance equations (MBEs):
(Continued)

generalized MBE, 444�457
instantaneous gas�oil ratios, 488
primary recovery mechanisms,

433�434, 449�451
reservoir driving indices,

451�457
saturated oil reservoirs, 497,

504�506
straight line equations, 457�479
vertical oil well performance

predictions, 516
tight gas reservoirs, 350, 352, 357,

395
Tracy’s forms, 478�479
unconventional gas reservoirs,

301�325
material balance methods,

303�304
tight gas reservoirs, 352, 357, 395
volumetric gas reservoirs,

304�309
volumetric methods, 301�303
water drive gas reservoirs,

309�325
matrix porosity systems, 349
Matthews�Brons�Hazebroek (MBH)

methods, 89�94
MBEs see material balance equations
MBH see Matthews�Brons�

Hazebroek (MBH) methods
MCM see multiple-contact miscible

displacement
MDH see Miller�Dyes�Hutchinson

methods
Medicine Hat Field, 426�427, 426f,

427f, 429
mergers and acquisitions, 651�660,

656�657
accounting, 658, 659
due diligence, 659�660
exploration and producing

acquisitions, 657�660
pooling accounting, 659
purchase accounting, 659
tax consequences, 658
valuation, 660

methane see coalbed methane
methane vapor�solid equilibrium

constants, 417, 417f
MHF see massive hydraulic fracturing
micellar solutions, 574�578
microemulsions, 576
middle-time test data analyses:

pressure derivative methods,
124�140

double-porosity, 124�133
first type curve sets, 133
layered reservoirs, 137�140
naturally fractured reservoirs,

124�133
second type curve sets, 133�137

mid-period (MP) discounts, 597
Milk River, 427
Miller�Dyes�Hutchinson (MDH)

methods, 86�89, 212, 214f
minimum miscibility pressure (MMP),

585
miscible displacement, 542, 549, 567,

584�585
miscible gas flood, 580�585

first-contact miscible displacement,
581, 582�583, 584, 585,
585f

miscibility, 581�585
multiple-contact miscible

displacement, 581, 583�585,
585f

miscible technologies, 543
MMP see minimum miscibility pressure
mobility buffers, 575, 577, 577f,

579�580
mobility of chemical flood, 576�577
mobility ratios:

enhanced oil recovery, 542, 543,
567�568, 569, 569f,
573�574

pressure falloff tests, 216, 216f
Mobil�David Anderson plots, 320,

320f, 321, 321f
model identification methods, 120,

121�122
moderate�low volatility black oil

systems, 488
modified Cole plots, 316�319
modified Roach plots, 321�322
moisture content (coalbed methane),

335�336, 335f, 336f
Monte Carlo simulations, 611,

615�619
monthly discounting, 595, 596�597
MP see mid-period discounts
multiple-contact miscible (MCM)

displacement, 581, 583�585,
585f

multiple well effects, 59�61
multiple-well tests, 171�172
Muskat methods, 494, 501�504

national oil companies (NOCs), 587
natural gas permissible expansion,

409�410, 409f, 410f, 411f,
412f, 413f, 416

naturally fractured reservoirs, 124�133
natural water drive mechanisms, 227
natural water influx, 229�230
n-butane vapor�solid equilibrium

constants, 417, 421f
NCF see net cash flow
near-wellbore skin effects, 54, 54f
negative skin factors, 55
net cash flow (NCF), 599
net income, 654
net present value (NPV) economic

rankings, 598, 602�603, 604,
605f

Newtonian fluids, 570, 571f
no-crossflow reservoirs, 382�385
NOCs see national oil companies
no-flow boundaries, 168�169, 169f
nonhydrate components, 406�407
noninteger years economic approaches,

596
nonlinear flow behavior, 520
non-Newtonian fluids, 571, 571f
non-unit�mobility ratio systems,

215�219
normalized material balance

pseudotime, 390
NPV see net present value economic

rankings
number of times investment returned

(NTIR), 594, 599

odd-pulse analyses, 190�195
“offsets” (economic analysis),

646�647
offshore gas/oil activities, 644
OGIP see original gas-in-place
oil bank regions (enhanced oil

recovery), 546�548
oil bank zones (in situ combustion),

564�565
oil-in-place, 479�480

see also initial oil-in-place
oil production rates (gas cap drives),

436�438
oil recovery:

gas cap drive reservoirs, 469, 470f
saturated oil reservoirs, 506�508
see also enhanced oil recovery

oil reservoirs, 433�483, 485�539
gas�oil ratios, 485�489
horizontal oil well performance,

528�531
instantaneous gas�oil ratios,

485�489
material balance equations,

443�457, 457�479
oil well performance, 508�535
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performance prediction methods,
485�508

primary recovery mechanisms,
433�443, 449�451

problems, 481�483, 537�539
reservoir saturation equations,

489�495
saturated oil reservoirs, 496�508
straight line MBEs, 457�479
time�performance relationships,

535�536
Tracy’s MBE forms, 479�481
undersaturated oil reservoirs,

495�496
oil saturation, 542, 543f, 546�548, 547f
oil viscosity:

gas cap drives, 436�438
gravity drainage drives, 442

oil well performance predictions,
508�535

OOIP see original oil in place
optimal drilling pattern shapes, 338
optimal well spacing, 338

see also well spacing
original gas-in-place (OGIP), 393
original oil in place (OOIP), 541�542
outer boundary conditions, 228
outer boundary identification,

121�122
overpressured gas reservoirs see

abnormally pressured gas
reservoirs

P&L see profit and loss statements
Palacio�Blasingame type curves:

tight gas reservoirs, 388�405
Anash et al. type curves, 395�400
flowing material balance,

393�395
fractured well decline curve

analyses, 400�405
paraffin deposition, 450
partial penetration effects (pressure

derivative methods), 123�124
partial water drive mechanisms, 227
Paston et al. plots, 323
Payne methods, 352�355
payouts (economic analyses), 591�594,

600
period discounting (economic analyses),

597
permeability characteristics: gravity

drainage drives, 442
permeability of coalbed methane

reservoirs, 339�340
permeability curves: coalbed methane,

332�333

permeability data, 497, 499�500, 500f
permeability in dip direction: gravity

drainage drives, 442
Petnanto and Economides methods,

535
petroleum industry risk analysis

methods, 611
petroleum initially in place (PIIP), 632
petroleum reservoirs: gravity drainage

drives, 440
petroleum resources, 630�631
Petroleum Resources Management

Systems (PRMS), 631, 632,
647

Petroleum Revenue Tax (PRT), 627
phase diagrams, 407�423
phase envelopes, 583�584, 585, 585f
phase separation (pressure derivative

methods), 122�123
PI see profit-to-investment ratios
PIIP see petroleum initially in place
plait points, 583�584
plastic fluids, 571
polymer adsorption, 569
polymer flood, 567�574
displacement mechanisms, 573�574
polymer properties, 570�573

polynomial models, 395�396, 398f
pooling accounting, 659
pore-level displacement efficiencies,

543
pore volume (PV):
oil reservoir performance, 445, 446
unconventional gas reservoirs,

301�302, 318
porosity of coalbed methane reservoirs,

339�340
porosity systems, 325�326, 349
positioning of wells, 450
see also well spacing

positive skin factors, 55
pot aquifer gas reservoirs, 321�322
pot aquifer models:
water drive reservoirs, 474
water influx, 230�231

preflush chemical flood stages, 575,
579�580

present value (PV) economic rankings,
598�603

present value ratios (PVR), 606�607
pressure:
aquifer classification, 227�228
drawdown well testing analyses,

126�127, 126f, 128
enhanced oil recovery, 544�546
injectivity test analyses, 219
linear MBEs, 478�479

minimum miscibility pressure, 585
oil reservoir performance

combination drive mechanisms,
442�443

depletion drive mechanisms,
434�435

gas cap drives, 436�438
generalized material balance

equations, 444
gravity drainage drives, 441
reservoir driving indices, 455
water drive mechanisms,

438�439, 439f
pressure falloff tests, 220
Tracy’s MBE forms, 479�480
transient well testing, 95�96
unconventional gas reservoirs

coalbed methane, 345�346, 346f
tight gas reservoirs, 375�376,

375f, 376f
well testing analyses, 29�30, 31f, 64

homogeneous isotropic reservoirs,
183�184, 184f

principle of superposition, 61, 61f
within-subsurface gas hydrates, 424,

424f
pressure approximation methods:
back-pressure equations, 297
back-pressure tests, 292�295, 294f
compressible fluids, 42�44, 53
high-pressure regions, 283

pressure buildup curves: well testing
analyses, 139�140, 140f

pressure buildup tests: well testing
analyses, 78�79, 134�136,
135t

pressure buildup tests (with afterflow):
well testing methods, 104,
105t

pressure derivative methods:
early-time test data analyses,

122�124
hydraulically fractured reservoirs,

140�171
middle-time test data analyses,

124�140
well testing methods, 109�171

interpretation models, 120
model identification methods, 120,

121�122
type curves, 105t, 107�108,

111�119, 111f, 112f, 114f
pressure derivative trends: well testing

analyses, 221, 222t
pressure falloff tests, 211�220
fluid distribution, 215, 215f
idealized rate schedules, 211, 211f
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pressure falloff tests (Continued)
non-unit�mobility ratio systems,

215�219
pressure behavior, 220

pressure function concepts: vertical oil
well performance predictions,
520, 520f

pressure quadratic
laminar�inertial�turbulent
empirical gas flow treatments,
289

pressure-squared approximation
methods:

unconventional gas reservoirs, 284
well testing analyses, 53

pressure-squared methods:
unconventional gas reservoirs,

292�295, 293f, 297
well testing analyses, 41�42

pressure-squared quadratic
laminar�inertial�turbulent
empirical gas flow treatments,
288�289

pressure�temperature curves: gas
hydrates, 408�409, 408f

price escalations, 597�598
primary oil recovery, 541
primary-performance prediction

models, 489
primary porosity systems: coalbed

methane, 325�326, 349
primary recovery mechanisms:

combination drive mechanisms,
442�443

depletion drive mechanisms,
434�435

gas cap drives, 435�438
gravity drainage drives, 440�442
liquid expansion, 433�434
material balance equations, 449�451
rock expansion, 433�434
total reservoir control, 450�451
water drive mechanisms, 438�440

primary reservoir characteristics:
flow regimes, 2�4
fluid number, 6
fluid types, 1�2
reservoir geometry, 4�6
well testing analyses, 1�6

principle of superposition:
well testing analyses, 59�64

multiple well effects, 59�61
pressure-change effects, 64
reservoir boundary effects, 62�64
variable flow rate effects, 61�62

PRMS see Petroleum Resources
Management Systems

production decline curves: tight gas
reservoirs, 358, 359f

production histories of wells: well
testing analyses, 61, 61f

Production Sharing Contracts (PSCs),
621�623, 625, 626

productivity indices, 509�512
professionalism, 661�682
profit and loss (P&L) statements,

599�600
profit-to-investment (PI) ratios, 594
project-based resource evaluations, 634
project maturity reserve & sub-classes,

634�635
propane vapor�solid equilibrium

constants, 417, 419f
Proved Undeveloped Reserves (PUDs),

635
proximate tests: coalbed methane, 325
PRT see Petroleum Revenue Tax
Prudhoe Bay Field, 424, 425f
PSCs see Production Sharing Contracts
pseudoequivalent time, 390
pseudoplastic fluids, 571
pseudopressure methods, 292�295,

295f, 297�299
pseudopressure quadratic

laminar�inertial�turbulent
empirical gas flow treatments,
289�290

pseudoradial approximations, 149,
150f

pseudo radial flow, 142, 142f,
148�166

pseudosteady-state: tight gas reservoirs,
400�401

pseudosteady-state conditions:
horizontal well productivity, 531,

534�535
pressure derivative methods, 133,

169
tight gas reservoirs, 359�360, 377,

388�389, 400
vertical gas well performance, 281
back-pressure tests, 290�291
turbulent flow conditions, 286,

287
vertical oil well performance, 520
well testing analyses, 4, 44�47

Miller�Dyes�Hutchinson
methods, 88�89

pressure derivative methods, 133,
169

skin factors, 56
pseudosteady-state decline curves, 378
PUDs see Proved Undeveloped Reserves
pulse periods, 183�184, 184f

pulse tests, 171�196
design procedures, 195�196
homogeneous anisotropic reservoirs,

195
homogeneous isotropic reservoirs,

183�195
fifth pulse pressure data, 192�195
first odd-pulse pressure data,

190�192
pressure response, 172�173, 173f,

183, 184f
rate history, 172�173, 173f,

183�184, 184f, 185f
purchase accounting, 659
PV see present value economic rankings
PVT data: oil reservoir performance

predictions, 488�489, 497
PVT-functions: oil reservoir

performance, 479, 480f
PVT-properties, 479, 487, 488
PVT properties: oil reservoir

performance, 446, 455
PVT treatments: oil reservoir

performance, 444

radial aquifer geometries, 231, 231f
radial diffusivity equations, 251�252
radial flow:

van Everdingen and Hurst models,
236�237, 237f

well testing analyses, 4
basic transient flow equations,

23�24, 24f
compressible fluids, 38�44, 53
compressible gases, 16�20
incompressible fluids, 12�15
skin factors, 55�57, 56
slightly compressible fluids, 16,

26�38, 48�53
turbulent flow factors, 57�58

radial infinite-active behavior, 119�120
radial reservoirs: water influx models,

247, 248f
radial�linear gas reservoir type curves,

386, 386f
radiation�transfer of thermal energy,

551
radii of well testing investigations,

76�78
Ramey�Cobb methods, 94�95
ranking of coal, 335�336, 336f
rate acceleration investments, 603�608
real-gas potentials, 286, 292, 292f
recoverable resource classes, 636, 637t
Renard and Dupuy methods, 532�534
repeated formation tests (RFT), 424,

424f
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reserve booking issues, 630�636
accounting, 631�632
petroleum resources, 630�631
project-based resource evaluations,

634
project maturity reserve/sub-classes,

634�635
reserve/resource uncertainty,

635�636
resource classification frameworks,

632�633
resource estimations, 631�632
risk and uncertainty, 633�634

reserve regulations:
2009 changes, 647�649
proved area definitions, 646�647
SEC, 636�649

reserves category definitions/guidelines,
636, 642t

reserves status definitions/guidelines,
636, 641t

reservoir geometry:
hemispherical flow, 5�6
linear flow, 4�5
radial flow, 4
spherical flow, 5�6

residual gas, 328
residual oil see immobile oil
resource classification frameworks,

632�633
resource estimations, 631�632
revenue: see also net income
Revenue Tax (PRT), 627
reverse combustion, 565
RFT see repeated formation tests
rheological behavior of polymer

solutions, 571�572, 572f
ring fencing, 623�624
risk analyses (economics), 610�619,

633�634
Roach plots, 319�322
rock collapse theory, 318
rock expansion: primary recovery

mechanisms, 433�434
rock properties (oil reservoir

performance), 446
ROI see profit-to-investment ratios
royalty payments, 626
royalty schemes, 621

SAGD see steam-assisted gravity
drainage

sand:
economic analysis, 588, 589f
oil reservoir performance, 450

saturated coal seam systems, 328�329
saturated oil reservoirs, 496�508

material balance equations, 461�469
Muskat methods, 501�504
Tarner methods, 504�506
Tracy methods, 497�501
vertical oil well performance

predictions, 513�517
saturated regions: vertical oil well

performance predictions, 520
saturation equations, 489�495
combination drives, 493
gas cap expansion, 492�493
gravity drainage reservoirs, 490�492
Muskat methods, 494
shrinking gas caps, 493�495
Tarner methods, 494
Tracy methods, 494
water influx, 492

scatter pressure data, 426�427, 427f
Schilthuis steady-state water influx

models, 232�234
SDI see segregation drive indices
SEC see Securities Exchange

Commission
secondary gas caps, 441
secondary oil recovery, 541
secondary porosity systems, 325�326,

349
secondary recovery processes,

573�574, 574f, 575�576,
575f

second type curve sets, 133�137
Second White Specks formation, 427
Securities Exchange Commission (SEC),

636�649
sedimentary rock see coalbed methane

reservoirs
segregation drive indices (SDI),

451�452
seismic computational techniques, 644
semilog plots, 83�84, 85f
injection well testing, 209�210, 210f
pressure derivative methods

hydraulically fractured reservoirs,
150�152, 153f

middle-time test data analyses,
128, 129f, 130, 131f

semisteady-state conditions:
horizontal well productivity, 531,

534�535
turbulent flow factors, 58
unconventional gas reservoirs,

359�360, 377
see also pseudosteady-state

conditions
sensible heat see enthalpy
sensitivity analysis, 612�613
service contracts, 624�625, 628�629

shale water influx theory, 318�319, 322
shallow gas reservoirs, 425�432
shape factors (well testing analyses),

48�50, 49t
shear rates/stresses, 570
shrinking gas caps, 493�495
simplified empirical gas flow

treatments, 286�288
simulation techniques (risk analysis),

611, 644�645
single-well drainage, 48�50, 49t
single well interference tests, 174�175,

174f
single-well production, 338
skin factors, 54�57
compressible fluids, 56
pressure derivative methods

early-time test data analyses, 122,
124

hydraulically fractured reservoirs,
152�153, 154f, 169, 170f

pseudosteady-state flow, 56
slightly compressible fluids, 56
steady-state radial flow, 55�57
unsteady-state radial flow, 56
well testing methods, Gringarten

type curves, 101�102, 101f
slightly compressible fluids, 2
constant-terminal-pressure solution,

27, 28
constant-terminal-rate solution,

27�28
dimensionless pressure drop

solutions, 33�38
Ei function solution, 28�33
linear flow, 10
radial flow, 16, 26�38, 48�53
skin factors, 56

slope ratios, 216, 216f
Society of Petroleum Evaluation

Engineers (SPEE), 591, 598,
600

solution gas drive reservoirs:
depletion drive mechanisms, 434,

434f, 435, 435f
enhanced oil recovery, 549
horizontal oil well performance, 534
instantaneous gas�oil ratios, 486,

486f
material balance equations, 451, 478

solution gas�oil ratios, 487
solvents (miscible types), 582
sorption isotherms, 328�329, 328f,

330, 335�336, 336f
Special Participation royalty taxes, 626
specific heat (enhanced oil recovery),

551
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SPEE see Society of Petroleum
Evaluation Engineers

spherical flow, 5�6
spot pressure, 95�96
square drainage areas, 290�291
square-root plots, 148, 148f, 152�153,

154f
Standing methods, 518�520
static condition adsorption tests, 569
steady-state conditions:

horizontal well productivity,
531�534

Borisov methods, 531
Giger, Reiss, and Jourdan

methods, 531�532
Joshi methods, 532
Renard and Dupuy methods,

532�534
unconventional gas reservoirs
tight gas reservoirs, 377
vertical gas well performance, 281,

282, 282f, 287
water drive reservoirs, 474�475
well testing analyses, 2�3, 7�22
compressible fluids, 10�12,

16�20
horizontal multiple-phase flow,

20�22
incompressible fluids, 7�10,

12�15
skin factors, 55�57
slightly compressible fluids, 10, 16
turbulent flow factors, 58�59

steady-state water influx models:
Hurst modified steady-state

equations, 234�236
Schilthuis steady-state, 232�234

steam-assisted gravity drainage
(SAGD), 560�562

steam distillation, 549
steam drive thermal processes see steam

flooding
steam flooding:

enhanced oil recovery, 546�560
conduction�transfer of thermal

energy, 551�553
fluid thermal properties, 549�551
heat transfer, 551�553
liquid thermal properties,

549�551
miscible displacement, 549
performance predictions, 553�560
solution gas drive, 549
steam distillation, 549
steam recovery mechanisms, 548
steam thermal properties,

549�551

thermal expansion, 548
viscosity reduction, 548

steam recovery mechanisms, 548
steam soak see cyclic steam stimulation
steam thermal properties, 549�551
steam zones (enhanced oil recovery),

546�548
step-rate tests, 220�221
storage ratios (pressure falloff tests),

216, 216f
straight line MBEs, 457�479

average reservoir pressure, 478�479
classification, 459, 459f
combination drive reservoirs,

477�478
gas cap drive reservoirs, 469�473
underground withdrawal, 459�460,

460f
volumetric saturated oil reservoirs,

461�469
volumetric undersaturated oil

reservoirs, 458�461
water drive gas reservoirs, 312�315
water drive reservoirs, 473�477

stranded gases, 632
stratified no-crossflow reservoirs,

382�385
sub-bituminous coals, 337
superposition concepts, 59�64

pressure-change effects, 64
van Everdingen and Hurst models,

248�249, 248f
see also principle of superposition

surfactant slug, 574�578
sweep efficiencies, 543, 567, 569, 569f

tank-model concepts, 445�446, 446f
Tarner methods, 494, 504�506
tax schemes, 621
T-bills, 610
technology-based economic analysis,

590�591
temperature:

enhanced oil recovery, 546�548,
547f

miscible gas flood, 545t, 582
oil reservoir performance, 444
in situ combustion zones, 563, 564f
unconventional gas reservoirs,

335�336, 335f, 407
within-subsurface gas hydrates, 425,

425f
see also thermal processes

Ternary diagrams (miscible gas flood),
583, 584�585, 584f, 585f

tertiary oil recovery see enhanced oil
recovery

thermal processes:
enhanced oil recovery, 544�566
cyclic steam stimulation, 544�546
in situ combustion, 562�566
steam-assisted gravity drainage,

560�562
steam flooding, 546�560

thermal technologies: enhanced oil
recovery, 543

thermodynamic prevention methods,
407

three-dimensional (3-D) seismic
computational techniques,
644

three point-differentiation algorithms,
111�119, 113f

tie lines, 583�584
tight gas optimal spacing, 588�590
tight gas reservoirs, 350�405

compartmental reservoir approaches,
352�357

decline curve analyses, 357�405
economic analysis, 604, 605f
type curve analyses, 357�405
see also shallow gas reservoirs

time lag (well testing analyses),
183�184, 184f

time value of money, 594�597
time�performance relationships,

535�536
total accumulation of mass, 24�25
total reservoir control, 450�451
Tracy methods, 494, 497�501
Tracy’s MBE forms, 479�481
transient flow: well testing analyses,

32, 133�137
transient tests, 221, 224t

flow regimes, 221, 224t
reservoir properties, 221, 223t

transient well testing, 64�96
Dietz methods, 95�96
drawdown tests, 66�78
Horner plots, 79�86
Matthews�Brons�Hazebroek

methods, 89�94
Miller�Dyes�Hutchinson methods,

86�89
pressure buildup tests, 78�79
Ramey�Cobb methods, 94�95

transitional flow graphs, 161, 161f
transport equations, 23
trapezoidal rule, 487
turbulent flow conditions:

horizontal gas well performance, 301
vertical gas well performance,

285�290
back-pressure equations, 286
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laminar�inertial�turbulent
approaches, 286, 288�290

pressure approximation methods,
286

pressure-squared approximation
methods, 286

simplified treatment approaches,
286�288

well testing analyses, 57�59
semisteady-state flows, 58
steady-state flow, 58�59
unsteady-state radial flow, 57�58

two-bank systems: pressure falloff tests,
215, 216f

two-well systems: interference tests,
172, 172f, 173f

two-zone reservoirs: pressure falloff
tests, 216, 217f

type curves, 357�405
Carter type curves, 385�388
concepts, 97, 97f, 374, 374f
Fetkovich type curves, 377�382
Palacio�Blasingame type curves,

388�405
well testing analyses, 96�109
concepts, 97, 97f
Gringarten type curves, 101�109
pressure derivative methods, 105t,

111�119, 111f, 112f, 114f
hydraulically fractured
reservoirs, 157, 158, 158f,
159f, 161, 161f, 165�166,
166f

middle-time test data analyses,
131�133, 132f, 136, 139f

ultimate gas recovery:
economic analysis, 588, 589f
water drive gas reservoirs, 324�325

ultimate oil recovery:
combination drive mechanisms,

442�443
gas cap drives, 436�438, 436f
gravity drainage drives, 441
water drive mechanisms, 439�440

uncertainty see risk analyses
unconventional gas reservoirs see gas

reservoirs
undersaturated coal seam systems,

328�329
undersaturated oil reservoirs,

458�461, 495�496, 514, 520
undiscovered petroleum initially in

place, 632
undisturbed reservoirs, 564�565
unified type curves, 378, 379f
uniform flux fractures:

pressure derivative methods,
141�166

bilinear flow, 142, 142f,
143�147, 146f

formation linear flow, 142, 142f,
147�148

fracture linear flow, 142�143,
142f

infinite-acting pseudoradial flow,
148�166

pseudo radial flow, 142
unique oil recovery, 434�435
United Kingdom (economic analyses),

627
unsegregated reservoirs, 464�465
unsteady-state conditions, 3, 22�23
skin factors, 56
turbulent flow factors, 57�58
water drive reservoirs, 475�477

unsteady-state water influx models,
236�271

utility theory, 613�615

valuation in mergers and acquisitions,
660

van Everdingen and Hurst unsteady-
state water influx models,
236�271

bottom-water drive systems,
251�271

edge-water drive systems, 236�251
linear-water drive systems, 271

vaporization enthalpies, 550
vaporizing in situ mass transfers,

581�582
vaporizing zones (in situ combustion),

564�565
vapor�solid equilibrium constants,

417, 417f, 418f, 419f, 420f,
421f, 422f

vertical gas well performance,
281�299

back-pressure tests, 290�296
future inflow performance

relationships, 296�299
back-pressure equations, 296�297
LIT methods, 297�299

laminar flowing conditions,
281�285

high-pressure regions, 283�284
intermediate-pressure regions, 284
low-pressure regions, 284�285

turbulent flow conditions, 285�290
laminar�inertial�turbulent

approaches, 286, 288�290
simplified treatment approaches,

286�288

vertically fractured reservoirs:
hydraulically fractured reservoirs,

158, 159f, 160, 160f, 169,
170f

uniform flux fractures, 153�156,
154f, 155f, 156f, 157

vertical oil well performance, 509�528
Fetkovich methods, 520�528
first approximation methods, 516
horizontal oil well comparisons,

528�529
IPR, 509�512, 513�517
Klins and Clark methods, 528
productivity indices, 509�512
saturated oil reservoirs, 513�517
second approximation methods,

516�517
Standing methods, 518�520
undersaturated oil reservoirs, 514
Vogel method, 512�513
Wiggins methods, 517�518

vertical permeability, 436�438
vertical sweep displacement efficiencies,

543
vertical water encroachment, 251�252
viscosity:
enhanced oil recovery, 548,

550�551, 570, 571�572,
572f, 573, 573f

gas cap drives, 436�438
gravity drainage drives, 442
tight gas reservoirs, 395, 396f

viscous fingering, 569�570, 570f, 571f
viscous flowing conditions see laminar

flowing conditions
Vogel methods:
horizontal oil well performance, 529,

534
time�performance relationships, 536
vertical oil well performance

predictions, 512�513
volatile oils, 488�489
volumetric average reservoir pressure,

46�47, 47f
volumetric gas reservoirs, 304�309,

324
volumetric methods, 301�303
volumetric saturated oil reservoirs,

461�469
volumetric sweep efficiency, 567
volumetric undersaturated oil

reservoirs, 458�461

WACC see weighted average cost of
capital

water-bearing rocks: see also aquifers
water drive indices (WDI), 451�453
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water drive mechanisms:
oil reservoir performance, 438�440
gas�oil ratios, 439
production data, 439�440, 440f
reservoir pressure, 438�439
ultimate oil recovery, 439�440
water production, 439

see also water influx
water drive reservoirs, 306, 307f,

309�325, 473�477
Cole plots, 315�319, 318
drive indices, 314�315
energy plots, 311
Fetkovich et al. plots, 322�323
gas production rates, 324�325
Hammerlindl methods plots,

323�324
modified Cole plots, 316�319
modified Roach plots, 321�322
Paston et al. plots, 323
pot aquifer models, 474
Roach plots, 319�322
rock collapse theory, 318
shale water influx theory, 318�319
steady-state models, 474�475
straight line representations,

312�315
ultimate gas recovery, 324�325
unsteady-state models, 475�477

water encroachment, 451
water influx, 227�279

combination drive reservoirs, 477
models, 230�279
Carter and Tracy, 271�274
Fetkovich method, 274�279
Hurst modified steady-state

equations, 234�236
pot aquifer models, 230�231
Schilthuis steady-state, 232�234
van Everdingen and Hurst

unsteady-state water influx
models, 236�271

natural water influx, 229�230

saturation equations, 492
unconventional gas reservoirs, 306,

307f, 309, 310f, 314, 315f,
318�319

unsteady-state linear MBE models,
476�477, 477f

water production:
combination drive mechanisms,

442�443
depletion drive mechanisms,

434�435
gas cap drives, 436�438
gravity drainage drives, 441
water drive mechanisms, 439

water removal, 407
WDI see water drive indices
wedge reservoir�aquifer systems, 276,

277f
weighted average cost of capital

(WACC), 595, 608�610
wellbore pressure, 101�109
wellbore radii, 544�546
wellbore storage:

drawdown transient well testing,
71�72

changing fluid levels, 72�76
fluid expansion, 72

Gringarten type curves, 101�102, 101f
pressure derivative methods,

119�120
early-time test data analyses, 122
hydraulically fractured reservoirs,

169, 170f
well control, 449�450
well cost sensitivity, 606, 606f
well deliverability graphs, 287, 287f
well spacing:

economic analysis, 588�590
oil reservoir performance, 450
unconventional gas reservoirs, 338

well testing analyses, 1�226
common flow regimes, pressure

derivative trends, 221, 222t

Darcy’s law, 6�7
flow regimes, 2�4
fluid flow equations, 6�64
basic transient flow equations,

23�26
compressible fluids, 38�44, 53
Darcy’s law, 6�7
principle of superposition, 59�64
pseudosteady states, 44�47
skin factors, 54�57
slightly compressible fluids,

26�38, 48�53
steady-state flow, 7�22
turbulent flow factors, 57�59
unsteady-flow equations,

22�23
well testing analyses, 6�64

fluid number, 6
fluid types, 1�2
injection well testing, 207�221
interference tests, 171�196
pressure derivative methods,

109�171
primary reservoir characteristics,

1�6
problems, 221�226
pulse tests, 171�196
reservoir geometry, 4�6
steady-state flow, 7�22
transient tests, 64�96, 221, 223t
type curves, 96�109

wet combustion, 565�566
wet hydrocarbon mixtures, 301
Wiggins methods, 517�518
WII see injected water drive indices
within-subsurface gas hydrates,

423�425
working capital, 653

xanthan gum (XG), 568�569

zero skin factors, 55
zero wellbore pressure, 512
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