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Preface

The 6th Conference on Numerical Methods in Geotechnical Engineering held in Graz, Austria, from September 6
to 8, 2006, is a continuation of a series of conferences organized by the European Regional Technical Committee
ERTC7 (Numerical Methods in Geotechnical Engineering) under the auspices of the International Society for Soil
Mechanics and Geotechnical Engineering (ISSMGE). Previous meetings were held in Stuttgart, Germany (1986),
Santander, Spain (1990), Manchester, UK (1994), Udine, Italy (1998) and Paris, France (2002). 

The meeting has been intended to provide a forum for exchange of ideas and discussion on important issues
related to numerical analysis in geotechnical engineering. Special emphasis has been given to presentations of
young researchers and it was attempted to provide a good balance between scientists and practitioners. The results
of a benchmark exercise, namely the ULS-design of an embedded wall, are also presented at the conference. 

A novel feature of this conference is the participation of the Technical Committee “Ground Improvement”
(TC17) of the ISSMGE in form of organizing a special session on “Numerical Modelling in Ground
Improvement” which provides a state-of-the-art coverage of this increasingly important topic.

The proceedings contain 125 papers, 16 of which belong to the special TC17 session. The remaining 109
papers have been organized in 12 sessions:

1. Constitutive modelling and numerical implementation
2. Dynamic problems
3. Discontinuum modelling
4. Tunnels and caverns
5. Deep excavations and retaining walls
6. Embankments
7. Slopes and cuts
8. Shallow foundations
9. Piles

10. Reliability and probability analysis
11. Artificial intelligence
12. Miscellaneous

I would like to thank all national representatives of ERTC7 for promoting the conference in their respective home
countries and for reviewing papers. In particular I would like to thank the chairman of ERTC7, Cesar Sagaseta,
for his support in the organization of this conference and for keeping the activities of the Technical Committee
alive. Thanks also go to Isam Shahrour for taking care of the special session on ground improvement. 

I wish to thank all authors for their efforts in preparing papers and highly appreciate their participation in the
conference.

I am grateful to the members of the Institute for Soil Mechanics and Foundation Engineering at the Graz
University of Technology who helped in getting the organizational details done. Special thanks however go to
Florian Scharinger who cared for everything. Without him it would have been difficult to run this conference.

Helmut F. Schweiger

Copyright © 2006 Taylor & Francis Group plc, London, UK
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1 INTRODUCTION

Numerical methods have gained increasing impor-
tance in the geotechnical profession and are widely
used for solving problems in practical engineering.
Traditionally the main emphasis of numerical analy-
sis has been on calculating displacements and stresses
in the ground and internal forces in structural ele-
ments. However, more recently numerical methods
are also employed to assess the ultimate limit state of
a geotechnical structure. Although in principle possi-
ble there are a number of issues which have to be 
considered when performing an ULS-analysis with
numerical methods such as the finite element method
or the finite difference method. For example type of
element used and discretisation are more important
than in serviceability analysis (SLS) and of course the
question arises how to introduce partial or global fac-
tors of safety in correspondence with existing codes
of practice and relevant standards, the requirements
of which have to be fulfilled in an approved design.

The latter is of particular importance in Europe
when the EC7, which introduces the concept of par-
tial factors of safety, will come into operation in the
near future. In EC7 various design approaches have
been identified. They differ in the way the partial fac-
tors of safety are applied to soil strength, resistance
and different types of loads (actions). It seems that,
although numerical methods are mentioned in EC7 as

a possible design tool, not all of the design approaches
can be applied in a straightforward way within the
framework of numerical modelling for all types of
problems. Up to now the problem is not extensively
discussed in the literature, exceptions are e.g. Bauduin,
de Vos & Simpson (2000), Simpson (2000), Bauduin,
de Vos & Frank (2003) and Schweiger (2005).

In addition to the problem of appropriate considera-
tion of safety factors a number of modelling assump-
tions have to be made for a numerical analysis. Most of
them are not explicitly specified in codes of practice
or are based on experience made with limit equilib-
rium calculations which are not necessarily applica-
ble in the same manner in a finite element analysis. 
A good example for this is wall friction, which is well
defined in limit equilibrium analysis but the numerical
results may be significantly influenced by the element
type a particular code uses for modelling interfaces.
Thus many modelling details are left to the user and
therefore results obtained for the same problems may
differ significantly depending on individual experience.
This has been demonstrated in a number of benchmark
exercises (see e.g. Schweiger 1998 and 2000). In this
paper, first the design approaches as defined in EC7
will be briefly recalled. Then the results submitted for
the benchmark problem will be discussed and finally
additional analyses, addressing in particular the issue
of determination of the required embedment depth by
means of finite element analysis, are presented.

Results from the ERTC7 benchmark exercise

H.F. Schweiger
Computational Geotechnics Group, Institute for Soil Mechanics and Foundation Engineering,
Graz University of Technology, Graz, Austria

ABSTRACT: A benchmark example addressing ultimate limit state (ULS) design of an embedded retaining
wall has been specified by the ERTC7 on the occasion of the 6th European Conference on Numerical Methods
in Geotechnical Engineering. The main goal of the exercise was to highlight possibilities and limitations of
numerical methods for ULS design with particular reference to Eurocode7 (EC7), where three design approaches
(DA1, DA2 and DA3) have been specified. These design approaches differ in the way partial factors of safety are
introduced in the analysis. However, the exercise was not restricted to the use of EC7 and thus a wide spectrum
of results, which are summarized in this paper, could be expected. Some of the 13 submissions did not actually
present design values as requested but provided parametric studies showing the influence of various design
assumptions or did an analysis using characteristic values, some introduced factors without given explicit reference
to a particular code or standard.
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2 EC7 DESIGN APPROACHES

Eurocode7 allows for three different design approaches
DA1, DA2 and DA3 which differ in the application of
the partial factors of safety on actions, soil properties
and resistances. EC7 states:

“It is to be verified that a limit state of rupture or
excessive deformation will not occur with the sets
of partial factors”.

The factors are given in Tables 1 and 2 for all three
approaches. It is noted that 2 separate analyses are
required for design approach 1. The problem which
arises for numerical analyses is also immediately
apparent because DA1/1 and DA2 require permanent
unfavourable actions to be factored by a partial factor
of safety, e.g. the earth pressure acting on retaining
structures. This is not possible in a numerical analysis
because the earth pressure is result and not input.
However, there is a way around it because EC7 also
states that instead of applying a partial factor on the
action itself it may be applied to the “effects of the
action”, e.g. the bending moment in a retaining wall.

3 SPECIFICATION OF ERTC7 BENCHMARK

The benchmark is a deep excavation problem sup-
ported by a single strut. The geometry is depicted in
Figure 1. The significant difference to examples previ-
ously examined by various working groups around
Europe (Orr 2005) is that it was the intention here 
to solve this problem, including determination of 
the required embedment depth (!), by means of numeri-
cal methods, although a check by simple limit equilib-
rium calculations was certainly recommended. As the

emphasis is on the ULS design and not on the service-
ability limit state (SLS) only parameters required for
simple elastic-perfectly plastic analysis have been pro-
vided (Table 3). These parameters have to be consid-
ered as characteristic values and not design values.

The following construction steps should be mod-
elled in the numerical analysis:

– initial phase (K0 � 0.5)
– activation of diaphragm wall (wished-in-place)
– activation of surcharge loads
– excavation step 1 to level �2.0 m
– activation of strut at level �1.50 m, excavation

step 2 to level �4.0 m
– groundwater lowering inside excavation to

level �6.0 m
– excavation step 3 to level �6.0 m.

The surcharge of 10 kPa is a permanent load, the sur-
charge of 50 kPa is a variable load. Bedrock was
assumed at a depth of 20 m below ground surface. The
axial stiffness of the strut was set to EA � 1.5E6 kN/m.

Results to be provided:

– Embedment depth of wall
– Design bending moment for the wall
– Design strut force.

On purpose it was not specified how the water draw-
down inside the excavation should be taken into
account because different codes and standards would
allow different assumptions. The same argument
holds for wall friction because individual national
standards would have different requirements. The
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Table 1. Partial factors for actions according to EC7.

Design approach Permanent unfavourable Variable

DA1/1 1.35 1.50
DA1/2 1.00 1.30
DA2 1.35 1.50
DA3-Geot. 1.00 1.30
DA3-Struct. 1.35 1.50

Table 2. Partial factors for soil properties and passive
resistance according to EC7.

Passive 
Design approach tan �� c� cu resistance

DA1/1 1.00 1.00 1.00 1.00
DA1/2 1.25 1.25 1.40 1.00
DA2 1.00 1.00 1.00 1.40
DA3-Geot. 1.25 1.25 1.40 1.00

Figure 1. Geometry of benchmark example.

Table 3. Material properties for soil and wall.

E � �� c� �
(kN/m2) (–) (°) (kN/m2) (kN/m3)

Soil 30 000 0.3 27.5 10 20/19
Wall 3.0E7 0.18 – – 24
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choice of the dilatancy angle, rarely given in a con-
ventional geotechnical report, is also left to the user
in most cases and was therefore not given.

4 SUBMITTED RESULTS

4.1 Notes on individual submissions

13 results have been submitted, but as mentioned pre-
viously not all of them have provided the results in the
form as specified. Because all entries are considered
in the comparison presented in this paper a very brief
summary of individual assumptions – as far as
described by the authors – is given in the following.
This should help explaining – at least to some extent –
the differences observed in the results.

No.1: gives no information at all on analysis.
No.2: provides results for EC7 design approaches DA2

and DA3, uses different wall friction on active and
passive side (2/3� and 1/3�). Partial factor of 1.4
on soil weight on active side (does not conform to
EC7 � possibly national annex (Italy)).

No.3: does not apply any safety factors, wall friction
0.9�.

No.4: provides finite element and limit equilibrium
results, global safety factor applied, stiffness of strut/
per unit length of excavation obviously different
from specification, wall friction 0.8�.

No.5: compares finite element and beam spring results,
loads, soil weight and strength parameters factored
(similar to DA3) but with different factors than in
EC7, cohesion and friction angle have different par-
tial factors, wall friction 0.3�, refers to Russian code
of practice.

No.6: applies Dutch CUR-method, which has some
similarity with design approaches in EC7 but with
different partial factors, wall friction 2/3�.

No.7: load factors on service loads according to British
(1.4) or Australian standards (1.5), partial factor on
soil strength of 1.2, provides additional results with
subgrade reaction method, wall friction 2/3�.

No.8: provides finite difference and subgrade reaction
analyses under various assumptions (e.g. undrained
conditions), wall friction 2/3� and 1/3�, does not
explicitly provide design results, no safety factor
given or applied to actions or parameters.

No.9: a second submission applying the Dutch CUR-
method, wall friction 2/3�.

No.10: compares EC7 design approaches DA2 and
DA3 with partial factors according to EC7 and EAB
(German recommendation for deep excavations)
respectively, wall friction 0.5�, assumes stiffness
increasing with depth.

No.11: does not apply a particular code but determines
embedment from finite element analysis employing
the strength reduction technique on the basis of a

global factor of safety of 1.5, design bending
moment obtained from calculated value at final exca-
vation step multiplied by 1.5, wall friction 0.5�.

No.12: does not apply a particular code but determines
embedment from finite element analysis employing
the strength reduction technique on the basis of a
global factor of safety of 2.0, wall friction 2/3�,
Drucker-Prager failure criterion for soil.

No.13: assumes in an alternative calculation capillary
cohesion above groundwater level (determined from
seepage analysis), design approach DA3 according
to EC7 and analysis with characteristic soil param-
eters, wall friction 2/3�.

The lowering of the groundwater table was taken
into account by means of phreatic levels by No.3, 5, 9,
10 and No.6, 7, 11 performed an additional interpola-
tion in order to achieve continuous pore pressures at
the base of the wall. No.4, 8, 12 and 13 performed a
seepage analysis.

4.2 Results

Figure 2 shows the variation in embedment depth 
of all entries. As indicated in the previous section
some submissions provided more than one solution
(depending on assumptions made) and this is why
there is more than one result plotted in these cases. It
follows that the minimum embedment depth is 1.8 m
and the maximum 5.5 m, but there is a tendency
towards an embedment depth between 3.0 and 4.0 m.

The maximum embedment depth of No.4 (5.5 m) is
obtained by conventional analysis applying a global fac-
tor of safety � � 1.5. The same embedment depth has
been used in the numerical analysis. No.3 indicated a
factor of safety of 1.76, No.2 factored the soil weight
and No.12 obtained a factor of safety from strength
reduction technique of 2.0. Thus these higher embed-
ment depths can be explained by higher safety levels as
compared to the other submissions. At the lower end
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Figure 2. Embedment length – all entries.
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(embedment depths around 2 m) it is found that these
results are obtained from numerical analyses, either by
means of a strength reduction technique or by factoring
soil strength parameters. However, No.7 employed a
factor of safety of � � 1.2 which is lower than in EC7.
No.13 indicated that the low depth is possible only by
modelling the groundwater lowering by means of a 
2-phase flow formulation resulting in suction effects
above groundwater. From comments provided it can be
concluded these two authors would not have designed 
a wall for a real project with this low embedment depth.

Only 3 authors explicitly used EC7 for their analysis
(DA2 and DA3), 3 authors used an approach similar
to EC7 but with different partial factors of safety. It is
somewhat encouraging to see that except for No.2
(where the soil weight was factored) the embedment
depth is between 3.0 and 4.0 m despite differences in
assumptions of partial factors and wall friction. No.10
investigated the difference between DA2 and DA3
and obtained a slightly shorter wall with DA3.

Figure 3 shows bending moments and there we
find a difference of approx. 300% but this includes

values which are obviously not ULS-design values.
This is however not surprising considering the different
assumptions made in the various analyses. If we con-
sider again the EC7 and related approaches (i.e. No. 5,
6, 9, 10 and 13) we see a range from 201 to 278 kNm/m
for DA3. DA2 results in approximately 20% higher
bending moments. If we multiply obvious SLS-bending
moments by a partial factor of 1.35 we find that results
also fall in this range.

A similar picture is obtained for strut forces (Figure
4). Considering all solutions submitted the range is from
60 to 363 kN/m (including values representing SLS)
and in this case also the EC7 and related approaches
show a significant difference with the minimum being
194 and the maximum force being 363 kN/m.

5 ADDITIONAL ANALYSES

5.1 Geometry and assumptions

In this section some additional results from analyses
performed in order to elaborate on the differences
observed in the benchmark exercise as well as on the
EC7 design approaches are presented. The finite code
Plaxis (Brinkgreve 2002) is used and the finite element
mesh, consisting of 15-noded triangles, follows from
Figure 5. The fine mesh was chosen in order to mini-
mize the discretisation error when calculating the fac-
tor of safety by means of the strength reduction
technique. The diaphragm wall is modelled by contin-
uum elements and a soft beam has been added in the
centreline for easy evaluation of bending moments.
Wall friction has been assumed as 2/3� and the dila-
tancy angle 	 is 0. The groundwater lowering inside
the excavation has been modelled by creating a phreatic
surface just underneath the excavation and by inter-
polating the water pressure down to the bottom of the
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wall so that there is no discontinuity of pore water
pressure at the base of the wall.

Two EC7 design approaches have been investigated,
namely DA2 and DA3. DA3 is straightforward because
soil strength is factored by the partial factor given in
Table 2 and the surface loads by the partial factors given
in Table 1. For DA2 it is slightly more complicated
because the earth pressure (permanent unfavourable
load) cannot be factored and therefore the partial fac-
tors of safety are applied on the “effects of the action”,
namely the resulting bending moment, strut force and
passive earth pressure. An additional slight inconven-
ience arises due to the fact that different partial fac-
tors have to be applied on permanent and variable
loads. This has been taken into account by multiply-
ing the permanent surface load by 1.11 (1.5/1.35).

5.2 Results

In order to determine the embedment depth analyses
were performed with different wall lengths. Starting
with an embedment depth of 5 m the wall was short-
ened in 0.5 m intervals and for each wall length a new
analysis was performed. Horizontal displacements of
the base of the wall, bending moments, strut forces
and the factor of safety, obtained by means of a strength
reduction technique, were evaluated. Figure 6 shows
the increase of horizontal deformation of the base of
the wall when decreasing the length of the wall for
DA2, DA3 and for an analysis with characteristic
parameters. The characteristic analysis and DA2 is
almost the same because the only difference is the
factor of 1.11 for the variable load in DA2. Numerical
convergence could not be achieved for an embedment
depth of 1.5 m for DA2 and characteristic parameters
and a depth of 3.0 m for DA3 respectively.

Figure 7 plots the safety factor obtained from a
strength reduction technique, again for different embed-
ment depths. Again values for DA2 and characteristic
parameters do not vary much and values for DA3 are

much smaller because the soil strength is already fac-
tored at the beginning of the analysis. Figure 7 fea-
tures an additional line, namely the value obtained for
DA2 divided by the partial factor which has been put
on the strength parameters in DA3. They compare
well for embedment depths between 3.5 and 4.5 m but
for factors around or below 1 they differ. To some
extent this can be attributed to details of the iteration
procedure and convergence settings which become
more sensitive for states at or very near to failure. No
attempt has been made to achieve a closer matching
by tightening tolerance factors because this was not
the main goal of this investigation.

Figure 8 plots bending moments vs embedment
depths. It is interesting to see that the design bending
moment of DA2 (which is the result of the DA2 analy-
sis multiplied by the partial factor of 1.35) coincides
with DA3 for an embedment depth of 4 m but is sig-
nificantly different for 3.5 and 4.5 m. The same holds
for the strut forces (Figure 9), with DA3 resulting in
higher strut forces than DA2 where the resulting force
is factored.
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When applying DA2 an additional check has to be
made with respect to the passive resistance for which
a partial factor of 1.4 (see Table 2) has to be applied.
One way of checking this is to compare the passive
earth pressure obtained from the finite element analy-
sis (multiplied by the partial factor of 1.35), denoted
Epassive design calc. in Table 4 to the maximum theoretical
passive pressure divided by 1.4 (Epassiv design allow.).
This corresponds roughly to consider a mobilisation
of 50% of the passive resistance which is sometimes
assumed in practical design. Of course different theo-
retical solutions can be used to obtain the maximum
passive resistance but here Coulomb’s solution is
employed for simplicity.

From Table 4 follows that the required embedment
depth is around 3.0 m for DA2, which is less than for
DA3 where a minimum embedment depth of approx-
imately 3.5 m is required for a factor of safety �1.0
(Figure 7). However this result is considered to be
quite acceptable given the various modelling assump-
tions involved in the two approaches. It is worth men-
tioning though that submission No.10 obtained
slightly higher embedment depths with DA2 but this
could be due to the fact that No.10 used a lower wall
friction which might have a more pronounced influ-
ence in DA2 than in DA3.

6 CONCLUSION

The results from a benchmark exercise addressing the
design of a diaphragm wall for a deep excavation
problem have been presented. Unfortunately not all of
the submissions provided their results in form of
design values but discussed the influence of various
modelling assumptions without a clear statement on
what they would use for design.

However the results gave some valuable insight
into the way design calculations are performed in dif-
ferent countries applying their respective codes of
practice and standards and the differences in results
are not surprising and not larger than in similar exer-
cises which have been performed using conventional
limit equilibrium analysis (Orr 2005). It can be con-
sidered encouraging that the calculated embedment
depth based on numerical analysis applying EC7
design approaches are within reasonable limits.
Differences in bending moments and strut forces are
less encouraging and clearly show the need for rec-
ommendations of good practice in numerical model-
ling in geotechnical engineering.

Finally some additional studies have been presented
comparing DA2 and DA3 in more detail.
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Table 4. Check of passive resistance depending on embed-
ment depth (DA2).

Embedment depth Epassive design calc./Epassive design allow.

4.5 1.18
4.0 1.12
3.5 1.06
3.0 1.01
2.5 0.99
2.0 0.98
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1 INTRODUCTION

The study of expansive soils has been a subject of
increasing interest in the last few years. A major aspect
is the possible use of those materials as engineered bar-
riers and seals in radioactive waste repositories (i.e.
FEBEX Report, 2000; Sanchez & Gens, 2005). Many
disposal concepts consider the barrier made up from
highly expansive compacted clay, in an initially unsat-
urated state. During its lifetime the barrier will undergo
processes of heating (induced by the heat-emitting
waste) and hydration (due to the water coming from
the host rock, which is generally in a saturated state).
This scenario has led to a growing interest in the
knowledge of the behavior of unsaturated expansive
soils under a wide range of testing conditions; in par-
ticular the THM behavior has received special atten-
tion (i.e. Romero, 1999; Lloret et al., 2003). However,
the interest on these materials is not limited to nuclear
waste disposal applications, but they are present in
other engineering problems such as shallow and deep
foundations, slopes with stability problems, desicca-
tion and formation of fissures in soils in arid regions,
and clay based liners for waste isolation from the
environment.

The swelling behavior of unsaturated expansive
clays has often been reproduced through relatively
simple and empirical laws, which relate the material
response to suction changes and applied stresses. The
weakness of this kind of ad-hoc laws is that it can be
generally used only for the stress paths and conditions
from which they are derived. However, the general
approach proposed by Gens & Alonso (1992) attempts
to integrate the main aspects of behavior in a unified
framework. In that work, particular attention is placed
on the clay fabric and how it can be integrated in the
constitutive modeling. The fabric of expansive clays
has been actively studied (i.e. Pusch, 1982; Romero,
1999; Lloret et al., 2003) observing a marked double
structure. A clear bimodal pore distribution, with two
dominant pore sizes, has been observed using mer-
cury intrusion porosimeter tests.

The double structure model introduced in this work
is based on the general framework proposed by Gens &
Alonso (1992). A series of modifications and devel-
opments have been performed in order to enhance the
constitutive law and also to formulate the model in a
more suitable form for its implementation in a finite
element code. One of the aims is to provide a more
general mathematical framework in order to achieve a
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more general interpretation of the phenomena that
take place in expansive clays when they are subjected
to complex THM paths. With this objective, concepts
of generalized plasticity theory have been included in
the formulation of the model. The governing small
strain-stress equations have been derived in the frame-
work introduced by Rizzi et al. (1996), which provides
a consistent and formal mathematical structure when
there are several sources of energy dissipation.

2 DOUBLE STRUCTURE MODEL

Expansive clays generally present a clear double struc-
ture, made up from clay aggregates and large
macrostructural pores (i.e. Pusch, 1982). As an exam-
ple, the mercury intrusion porosimetry tests preformed
to examine the pore size distribution of the statically
compacted samples of FEBEX bentonite are presented
in Figure 1. This figure shows the measured incremen-
tal pore volume for two samples compacted to very
different values of dry density (
d), 1.5 Mg/m3 and
1.8 Mg/m3. It can be observed that the pore size dis-
tribution is clearly bi-modal. The dominant values are
10 nm that would correspond to the pores inside clay
aggregates and a larger pore size that depends on the
compaction dry density and ranges from 10 �m (for

d � 1.8 Mg/m3) and 40 �m (for 
d � 1.5 Mg/m3).
These larger voids would correspond to the inter-
aggregate pores. The boundary between the two pore
size families can be seen to be around 0.13 �m, as pores
smaller than this size do not appear to be affected by
the magnitude of the compaction load. The pore space
inside the aggregates was constituted by voids of a
much smaller size. These two dominant pores size
could be associated with two basic structural levels
(Figure 1):

• The macrostructure, related to the global arrange-
ments of clay aggregates (the skeleton of the mate-
rial), with macropores between them.

• The microstructure, which corresponds to the
active clay minerals and their vicinity.

Only these two basic structural levels identified
above are considered herein. The approach is open
enough and it could be extended to include more
structural levels in the analysis, if it deemed relevant.

The soil fabric plays a crucial role to understand
and to reproduce the behavior of expansive clays. In this
model, the inclusion of the clay fabric in the analysis 
is considered in the definition of laws for: (1) the
macrostructural level, (2) the microstructural level, and
(3) for the interaction between both structural levels.

2.1 Macrostructural model

The inclusion of this structural level in the analysis
allows the consideration of phenomena that affect the

skeleton of the material, for instance deformations
due to loading and collapse. The BBM (Barcelona Basic
Model) has been adopted to describe the macrostruc-
tural behavior (Alonso et al., 1990). The BBM considers
two independent stress variables to model the unsatu-
rated behavior: the net stress (s) computed as the
excess of the total stresses over the gas pressure, and
the matric suction (s), computed as the difference
between gas pressure and liquid pressure (pg � pl).
Figure 2a shows the BBM yield surface (FLC), 
defined as:

(1)

where M is the slope of the critical state, p0 is the
apparent unsaturated isotropic pre-consolidation
pressure, g(u) is a function of the lode angle and ps
considers the dependence of shear stress on suction
and temperature. A basic point of the model is that the
size of the yield surface increases with matric suction.
The trace of the yield function on the isotropic p-s
plane is called LC (Loading-Collapse) yield curve,
because it represents the locus of activation of irre-
versible deformations due to loading increments or
collapse. The position of the LC curve is given by the
pre-consolidation yield stress of the saturated state, p0

*

(hardening variable), according to:

(2)

where e is the void index, �
p
v is the volumetric plastic

strain, k is the elastic compression index for changes
in p and l(0) is the stiffness parameter for changes in
p for virgin states of the soil in saturated conditions.
Finally, it is considered that temperature increases
reduce the size of the yield surface and the strength of
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the material (Gens, 1995). Appendix contains the
main model equations.

2.2 Microstructural model

The microstructure is the seat of the basic physical-
chemical phenomena occurring at clay particle level.
The strains arising from microstructural phenomena
are considered elastic and volumetric (Gens &
Alonso, 1992). The increment of microstructural strains
is expressed as:

(3)

where p̂ (�p � �s) is the microstructural effective
stress, the subscript 1 refers to the microstructural
level, the subscript v refers to the volumetric compo-
nent of the strains and K1 is the microstructural bulk
modulus.

It is assumed that the total suction is equal to the
matric suction (s). � is a constant. The Neutral Line
(NL) (Figure 2b) corresponds to constant p̂ and no
microstructural deformation occurs when the stress

path moves on the NL (Figure 2b). The NL divides the
p-s plane into two parts, defining two main general-
ized stress paths, which are identified as: MC
(microstructural contraction) and MS (microstructural
swelling).

2.3 Interaction between macro and micro
structure

In expansive soils there are other mechanisms in addi-
tion to the ones included in the BBM which induce
plastic strains. This irreversible behavior is ascribed
to the interaction between the macro and micro struc-
tures (Gens & Alonso, 1992). It is assumed that the
microstructural mechanical behavior is not affected
by the macrostructure but the opposite is not true. An
assumption of model is that the irreversible deforma-
tions of the macrostructure are proportional to the
microstructural strains according to interaction func-
tions f. The plastic macrostructural strains are evalu-
ated by the following expression:

(4)

where 
. p
vLC is the plastic strains induced by the yield-

ing of the macrostructure (BBM).
In fact the coupling is given by p0

*, hardening vari-
able of the macrostructure (Figure 2a), which depends
on the total plastic volumetric strain (2). In this way is
considered that microstructural effects can affect the
global arrangements of aggregates. More details can
be found in Sánchez et al. (2005).

The following section presents the stress-strain rela-
tions used to implement the model in the finite element
program CODE_BRIGHT (Olivella et al., 1996).

3 ELASTO-PLASTIC STRESS-STRAIN
RELATIONS

The behavior of the soil described by the double
structure model can be regarded as the consequence
of joint action of several mechanisms that can act
simultaneously. A procedure similar to the proposed
in Sánchez et al. (2005) has been followed hereafter.
That is, the first step is the assumption of an additive
decomposition of the strains into elastic and plastic
components, indicated as follows:

(5)

where na is the number of active plastic mechanisms
that correspond to one subset of the total plastic
possible mechanisms. The model has three inelastic
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Figure 2. (a) BBM yield surface. (b) Microstructural load
directions on the p-s plane.



mechanisms: lc, due to yield of the BBM, and mc or
ms when one of the two interaction mechanisms is
active (two is the maximum number of simultaneous
active plastic mechanisms, i.e. lc plus mc or ms).

In classical plasticity theory, it is assumed that the
material behaves either as an elastic or a plastic solid.
The yield surface defines the transition from elastic-
ity to plasticity, stress states inside the yield surface
are considered as elastic (F � 0). In generalized plas-
ticity theory the state of the material is determined
from the control variables: generalized stresses, strains
and a finite number of internal variables. A process of
loading is defined as elastic if the set of internal vari-
ables remains unchanged (Lubliner & Auricchio,
1996).

In the case of an elastic loading, the stress incre-
ment is related to the increment of strains, suction and
temperature by the following relation:

(6)

where De is the global elastic matrix which considers
the elastic component of the two structural levels. �T
and �s are the elastic vectors associated to tempera-
ture and suction respectively (Sánchez, 2004).

When a loading process is inelastic, the plastic
strain rates are assumed to be governed by a flow rule.
For the macrostructural model, the strain increment
can be expressed as:

(7)

where l�LC is the plastic multiplier associated to the lc
plastic mechanism, G is the plastic potential and mLC
is the flow rule direction. However, when the plastic
mechanism related to the interaction between both
structural levels is active, the plastic strain increment
related to the stress increment can be expressed as:

(8)

where �lb is the plastic multiplier associated to the b
plastic mechanism, and mb is the flow rule direction.

The material behavior is described by elasto-
plastic mechanisms that can be activated during the
loading process. The set of active plastic mechanisms
is not known in advance. Therefore it is necessary to
use an iterative procedure to find them (i.e. Simo &
Hughes, 1988; Carol & Prat, 1999). A possibility is to
assume that all the plastic mechanisms are initially
active. Herein, it is assumed that both plastic mecha-
nisms are initially active, that is: lc and b (i.e. mc or

ms). The system of equation for two active mecha-
nisms is given by:

(9)

where l�LC and l�b are the unknowns. 
—
HLC, 

–
hb, 

–
hLC and—

Hb are moduli related to the lc and b plastic mecha-
nisms, while �eLC, �sLC, �tLC, �eb, �sb and �tb are variables
linked to the increment of strains, suction and tem-
perature. More details can be found in Sánchez (2004).
System (9) can be expressed in a compact form, as:

(10)

The solution of the system (9) requires the inver-
sion of the H

—
matrix, which would be a P-matrix

(Rizzi et al., 1996; Sánchez et al., 2005). In this case,
the unknowns are obtained as follows:

(11)

The choice of the plastic mechanisms assumed ini-
tially active should be verified by checking that they
are actually active (Carol & Prat, 1999). If one of
them is not active, the problem becomes a single dis-
sipative model. Finally, the net stress increment can
be expressed as:

(12)

where �
e
s and �
e

T are the elastic strain increments 
due to suction and temperature changes. After some
algebra (Sánchez, 2004) the following general form 
is obtained:

(13)

where Dep is the global elasto-plastic matrix, �T, and
�s are the elasto-plastic vectors associated to temper-
ature and suction, respectively. In Sánchez (2004) the
expressions of these matrices are presented in detail.

4 APPLICATION CASE

The application case focuses on the analysis of an
accidental overheating that took place in the mockup
test of the FEBEX project (FEBEX Report, 2000).
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The main objective of this experiment is the valida-
tion of the numerical codes developed for the analysis
of clay barriers. The phase of heating and hydration of
the test (operational stage) has started in February 1997
and is ongoing nowadays. During this stage the barrier
has been hydrated uniformly from all around the cylin-
der and, simultaneously, the barrier has been heated
maintaining a constant temperature of 100°C at the con-
tact between heaters and clay barrier. Comprehensive
THM numerical analyses of the FEBEX tests have
been performed (Sanchez & Gens, 2005).

On day 1391 of the experiment an accidental over-
heating occurred. Points close to the heater reached
temperatures in excess of 200°C. Afterwards the heaters
were switched off and (four days after) the prescribed
thermal conditions of the test were re-established (i.e.
a constant temperature of 100°C at the contact
between heaters and clay). The aim of this section is
to explain and reproduce the main features of the
mechanical behavior observed during the overheat-
ing. In this respect, the more relevant aspect was the
unexpected mechanical behavior of the FEBEX ben-
tonite. As an illustration, Figure 3 presents (with sym-
bols) the evolution of radial stress in two representative
sections of the barrier (time cero corresponds to: 13:00
hrs. 11-26-2000). Just after overheating, there was a
moderate increase of radial stress followed by a
strong reduction down to around 2 MPa. The radial
stress recovered somewhat subsequently but it remained
very far from the initial values. So, there was a large
irreversible net reduction of radial stress.

To check whether the mechanical model (intro-
duced below) is consistent with the observations of
irreversible phenomena observed during the overheat-
ing a synthetic generalized stress path was applied to
the constitutive law, corresponding to the four major
episodes observed during the overheating, indicated
as follows: a wetting due to the passage of a vapor front,
an intense drying associated with the increase of tem-
perature, a subsequent cooling due to the switching off
of the heaters and, finally, the re-establishment of the
prescribed test conditions.

Table 1 summarizes the four main loading stages
of the overheating episode (Sanchez & Gens, 2005).
Table 2 presents the parameters adopted in this work.
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Table 1. Main loading stages considered in the analysis
(average records).

Stage s (MPa) T (°C)

0 Initial conditions 110 90
1 Vapor front passage 55 135
2 Maximum drying 165 200
3 Cooling down 155 45
4 Re-establishment of initial conditions 110 90



16

Table 2. Mechanical constitutive law parameters.

Parameters defining the BBM (macrostructure)
k ks l(0) r �(MPa�1) p0

* (MPa) a0 (°C�1)
5�3 1�3 8�2 9�1 1. 6.5 1.�5

Parameters defining microstructural behavior
am (MPa�1) � 2.1 e�02 bm (MPa�1) � 2.3 e�03

Interactions functions
fc � 1 � 0.9 tanh (20(pr/p0) � 0.25) fs � 0.8 � 1.1 tanh(20(pr/p0) � 0.25)

In Lloret et al. (2003) the validation of mechanical
model is presented.

The following considerations should be pointed out:
(i) only the constitutive law is checked so there are no
time effects due to the transient phenomena occurring
in the barrier, (ii) the information attributed to the con-
stitutive law point corresponds in fact to a zone of the
barrier of finite size, and (iii) the aim is not to repro-
duce the full behavior of the barrier but to check
whether the main features of the observed mechanical
behavior are a natural outcome of the constitutive
model.

Figure 3 also shows the model results when the
loading stages indicated in Table 1 were applied. The
suction and temperature changes were applied under
conditions of no volume change, mimicking the con-
fined state of the test. Zero strain in all directions and
an isotropic stress state was assumed. A reasonable
correspondence between measured and calculated
values of radial pressure is observed in Figure 3a.
Figure 3b depicts the calculated evolution of the
interaction functions and Figure 3c shows the evolu-
tion of the hardening parameter. In the first loading
stage the elastic mechanisms associated with suction
reduction and temperature increase tend to increase
the swelling pressure because they are associated
with soil expansion. In this path the interaction func-
tion fs has negative values, which implies a hardening
of the material. Heating continues in the second stage
but now it is associated with a drying of the soil. This
intense drying dominates and causes a tendency to
contract and, consequently, a swelling pressure reduc-
tion occurs. During this stage (mc mechanism active)
the interaction between the two structural levels pro-
duces a densification of the macrostructure. The third
stage is characterized by a reduction of temperature
and a wetting of the material; the latter dominates
causing a tendency to expand and hence an increase
of swelling pressure. At the final stage, the initial
thermal and hydraulic variables are again prescribed,
continuing the wetting of the material and increasing
the temperature. These two factors lead to a tendency
for expansion of the soil and hence an increase of
swelling pressure. During the last two stages the ms
mechanism is active. The interaction between the two

structures causes an expansion of the macrostructure
and a reduction of p0

* during the main part or this path.
According to the model, the intense drying affects

strongly the behavior of the bentonite during this
event, inducing changes in the clay structure that are
not recovered when returning to the conditions before
the overheating. The final outcome is that the consti-
tutive model response to this complex THM general-
ized stress path is a significant reduction in swelling
stress, the same behavior as that observed in the heat-
ing test.

Naturally, this analysis does not reproduce exactly
the conditions of the test, as it involves instantaneous
application of the thermal and hydraulic loading with-
out considering the transient phenomena that actually
occurred in the barrier. It is therefore not surprising
that there is a certain time lag between test observa-
tions and constitutive model predictions. In any case,
the main objective of proving the capability of the
model to reproduce irreversible behavior when is sub-
mitted to complex THM loading paths has been
largely achieved. Also a physical explanation has
been suggested to explain the observed bentonite
behavior.

5 CONCLUSIONS

A double structure model, based on the general frame-
work for expansive materials proposed by Gens &
Alonso (1990) has been presented. In order to be
closer to the typical fabric of expansive materials, the
existence of two pores structures has been explicitly
included in the formulation. The distinction between
the macrostructure and microstructure provides the
opportunity to take into account the dominant phe-
nomena that affect the behavior of each structure in a
consistent way. The application case corresponds to
the study of an overheating episode that took place in
a large scale heating test. The performance of the con-
stitutive mechanical model is also good in this prob-
lem. It has been shown that the model is able to
reproduce the major features of the observed mechan-
ical behavior in response to a complex history involv-
ing temperature and suction changes.
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APPENDIX

The dependence of the tensile strength on suction and
temperature is given by:

(A1)

where k and r are model parameters. The dependence
of p0 on suction is given by:

(A2)

where pc is a reference stress, a1 and a3 are models
parameters, l(s) is the compressibility parameter for
changes in net mean stress for virgin states of the soil;
which depends on suction according to:

(A3)

where r is a parameter which defines the minimum
soil compressibility. � is a parameter that controls the
rate of decrease of soil compressibility with suction.
The macrostructural bulk modulus (K1) is evaluated
as follows:

(A4)

The microstructural bulk modulus (K1) is evaluated
as follows:

(A5)

where am and bm are model parameters. The
macrostructural bulk modulus for changes in suction
(s) is computed considering the following law:

(A6)

where ks is the macrostructural elastic stiffness
parameter for changes in s. The macrostructural bulk
modulus for changes in T is computed as follows:

(A7)

where a0 and b2 are parameters related to the elastic
thermal strain. More details are given in Sánchez
(2004).
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1 INTRODUCTION

Classical soil mechanics normally assumes isotropic
soil behavior. Even in the advanced numerical meth-
ods we use today, most of the soil models applied are
isotropic. Still, it is well known that soils often show
anisotropic behavior both in strength and stiffness.
This becomes especially important when modeling
excavations in soft clay, where an anisotropic model
is needed to obtain reliable results for all construction
stages (Athanasiu 1999).

The anisotropic model presented in this paper, is
formulated and implemented for undrained, plane
strain calculations in PLAXIS v. 8.2, www.plaxis.nl.
The total stress adopted approach simplifies soil
behavior, but is found to be adequate in practice for
short term conditions in clays. The authors do, how-
ever, strongly believe that an effective stress based
soil model would be an advantage and work is initi-
ated in this direction. Nevertheless, the present total
stress based anisotropic model may be very useful in
practice and is the subject of this paper.

The variation of undrained shear strength with the
direction of loading was reported by Bjerrum (1973),
for several Norwegian clays. Based on these results
an anisotropic model is suggested and developed into
constitutive equations by Athanasiu (1999). Andresen
and Jostad (1999) have formulated and applied an
anisotropic total stress based model which also may
account for softening (Andresen 2002). An interpola-
tion function for strength and stiffness as a function
of the stress orientation is used. A similar procedure

is applied in the proposed model in this paper, as
described by Grimstad (2005). In our model a differ-
ent interpolation functions are assumed compared to
Andresen (2002), and no inner elastic stress region
exists. An elliptically shaped yield surface is adopted
and loading from the initial state towards failure will
produce different amount of plastic strains depending
on both the size and the direction of loading. The input
parameters are the active, direct and passive undrained
strengths and the three corresponding failure shear
strain levels. The strength will normally be given as a
function of depth. In addition information on the ini-
tial stresses is needed.

2 FORMULATION AND INPUT PARAMETERS

The yield criterion is stated in equation (1a).

(1a)

Where r, k and Rf are defined in equation (1b), (1d)
and (3a). Compression is positive.

(1b)

(1c)

The y-axis is assumed vertical and the x-axis horizon-
tal. The initial vertical stress is sy0 � sv0. The scalar
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hardening parameter, k in equation (1d), follows equa-
tion proposed by Vermeer and de Borst (1984):

(1d)

where gp
p, is the peak plastic shear strain which is a

function of the stress rotation angle, u�, as defined in
figure 1. The peak plastic shear strain is determined
by interpolation between the three input values depend-
ing on the stress rotation angle, figure 2. The accu-
mulated plastic shear strain, gp, is to be integrated
along the strain path. Equation (2) expresses one
infinitesimal increment in plastic shear strain.

(2)

Rf is the distance from the initial shear stress, t0, to
the failure surface, figure 1. The equation for the

elliptic failure surface is expressed as:

(3a)

The parameters RA, RB, RC
2, and RD are calculated

from the input parameters.

(3b)

(3c)

(3d)

(3e)

Figure 1 shows the relation between the input param-
eters and the elliptic failure criteria. The angle u� is
defined through equation (4).

(4)

In figure 2 the interpolation of the peak plastic shear
strains is presented for the input values in table 1. If
the elliptic interpolation function is used one should
be aware that the yield surface may become concave
for inappropriate input parameter sets.

The constitutive relation is put together following
conventional methods based on an associated flow
rule using the following yield surface gradient:

(5a)

(5b)
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Table 1. Input parameters.

Set Undrained strength Shear strain at failure

su
A/sv0� su

P/sv0� th
p
DSS/sv0� gp

p
A gp

p
P gp

p
DSS

1 0.4 0.2 0.3 0.01 0.06 0.02
2 0.4 0.2 0.3 0.01 0.06 0.04



The initial maximum shear stress, t0, may be deter-
mined from an initial at rest coefficient, K0. This gives
t0 � sv0’(1 � K0)/2, which may grow unrealistically
large at depth and conflict with t0 � su

A. A more con-
sistent alternative is to determine t0 from the initial
degree of mobilization, f0, as t0 � f0 � su

A. In the latter
case the initial horizontal stress is assumed to be:

(6)

where is the Macauley brackets making sure that
we always have a positive horizontal stress, sh0� � 0.

3 SIMULATION OF BIAXIAL AND 
DIRECT SIMPLE SHEAR

3.1 Input parameters

The input parameters are given in the table 1. In addi-
tion the elastic shear modulus G is needed. In the
numerical simulation of biaxial and direct simple
shear, G � 300 � sv0� is used. The initial mobilization
is assumed to be f0 � 0.5.

3.2 Results

Stress strain plot for the compression and extension
biaxial test is shown together with plots for two dif-
ferent direct simple shear tests in figure 3. The stress
paths in the shear stress plane are shown in figure 4.
It may be noticed that the principal stresses are rotated
35.8° at failure in the direct simple shear tests. The nor-
malized stress paths for the two DSS test simulations
show the effect of different peak plastic shear strain
when subjected to horizontal shear. We may notice that
although the failure criterion is the same, the yield
surfaces will not coincide.

4 DISCUSSION OF THE MODEL

Undrained Biaxial or DSS tests on high quality sam-
ples cut and loaded at different angles to the vertical
are needed to evaluate the quality and accuracy of the
model. Here model predictions are compared to
results from DSS test on soft Norweigian clays as
reported by Bjerrum (1973) and Soedemir (1976). In
order to compare the test results with the model, it is
an advantage to rewrite the model equations as shown
in the following, inspired by Athanasiu (1999).

The angle v, defined in equation (7a), relates to the
direction of pure plastic shear strain as given by the
associated flow rule. The rotation of the failure plane
from the initial horizontal stress is b. The rotation of
the failure plane from the principal stresses is then af
according to equation (7c). The angle u is the rotation
of the principal stresses. The critical shear stress on a
potential failure plane, tcr, is given by equation (7d).

In figure 5 the critical shear stress in the model is
plotted together with results from undrained direct
simple shear tests presented by Bjerrum (1973). The
present model reproduces the test results reasonably
well, even though some discrepancy is observed. In
Athanasiu (1978) results from plane strain tests and
direct simple shear tests are presented. These results
are reproduced in figure 6 together with the best fit
ellipse. The direction of the plastic shear strain at failure
in these tests is also indicated. Obviously the assump-
tion of associated plastic flow may be questioned.
Although the proposed total stress model is able to
account for anisotropy in undrained calculations, the
total stress approach to some extent limits the under-
standing of the underlying soil behavior. For instance
the failure plane observed in laboratory tests is in gen-
eral not in accordance with the planes obtained from the
model. In real clay samples the strength and possible
failure along certain planes appears to be of a more
complex nature than we may possibly capture in a clas-
sical elastoplastic total stress approach.

In figure 7 the current elliptic interpolation is used
on data found in Whittle (1993), together with his
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predictions from the MIT-E3 model. We should notice
that the MIT-E3 predictions are not obtained through a
simple interpolation function as in our current model.
Even though it appears like the total stress based model
in this case fits the experimental data best, it is no
doubt that an effective stress based model has a larger
potential in consistently reproducing the anisotropic
behavior of soil. Work on an effective stress based
anisotropic model for soft clays is initiated.

(7a)

(7b)

(7c)

(7d)

5 NUMERICAL EXAMPLE

5.1 Case

In figure 8 a plane strain model for excavation in clay is
shown. The Finite element program PLAXIS is used for
the numerical calculation of the problem. The construc-
tion consists of two stages, stage one is installing sheet
pile and excavating to level �1.5 m. Second stage is
the installation of the anchor and further excavation to
level �4.5 m. The soil parameters are given by table 2
and are typical for soft Scandinavian clays. Triangular
elements with 15 nodes are used; the mesh is indicated
in figure 8. The top layer of sand is assumed to act as a
load only and has no strength. The anchor is not pre-
stressed at installation and its capacity is restricted to
100 kN/m. The soil density is 20 kN/m3 for both layers.

5.2 Deformations in serviceability state

Horizontal wall displacement is shown in figure 9.
We observe that assuming isotropic behavior using
laboratory results from active biaxial tests only, will
significantly underestimate the deformations. If we on
the other hand assume isotropic behavior with average
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undrained strength we will predict too large deforma-
tions. The anisotropic simulation falls in between the
two isotropic cases and the differences between the sim-
ulations are significant. This shows the importance of
taking anisotropy into account.

5.3 Calculation of factor of safety

The calculation of a factor of safety is based on incre-
mentally reducing the strength of soil. When defor-
mations become excessive a failure mechanism has
developed. The corresponding strength reduction fac-
tor is taken as the factor of safety. For the anisotropic
soil model two principally different methods may be
used for calculating a factor of safety.

(1) Reducing strength while keeping the initial max-
imum shear stress, i.e. t0 constant, figure 10a.

(2) Reducing strength as well as the initial maximum
shear stress, i.e. keeping f0 constant, figure 10b.

The first one may appear most straightforward, but if
the initial maximum shear stress is high, then the ini-
tial state limits the strength reduction, figure 10a.
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Table 2. Input parameters.

Anisotropic Isotropic(1) Isotropic(2)

Parameter Value Value Value

su
A 0.4sv0� 0.3sv0� 0.4sv0�

�10 kPa �7.5 kPa �10 kPa

su
P 0.2sv0� 0.3sv0� 0.4sv0�

�5 kPa �7.5 kPa �10 kPa

th
p
DSS 0.3sv0� 0.3sv0� 0.4sv0�

�7.5 kPa �7.5 kPa �10 kPa

G 300sv0� 300sv0� 300sv0�
�7.5E3 kPa �7.5E3 kPa �7.5E3 kPa

gp
p
A 0.01 0.03 0.01

gap
p
P 0.06 0.03 0.01

gp
p
DSS 0.02 0.03 0.01

f0 0.5 0.0 0.0

K0 not constant 1.0 1.0

a)

b)
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Figure 11 gives results from calculation of safety fac-
tors. These curves are produced from manual decrease
of input parameters until a limit state is reached. The
node followed is located at the sheet pile at �3 m. As
expected the isotropic soil model using active strength
will dangerously over predict the safety giving F � 1.7.
The isotropic simulation using average strengths gives
a too low value of F � 1.3, while the anisotropic model
provides a factor that is believed to be the most correct,
F � 1.4. We may observe that in this example the ratio
between the safety factors of the two isotropic cases
(1) and (2) will be ¾, directly following the ratio
between the corresponding input strength parameters.
The stress-points B-H is monitored through the calcu-
lations. In figure 12 the stress paths for the different

points are followed until failure. The calculation is done
with the anisotropic model and with an initial mobi-
lization of 0.5 which is kept constant during the safety
factor calculation. The sudden breaks in the stress
paths are related to the two excavation stages and the
plastification of the anchor. It may be noted that point
F is on the passive side of the tip of the sheet pile.

6 CONCLUSION

Constitutive equations for a total stress based anisotropic
soil model have been established. The soil model derived
was implemented in PLAXIS using as a user defined
soil model and applied to simulations of laboratory
tests and a sheet pile wall. A limited amount of experi-
mental data found in Bjerrum (1973), Athanasiu (1978)
and Whittle (1993) is used to evaluate the proposed
failure criterion. More experimental data is needed to
conclude regarding the accuracy of the model, but the
model significantly improves practical simulations
compared to isotropic models.

The sheet pile wall problem was calculated using
both the anisotropic soil model and an isotropic soil
model. It is observed how an isotropic soil model using
only results from undrained active biaxial tests signifi-
cantly over predicts the safety factor and underesti-
mates the deformations. On the other hand using average
strength in an isotropic simulation shows too low factor
of safety and too large deformations. The average is
then the average of the active, direct and passive
undrained shear strength. Using the anisotropic soil
model the overall behavior is in agreement with expected
results and much more realistic. It is believed that
anisotropic soil models as developed herein represent a
major improvement over isotropic models when it comes
to simulating the undrained behavior of soft clays.
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1 INTRODUCTION

The shear stress-shear strain characteristics of sensitive
clays may show a significant strain softening behavior
under undrained deformation. After the peak shear stress
is reached, the shear stress decreases with increasing
shear strain toward a residual strength at large shear
strain. This is illustrated in Figure 1 for an idealized
direct simple shear (DSS) test.

A consequence of the strain softening behavior is that
the continuing stress-strain curve at the peak stress is
not unique. When the shear strength is reduced beyond
the peak shear strength, the trivial response is that the
material continues along the plastic loading branch

with increasing plastic shear strain. However, material
may, due to the reduced shear stress, also continue along
the elastic unloading branch as illustrated in Figure 1.

While analyzing the capacity of a general boundary
value problem this type of bifurcation problem can only
be solved by using numerical methods such as the
Finite Element Method. Stress equilibrium, material
behavior and displacement compatibility of the soil
mass are then satisfied throughout the loading phase.
The uniqueness of the continuing solution curve at any
load level may be checked by an eigenvalue analysis 
of the tangential stiffness matrix (de Borst, 1987 and
Jostad & Nordal, 1995).

The loss of uniqueness may result in develop-
ment of shear bands, i.e. thin zones with large plastic
shear deformation and elastic unloading outside the
shear band.

The thickness of the shear band governs the degree of
softening and thus also the capacity or peak load of the
boundary value problem (Jostad & Andresen, 2002).
The degree of softening is in this case defined as the
negative slope of the curve of shear stress versus differ-
ential tangential displacement across the shear band in
the post peak shear stress branch (see Fig. 1).

Without a proper regularization technique the thick-
ness of the shear band may theoretically be reduced
to zero or limited by the finite element discretisation
(de Borst et al. 1993).

However, in contrast to granular materials, where the
shear band thickness is found to be governed by the
grain size (e.g. Roscoe, 1970), the mechanisms that

Calculation of shear band thickness in sensitive clays

H.P. Jostad & L. Andresen
Norwegian Geotechnical Institute (NGI), Oslo, Norway

V. Thakur
Norwegian University of Science and Technology (NTNU), Trondheim, Norway

ABSTRACT: A key parameter in the calculation of capacity or peak load of sensitive clays is the shear band thick-
ness which may develop due to the strain softening behavior of this material. The shear band thickness may govern
the strain rate and thus also the rate of softening. In contrast to granular materials, where the shear band thickness
depends on the grain size, the mechanisms that govern the shear band thickness in sensitive clays under undrained
condition are not fully understood. The hypothesis considered in this paper is that the shear band thickness is
governed by the deformation rate, where the time dependent mechanisms are local pore water flow and time induced
shear deformations (creep). Finite Element Method is used to find conditions where the shear band thickness in sen-
sitive clays becomes unique and not governed by the finite element discretisation.

Figure 1. Bifurcation problem during direct simple shear
of a strain softening material. Uniform trivial solution and
strain localisation on a shear band with thickness tSB.
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govern the shear band thickness in sensitive clays under
globally undrained condition are not fully understood.

In this paper the hypothesis that the shear band thick-
ness is governed by the deformation rate is considered.
The regularization mechanisms are time dependent
local pore water flow and time dependent shear defor-
mations (creep).

This hypothesis was also considered in Thakur et al.
(2005) using a rate independent linear elastic perfectly
plastic material model. However, in that case the local
pore water flow was not able to regularize the solution.

2 FINITE ELEMENT PROCEDURE

The development of shear band in sensitive clay is stud-
ied by using a finite element code called BIFURC
developed at NGI. For simplicity, a one dimensional
idealization across a potential shear band is considered.
The key ingredients in the Finite Element formulation
used in these calculations are then:

• A two noded one dimensional consolidation element
with normal displacement, lateral displacement and
excess pore pressure degrees of freedom in each node.

• An implicit time stepping scheme with equilibrium
iteration within each time step. The iteration is in this
case performed with the elastic stiffness matrix of the
soil skeleton, i.e. the initial stiffness method.

• A non-associated elasto-plastic model based on 
a plastic (permanent) strain dependent mobilized
friction.

• A dilatancy angle controlled by input of an accumu-
lated plastic shear strain induced excess pore pressure
curve obtained from undrained shear tests.

• A time dependent plastic shear strain (creep).

The above ingredients are described in more details in
the following.

2.1 1D Consolidation element

A 2-noded one dimensional consolidation element is
used to model the effect of local pore water flow (drain-
age) during shear deformation.

The element describes both normal strain 
 and shear
strain �:

(1)

where un and ut are the normal and the lateral displace-
ments along the finite element length �L.

The element must also satisfy the continuity (mass
balance) of the pore water, i.e.

(2)

where �v is the change in fluid flow velocity over the
finite element length �L, and �
 is the change in normal
strain (constant within the element) during the time
increment �t.

The pore water flow velocity v is given by Darcy’s
law:

(3)

where k is the permeability, �w is the unit weight of
the pore water, and �p is the change in excess pore
pressure over �L.

The element must also satisfy the equilibrium
equations, where the internal forces due to the normal
stress � and shear stress � are in equilibrium with the
nodal point forces. In nodes without external forces, the
stresses in the elements at both sides of the node must
then be equal.

The normal stress � is divided into effective stress ��
and excess pore pressure p (compressive stresses and
pore pressure are taken as positive): � � �� � p. Effec-
tive stress change ��’ is given by the normal strain and
the shear strain as described below.

2.2 Constitutive model

The stress-strain relationship of sensitive clays is des-
cribed by an elasto-plastic model with a plastic shear
strain dependent mobilized friction tan 
. The mobi-
lized friction concept is for instance described in Janbu
(1985). The yield criterion is then given as:

(4)

In this paper the relationship between the mobilized
friction and the plastic shear strain is for simplicity
described by a function proposed by Vermeer and
de Borst (1984):

(5)

where �p is the plastic reference shear strain, 
o is the
initial mobilized friction angle, � is the peak friction
angle and �pf is the plastic shear strain where the peak
friction angle � is reached under a constant (reference)
shear strain rate.

The coupling between plastic normal strain and plas-
tic shear strain is controlled by the dilatanty angle 	, i.e.

(6)
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Based on undrained DSS tests a relation between
excess pore pressure p� and plastic shear strain may be
found. In a standard DSS test the total normal stress is
kept constant, which means that the measured pore
pressure changes are shear induced. This relationship is
in this paper, for simplicity described by a hyperbolic
function:

(7)

where cp and pa are parameters used to fit the measured
shear induced pore pressure. The dilatancy angle is then
calculated in order to give the shear induced pore pres-
sure under perfectly undrained condition.

The time dependent plastic strain (creep) incre-
ment is calculated based on a modified formulation
of Mitchell’s equation (Mitchell et al. 1968):

(8)

(9)

where A and � are parameters used to control the strain
rate, f � tan 
/tan � is the mobilized friction, fc is a
friction (threshold level) that must be exceeded before
the creep strain becomes significant, tref is a reference
time and teq is an equivalent time corresponding to the
accumulated creep strain at the current mobilized
friction.

The elastic strains are given by the elastic shear
modulus Go and constrained modulus Mu. Go is
derived from the initial part of the shear stress-shear
strain curve obtained from a DSS test. Go is therefore not
necessary taken equal to the small strain stiffness
Gmax. Mu is the secant constrained modulus obtained
from an unloading phase during an oedometer test.

2.3 Material behavior

The constitutive behavior of saturated soft clay subjected
to varying strain rates is in this paper, in lack of suitable
DSS tests, taken from undrained triaxial compression
tests on plastic Drammen clay (Berre, 1973). Some
index data of the marine clay is given below:

Water content, w (%) � 50%
Plasticity index, Ip (%) � 25%
Over-consolidation ratio, OCR � 1.25
Clay content � 45–55%
Sensitivity, St � 3–5

Specimens taken from approximately the same depth
are deformed under three different nominal vertical

strain rates: 35%/hour (fast), 0.6%/hour (medium) and
0.023%/hour (slow).

Figure 2 (left) shows the shear strain � � 
v � ½ 
h
versus the normalized maximum shear stress 
½ (�v � �h)/po� obtained from these tests, and Figure 2
(right) shows the corresponding effective stress paths,
½ (�v � �h)/po� versus ½ (�v� � �h�)/po�. The speci-
mens were initially consolidated to the initial in situ
effective vertical stress po� � 73 kPa with an effective
horizontal stress �h� � 0.5 � po�.

From these tests it is found that the shear induced
pore pressure p� is independent of the applied nominal
strain rate as shown in Figure 3 (left), and that the
nominal shear strain at a given mobilized friction sin 

increases with reducing nominal strain rate (i.e. increas-
ing time) as shown in Figure 3 (right).

The shear induced pore pressure is therefore in this
paper described by Equation 7 where the plastic shear
strain is the sum of a plastic reference strain (corre-
sponding to the plastic strain obtained with a given
strain rate) and an accumulated time dependent (creep)
strain given by Equation 8 or by Equation 9 depending
upon current mobilization level.

3 CALCULATIONS

The idealized problem analyzed in this paper is shown
in Figure 4. It is a 1D column with the height H, which
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may represent the soil on one side of a potential shear
band. The 1D assumption is valid as long as the height
H is small compared to the length of the potential shear
band. However, the idealization is not valid close to the
front of a propagating shear band where the mecha-
nisms are more complex.

The shear stress is assumed to be constant over H, and
H large enough to be globally undrained (i.e. the height
is constant equal to H during the analysis). The differen-
tial lateral displacement rate over H is assumed to be
constant during the analysis (e.g. as in a strain con-
trolled DSS test). The lateral displacement �h is pre-
scribed at the first node (x � 0) and the last node
(x � H) is totally fixed. The shortest element length
used is only 1mm, which is short enough for the analyses
presented herein.

The bifurcation problem, i.e. the possibility of
switching to a non-uniform deformation mode, is
checked by an iterative procedure as described below:

• The time dependent problem is solved by an implicit
time stepping scheme.

• The lateral displacement �h is increased by
�� � H � �t (where �� is the applied nominal shear
strain rate) in each time step. The time increment �t
is sufficient small to secure small strain changes
during the time step.

• The iteration process is started by first assuming that the
differential lateral displacement takes place only over
the first element. This gives preference to develop the
minimum possible shear band thickness for the actual
mesh. The iteration process then continues until the
equilibrium (same shear stress and total normal
stress in all elements), and mass balance (no global
volume change) for the actual excess pore pressure
field are satisfied. The iteration is performed by using
the elastic stiffness matrix which is most robust for
this problem with the possibility of switching to
elastic unloading outside the shear band.

The material properties used in the analyses are
presented in Figure 4. In the first set of analyses the

effect of time induced shear strain (creep) is neglected.
The stress-strain curves in these cases (referred as
rate-independent) are shown in Figure 5.

These idealized curves agree rather well with results
from DSS test on plastic Drammen clay subjected to a
deformation rate of 1%/hour.

The second set of analyses are done by accounting
for the rate effect. The input parameters for these cases
are presented in Figure 4 (right) and the resulting stress-
strain curves in Figure 5 for a fast and a slow test.

Figure 6 shows the calculated shear strain and pore
pressure distributions at different nominal shear strains
(�h/H � 3% to 4.3%) obtained with different applied
nominal shear strain rates. The effect of time dependent
strain is not taken into account. It is seen that the initial
zone with localized shear strain (shear band) reduces
with increasing applied nominal shear strain rate.
Furthermore, the shear strain is largest in the centre of
the shear band (x � 0) from where it reduces smoothly
toward the strain outside the shear band.

From Figure 6 it is also seen that the shear band
thickness is not constant but that it decreases with
increasing strain. The reason for this is that the rate
of pore pressure generation within the shear band is
decreasing with increasing strain. When the rate of pore
pressure generation becomes slow the effect of local
pore water flow is not able to regularize the shear band
thickness and the thickness becomes equal to the ele-
ment size.

By performing analyses with different element
lengths it is found that the solution (e.g. the post peak
strain softening curve in Figure 7) is mesh independ-
ent, as long as the element length is sufficiently short
compared to the resulting shear band thickness. This
clearly demonstrates that the local pore water flow
regularizes the solution.

Figure 8 shows the calculated initial shear band
thickness (which due to assumed symmetry about the
centre of the shear band is two times the length obtained
in the analyses) as function of the applied nominal
shear strain rate. It is seen that the initial shear band
thickness becomes large at low nominal shear strain
rates.
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The effect of increasing strain rate and then redu-
ced time dependent strain is not taken into account in
Figure 8.

By taking into account the effect of time dependent
shear strain it was found that strain localization was
prevented before the peak friction was mobilized.
This means a uniform deformation within a height of
at least 20 cm in the post peak shear stress softening
regime toward the peak friction. The reason is that
strain localization will reduce the contribution from
time dependent strain compared to a uniform strain
field. This will also reduce the strain induced pore
pressure and thus increase the shear strength. In these
cases time dependent strain will therefore prevent the
development of localized shear deformation.

4 CONCLUSIONS

The hypothesis that the shear band thickness in sensi-
tive clays under rapid shear deformation is regular-
ized by time dependent effects caused by local pore
water flow, is demonstrated by 1D finite element
analyses. However, it was necessary to use a constitu-
tive model with a strain dependent mobilized friction
where the mobilized friction increases with increas-
ing pore pressure at the peak shear stress. The mate-
rial close to the zone with localized shear strain is
then prevented to elastically unload due to increased
pore pressure from dissipation of pore water from the
localized zone.

That a shear band may be prevented to develop due
to the effect of time dependent shear strain (creep)

before the peak friction is mobilized is also demon-
strated by using realistic properties for a plastic marine
clay.

This study has however a limitation of lack of proper
rate dependent data for more sensitive clays. In order to
extend the relationships between applied nominal shear
strain rate and shear band thickness, it is necessary to
achieve relevant properties for more sensitive clays.

It would also have been interesting to verify the
results from the numerical analyses by measurements of
the local strains during the test.
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1 INTRODUCTION

Due to construction activities, soils are subjected to a
variety of loading paths involving not only increases
in magnitudes of principal stresses, but also changes
in the direction of stresses. The complexity of soil
behaviour, combined with the wide variety of loading
conditions in geotechnical problems, has resulted in
development of a wide variety of advanced constitutive
models. The performance of these models is investi-
gated by modelling laboratory tests under few con-
trolled stress or strains paths. Another way to assess
and compare the performance of these models is to
perform a stress or a strain probing to deduce so-called
response envelope as proposed by Gudehus (1979)
and Gudehus & Kolymbas (1979).

Description of soil behaviour as a function of load-
ing direction is a key ingredient in the analysis of any
geotechnical structure, where different zones of soil
experience widely different stress-paths, both in size
and direction.

The objective of this paper is to asses the perform-
ance of S-CLAY1 model, a recently developed elasto-
plastic anisotropic model, compared to the well known
isotropic Modified Cam-Clay model in terms of incre-
mental behaviour for number of different stress paths
all originating from a common initial state (stress
probes). Due to the limitations of space, only a brief
summary of the main features of the constitutive models
employed is given below.

2 S-CLAY1 MODEL

In the simplified stress space of a triaxial test, when
considering a cross-anisotropic sample, the yield curve
of S-CLAY1 can be expressed in terms of p� (mean
effective stress) and q (deviator stress) as:

(1)

where M is the critical state value of the stress ratio
�(� � q/p�) and p�m and � define the size and the
inclination of the yield curve (Fig. 1). For � equal to
zero, Eq. (1) reduces to the yield curve of the Modified
Cam Clay model (Roscoe & Burland 1968). The elastic
behaviour is assumed to be isotropic as in the Modified
Cam Clay model (MCC), and likewise, an associated
flow rule is assumed.

The first hardening law describes changes in the
size of the yield curve and is similar to that of MCC.
The second hardening rule (Eq. 2) predicts the change
in the inclination of the yield curve produced by plas-
tic straining (Näätänen et al. 1999, Koskinen 2001,
McGinty et al. 2001). In triaxial stress space, for a
case where the main axes of anisotropy stay fixed, the
rotational hardening law can be expressed as:

(2)

where d
p
d and d
p

v are the plastic shear strain increment
and the plastic volumetric strain increment, respectively.

Response envelopes of the elasto-plastic S-CLAY1 model
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ABSTRACT: In this paper, the features of S-CLAY1 model are explored through identification of the
so-called response envelopes, which is very useful way of studying the incremental behaviour of a constitutive
model. To highlights the effect of anisotropy induced by the S-CLAY1 model formulation a systematic com-
parison to the response of the well known isotropic Modified Cam-Clay model is performed.

Copyright © 2006 Taylor & Francis Group plc, London, UK



Constants � and � control, respectively, the absolute
rate at which � heads towards its current target value
and the relative effectiveness of plastic shear strains
and plastic volumetric strains in determining the current
target value.

The model involves seven soil constants. Five con-
ventional parameters are the same as in the MCC model
and can be directly measured from standard laboratory
tests. The initial state of the soil is defined by the stress
state and the initial values of p�m and � that define the
initial size and inclination of the yield curve.

The two additional parameters (� and �) relate to
the rotational hardening law. Parameter � and the ini-
tial inclination of the yield curve � can be determined
by simple procedures as proposed by Wheeler et al.
(1999). There is no direct method for deriving the
value of the parameter �. In this paper; an attempt to
highlight the effects of � on the response envelope is
investigated.

3 NUMERICAL PROGRAMME

3.1 Signs convention and numerical tool

In the following, the usual sign convention of soil
mechanics (compression positive) is adopted through-
out. In line with Terzaghi’s principle of effective stress,
all stresses are effective stresses. Also, the volumetric
strains and shear strains are expressed in simplified
strain space of a triaxial test and the main axis of
anisotropy fixed.

For numerical simulation a single Gauss-Point
program is used for all the presented results and

calculations with MCC model are performed with the
subroutine dedicated to S-CLAY1 by cancelling the
effect of anisotropy by setting the initial value of � and
parameter � to zero.

3.2 Soil parameters

The soil parameters used in this study are typical of
Scandinavian soft clays and have been derived based
on a comprehensive experimental study, including
drained and undrained triaxial tests and oedometer
tests, done on samples of POKO clay taken near the
town of Porvoo in southern Finland. The tests were
carried out at Helsinki University of Technology and
the full description can be found in Koskinen (2001).

For S-CLAY1 model, the input parameters are as
shown on Table 1, where � and � are the slopes of
swelling/recompression line and the normal compres-
sion line, respectively and �� is Poisson’s ratio. For
Modified Cam-Clay model, the values for the standard
soil parameters are the same as in Table 1. However,
the parameter p�0 defining the size of the initial yield
curve for the MCC model is chosen so that the yield
curve coincides with the S-CLAY1 yield curve for the
stress path � � �k0. Hence, the initial value of p�0 is
taken equal to 54.6 kPa (Fig. 2).
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Table 1. Input parameters for S-CLAY1.
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stress explored.

Copyright © 2006 Taylor & Francis Group plc, London, UK



3.3 Stress probing and initial state of stress

Each stress probe from an initial state (�a,0, �r,0) is
described by the following parametric equations:

(3)

where R� denotes the norm of the stress increment,
and �� represents its direction in the Rendulic plane
of stress increments (��a, 2��r; Fig. 3). For the
presented simulations, two initial states of stress were
adopted: anisotropic initial state of stress on the yield
curve of both models for � � �k0 (point A on Fig. 2)
and an isotropic initial state of stress on the yield
curve of S-CLAY1 model (point B on Fig. 2). The
magnitudes of stress increments explored are 10 kPa
for initial state of stress A and B (denoted A(10) and
B(10), see Fig. 2) and 30 kPa for initial state of stress
B (denoted B(30)).

4 NUMERICAL SIMULATIONS

4.1 Response envelopes of linear elastic model

The Gauss-Point program was first evaluated for a
linear elastic material according to Hook’s law for dif-
ferent values of Young’s modulus with values of
Poisson’s ratio between 0.0 and 0.5. The response
envelopes to a stress increment of 10 kPa in terms of
axial strains versus radial strains and shear strains
versus volumetric strains are shown respectively on

Figure 4 and Figure 5 for �� values of 0.0 and 0.3 and
Young’s modulus value of 4737 kPa.

As expected for �� � 0, a circle is obtained in the
axial strains versus radial strains diagram and for
increasing value of the Poisson’s ratio inclined ellipse
is obtained until it collapse to a straight line for �� �
0.5 (not represented on this Figure). The aspect ratio
of the ellipse is controlled by the value of Poisson’s
ratio, whereas the size of the ellipse is controlled by
R�/E and the Poisson’s ratio.

The same stress-probes were performed using the
elastic relationships in Modified Cam-Clay model
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assuming a constant Poisson’s ratio. For illustration,
the response envelopes for two different values of
Poisson’s ratio are shown on Figures 6 and 7 (for �
values as defined in Table 1). As the bulk modulus
depends on the � value, the void ratio and the mean
effective stress, the response envelopes coincide for
purely volumetric strain paths. The Poisson’s ratio
affects mainly the ratio of the response envelopes as
shown in Figure 7.

4.2 Response envelopes of MCC and S-CLAY1

4.2.1 Stress probe A(10)
To investigate the differences in the incremental
response of MCC and S-CLAY1, the stress probing for
the initial state of stress and increment size denoted
A(10) is performed. In terms of axial strains versus
radial strains, similar qualitative results with both mod-
els are obtained (Fig. 8) where the softest response is
associated to those paths which are characterised by a
large deviatoric component. This predicted behaviour is
in agreement with tests results performed on silty clay
coming from southern France (Tamagnini et al. 2005).

Furthermore, the incremental response remains
continuous as the stress increment rotates and convex
except a minor irregularity observed in the envelopes
for both models close to neutral loading in extension.
The material response is softer when the probe points
in the direction of continued loading, and stiffer upon
unloading. In the purely elastic region, as expected,
identical response is obtained. In terms of magnitude
of strains, S-CLAY1 predicts higher axial strains than
radial strains for �� between 0° and about 135° and
then this tendency is reversed until the elastic region
is reached.

In terms of volumetric strains versus the shear
strains (Fig. 9), for purely axial stress path MCC model
predicts almost twice the shear strains predicted by
S-CLAY1 model.

4.2.2 Stress probe B(10)
The predicted response envelopes for initial state of
stress and stress increment denoted B(10) obtained
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using S-CLAY1 model and MCC model are shown on
Figures 10 and 11. In terms of axial strains versus
radial strains, as expected from Figure 2, MCC model
response is basically elastic (no yielding occurs for
stress increments R� � 10 kPa) and the form is simi-
lar to the results in Section 4.1.

The S-CLAY1 model predicts identical strain
envelopes in the purely elastic region to the MCC
model, but the results become different when yielding
takes place. The elasto-plastic response of S-CLAY1

looks like an eccentric elongated ellipse. The incre-
mental response remains continuous as the stress incre-
ment rotates.

4.2.3 Stress probe B(30)
To initiate yielding for MCC model, stress probing
with initial state of stress and stress increment
denoted B(30) is performed for both models. Strains
envelopes obtained are shown in Figures 12 and 13, in
terms of axial strains versus radial strains and shear
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strains versus volumetric strains, respectively. Due to
the shape of Modified Cam-Clay model yield curve
and the nature of stress probing (initiated from an
isotropic stress state), the strains envelope obtained is
symmetrical to the volumetric strains axis (Fig. 13).

For S-CLAY1 model, asymmetric strain envelope
is obtained (Fig. 13). Again in the purely elastic region,
both strains envelopes are identical.

4.3 The effect of m value on the response
envelopes of S-CLAY1 model

In order to investigates the effect of � value on the
response envelopes of S-CLAY1 model, numerical
simulations for different values of � parameter were
performed for both initial states of stress A and B for
R� � 10 kPa.

Results obtained in terms of strains envelopes for
three values of � parameter are reported on Figures
14 and 15, for initial state of stress A and initial state
of stress B, respectively.

For initial state of stress A, the effect of � value on
the strain envelopes seems negligible. In the elastic
region of the strain envelopes, as the inclination of the
yield curve is not affected, the value of � parameter
has no influence. When plastic straining takes place,
due to the small size of the stress increments, the
inclination of the yield curves changes only a little.

For initial state of stress B, the initial yield curve is
centred on the �k0 stress path. Therefore, stress prob-
ing with isotropic initial state of stress, plastic strain-
ing will induce substantial rotation of the yield curve

towards the isotropic axes. Therefore, a high value of
� will accelerates this rotation.

5 CONCLUSIONS

In this paper, the S-CLAY1 model, which takes into
account both initial and plastic strain-induced
anisotropy, was compared to isotropic elasto-plastic
model MCC through investigating predicted response
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envelopes. The main conclusions on the performance
of the models can be drawn as follows:

– For stress probes A(10), the strain envelopes of both
models are qualitatively similar. However, in terms
of magnitude of strains, the MCC model predicts
notably higher shear strains than S-CLAY1.

– For stress probes B(10) and B(30), which start on the
isotropic axis, MCC model predicts a symmetric
strain envelopes with respect to volumetric strain
axis, whereas S-CLAY1 model predicts asymmet-
ric strain response.

– In terms of the effect of � value on the strain
envelopes, the initial state of stress seems to have a
major effect. The � value has only a minor effect
when the initial state of stress lies on a stress path
that has the same target yield curve orientation as
the initial yield curve (A(10) in Fig. 2). However, for
stress probes from an isotropic initial state (B(10)
in Fig. 2), the � value has a major influence, as for
any plastic straining significant yield curve occurs.

REFERENCES

Gudehus, G. (1979). A comparison of some constitutive
laws for soils under radially symmetric loading and
unloading. In Wittke (ed.): Proc. 3rd Int. Conf.
Numerical Methods in Geomechanics: Vol 4, 1309–1323.
Aachen.

Gudehus, G. & Kolymbas, D. (1979). A constitutive law of
the rate type for soils. In Wittke (ed.): Proc. 3rd Int. Conf.
Numerical Methods in Geomechanics: Vol 1, 319–329.
Aachen.

Koskinen, M. (2001). Anisotropy and destructuration of soft
clays. MSc thesis, Helsinki University of Technology.

McGinty, K., Karstunen, M. & Wheeler, S.J. (2001).
Modelling the stress-strain behaviour of Bothkennar clay.
Proc. 3rd Int. Conf. Soft Soil Engineering, Hong Kong,
263–268. A.A. Balkema.

Näätänen, A., Wheeler, S.J., Karstunen, M. & Lojander, M.
(1999). Experimental investigation of an anisotropic
hardening model. Proc. 2nd Int. Symposium on Pre-
Failure Deformation Characteristics of Geomaterials,
Torino, 541–548. A.A. Balkema.

Roscoe, K.H. & Burland, J.B. (1968). On the generalised
stress-strain behaviour of ‘wet’ clay. Engineering
Plasticity, 553–569. Cambridge University Press.

Tamagnini, G., Masin, D., Costanzo, D. & Viggiani, G.
(2005); An evaluation of different constitutive models to
predict the directional response of a reconstituted fine
grained soil. In Proc. Int. workshop Modern trends in
geomechanics, Vienna, Austria.

Wheeler, S.J., Näätänen, A. & Karstunen, M. (1999).
Anisotropic hardening model for normally consolidated
soft clay. Proc. 7th Int. Symp. Numerical Models in
Geomechanics (NUMOG), Graz, Austria, 33–44.
A.A. Balkema.

Wheeler, S.J., Näätänen, A., Karstunen, M. & Lojander, M.
2003. An anisotropic elasto-plastic model for soft clays.
Canadian Geotechnical Journal 40, 403–418.

39

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

41

1 INTRODUCTION

The last decades have been characterised by a remark-
able development in laboratory testing techniques on
geomaterials. The use of more accurate sensors and
local strain measurements allows a reliable and accur-
ate investigation of the stress-strain behaviour in a
wide range of strains, from very small (�0.001%) to
very large up to failure. But also the possibilities in
soil modelling and the variety of different constitutive
equations increased in the same time period and a
number of sophisticated constitutive models have been
developed to solve geotechnical problems.

Shear moduli of most soils decrease monotonically
with the accumulation of strain. The maximum stiffness
is observed at very small strains (e.g. strains �10�6)
which are associated with linear elastic material behav-
iour. It has been recognised that the stiffness at small
strains should not be neglected in numerical calcula-
tions of boundary value problems.

2 MULTILAMINATE MODEL FOR SOIL

2.1 Framework

The Multilaminate Model for Soil (MMS), employed
for this study was developed and implemented into
the finite element code Plaxis (Brinkgreve, 2002) by
Wiltafsky (2003) and extended by Scharinger &
Schweiger (2005). The model offers the possibility to

incorporate shear and volumetric hardening on 21, 33
or 37 independently acting integration planes per
hemisphere. It is one of the most important features
of this model that the development of the yield surface
on each sampling plane is based on the evolution of
plastic strains on the respective plane. Only under
hydrostatic loading the same preconsolidation pres-
sures are obtained on each integration plane. When
any deviatoric stress is applied, the state variables related
to the state of the yield surface vary over the planes.
An initially isotropic soil becomes anisotropic after
loading when analysed within the multilaminate frame-
work, thus it captures plastic flow induced anisotropy
intrinsically (Pande & Sharma, 1982). In this paper
however plastic deformation will not be addressed.

2.2 Local stress state on integration planes

In a constitutive model based on the multilaminate
framework, all mathematical formulations are described
for each integration plane explicitly and it is assumed
that the same characterisation holds for all planes.
According to the integration rule used, which defines
the number of integration planes, the local components
of the effective stress state ��i have to be computed
from the global effective stress vector ��.

(1)

Modelling small-strain stiffness with the multilaminate framework
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ABSTRACT: Based on the multilaminate framework, a first step towards modelling high elastic stiffness at
small-strain level is presented. The basic feature of multilaminate models, namely the consideration of various
integration planes to formulate the stress-strain relationship, is used in combination with a micromechanical
approach for the determination of the elastic stiffness matrix. The employed extension of the model also includes
the degradation of the elastic stiffness according to the material’s strain history. In this paper only a non-linear
elastic formulation for the micromechanical contact model is shown. The consequences and possibilities of
improvement will be discussed on the basis of numerically simulated triaxial tests.
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Ti represents the transformation matrix for the respect-
ive integration plane i, which is a function of the direc-
tion cosines of the unit normal to the i-th integration
plane.

3 DETERMINATION OF ELASTIC
STIFFNESS AT SMALL STRAIN LEVEL

3.1 Concept

A micromechanics approach is implemented in the
multilaminate model to describe the deformation behav-
iour at small strain levels. More precisely, the elastic
stiffness of each plane is obtained from a microme-
chanics based contact model applied at each particle
contact.

An assembly of equally sized spheres defined by
the average radius rgrain of the grains, the shear modulus
Ggrain, Poisson’s ratio �grain and internal friction angle
�grain of the grain material is assumed to govern the
contact behaviour of granular materials at small strains.
In each contact between two spherical grains, the nor-
mal and the tangential component of the elastic stiffness
are formulated with respect to above parameters and
the contact forces. The number of contacts is dependent
on the density and size of the particles. In a first step
the non-linear elastic Hertz-Mindlin contact model is
introduced to simulate the interaction between two
spheres. For an assumed grain packing the compli-
ance matrix for each integration plane can be related
to the components of the stiffness at each particle
contact (Pande, 1987). Employing the same integra-
tion rule as employed for the accumulation of plastic
strains, the global elastic stiffness matrix can be
obtained.

3.2 Number of contacts

According to Chang, Misra & Sundaram (1990) the
number of contacts N per unit volume V for a packing
of equal-sized spheres can be calculated from the void
ratio e, the co-ordination number and the particle size as

(2)

The co-ordination number Cn represents the average
number of contact points per particle and rgrain denotes
the radius of the spherical grains.

The relationship between the void ratio and the
co-ordination number has been studied for different
types of material by various authors. The interrelation of
these two parameters was discussed by Graton & Fraser
(1935) for different systematic assemblies of spheres.
Table 1 summarises the results for various packings
of grains with void ratio and co-ordination number.

Smith, Foote & Busang (1929) investigated differ-
ent assemblies of lead shot and found a relationship
between the porosity and the co-ordination number
on the basis of the assumption that an irregular and
disordered packing of spherical shots can be seen as a
mixture of two systematic assemblies. Field (1963)
studied random assemblies of rounded stones charac-
terised by different grain sizes, different gradings and
different void ratios and Oda (1977) made several
investigations on various arrangements of glass balls.
Very similar experiments with rock fill material were
performed by Marsal (1973) to determine another rela-
tionship among grain size, density and contact points
per particle. Yanagisawa (1983) also presented experi-
mental data on glass balls and gravel with two kinds
of particle shape.

For the application within the MMS one of the more
recent approaches presented in literature was chosen.
Chang et al. (1990) approximated the co-ordination
number for the range of 0.38 � e � 0.87 by

(3)

Figure 2 shows the experimental results for different
types of gravel, the results for the four systematic
assemblies and the approximation characterised by
Equation 3.

Substituting Equation 3 into Equation 2, the num-
ber of contacts per volume N/V can be written as a
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Figure 1. Different packings of regular assembled spherical
grains.

Table 1. Systematic arrangements of equal sized spheres.

Type Void ratio Co-ordination number

Simple cubic 0.910 6
Ortho-rhombic 0.654 8
Tetragonal 0.433 10
Tombohedral or 0.350 12
hexagonal
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function of the average grain radius rgrain and the void
ratio e.

(4)

3.3 Contact force

As the elastic stiffness at small strain level is formu-
lated as a function of the contact force in each single
contact, the local stress state defined by �n and � has
to be converted to contact level for each integration
plane. Yimsiri & Soga (2000) proposed Equation 5 to
calculate the contact force between spherical grains
from the grain radius rgrain, the number of contacts per
volume N/V and the isotropic confining pressure �c.
In their study the global stress state was directly trans-
formed to contact level while multilaminate type of
models involve the integration plane level as an inter-
mediate step to derive the contact force. Therefore, the
normal component of the stress on each integration
plane can be directly substituted into Equation 5 to
obtain a mathematical relationship for the normal con-
tact force fn between the grains and the normal stress
�n calculated for each individual integration plane.

(5)

Together with Equation 4, the dependency of the nor-
mal contact force fn on the grain radius rgrain, the void
ratio e and the normal force �n can be formulated as
following.

(6)

To relate the contact force between the soil particles
to the value obtained for the loosest close packing, a
factor, �1, can be introduced as a ratio between the
number of contacts for the actual grain assembly and
the simple cubic arrangement with a co-ordination
number of 6.

A comparison of the result from Equation 6 for the
cubic packing and the analytical result gives exactly
the same contact force (Equ. 7). The analytical solu-
tion is obtained from the maximal number of contacts
per unit area, when the contacts in the presumed grain
assembly are counted along one plane (Fig. 3).

(7)

The tangential contact force can now be written as:

(8)

3.4 Local stiffness matrix

Using the inter-particle contact forces in the contact
model described later, the components Kn and Kt of
the local stiffness matrix Ki

e for each integration plane
can be determined from the stiffness for each contact
point and the number of contacts defined by the radius
of the grains rgrain and factor �1.

(9)

Before the transformation to global level, the compli-
ance matrix for a set of planes with the same direction
containing the normal and tangential compliance for
each integration plane has to be formulated according
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Figure 2. Implemented relationship between Cn and e
compared with experimental results for gravel.

Figure 3. Number of contacts per unit area (N/A) for the
least efficient close packing form, simple cubic packing.
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to Equation 10 by introducing the thickness of one layer
of soil particles represented by the grain diameter
(Pande, 1987).

(10)

3.5 Transformation of stiffness matrix

The transformation of the compliance matrix from
integration plane level to global level can be performed
by multiplication with the transformation matrix Ti
and its transposed (Gerrard & Pande, 1985).

Ti can be formulated with respect to the direction
cosines of the unit normal to the considered integra-
tion plane, where n � {n1,n2,n3} represents a unit vec-
tor in perpendicular direction and s � {s1,s2,s3} and
t � {t1,t2,t3} denote unit vectors parallel to the inte-
gration plane.

(12)

Finally, weighted summation over all integration planes,
according to the employed integration rule, results in
the complete elastic stiffness matrix of the investigated
material.

3.6 Global stiffness matrix

The global stiffness matrix obtained from the equations
presented before, accounts for stress induced anisotropy
of the material. As the compliances on the integration
planes depend on the local stress state �n and � within
the proposed contact model, only isotropic stress con-
ditions result in an isotropic stiffness matrix on global
level. When any deviatoric stress is applied, the local
compliance matrices will vary over the different inte-
gration planes and the global result can be illustrated
in terms of the generalised Hook’s law depending on
nine independent parameters.

(13)

Here Exx, Eyy and Ezz are Young’s moduli in the direc-
tions of the x, y and z axes, Gxy, Gyz and Gzx are the
shear moduli for planes parallel to the co-ordinate
planes and �xy, �xz, �yx, �yz, �zx and �zy are Poisson’s
ratios. From the symmetry of the resulting compliance
matrix, it follows that �xy/Exx � �yx/Eyy, �xz/Exx �
�zx/Ezz and �yz/Eyy � �zy/Ezz.

4 MICROMECHANICS BASED CONTACT
MODEL

The non-linear elastic Hertz-Mindlin contact model
can be employed to characterize the contact between
elastic perfectly rounded and smooth-surface spheres.
In such cases where the Hertzian theory is applicable, it
predicts a plane, circular contact surface of radius a0.

(14)

Points outside the deformed zone move together by
two times the distance w0 (Equ. 15) during the deform-
ation of two spheres, which can be expressed in terms
of size and stiffness of the spherical particle and the
applied force. Figure 4 shows the deformation w0 and
the radius of the contact zone a0 of two grains due to
the applied normal force fn.

(15)

Hence the contact stiffness in perpendicular direction
to the contact surface follows from Equation 15 and
Equation 16 (Mindlin & Deresiewicz, 1953).
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(16)

The relationship between Kn and fn (Equ. 16) is
shown in Figure 5 for the set of parameters listed in
Table 2 which correspond to average values of
medium sand. Furthermore, the influence of the grain
stiffness Ggrain on the contact stiffness Kn is shown in
Figure 5.

The tangential component of the contact stiffness
formulated by Bowden & Tabor (1964) and Johnson
(1985) is

(17)

In general, there is no explicit description for Kn and
Kt obtained from the Hertz-Mindlin contact model
since they are functions of fn and ft, which vary with
the local stress state on each particular integration
plane. On the basis of an isotropic fabric assembly
under isotropic stress conditions on global level, a
comparison of different results obtained with the Hertz-
Mindlin contact model is presented in Figure 6. Inde-
pendent of the employed approach an isotropic stress
state on global level results in normal contact forces
of the same magnitude and the tangential component
equals to zero in all contacts between soil grains. The
bulk modulus K plotted over the mean effective stress
p� in Figure 6 is defined as the ratio between the
hydrostatic pressure and the volumetric strain.

(18)

For the four isotropic compression tests on the same
material with varying co-ordination number/void ratio
(Fig. 6), the results from the multilaminate model and
the closed-form solution (Equ. 19) proposed by
Yimsiri & Soga (2000) show the same results.

(19)

In Equation 19, r, G and � represent the radius, shear
modulus and Poisson’s ratio of the particles.

The exponent, which mainly influences the stress
dependency of the stiffness, is a constant value of 1/3
when the Hertz-Mindlin contact model is applied but
variation with the grain size is observed in most experi-
mental investigations. Except for this difference, the
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Figure 4. Deformation of two grains in contact according
to the classical Hertzian contact theory.

Figure 5. Normal stiffness Kn vs. normal force fn in one
contact.

Table 2. Input parameters for medium sand.

Parameter Value Unit

Ggrain 15/30/45 [GPa]
�grain 0.2 [-]
rgrain 0.25 [mm]
�grain 35 [°]

Figure 6. Bulk modulus K on global level vs. mean effect-
ive stress p� from isotropic compression.
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described approach performs reasonably well. Reasons
for this deviation are believed to be associated with the
ideal contact conditions assumed for the Hertz-Mindlin
contact model. Working with real soil materials, the
requirement of perfectly rounded and smooth-surface
particles will not be satisfied and therefore an extended
contact model to account for the roughness of the
sphere surface has to be introduced to obtain more
realistic results.

5 DEGRADATION OF STIFFNESS

Numerous stiffness degradation curves from laboratory
tests, describing the material behaviour at small-strain
level during shearing can be found in literature. Plotting
the shear modulus against the shear strains (logarithmic
scale) results in a S-shaped curve, which can be simu-
lated by various functions (Jardine 1986, Santos &
Correia 2001). Soga, Nakagawa & Mitchell (1995)
presented test results on different materials and gave
an empirical expression (Equ. 20) to find a satisfactory
stiffness degradation curve with a small number of
additional parameters.

(20)

adeg and bdeg are material constants that control the
shape of the normalised degradation curve. As adeg
decreases, the strain level at which the stiffness begins
to degrade increases while the normalised degradation
curve gets less steep when bdeg decreases.

Within the Multilaminate Model for Soil employ-
ing the Hertz-Mindlin contact model, the reduction of
stiffness is governed by the change of the accumulated
shear strain �i on each contact plane. Particularly, the
contact stiffness Kn and Kt decay during shearing and
influence the global stiffness degradation curve plotted
in Figure 7.

(21)

Hence, the two parameters, adeg and bdeg, affect the
stiffness degradation curve in the same way as proposed
by Soga et al. (1995) but their magnitude changes if
used on integration plane level.

6 NUMERICAL SIMULATIONS OF
ELEMENT TESTS

In this section, numerical simulations of drained tri-
axial compression tests with isotropic initial conditions

are discussed. To analyse these element tests with dif-
ferent parameter combinations, the MMS with all its
extensions was implemented into a simple integration-
point program, whereas the programming structure of
the model allows a direct combination with the finite
element code Plaxis V8 via the user-defined soil model
interface.

Figure 8 shows a comparison of results obtained
from simulations with the Hertz-Mindlin contact model
and different values for Ggrain. Additionally, the result
from an analysis with the basic version of the MMS,
where no approach for the consideration of small-strain
stiffness effects is implemented, is depicted in Figure 8.

Due to the pronounced differences of the stiffness at
small-strain level, the stress-strain curves in Figure 8
show distinct variations in this range. Particularly at
the beginning of the loading phase and the unloading
and reloading paths, areas where the stiffness is close
to its maximum, the effects of the new approach can
be clearly seen.
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Figure 7. Typical plot of the global stiffness degradation at
small-strain level.

Figure 8. Stress-strain curves from triaxial compression
tests.
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As the use of common values for all input param-
eters leads to an overestimation of the maximum stiff-
ness obtained from the Hertz-Mindlin contact model,
the calculations presented above, were performed with
reduced values of the contact stiffness to attain more
reliable results. Due to the assumptions made for the
application of the used micromechanics model, the
result represents an upper limit of the stiffness at small-
strains. Only a modification of the contact model could
improve the performance in this strain range.

7 CONCLUSION

As the required conditions for the application of the
Hertz-Mindlin contact model will not apply for natural
soil materials, the comparison of the numerical simu-
lations with test results is limited. The stress depend-
ency of the small-strain modulus observed in laboratory
cannot be simulated with the presented contact model
accurately and also the decay of the stiffness with
accumulation of shear strains has to be described with
a simplified approach. Nevertheless, the successful
implementation of a micromechanics model into the
multilaminate framework is presented in this study
while the qualities of the contact model will be extended
in future. The consideration of rough-surface grains
will introduce various possibilities to improve the pres-
sure dependency and degradation behaviour of the
small-strain modulus obtained with the Multilaminate
Model for Soil.
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1 INTRODUCTION

It has been recognised since the development of crit-
ical state soil mechanics in 1960s that realistic consti-
tutive models should consider void ratio e as a state
variable. This approach, in theory, allows to use a sin-
gle set of material parameters to predict the behaviour
of soils with a broad range of overconsolidation ratios
and thus simplifies practical application of constitu-
tive models. As a matter of fact, however, qualita-
tively correct predictions of behaviour of soils with
different OCRs based on a single set of material
parameters do not necessarily imply satisfactory per-
formance from the quantitative point of view. An
engineer aiming to apply the constitutive model for
solution of practical geotechnical problems should be
aware of the range of OCRs for which a single set of
material parameters may be used and design an
experimental program accordingly.

In the present paper, performance of three consti-
tutive models of different complexity is evaluated on
the basis of triaxial tests by Hattab and Hicher (2004).
Reconstituted kaolin clay was isotropically consoli-
dated up to pmax � 1000 kPa and swelled to a mean
effective stress p � pmax/OCR, with overconsolidation
ratios ranging from 1 to 50. From this state a shear
phase with constant mean stress p followed up to failure.

2 CONSTITUTIVE MODELS

Modified Cam clay model (CC) has been chosen 
as a reference for comparison with two advanced 

constitutive models based on different mathematical
backgrounds, namely the three surface kinematic hard-
ening model (3SKH), and a hypoplastic model for
clays (HC).

Modified Cam clay model (Roscoe and Burland
1968) is a basic critical state soil mechanics model. In
this work a version which complies with Butterfield’s
(1979) compression law is used, thus the isotropic vir-
gin compression line reads

(1)

with parameters N and l* and a reference stress
pr � 1 kPa. Slope of the isotropic unloading line is
controlled by the parameter k*, constant shear modu-
lus G is assumed inside the yield surface and the crit-
ical state stress ratio is characterised by parameter M.

The 3SKH model (Stallebrass and Taylor 1997) is
an advanced example of the kinematic hardening
plasticity models for soils. The model, which may be
seen as an evolution of the CC model, is characterised
by two kinematic surfaces in the stress space (see
Fig. 1), which determine the extent of the elastic
behaviour (yield surface) and the influence of the recent
stress history (history surface).

Parameters N, l*, k* and M have the same mean-
ing as in the CC model, the shear modulus inside the
elastic range G is calculated from

(2)

An evaluation of constitutive models to predict the behaviour of
fine-grained soils with different degrees of overconsolidation

V. Hájek & D. Mašín
Charles University, Prague

ABSTRACT: Incorporation of void ratio as a state variable into constitutive models allows, in principle, to
use a single set of material parameters for soils with different degrees of overconsolidation. p constant experi-
ments by Hattab and Hicher (2004) on soils with overconsolidation ratios (OCR) ranging from 1 to 50 are used
for evaluation of three constitutive models of different complexity. It is demonstrated by means of a scalar error
measure and stress-strain diagrams that at least two sets of parameters for different OCR intervals should be
used. Further, advanced models perform significantly better than the Modified Cam clay model and a hypoplas-
tic model for clays leads to better predictions than elasto-plastic three surface kinematic hardening model.
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with parameters A, n and m. Parameters T and S char-
acterise relative sizes of kinematic surfaces (Fig. 1).
The last parameter c controls the rate of decay of both
bulk and shear moduli for states at the yield surface,
inside bounding surface (Fig. 1).

A hypoplastic constitutive model for clays was
proposed by Mašín (2005) and investigated further
by Mašín and Herle (2005). It combines the mathe-
matical formulation of hypoplastic models (e.g.,
Kolymbas 1991) with the basic principles of the CC
model. The rate formulation is governed by a single
nonlinear equation

(3)

with constitutive tensors L and N and scalar factors fs
and fd, no switch function is introduced to distinguish
between loading and unloading and strains are not
sub-divided into elastic and plastic parts as in elasto-
plasticity.

The model requires five parameters with a similar
physical interpretation as parameters of the CC model.
N and l* are coefficients in the Butterfield’s (1979)
compression law (1), k* controls the slope of the
isotropic unloading line in the ln(1 � e) vs. ln(p/pr)
space, wc is the critical state friction angle. The last
parameter r determines the shear modulus. Due to
non-linear character of Eq. (3), the parameter r is usu-
ally calibrated by means of a parametric study, simi-
larly to the parameter c of the 3SKH model.

3 SCALAR ERROR MEASURE

A scalar error measure has been introduced in order
to asses model performance in the pre-failure regime
and in order to eliminate a high amount of subjectiv-
ity of model calibration.

The suitable error measure should reflect differ-
ences in both predicted and observed stiffnesses and
strain path directions. As experiments and simulations
are characterised by identical stress paths, simulation
error is measured in the strain space. Let the prefailure
part of the stress path be subdivided into L increments,
of length �q � qmax/L. Then, following Mas�ín et al.
(2006), the simulation error can be defined as

(4)

where �e(k)
exp and �e(k)

sim are the measured and pre-
dicted strain increment tensors, respectively, corres-
ponding to the k-th stress increment of size �q.

In order to demonstrate the meaning of the numerical
value of err, it is plotted for two special cases in Fig. 2.
First, experiment and simulation with identical strain
path directions and different incremental stiffnesses
(measured by their ratio a � ||�e(k)

exp||/||�e(k)
sim|| from

(4), i.e. a � Gsim/Gexp � Ksim/Kexp, where G and K are
shear and bulk moduli respectively) are considered. In
the second case experiment and simulation are charac-
terised by identical incremental stiffnesses (a � 1), but
different directions of the strain paths measured by
the angle ce in the Rendulic plane of e (ea vs. √

–
2er,

where ea and er are axial and radial strains respectively).
Investigation of (4) reveals that err � |1 � 1/a| for
the first case and err � |2 sin(�ce/2)| for the second
one (with �ce � ce sim � ce exp).

Calculation of err is complicated by the scatter in
experimental data, in particular for low p (high OCR).
For calculating of err the data were approximated by
polynomial functions of the form

(5)
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Figure 1. Characteristic surfaces of the 3SKH model, from
Mas�ín et al. (2006).
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Figure 2. Numerical values of err for experiments and
simulations that differ only in incremental stiffnesses (left)
and strain path directions (right).
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and

(6)

with coefficients as, bs, cs, ds, es, fs … and av, bv, cv, dv,
ev, fv …. In this way a good fit of experimental data
was achieved, as demonstrated in Fig. 3 for an experi-
ment with OCR � 10.

In the present work, for all simulations qmax from (4)
is chosen such that qmax � 0.7qpeak, where qpeak is the
peak deviator stress achieved in the particular exper-
iment. L in (4) is high enough so it does not influence
calculated err (typically L � 100 was used).

4 CALIBRATION

The parameters of the studied constitutive models can
be roughly split into two groups. In one group are
parameters with a clear physical meaning, which are
calibrated by standardized calibration procedures. On
the other hand, parameters from the second group are
less clearly defined and their calibration is more sub-
jective. These parameters are usually found by means
of parametric studies.

4.1 The first group of parameters

In the present work, parameters from the first group
were calibrated only once and their values were kept
constant for all simulations.

To this group belong parameters N, l* and k*,
which were found by evaluation of an isotropic load-
ing and unloading test, as demonstrated for the CC
model in Fig. 4. Note that the numerical values of the
parameter k* (Tab. 1) differ for the three constitutive
models. In the 3SKH model k* specifies a bulk stiff-
ness in the small strain range and it was calculated
from an assumed Poisson ratio (accurate volumetric
measurements in the small strain range were not
available). In the HC model the slope of the isotropic
unloading line is for higher OCRs influenced also by
the non-linear character of the hypoplastic equation.

For this reason k* of the HC model could be con-
sidered to belong to the second group of parameters.
However, as it has only minor effect on predictions of
constant p experiments (which are in scope of this
study), its value was kept constant for all simulations.
An approximate average value of the critical state
friction angle from all shear experiments available
was used to calculate the parameter M (wc).

The 3SKH model requires five further parameters
that control the behaviour in the small strain range and
the influence of the recent history (A, n, m, T and S).
Data by Hattab and Hicher (2004) do not contain experi-
ments required for their calibration. However, as sim-
ilar soil (Speswhite kaolin) was used by Stallebrass
and Taylor (1997), the additional parameters of the
3SKH model were taken over from their work.

4.2 The second group of parameters

These parameters, namely G (CC), r (HC) and c

(3SKH), influence significantly results of constant 
p experiments in the pre-failure regime and their 
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Figure 3. Approximation of experimental data for OCR � 10
by a polynomial function.
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Figure 4. Calibration of parameters N, l* and k* of the
CC model.

Table 1. Material parameters.

M, �c l* k* N

CC 1.1 0.065 0.0175 0.918
HC 27.5° 0.065 0.01 0.918
3SKH 1.1 0.065 0.0034 0.918

A N M T S

3SKH 1964 0.65 0.2 0.25 0.08

G, r, c (OCR1) G, r, c (OCR10)

CC 7330 kPa 2210 kPa
HC 1.43 0.67
3SKH 2.3 2.53
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calibration is to some extent subjective. In order to
eliminate this subjectivity, these parameters were found
by minimizing the scalar error measure err defined in
Sec. 3. This procedure was applied on constant p
experiments at OCR � 1 and OCR � 10, so two sets
of material parameters (optimised for OCR � 1 and
OCR � 10) were obtained (Tab. 1).

Calibration of parameters from the second group is
in the following demonstrated by means of calibra-
tion of c using an experiment at OCR � 10.

Relation of err with respect to the value of c is
shown in Fig. 5. The curve has a clear minimum that
corresponds to c � 2.53. This optimised value of c,
together with two different values, were used for simu-
lation of the experiment at OCR � 10 (Fig. 6). In the
pre-failure regime the value of c found by optimisa-
tion with respect to err corresponds quite well to the
value that could have been chosen by means of a sub-
jective trial-and-error calibration procedure.

Parameters r and G were found using the same pro-
cedure as outlined above, a clear minimum of err was
obtained in all cases. The only difference was in the
calibration of c for OCR � 1, as the stress state of the
3SKH model is on the bounding surface and therefore

c does not influence model predictions. In this case c
was found by trial-and-error by simulation of the
isotropic unloading test from Fig. 4.

5 PERFORMANCE OF THE MODELS

The two sets of parameters found in Sec. 4 were used
in simulating experiments at the whole range of
OCRs. The initial states of p�, q and e measured in the
experiments were used in the simulations. In addition,
the 3SKH model requires to specify the initial pos-
itions of kinematic surfaces. These were aligned to
reflect the stress history followed in the experiments
(Sec. 1).

The obtained scalar error measure err is plotted
with respect to OCR in Fig. 7. From this figure it
appears that studied elasto-plastic and hypoplastic
models have different ranges of validity of different
sets of material parameters:

1. Hypoplastic (HC) model performs for higher
OCRs less correctly than other two models when
calibrated using data for OCR � 1. However, when
calibrated at higher OCR, it produces the best pre-
dictions out of all tested models for the entire range
of OCRs, with more-or- less constant value of err.
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2. Elasto-plastic (CC and 3SKH) models calibrated 
at OCR � 10 perform relatively correctly up to
OCR � 4. For lower OCRs parameters for normally
consolidated state lead to better predictions, but in
the case of 3SKH still worst than predictions by
hypoplasticity.

By definition, the value of err characterises model
predictions in the pre-failure regime only. In order to
evaluate predictions at failure, observed and pre-
dicted peak friction angles. wp were plotted with
respect to OCR. The results were similar for both sets
of parameters, Fig. 8 shows them for parameters opti-
mised for OCR � 10. HC and 3SKH models predict
peak friction angles relatively accurately (HC is more
accurate for OCR � 10, 3SKH for OCR � 20). CC
model overestimates significantly wp for all states
with OCR � 2. This is a well-known shortcoming of
the CC model, caused by the elliptical shape of the
yield surface.

While err gives a convenient quantitative measure
of the model performance, it does not specify the source
of the prediction error. For qualitative comparison,
the stress paths normalised by the Hvorslev equiva-
lent pressure p*e are plotted for OCR � 10 optimised
parameters in Fig. 9. Overprediction of wp by the CC
model is clear, the shape of the normalised stress
paths is predicted relatively correctly by both HC and
3SKH models. All models, however, overestimate
dilation. Normalised stress paths of all models head
towards a unique critical state point, which has not
been reached in the experiments at higher OCRs (Fig. 9
top). A possible reason may be in localisation of
deformation in shear bands at higher OCRs.

q vs. es graphs for OCR � 10 optimised param-
eters are shown in Fig. 10. It is clear that higher errors
for low OCRs of elasto-plastic models, reflected in
Fig. 7, are caused by the underestimation of the shear
stiffness in the case of CC and overestimation of the

shear stiffness in the case of 3SKH (with the excep-
tion of OCR � 1). Low prediction errors by the HC
model (Fig. 7) are reflected also in qualitatively cor-
rect performance shown in Fig. 10. Volumetric changes
shown in Fig. 11 reveal a general trend of overesti-
mation of dilation for higher OCRs, as already dis-
cussed in the previous paragraph. The shape of ev vs.
es curves is best predicted by the HC model. For high
OCRs the 3SKH model predicts dilatant behaviour
immediately after the start of the shear phase, which
has not been observed in the experiments. On the
other hand, hypoplasticity overestimates the initial
contraction for medium OCRs.

53

 20

 25

 30

 35

 40

 45

 50

 55

 60

 50  20  10  5  2  1

ϕ p
 [°

]

OCR

experiment
CC
HC

3SKH

Figure 8. Peak friction angles �p predicted by the models
with parameters optimised for OCR � 10.

0

0.2

0.4

0.6

0 0.2 0.4 0.6 0.8 1

q/
p e

*

p/pe*

3SKH

0.2

0.4

0.6

q/
p e

*

HC

0.2

0.4

0.6

q/
p e

*

CC

0.7

0.6

0.4

0.2

q/
p e

* experiment

Figure 9. Stress paths normalised by p*e for OCR � 10
optimised parameters.

Copyright © 2006 Taylor & Francis Group plc, London, UK



6 CONCLUDING REMARKS

Results of this study must be seen as preliminary, as
only one set of experimental data on one particular
soil was investigated. Presented results however show
that at least two sets of material parameters should be
considered for both hypoplastic and elasto-plastic
models. It appears that the HC model requires a dif-
ferent set of material parameters only for normally
consolidated soil, a single set of parameters, which
leads to accurate predictions for a broad range of
OCRs, is sufficient for OCR � 1. Two sets of param-
eters should also be used for studied elasto-plastic
models, with the approximate limiting OCR � 4.

It is perhaps not surprising that the two advanced
models performed significantly better than the CC
model in predicting the non-linear behaviour in the
pre-failure regime and correctly estimating the peak
friction angles for high OCRs. For higher OCRs the
HC model leads to better predictions than the 3SKH,
both from the point of view of the scalar error meas-
ure err and a qualitative performance expressed by 
the stress-strain diagrams. Also, the 3SKH model can
not be effectively calibrated to predict correctly the
behaviour of soils in normally consolidated state.

ACKNOWLEDGEMENT

Experimental data on kaolin clay were kindly pro-
vided by Prof. Mahdia Hattab. Financial support by

54

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

ε v
 [-

]

εs [-]

3SKH

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

ε v
 [-

]

HC

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

ε v
 [-

]

CC

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

ε v
 [-

]

experiment

Figure 11. ev vs. es graphs for OCR � 10 optimised
parameters.

0

200

400

600

800

1000

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

q 
[k

P
a]

εs [-]

3SKH

200

400

600

800

1000

q 
[k

P
a]

HC

200

400

600

800

1000

q 
[k

P
a]

CC

200

400

600

800

1000

1200

q 
[k

P
a]

experiment

Figure 10. q vs. es graphs for OCR � 10 optimised 
parameters.

Copyright © 2006 Taylor & Francis Group plc, London, UK



the research grant GAAV IAA200710605 is grate-
fully acknowledged.

REFERENCES

Butterfield, R. (1979). A natural compression law for soils.
Géotechnique 29(4), 469–480.

Hattab, M. and P.-Y. Hicher (2004). Dilating behaviour of
overconsolidated clay. Soils and Foundations 44(4),
27–40.

Kolymbas, D. (1991). An outline of hypoplasticity. Archive
of Applied Mechanics 61, 143–151.

Mas�ín, D. (2005). A hypoplastic constitutive model for
clays. International Journal for Numerical and
Analytical Methods in Geomechanics 29(4), 311–336.

Mas�ín, D. and I. Herle (2005). State boundary surface of a
hypoplastic model for clays. Computers and Geotechnics
32(6), 400–410.

Mas�ín, D., C. Tamagnini, G. Viggiani, and D. Costanzo (2006).
Directional response of a reconstituted fine grained soil.
Part II: Performance of different constitutive models.
International Journal for Numerical and Analytical
Methods in Geomechanics (reviewed).

Roscoe, K. H. and J. B. Burland (1968). On the generalised
stress-strain behaviour of wet clay. In J. Heyman and F. A.
Leckie (Eds.), Engineering Plasticity, pp. 535–609.
Cambridge: Cambridge Univesrity Press.

Stallebrass, S. E. and R. N. Taylor (1997). Prediction of ground
movements in overconsolidated clay. Géotechnique
47(2), 235–253.

55

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

57

1 INTRODUCTION

Since the analysis of geotechnical problems requires
constitutive models that can describe the deformation
and strength of clay with reasonable accuracy, many
different classes of constitutive models have been devel-
oped to capture clay behavior. Most of the models are
based on macroscopic behavior, that is, they are often
based on experimental data from clay specimen without
considering their microstructure. However, these mod-
els can’t clearly reflect the inherent micro properties
of clays.

To obtain a constitutive model that can account for
the inherent micro properties of clays, some micro con-
stitutive models have been proposed. For example,
Batdorf and Bodianski (1949) developed the slip theory
of plasticity for polycrystalline materials based on
Taylor’s concept. Bazant et al. (1971, 1995) utilized the
micro slip theory to clays and concretes respectively.
For clay, Bazant assumed clay particles to be the soil
skeleton model and founded the micro creep model of
anistropic clay by finite element method. The relation-
ship between micro and macro is obtained by using the
rate theory. Although such model can describe the
behavior of clay, the choice of soil parameters is very
difficult. Fleck (1995) founded particle contact model
for metal powders through energy dissipation method
and Houlsby (1999) developed Fleck’s method for
clays. In addition, some authors developed microstruc-
tural models for granular materials. For instance, Chang

and Hicher (2004) developed an elasto-plastic constitu-
tive model for granular material considering the mean
behavior of all contacts in each orientation and got sat-
isfactory results.

In this paper, we develop a micro elasto-plastic con-
stitutive model considering inter-particle forces and dis-
placements for soft clays based on the model developed
by Chang and Hicher. We consider two yield surfaces
to capture the behavior of clay on a contact plane. The
model is evaluated by comparing the predicted results
with experimental data for the normally consolidated
and over consolidated clay under one-dimensional
consolidation, drained and undrained triaxial loading
conditions test.

2 THEORY ANALYSIS

In this model, we extend the elasto-plastic model for
granular materials with microstructural consideration
(Chang and Hicher, 2004), to model the behavior of
clays considering clay microstructure. In order to get
a more reliable model, the following assumptions will
be made. Assumption: 1. the microstrucure is under-
stood as aggregates which may include a large number
of clay platelets; 2. the deformation consists in the con-
tact interface of one aggregate over the adjacent aggre-
gate; 3. the macroscopic stress-strain is equal to that
expressed in terms of microscopic force and displace-
ment through energy balance; 4. contact law between

An elasto-plastic constitutive model for clays considering microstructure
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two aggregates is assumed to follow a Hertz-Mindlin’s
elastic law and a plastic law based on a Mohr-Coulomb
law.

2.1 Elastic part

The soil is considered as equal-sized aggregate, a con-
tact plane between two aggregates is defined by the
vector perpendicular to this plane. The elastic stiff-
ness tensor is defined by:

(1)

kij
ae can be related to normal stiffness ka

n and shear
stiffness  ka

r :

(2)

where n, s, t are three orthogonal unit vectors that
form the local coordinate system. The vector n is out-
ward normal to the contact plane. Vectors s and t are
on the contact plane.

The value of the stiffness for two elastic spheres can
be estimated from Hertz-Mindlin’s formulation (1969).

(3)

(4)

In equation (3) and (4), fn is the contact force in normal
direction. kn0, kt0 and n are material constants. Gg is
the elastic modulus of the clay aggregates. The branch
length is equal to the aggregate size l � d, while we
take n � 0.5 in the following simulations.

2.2 Plastic part

The elastic sliding behavior of two aggregates complies
to a non-associated flow form, however the plastic slid-
ing behavior often occurs along the tangential direction
of the contact plane with an upward and downward

movement (associated flow form), then the shear dila-
tion/contraction takes place. The dilation or contraction
behavior can be described by

(5)

when ddn � 0, it means contraction behavior of clay
otherwise dilation behavior of clay. Here, we assumed
that b is equal to 1, and �0 is a material constant which
can be considered equal to the internal friction angle
of clay fm in most cases. The shear force T and the
rate of plastic sliding d�p can be defined as

(6)

(7)

2.3 Yielding function

Here two yield surfaces will reflect the clay behavior.
one yield function is assumed to be of Mohr-Coulomb
type:

(8)

F1 � 0 means loading, while F1 � 0 means unload-
ing. k1(D

p) is an isotropic hardening or softening
parameter which can be defined as

(9)

Gp represents the ratio between the elastic modulus
and the plastic modulus.

The value of Gp is usually constant for a given soil
and its value can be obtained by one-dimensional
consolidation test. The peak friction angle fp can be
defined as:

(10)

fu means the internal friction angle which is constant
for the given material. m is a material constant; the
critical void ratio ec is a function of the mean effective
stress. The relationship can be written as follows:

(11)

p� is the mean effective stress of the packing, (eref,
pref) is a reference point on the critical state line.
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Figure 1. Local coordinate at inter-particle contact.
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In order to more accurately describe the behavior
of the clay, another yield surface is added. The second
yield function is assumed to be as follows:

(12)

k2 is another hardening parameter which can be 
written as:

(13)

Where ce is the swelling coefficient in the e-logP�
coordinate system.

2.4 Macro-micro relationship

Here we use the method developed in the elasto-
plastic model for granular materials (Chang and Hicher,
2004) to obtain the relationship between microscopic
and macroscopic level by energy balance method. The
relationship between the macro strain and the inter-
aggregate displacement can be written as:

(14)

The relation between macro stress and mean force on
the contact plane can be represented through energy
balance as follows:

(15)

The detailed explanations can be founded in Chang and
Hicher (2004).

2.5 Summary of parameters

One can summarize the material parameters as:

1 Normalized contact number per unit volume: Nl3/V,
in the following analysis, we assume the value of
Nl3/V to be 34;

2 Mean aggregate size, d;
3 Aggregate elastic constants: kn0, kt0 and n;
4 Aggregate friction angle: fu and m;
5 Aggregate hardening rule: Gp and fp;
6 Critical state for the packing: l, ce,, eref and pref.

3 EVALUATION OF THE DERIVED MODEL

The capabilities of the proposed model are investigated
by comparing its predictions with the results of a series
of laboratory tests on clays under one-dimensional con-
solidation, drained or undrained triaxial test during
loading conditions.

3.1 CID tests on normally consolidated clay

Two drained triaxial tests on normally consolidated clay
had been reported and analyzed by Biarez and Hicher
(1994). Both of the tests were performed at two
isotropic compression 0.6 MPa and 0.8 MPa respec-
tively. The model needs a number of input parameters,
which include micro and macro parameters. The micro
parameters contain mean aggregate size and aggregate
stiffness. According to experience, we might assume
that the mean aggregate size d is 0.1 mm, the initial
aggregate stiffness kn0 is 50 N/mm, and the value of
kt0/kn0 is 0.35. The macro parameters, which can be
determined from experimental curve or critical state
in the e-logP� curve, are presented in Table 1.

As shown in Figure 2, both stress-strain relations and
void ratio changes are in good agreement between
experimental curves and predicted curves. When 
1 is
reaching to 20%, the stress as well as the volume
change becomes constant corresponding to the obten-
tion of the critical state.

3.2 CID tests on over consolidated clay

Tests on overconsolidated Kaolinite clay had been
undertaken by Zervoyannis and Bard, analyzed and
reported by Biarez and Hicher(1994). The tests begin
with an isotropic consolidation up to the preconsolida-
tion pressure equal to 0.8 MPa, then unloading 0.4 MPa,
0.2 MPa and 0.1 MPa respectively. The corresponding
over consolidation ratio P�ic/P�i (O.C.R.) is equal to 2,
4 and 8 respectively. We assume that the mean particle
size d is 0.1 mm, the initial inter aggregate stiffness
kn0 is 35 N/mm, and the value of kt0/kn0 is 0.4. Other
parameters are presented in Table 2.

Figure 3 shows the comparison between experiment
data and predicted results with different over consolida-
tion ratios. It can be seen that the model is able to pre-
dict satisfactorily the stress-strain behavior (Figure3a).
Based on Figure3b, when the value of the overconsol-
idation ratio is small, the void ratio is decreasing, the
material is contractive; while when the value of over
consolidation ratio is higher than 2, the void ratio is first
decreasing and then increasing, that is to say, the mate-
rial is contractive and then dilatant. In this case, the void
ratio has a peak value when 
1 is in the range 2% to 5%.
The reason causing above phenomenon is that over con-
solidated sample is contractive as long as the mobilized
friction angle is smaller than the internal friction angle
fu and then dilatant up to failure.
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Table 1. Model parameters for normally consolidated clay.

eref pref (MPa) � �� (°) �0(°) m ce Gp

0.69 0.1 0.16 23 23 0.5 0.03 18
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3.3 CUD tests on over consolidated clay

Undrained triaxial tests on saturated clay samples
were also computed. Experimented data were also
reported by Biarez and Hicher(1994). Three samples
were an isotropic compressed up to the preconsolidation
0.8 MPa, and then unload to 0.4 MPa and 0.067 MPa,
so that the over consolidation ratio P�ic/P�i (O.C.R.) in
the three samples was equal to 1, 2 and 12 respectively.
We assume that the mean particle size d is 0.1 mm,
the initial inter aggregate stiffness kn0 is 50 N/mm, and
the ratio value of kt0/kn0 is 0.35. Other parameters are
presented in Table 3.

As shown in Figure 4a, the numerical curves and
corresponding experiment curves are in good 
agreement. From Figure 4b, we can see that for nor-
mally consolidated sample (O.C.R. � 1), there is a
contract decrease of the mean effective stress, which
corresponds to a contacted behavior, while as the over
consolidation ratio increases, clay will become dila-
tant leading to an increase of the mean effective
stress.

3.4 One- dimensional consolidated test

One-dimensional consolidated test had been per-
formed on Hangzhou clay (China). The experimental
data had been presented by G. X. Wang (2003, PhD
thesis). The depth of clay sample is about 13 m, while
from e-los�v curve, the value of the preconsolidation
pressure is about 142 KPa, which indicates that
Hangzhou clay is normally consolidated.

The one-dimensional consolidated test is simu-
lated by applying a vertical strain increasing while
keeping the horizontal strains equal to zero. We
assume that the mean particle size d is 0.1 mm, the
initial inter aggregate stiffness kn0 is 50 N/mm, and
the ratio value of kt0/kn0 is 0.432. Other parameters
are presented in Table 4.

From Figure 5, we can see that the numerical 
curve is in good with the experimental data. As the
intact Hangzhou clay, it represents obvious structure,
and the new model can capture the character of 
clay.

60

0

0.5

1

1.5

0 5 10 15 20 25

q(MPa)

EXP

MODEL

NC 0.4MPa

NC 0.8MPa

(a) stress-strain relation curves 

0.4

0.5

0.6

0.7

0.8

0 5 10 15 20 25

e

EXP

MODEL

NC 0.8MPa

ε1(%)

NC 0.4MPa

(b) void ratio versus axial strain curves 

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1 1.2

p(MPa)

q(MPa)

α=22.3

M=0.87

ε1(%)

(c) predicted critical state and stress path

Figure 2. Comparison of predicted results and experimental
results.

Table 2. Model parameters for over consolidated clay.

eref pref (MPa) � �� (°) �0 (°) m ce Gp

1.39 0.1 0.53 20.7 20.7 2 0.03 16
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Table3. Model parameters for clay subjected to undrained
triaxial test.

eref pref (MPa) � �� (°) �0 (°) m ce Gp

0.79 0.1 0.17 23 23 5 0.03 16

(a) stress-strain relation curves 

(b) void ratio versus axial strain curves 
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Figure 3. Comparison of predicted and experimental results.
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4 SUMMARY AND CONCLUSION

In the model, a simple elastio-plastic behavior is
assumed on the contact plane. The elastic part is based
on Hertz-Mindlin’s contact formulation. As for the plas-
tic part, we use two yield surfaces to reflect the clay
behavior. One of the yield surfaces is based on the
Mohr-Coulomb friction law with an isotropic hardening
assumption and an associated flow rule; the other yield

mechanism is based on the description of the consolida-
tion plastic strain. The ability of the model to reproduce
the main features of the clay behavior is demonstrated.
After comparing numerical simulations with experi-
mental data, the following conclusions can be drawn:

1 The micromechanics model can correctly predict the
behavior of normally consolidated and over consol-
idated clays under drained and undrained conditions.
In addition, the model can also reflect the contractive
or dilatant character of clays.

2 The model needs few material parameters that can
be derived from one-dimensional consolidated test
and conventional triaxial tests.
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Table 4. Model parameters for Hangzhou clay.

eref pref (MPa) � ��(°) �0 (°) m ce Gp

1.08 0.1 0.13 32.5 32.5 2 0.02 25
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1 INTRODUCTION

“Destructuration” is defined as degradation of structure
by some mechanical, chemical or weathering effects,
Leroueil et al. (1979). In this study only mechanical
destructuration, namely degradation of structure with
volumetric deformation is considered. The behaviour
of natural soils depends on the initial structure of the
soil in its natural state. The term “structure” is
defined by Lambe & Whitman (1969), and Cotecchia
& Chandler (1997) as the combination of “fabric”,
the arrangement of the soil component particles, and
“bonding”, those interparticle forces which are not of
a purely frictional nature.

The effects of structure on the behaviour of soils
have been reported for almost all weak rocks (e.g.
Elliot & Brown, 1985) and soils, such as clays (soft,
stiff or shales), granular soils, and deep-ocean sedi-
ments (e.g. Burland, 1990; Leroueil & Vaughan,
1990, Cotecchia & Chandler, 1997, 2000; Baudet &
Ho, 2004).

The initial state of the structure of a soil is called
“intact state”. In addition above definitions, Burland
(1990) defined the “reconstituted state”. A reconsti-
tuted clay is defined as one that has been thoroughly
mixed at a water content equal or greater than the liquid
limit (between WL and 1.5 WL). Burland (1990) des-
ignated the term “intrinsic” to describe the properties
of reconstituted clays, because the properties are
inherent to the material and independent of its natural
state (Burland et al., 1996). In this study, following
the suggestion of Burland (1990), the intrinsic prop-
erties are denoted by an asterisk (*) attached to the
relevant symbol.

Burland (1990, 1996), Leroueil & Vaughan (1990),
and Cotecchia & Chandler (1997, 2000) have studied
compressibility and shear strength of some natural
soils. It is seen from their work that structure of nat-
ural soils collapses during volumetric or shear deform-
ations, thus the level of structure of a natural soil is
decreased, and approaches the structure level of the
reconstituted one. Changes of structure level depend
on applied stress level (e.g. Amorosi & Rampello,
1998), thus in order to do a thorough study on a nat-
ural soil, this soil should be considered in a wide
range of stress.

Some effects of structuring of natural soils can be
summarized as follows:

1. The preconsolidation pressures of natural soils
which are obtained from one-dimensional com-
pression tests may be higher than the preconsolida-
tion pressures of destructured soils (Burland, 1990,
1996; Leroueil & Vaughan, 1990).

2. The preconsolidation pressure and the limit state
curve are affected by the stress history, distribution
of contacts between particles, void ratio and
strength of bonds between particles. The peak
strength envelope of intact soil is above the envel-
ope of destructured soil (Saihi et al., 2002,
Burland, 1996).

3. The critical state of structured soils is inside the
limit state curve while it coincides with limit state
curves for non-structured soils (Saihi et al., 2002,
Burland, 1996; Cotecchia & Chandler, 1997). The
limit state shows strength of bonds while in the large
deformation state (critical state) most of the bonds
are broken.

A multilaminate model with destructuration

V. Galavi & H.F. Schweiger
Computational Geotechnics Group, Institute for Soil Mechanics and Foundation Engineering, 
Graz University of Technology, Graz, Austria

ABSTRACT: A constitutive model for structured soils, which is based on the multilaminate framework, is
presented. The most important feature of the model is that since bonding, strength and preconsolidation pres-
sure are defined independently on sampling planes, this model is able to consider bonding and preconsolidation
induced anisotropy as well as strength anisotropy. It will be shown that in this model degradation of structure
(bonding) and development of preconsolidation pressure are direction dependent. In this study only volumetric
structure degradation is considered. To verify the capability of the model normal consolidation tests of two stiff
clays, namely Pietrafitta and Pappadai clays, will be simulated and evaluated against experimental data.
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Many constitutive models have been developed to
describe the behaviour of soils, but most of the ones
which are widely used in geotechnical engineering
are not able to consider the behaviour of natural soils.
In such models the effects of structure and bonding
are neglected. However, some models have been devel-
oped recently to consider effects of destructuration
(e.g. Rouainia & Muir Wood, 2000, Kavvadas &
Amorosi, 2000, Koskinen et al., 2002, Liu & Carter,
2002, Nova et al., 2003, Baudet & Stallebrass, 2004,
Cudny & Vermeer, 2004, Liyanapathirana et al.,
2005), but none of them consider both destructuration
and strength anisotropy together. In this study it is
tried to show how destructuration can be considered
together with inherent anisotropy within the multil-
aminate framework.

Yield of structure is demonstrated by an irre-
versible post-yield change in the stiffness and
strength of the material, Leroueil & Vaughan (1990).
Leroueil & Vaughan (1990) defined three different
kind of yielding in structure, namely yield in com-
pression, in shear and in swelling. It should be noted
that in this study only yielding in compression and in
tension is considered.

2 MODEL FORMULATION

2.1 Multilaminate framework

In this section the formulation of the multilaminate
model, which has been developed and implemented
into PLAXIS (Brinkgreve, 2002) by Wiltafsky (2003)
via the user-defined soil model option, is briefly sum-
marized before the enhancements made to incorp-
orate destructuration are discussed.

In this model in each stress point, 66 (2 � 33)
planes, so-called sampling or contact planes, which
are distributed on a sphere at various directions, are
assumed. The yield surfaces are defined on each plane
independently, thus, during loading, these yield sur-
faces are changed. Therefore this model is able to con-
sider induced anisotropy intrinsically even for initially
isotropic soils. Only plastic strains ep are calculated on
sampling planes (micro-level), elastic strains ee are
calculated on global (macro-level). In order to calcu-
late the global deformation of a soil element, numer-
ical integration over all contact planes is performed.

2.1.1 Yield surface and hardening law
The model developed by Wiltafsky (2003) includes
both deviatoric and volumetric hardening. The yield
surface of the model on each sampling plane consists
of three parts f, fc and ft, where compressive stresses
are assumed negative. The yield surface f (Eq. 1) is an
extended Mohr-Coulomb criterion by introducing the
mobilized friction angle f9m.

(1a)

(1b)

f90, f� and f�mod are initial, ultimate and modified
effective friction angles respectively. tan(f�mod) is equal
to tan(f�)/Rf (failure ratio) and A is a parameter that
governs the rate of deviatoric hardening. Mobilization
of friction angle is controlled by plastic shear strains
ep

�,cone. The second part of the yield surface is
described by the function fc (Eq. 2a), in which s�nc is the
normal preconsolidation stress on the sampling plane
calculated from Eq. 2b, and Ma governs the shape of
the cap. The third part of the yield surface ft is a ten-
sion cut-off criterion (Eq. 3).
l* and k* are related to the compression and swelling
index respectively.

(2a)

(2b)

(3)

2.1.2 Plastic flow
In this model, a non-associated flow rule is assumed
for f and an associated flow rule for fc and ft. The plas-
tic potential function of the deviatoric yield surface is
defined by

(4)

Where

(5)

This formulation corresponds to the stress dilatancy
theory proposed by Rowe (1972) and modified by
Søreide et al. (2002).

3 DEGRADATION OF STRUCTURE

In order to model degradation of structure, the yield
surface (or bounding surface) is considered larger
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than the yield surface (or bounding surface) of the cor-
responding reconstituted soil. This surface becomes
smaller by increasing the plastic strain so that after a
large plastic strain the two surfaces coincide.

From experimental tests it is evident that both volu-
metric and shear strains have influence on destruc-
turation, because destructuration occurs in both
compression and shearing. However, it is difficult to
separate the influence of these two strains. In this
study plastic volumetric and shear strains are assu-
med to contribute to destructuration and the relative
contribution is defined by a parameter that will be
introduced later. Similar assumptions have been made
by Kavvadas & Amorosi (2000), Koskinen et al.
(2002), Gens & Nova (1993), and Rouainia & Muir
Wood (2000). The damage strain ed on each sampling
plane is defined as:

(6)

Where en
p and eg

p are the summation of absolute val-
ues of all plastic strains on each sampling plane as
follows:

(7)

(8)

In equations 7 and 8 it is assumed that the plastic
strains obtained from the cone, cap, and tension parts
have the same influence on the degradation. Ad is a
non-dimensional scaling parameter to control relative
proportion of distortional and volumetric destructura-
tion. It can be seen that for Ad � 0 the destructuration
is entirely volumetric, whilst for Ad � 1 the destruc-
turation is entirely distortional.

Normalized decrement of bonding with respect to
initial bonding, which is assumed to be the bonding at
gross yield (the point of starting destructuration, which
is defined as a point where the stress-strain behaviour of
the soil changes significantly), should be related to the
increment of damage strain. The increase of the dam-
age strain decreases the degree of structure. This can
be expressed as follows:

(9)

where h is a non-dimensional parameter to control the
rate of destructuration with damage strain, and b is
the bonding parameter. By integrating Eq. 9, and con-
sideration of stable and metastable structures, current
bonding yields as:

(10)

where bi is the initial bonding on each sampling plane
(at gross yield), and bult is the ultimate value of bond-
ing (damage strain of infinity) on the representative
sampling plane. h0 and hv are two parameters to deter-
mine the rate of decrease of bonding due to normal
stresses. By increasing the damage strain the bonding
is decreased because of exponential function that is
used in the formula. Figure 1 plots equation 10 for a
metastable structure (bult � 0) for different values of
b0, h0 and hv. It should be noted that b0 is defined as
the mean value of initial bonding, and has the value of
bi in the case of isotropic soils.

4 DESTRUCTURATION LAW

The yield surface of the model on each sampling
plane is depicted in Figure 2. In this figure s�*

nc and
s�nc are the preconsolidation pressure of reconstituted
and structured soil, respectively. As mentioned
before, by increasing bonding or structure the precon-
solidation pressure increases. Therefore the ratio of
these two stresses is a function of bonding, thus:

(11)

where f(b) is a decreasing function with an ultimate
value (at damage strain of infinity or when the amount
of bonding is zero) of one (for metastable structure) or
greater than one (for stable structure). Thus f(b) may be
defined as follows:

(12)

where b is the amount of bonding that has been
defined by equation 10. Now the relation between the
preconsolidation stresses may be rewritten as:

(13)
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By substituting the volumetric hardening rule of
the model (Eq. 2b) into the above relation, it yields:

(14)

where s�*
nc,i is the previous reconstituted preconsoli-

dation stress on the respective plane.
In the same manner, the reduction of tensile strength,

during degradation of structure can be modelled. The
following relationship may be assumed, st,max is the
maximum tensile strength and s�t the current tensile
strength of natural soil.

(15)

at is a non-dimensional parameter to determine the
rate of decrement of the tensile strength. The above
expression indicates that the tensile strength tends to
zero as the damage strain increases.

4.1 Effect of anisotropy on destructuration

In the previous section the parameter bi was intro-
duced, which defines the amount of bonding on a par-
ticular sampling plane. The value of the parameter is
independent of the other planes. As the structure of soils
causes a change of the yield surface (Leroueil &
Vaughan, 1990) in different directions, thus it can be
considered as one cause of inherent anisotropic
response of natural soils. It may be assumed that in
anisotropic soils, the amount of bonding is different in
various directions. Therefore the parameter bi should be
a direction dependent parameter. Based on the work of
Galavi & Schweiger (2006) and Pietruszczak & Mroz
(2000) the spatial distribution of bi may be defined as:

(16)

where b0 and Ar are the mean value of the initial
amount of bonding and anisotropy ratio, respectively,
and nv is the vertical component of the unit vector
normal to the representative sampling plane.

As the bonding parameter is used in the definition
of the preconsolidation normal stress and tensile
stress, it follows that by defining the bonding param-
eter as a direction dependent parameter the above
mentioned parameters are also direction dependent.

4.2 Model parameters

Five parameters are required to incorporate the struc-
ture to the model. The parameters are b0, bult, h0, hv
and at.

The parameter b0 is related to the “yield stress ratio”,
i.e. ratio between preconsolidation pressure on the nor-
mal consolidation line (NCL) of the natural soil to the
corresponding preconsolidation pressure of the intrinsic
soil. For soils with a metastable structure the value of h0
is zero and the relation has the simple form as follows:

(17)

Figure 3 shows the influence of the mean value of ini-
tial amount of bonding (b0) on the resulting normal
compression line. It should be noted that in this figure
the value of the preconsolidation pressure of reconsti-
tuted soil is 1 kPa. The stress path of the test is shown
in Figure 4 for two values of 4 and 10. It is obvious
that the behaviour of soil up to gross yield is elastic.
After this point the soil follows the K0 stress path of
the structured soil.

Figure 5 shows the normal compression line with
different values for hv. The value of Ad for the all of
these curves is zero. Therefore only volumetric plas-
tic strains affect destructuration. In the case of other
values for Ad, by changing hv, the value of the gross
yield stress will also change because plastic strains
occur due to deviatoric yielding.
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Figure 3. Effect of different amount of initial bonding on
the normal compression line.

-σn’σ’nc* σ’ncσ’t
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τ

Figure 2. The yield surface of the model on each sampling
plane.
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5 VERIFICATION

To verify the above-mentioned model, two stiff clays
have been selected and the compression behaviour of
them is modelled. The clays are:

a) Pietrafitta clay; Burland et al. (1996).
b) Pappadai clay; Cotecchia & Chandler (1997).

Both of them are modelled as isotropic soils
(Ar � 1). Thus the amount of initial bonding (bi) is
the same for all sampling planes.

5.1.1 Pietrafitta clay
Experimental results of stiff clay Pietrafitta (Burland
et al., 1996) are compared with simulations of the
presented model. Burland et al. (1996) compared
experimental data, shear strength and compressibility
of four stiff clays in reconstituted and natural states.
Therefore the experimental data of strength param-
eters and compressibility of the soil in intact state and
reconstituted state can be obtained from their work
and are given in Table 1.

The parameters for the model are based on Table 1
and given in Table 2. Some of the parameters can be

directly obtained but some have to be estimated such
as n�, A, c, Ad. Initial bonding is calculated from the
“yield stress ratio” by means of equation 17, and the
value of h0 is assumed to be zero.

Comparison between the experimental normal
compression curve and the simulated curve is shown
in Figure 6. It is seen that the model has the capabil-
ity of modelling of the compressibility of the soil with
good accuracy.
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Figure 4. Stress path in oedometer test.

Figure 5. Effect of the rate of destructuration parameter
(hv) on compression line.

Table 1. Experimental data of Pietrafitta clay, Burland 
et al. (1996).

Parameter Unit Value

(Cc
*) conventional compression index [–] 0.523

(Cs
*) conventional swelling index [–] 0.118

(e0) initial void ratio [–] 1.14
(c �) cohesion [kPa] 0
(f �) friction angle [°] 33.0
(s �*

vy) intrinsic vertical yield stress [kPa] 490
(s�vy) intact vertical yield stress [kPa] 1050

Table 2. Equivalent input data for the model for Pietrafitta
clay.

Parameter Unit Value

(l*) compression index [–] 0.2270
(k*) swelling index [–] 0.0512
(n �) Poisson’s ratio [–] 0.20
(A) deviatoric hardening parameter [–] 0.050
(Ma) shape parameter of cap [–] 0.45tan f
(e0) initial void ratio [–] 1.14
(c �) cohesion [kPa] 0
(f�) friction angle [°] 33.0
(c �) dilation angle [°] 0
(b0) initial bonding [–] 1.14
(hv) rate of damage [–] 4.0
(s �*

nc) initial preconsolidation [kPa] 490
normal stress

(Ad) parameter of proportion of [–] 0.5
plastic strains

Figure 6. Comparison of simulation and experimental
curves for Pietrafitta clay; Burland et al. (1996).
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5.1.2 Pappadai clay
Results of the experimental work on natural stiff
Pappadai clay (Cotecchia & Chandler, 1997) are com-
pared with the presented model. The soil samples were
obtained from a block sample at a depth of 25.4 m
from the Montemesola Basin, near Taranto, Italy.

This clay was deposited about 1.3 million years
ago. There was subsequent erosion of some 120 m at
the sampling location, resulting in the clay being
overconsolidated.

Table 3 shows the values of model parameters
used. A set of oedometer test on both natural and
reconstituted Pappadai clay were used to determine
parameters l*, k* and b0.

It can be seen again that the simulated curve
matches quite accurately the experimental curve.

6 CONCLUSION

A constitutive model based on the multilaminate frame-
work has been presented. It has been demonstrated

that the model is able to consider two important fea-
tures of natural soils namely destructuration and
anisotropy. The behaviour of two stiff clays was simu-
lated with the model, and comparison with experi-
mental data shows good agreement.
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1 INTRODUCTION

Argillaceous rocks (mudstones, claystones, marls,
shales) result from mechanical, chemical and/or bio-
logical alteration of clay sediments during diagenesis.
Their behaviour present challenging aspects related
to their low porosity, significant bonding, marked
anisotropy, stiffness reduction upon loading, brittle
behaviour during shearing, crack opening during
unloading, and mechanical degradation upon wetting.

In this paper a constitutive model for argillaceous
rocks incorporating elasto-plastic and damage features
is described. Formulation and constitutive model are
then applied to the modelling of an in situ heating test
performed on Opalinus clay in the Mont Terri labora-
tory. Neither chemical nor desaturation phenomena are
considered in the work presented herein.

2 A CONSTITUTIVE MODEL FOR
ARGILLACEOUS ROCK

2.1 General

The basis of the model consists in considering the
presence of two different materials inside the medium:
the argillaceous matrix and the bonds (Figure 1). When
a load is externally applied to the medium, part of the
stresses will be carried by the bonds and part by the
matrix. The two materials will then experience different
local values of stresses and strains. These values are
constrained by the condition that local strains must be
compatible with externally applied deformations, by

the stress-strain relationships of the matrix and the
bonds and by the fact that local stresses must be in
equilibrium with the external load.

The model must therefore include a constitutive
model for the matrix, a constitutive model for the bonds
and a stress partitioning criterion to specify the way in
which the applied stresses are shared. For simplicity,
the equations are expressed in triaxial space.

2.2 Matrix

The model assumes that bonds are responsible of the
main structuring effects. The argillaceous matrix has
therefore the same local behaviour (expressed in terms
of strains and stresses existing inside the matrix),

Coupled analysis of an in situ experiment in a soft argillaceous rock
using a new constitutive model

J. Vaunat, B. Garitte & A. Gens
Department of Geotechnical Eng. and Geosciences, Universitat Politècnica de Catalunya,
Barcelona, Spain

ABSTRACT: The paper addresses the issue of the description of the coupled thermo-hydro-mechanical behav-
iour of argillaceous rocks. A constitutive law, developed for this type of materials, is firstly described. It is based
on an elastoplastic approach combined with damage concepts. Theoretical formulation and constitutive law are
then used to analyze and interpret the observations gathered during the performance of an in situ heating test
carried out in an underground laboratory. As a result of the analysis, a better understanding of the relationship
between the various interacting phenomena is achieved.

Figure 1. Schematic arrangement considered for a bonded
argillaceous material.
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independently of the level of bonding. In this paper, a
hardening elasto-plastic model based on the Hoek &
Brown (1980) failure criterion has been adopted.

2.3 Bonding and stress/strain partitioning

The additional structuration caused by cement depos-
ition is accounted for in the model through the intro-
duction of second material component, called bond,
endowed with a behaviour typical of quasi-brittle
materials.

Let us suppose that bonding occurs at a given time
during deposit history t0, characterized by in situ stress
state (pb0, qb0) and strain (
v0, 
q0). At that time, part
of the void ratio will be occupied by the cementing
material. Denoting e � VV/VS the void ratio, eb �
Vb/VS the amount of volume occupied by bonds and
eM � (Vb � VV)/VS the amount of volume not occu-
pied by clay particles per unit volume of solid material,
the following equality holds:

(1)

Changes in e, eb and eM are measured by the fol-
lowing volumetric strains: d
v � �de/(1 � e), d
vb �
�deb/(1 � e) and d
vM � �deM/(1 � e). d
v is related
to the change in porosity, d
vb to the change in bond
volume and d
vM is the strain measured externally on
a sample of cemented material.

From equation (1), it follows that the three strain
increments are related by:

(2)

Equation (2) expresses the fact that change in poros-
ity is not equal to the external volumetric strain because
of bond deformability. It is extended to THE 3D strain
increments by the expression:

(3)

Integration of Equations (2) and (3) from time t0
gives the following relationships between strains:

(4)

since 
ijM � 
ij � 
ij0 at t0.
Any load applied to an element of cemented material

after the time of bond deposition will distribute itself
between the soil matrix and the bonding according
to a ratio that depends on the geometric arrangement
of both components. Cordebois & Sidoroff (1982)
proposed to use the energy equivalence principle that
establishes the equality between the energy of the
composite material and the sum of energies for all

components. For the case of a cemented material, this
principle leads to:

(5)

Defining xij � 
ijb/(
ij � 
ij0), and using Equation
(4), Equation (5) becomes:

(6)

Equation (6) provides a relationship between the
external stresses sij, the stresses inside the bonds sijb
and “effective” stresses sijM acting at the contact
between clay particles. sijM are related to 
ijM by
the constitutive law of the clay matrix described in
section 3.1.

Relationship between sijb and 
ijb is provided by
the constitutive law of the bonding. Damage elasticity
is considered as the modelling framework for this mater-
ial. More specifically, the damage model established
by Carol et al. (2001) has been selected where a loga-
rithmic damage measured is proposed:

(7)

Equations defining this law are:

(8)

D is a measure of damage or fissuring of the material
and is equal to the ratio of bond fissures over the whole
area of bonds. Fissures are assumed to have null stiff-
ness while bond material between the fissures is con-
sidered as linear elastic with bulk and shear moduli Kb0
and Gb0. When D � 0, the material is intact and bond
stiffness is determined by Kb0 and Gb0. As D increases,
fissures develop and material stiffness decreases pro-
gressively. When D � 1, no more resisting area exists
inside the bonding and bond stiffness is equal to 0. In
that modelling framework, bond response is totally
determined if Kb0, Gb0 and evolution of D with load
are known. Following Carol et al. (2001) proposal,
change of D is linked to the energy increment input to
the bonds dub (equal to sij b d
ij b in triaxial conditions).
The following expression has been used:

(9)

The current bond damage locus is defined in the
stress space as a threshold of equal energy r, corres-
ponding to the maximum energy input to the bond
during its history. This condition draws an ellipse in
the pb�qb space. For a stress state moving inside the
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ellipse, no further damage develops. When the ellipse
is reached by the current stress state, damage occurs.

xij define the part of load sij carried respectively
by bonds and matrix. Its evolution is defined by:

(10)

where x0 is a coefficient related to bonding intensity.
According to Equation (10), xij evolve from xij0 to 0

during the process of bond damage. This mechanism
is accompanied by a destructuration of the material
and a progressive transfer of load from bonds to clay
matrix. Figure 2 shows a graphic summary of the model
for triaxial conditions.

3 THE HE-D EXPERIMENT

The HE-D experiment has been carried out by ANDRA
in the Mont Terri Underground Laboratory, excavated
in Opalinus clay, a shale of Lower Aalenian age (Middle
Jurassic). Opalinus clay may be described as a stiff
overconsolidated clay with a strong bedding structure.
The HE-D test is located in the shaly facies, that con-
tains a higher proportion of clay minerals.

To perform the experiment, a niche was excavated
from the main laboratory tunnel from which a 30 cm
diameter borehole has been drilled with a total length
of 14 m. In the section close to the end of the borehole,
two heaters have been installed. The heaters are 2 m
long and can be pressurized to ensure a good contact
with the rock. The separation between heaters is 0.8 m.
In addition, a number of auxiliary boreholes have been
constructed to install a variety of instruments for the
monitoring of the test. Figure 3 shows a schematic
layout of the test.

Approximately one month after installation and
pressurization, the heaters were switched on with a
total power of 650 W (325 W per heater). The heaters
were then left under constant power during 90 days.
Afterwards the power was increased threefold, to
1950 W (975 W per heater) and maintained at that

level for 248 days more. At the end of this second
heating stage, the heaters were switched off and the
rock allowed to cool. Temperatures, pore pressures
and deformations were measured throughout.

4 FEATURES OF ANALYSIS

4.1 Type of analysis, discretization and 
computer code

The numerical analyses have been performed in 2-D
axisymmetric conditions, with the axis of symmetry
centred on the main borehole axis. This hypothesis
obviously prevents the consideration of the anisotropy
of material (mainly due to the presence of the bedding)
and of the in situ stresses. Full 3D analyses are being
carried out at present but are not presented here. In any
case, the overall behaviour of the test is adequately
represented by the axisymmetric model. The analyses
have been performed using the computer programme
CODE BRIGHT (Olivella et al., 2000) that incorp-
orates a fully coupled thermo-hydro-mechanical for-
mulation for multiphase flow in deformable porous
media.
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Figure 2. Schematic graphic description of the constitutive
model.

Figure 3. Layout of the HE-D experiment.
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4.2 Boundary and initial conditions

The following stages are considered in the analysis: i)
excavation of the borehole, ii) heater pressurization to
1 MPa, iii) application of the first stage of heater power
(325 W/heater), iv) application of the second stage of
heater power (975 W/heater), and v) switching off the
heaters.

Initial stresses are assumed to be 4.28 MPa (an
average value of the measurements made in the area).
Initial pore pressures are set at 0.9 MPa in accordance
with the observations made before the experiment.
The initial temperature is 17°C and initial porosity is
equal to 0.137 throughout the domain.

4.3 Material properties

The main material properties are summarized in Table 1.
Most of the properties have been obtained from
previously available information. However, the mater-
ial stiffness value and the saturated hydraulic per-
meability have been determined from the evolution of
pore pressures measured during the drilling of the
main borehole. Also, thermal conductivity has been
selected from a backanalysis based on 3D thermal
modelling. As expected, thermal conductivity turned
to be anisotropic with values of 2.8 and 1.6 W.m�1.K�1

parallel and perpendicular to the bedding planes,
respectively. An average value of 2.2 W.m�1.K�1 has
been used in the axisymmetric analyses.

Although there is a fair amount of scatter, labora-
tory tests on Opalinus clay show that there is a notice-
able reduction of strength with temperature. This has
been taken into account in the analysis by introducing
a reduction of strength with temperature according to
the expression (Laloui & Cekeravac, 2003):

(11)

5 RESULTS AND DISCUSSION

5.1 Coupled phenomena

Test observations and results obtained from the 
coupled numerical analyses discussed below show a
hierarchical arrangement of the various coupled phe-
nomena identified. Relevant couplings are, by order
of importance:

a) Thermo-hydraulic coupling: thermal expansion of
water and solid grain due to changes in temperature
generate a build-up in water pressure. Because the
increase in water pressure at one point of the massif
depends basically on the increase in temperature,
the development of thermal gradients is accompan-
ied by the generation of hydraulic gradients.

b) Hydro-mechanical coupling: pore pressures gener-
ated by the thermo-hydraulic coupling dissipate
with time. This process is often referred as thermo-
consolidation and it causes further deformation of
the medium.

The low porosity of Opalinus clay and the fact that
it remains saturated during the test implies that neither
pore pressure changes nor deformations cause notice-
able changes in rock thermal properties; in particular
the rock thermal conductivity remains almost constant.
Thus, the temperature field is not affected by water
pressures or displacements and, therefore, the coupling
from hydro-mechanical to thermal is negligible. Conse-
quently, the interpretation of the measurements will be
made in the following order: i) temperatures and pore
pressures and ii) deformations and other mechanical
variables.

5.2 Temperatures and pore pressures

The evolutions of the observed and computed temper-
atures at one point adjacent to Heater 2 (see Figure 4
for point location) are presented in Figure 5. The two
heating stages can be clearly seen. It can also be noted
that the temperatures reached maximum values just
above 100°C at the end of the second heating stages.
There are some differences between the temperatures
at the two points reflecting the thermal anisotropy of the
Opalinus clay. About 200 days after switching off the
heaters, the initial temperature is practically recovered
and the experiment was terminated. The analysis
reproduces well the observed variation of temperature
throughout the test, although, naturally, an axisymmetric
model can not account for any anisotropic effects.

Figures 6 to 11 present the evolution of temperatures
and pore pressures for three points (D03, D14, D17),
the locations of which are also shown in Figure 4.
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Table 1. Material properties.

Material properties Value

Mechanical
Young modulus E � 7000 MPa
Poisson’s ratio n � 0.23
Biot’s coefficient b � 0.6
Uniaxial compression strength Rc � 10 MPa
Tensile strength Pt � 3.3 MPa
Strength reduction parameter sT � 0.6
Damage threshold ro � 10�4MPa
Damage evolution parameter r1 � 10�7MPa
Hydraulic
Saturated hydraulic conductivity Kw � 5.10�13m/s
Thermal
Linear thermal expansion of clay a � 9 10�6K�1

Thermal conductivity of clay lT � 2.2 W.m�1.K�1

Heat capacity of solid grain Cs � 840 J.kg�1.K�1
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Again, the two stages of heating and the cooling phase
are clearly visible. Points D03 and D14 are located at
different distances from the heater but they reach a
similar temperature, about 50°C (Figures 6 and 8).

This again reflects the effect of thermal anisotropy.
However, the reproduction of temperatures is globally
quite satisfactory. Temperatures are of course lower at
point D17, located further away from the heater
(Figure 10).

Observations of pore pressures demonstrate quite
clearly the connection between temperature variation
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Figure 6. Evolution of temperatures at point D03. Observed
and computed values.
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Figure 7. Evolution of pore pressures at point D03. Observed
and computed values.
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Figure 8. Evolution of temperatures at point D14.
Observed and computed values.
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Figure 9. Evolution of pore pressures at point D14.
Observed and computed values.
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and pore pressure response. An increase of tempera-
ture leads to an immediate increase of pore pressure.
However, the relationship between the two variables
is not straightforward. To illustrate this, the time at
which the maximum of pore pressure is reached has
been indicated in both the temperature and pore pres-
sure plots. It can be clearly noted that the pore pressure

peak corresponds to a first increase of temperature.
However, as time passes and temperature keeps increas-
ing, pore pressures in fact reduce because of hydraulic
dissipation. Naturally, the degree and rate of dissipation
depend strongly on rock permeability. The pore pres-
sure response of point D17 (Figure 11), further away
from the heater, is much less sharp, indeed it is even
more gradual than analysis predicts.

5.3 Mechanical variables

Deformations have been measured along borehole
BHE-D5. This observation borehole has been drilled
perpendicular to the main borehole and it crosses the
area between the two heaters. Deformations have been
measured between a series of observation points along
the borehole. Figure 12 shows the deformations meas-
ured in section 12–13 together with the analysis results.
It can be noted that in the first stage of heating the
computed results show a reasonable agreement with
observations. However, this agreement breaks down
from the start of the second stage of heating. Although
the pattern of the evolution of deformations is quite
similar, the observed magnitudes are much larger than
the computed ones. The reason for the difference is not
apparent and is being investigated; in particular the
effect of the presence of steel and plastic tubing
installed inside the borehole.
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Figure 11. Evolution of pore pressures at point D17.
Observed and computed values.
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Figure 13. Damage parameter (L) contours at the end of
the cooling phase.
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It is also interesting to check what is the extent of
the EDZ predicted by the analysis. To that end con-
tours of the damage parameter L have been plotted.
Figure 13 shows the contours at the end of the cooling
stage, when all effects due temperature have occurred.
It can be observed that the predicted EDZ is remains
small. Of course, the limited extent of the EDZ is very
much related to the small diameter of the cavity con-
sidered in this case.

6 CONCLUSIONS

The development of a coupled formulation and an
appropriate constitutive law provides a useful theoret-
ical tool to examine rationally the response of argilla-
ceous rocks to a variety of thermal, hydraulic and
mechanical phenomena that interact with each other
in a complex manner.

The approach has been applied to the analysis and
interpretation of an intensively instrumented in situ
heating test carried out on Opalinus clay in the Mont
Terri underground laboratory. It can be stated that the
model developed reproduces adequately the main
phenomena observed in the experiment. Quantitative
comparisons are largely satisfactory with the excep-
tion of deformations measured during the second
heating stage. As a result of the study, a consistent set
of parameters for Opalinus clay have been validated
and can be used for the prediction of future works and
experiments.
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1 INTRODUCTION

In geotechnics the term “partially saturated” is
employed for soils for which the void space is not fully
saturated with water but also air is present in the pores.
The presence of a second fluid phase in the pores
affects the mechanical behavior of the soil skeleton
such that material models based on the effective stress
concept are not sufficient to describe the behavior of
partially saturated soils. Due to the curved shape of
the water-air interfaces and the presence of interfacial
tension a difference in the pressures of the water phase
and the air phase occurs, which is referred to as matric
suction or capillary pressure (Fredlund & Rahardjo,
1993). Experimental evidence shows that an increase
in matric suction in general results in an increase of
the shear strength, the preconsolidation pressure and
the elasto-plastic stiffness of the soil. Furthermore, a
decrease in matric suction, i.e. an increase of the degree
of water saturation, under high values of external
stress can result in an irreversible decrease of the soil
volume, denoted as collapse on wetting. As these fea-
tures can only be taken into account using two stress
state variables, a cap model, originally proposed for
drained conditions, is extended in terms of the so called
averaged soil skeleton stress and matric suction. By
accounting for the evolution of the shear failure sur-
face and the hardening law of the cap in terms of matric
suction as well as including the third invariant of the
deviatoric stress tensor in the formulation of the yield
surfaces the material model is able to represent these
features and provides good agreement with experi-
mental results, see e.g. (Kohler & Hofstetter, 2006).
The main focus of the present paper lies in the 

implementation of this material model into a coupled
three-phase FE-formulation. At first, the governing
equations of the numerical model are outlined. Then
the constitutive equations for the extended cap model
are presented. Finally, the resulting computational
model is applied to the numerical simulation of a lab-
oratory test conducted by Klubertanz (1999) on a
sand column which is subjected to cycles of dewater-
ing and subsequent watering.

2 THREE-PHASE FORMULATION

The soil is treated as three-phase medium consisting
of a deformable soil skeleton and the two fluid phases
water and air. By applying averaging procedures a
soil element can be considered as a mixture of these
three phases, which continuously fill the entire domain
according to their percentile share. The mixture is
then treated with the methods of continuum mechanics
and the governing equations are formulated in terms
of the averaged quantities of the mixture. Following
this approach the equilibrium equations are given as

(1)

where ss denotes the total stress tensor, g is the vector
of the gravitational acceleration and r~ � (1 � n)rs �
nSwrw � nSara is the averaged density with rs, rw and
ra representing the intrinsic densities of the soil grains,
water and air (superscripts s, w and a); n is the poros-
ity of the soil and S f, f � a, w, denotes the degree of
saturation of the respective fluid phase. Compressive
stresses and pressures are defined as positive quanti-
ties throughout the present paper.

An elasto-plastic cap model for partially saturated soils

R. Kohler & G. Hofstetter
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ABSTRACT: The present paper deals with the development and application of a numerical model for partially
saturated soils. The mechanical behavior of the soil skeleton is described by a cap model, originally proposed
for drained conditions. It is extended by introducing two stress state variables in order to account for partially
saturated conditions. The theoretical background of the material model is briefly outlined and the implementation
of the model into a finite element formulation is discussed. Finally the computational model is applied to the
numerical simulation of a laboratory test on the behavior of a sand column subjected to cycles of dewatering
and subsequent watering.
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By considering an arbitrary domain of the three-
phase medium, fixed in space, the mass balance equa-
tions for the two fluid phases are derived assuming
incompressible soil grains and quasi-static conditions
by making use of the law of conservation of mass as

(2)

with v~fs denoting the artificial velocity.
Considering small displacements and small strains

of the soil skeleton the relationship between the dis-
placements u and the strain tensor 
 is given by the
linearized kinematic equations.

The constitutive equations relate energy-conjugate
expressions which can be derived from the conserva-
tion laws of the partially saturated porous medium, see
e.g. Borja, 2004.

The constitutive equation relating the rate of the
intrinsic density of a compressible barotropic fluid f
to the rate of the fluid pressure is given as r

. f/r f �
p. f/Kf with Kf denoting the bulk modulus for the
respective fluid phase.

For the approximation of the degree of water satu-
ration under isothermal conditions in terms of the
capillary pressure pc � pa � pw numerous empirical
equations have been suggested in the literature. In the
present model an approximation proposed in (Van
Genuchten and Nielsen, 1985) is adopted

(3)

where Sw
s denotes the maximum degree of water satu-

ration, Sw
r is the residual degree of water saturation

and pc
b denotes the air entry value. m and n are parame-

ters to fit the empirical equation to experimental data.
According to (Van Genuchten and Nielsen, 1985) , the
relation n � 1/(1 � m) leads to adequate results for
many soils.

For the transport of both fluid phases within the
pores of the soil Darcys law is assumed to be valid. It
can be derived from the equilibrium equation for a
fluid phase as (Lewis and Schrefler, 1998)

(4)

where g f denotes the unit weight and k f the perme-
ability of the soil with respect to the particular fluid f.
For partially saturated soils the permeability coeffi-
cient kf depends on the degree of saturation S f and can
be expressed as product of the permeability kof for the
fully saturated case (S f � 1) and the relative perme-
ability coefficient krf, accounting for the effect of 

partial saturation, as

(5)

Various empirical equations relating the relative per-
meability coefficient to the degree of water saturation
(3) are reported in the literature (Van Genuchten &
Nielsen, 1985; Fredlund & Rahardjo, 1993).

The basis for the development of a constitutive
model for the soil skeleton of partially saturated soils
is the definition of the stress state variables in terms
of which the mechanical behavior can be described.
From the rate of work input per unit volume of a par-
tially saturated soil possible definitions for stress state
variables being work conjugate to the strains of the
soil skeleton are derived, e.g. in Houlsby, 1997; Borja,
2004; Schrefler, 2002. In the present approach the so
called average soil skeleton stress tensor

(6)

is adopted. This choice is advantageous, because ss*

degenerates to the effective stress tensor for fully water
saturated soils when Sw is equal to one. Thus, material
models relying on ss* allow a straightforward transition
from partially saturated to fully water saturated con-
ditions. As the formulation of the cap model in terms
of ss* as single stress state variable is not sufficient to
fully describe the behavior of partially saturated soils
matric suction pc is considered as additional stress state
variable. In order to be consistent with the thermody-
namic considerations in (Houlsby, 1997; Borja, 2004;
Schrefler, 2002) the latter is used as a stress-like plastic
internal variable. Thus, the elastic strain tensor 
e solely
depends on the average soil skeleton stress and for the
special case of linear elasticity the constitutive relations
are given as

(7)

where C denotes the elasticity tensor. The determina-
tion of the plastic strain tensor 
p requires a yield sur-
face to indicate whether a certain stress state causes
irreversible strains, a flow rule to determine the direc-
tion of the plastic strain rate and a suitable hardening
law. The yield surface is chosen in accordance with
the modified cap model proposed in (Hofstetter et al.,
1993). The latter represents a reformulation of the
original cap model (DiMaggio & Sandler, 1971) to
make it suitable for the application of a closest point
projection algorithm. In this multi-surface plasticity
model the elastic regime is bounded by a convex yield
surface, which consists of a shear failure surface f1(ss),
a strain hardening cap f2(ss, k), where k represents a
hardening parameter, and a tension cutoff region f3(ss).
The latter is not addressed in the present paper. In 
order to account for partially saturated conditions the 
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plasticity model is reformulated in terms of the aver-
age soil skeleton stress tensor ss* and matric suction
pc is considered in the formulation of the yield sur-
faces. The functional form of the shear failure surface
is reformulated as

(8)

where

(9)

and

(10)

v and h are parameters defining the shape of the
yield surface within deviatoric planes with respect to
the Lode angle q. I*1 denotes the first invariant of the
average soil skeleton stress tensor and ||s|| is the norm
of the deviatoric stress tensor, equal for the total stresses
and the average soil skeleton stresses as pa and pw are
only hydrostatic. The parameters a and u define the
shear failure envelope along the compressive meridian
within planes of constant matric suction and the func-
tion Fs(p

c) accounts for the increase of shear strength
with matric suction. For the latter, two approaches are
available in the present model. In the first one a linear
increase of the shear failure surface with matric suction,
controlled by the parameter k, is assumed (see (101)).
Since the increase of shear strength with matric suction
tends towards a maximum this approach may result in
an overestimation of the shear strength for high values
of matric suction. The second approach is obtained by
linking the increase of shear strength with the degree
of water saturation according to (Vanapalli et al., 1996)
(see (102)). The fitting parameter z is a unique value
for a certain soil which can be determined from the
plasticity index Ip. For a non plastic soil with Ip � 0
the parameter z � 1.

The proposed extension of the shear failure surface
allows to predict the increasing shear strength of par-
tially saturated soils with increasing matric suction as
exemplarily depicted in Figure 1, where numerical
results (solid lines) for triaxial compression tests at
different values of matric suction are compared to
experimental data (dotted lines) published in (Macari &
Hoyos, 2001).

The functional form of the strain hardening cap of
the original cap model is replaced by

(11)

for k(pc) � I*1 � X* (k(pc)),

where

(12)

with R as a parameter defining the shape of the elliptic
cap. The movement of the cap is governed by isotropic
hardening. In contrast to the classical formulation both,
the rate of the plastic volumetric strain 
. p

v and the hard-
ening parameter k, depend on matric suction. Due
to numerical difficulties for the extension of the cap
model in terms of two stress state variables using the
original exponential hardening law the latter is replaced
by a logarithmic one yielding the rate of the plastic
volumetric strain as (Kohler, 2006)

(13)

In (13) X*(k(pc)) denotes the apex of the cap (Fig. 2)
and l(pc) is a scaling factor for the plastic volumetric
strain rate. The latter is assumed to vary with matric
suction according to an exponential law (Alonso et al.,
1990)

(14)

with r and b as material parameters defining the
increasing plastic stiffness under hydrostatic loading
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with matric suction, as shown in in Figure 3, which
depicts the relations between the volumetric strain of
the soil skeleton and the first invariant of the net stress
tensor for hydrostatic tests at three different values of
matric suction, pc � 50 kPa (light grey curves), pc �
100 kPa (dark grey curves) and pc � 200 kPa (black
curves). Solid lines refer to the numerical results and
dotted lines to the experimental data redrawn from
(Macari & Hoyos, 2001).

Making use of the fact that two points on the apex
of the cap at two different values of matric suction are
characterized by identical values of the plastic volu-
metric strain, the hardening parameter in terms of
matric suction is finally obtained by integrating (13)
as (Kohler, 2006)

(15)

The shape of the yield surface in the principal aver-
age soil skeleton stress space is depicted in Figure 4
for two different values of matric suction.

In contrast to a classical elasto-plastic material model
in terms of a single stress state variable a second tensor
of material tangent moduli is required for the imple-
mentation into the FE-formulation. The constitutive
model for the soil skeleton, considering elasto-plastic
behavior in terms of the average soil skeleton stress and
matric suction, can be written in rate form as

(16)

where CT � �ss*/�
 denotes the tensor of the material
tangent moduli with respect to the total strains and
Cc

T � �ss*/�pc contains the tangent moduli with respect
to matric suction.

3 IMPLEMENTATION

The numerical solution of the problem within the
framework of the finite element method relies on the
weak formulations of the governing equations (1) and
(2), the latter for both fluid phases, water and air.
Dividing the (spatial) domain under consideration into
a number of finite elements and interpolating the
primary variables within a single finite element from
the respective nodal values by suitable shape functions
results in a coupled system of three nonlinear equations
(Oettl, 2003):

(17)
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U, Pw and Pa are the global vectors of the nodal val-
ues for the displacements and the fluid pressures, fin

denotes the vector of the internal forces of the average
soil skeleton stress tensor, the matrices Csw, Csa and
Cwa account for the coupling between the different
phases, Qww and Qaa contain the compressibility of
the different phases and the constitutive relationship
between the degree of water saturation and matric
suction and Hww and Haa denote the permeability
matrices. The external loads and the body forces are
contained in the vector of the external forces fex and
the flow of the fluid phases through the surface of the
domain under consideration is accounted for by the
vectors f

.
w and f

.
a.

Applying the implicit Euler backward scheme for
the approximation of the unknown solution of the pri-
mary variables at the discrete point of time tn+1 as well
as substituting the constitutive law for the soil skele-
ton into the incremental vector of the internal forces
finally yields a coupled set of equations for the incre-
mental nodal values.

4 NUMERICAL EXAMPLE

4.1 Experiment

An experiment, dealing with the one-dimensional
drainage of a soil column, conducted by (Klubertanz,
1999), is investigated numerically.

The experiment was conducted by means of a sand
filled perspex column of 1.2 m height and a cross sec-
tion of 0.25 � 0.25 m. Through holes in the bottom of
this column water can be supplied or drained by apply-
ing specified pore water pressures. Initially, before the
start of the experiment, the soil was fully water satu-
rated and any outflow of water was prevented. Thus,
hydrostatic conditions prevail within the soil column.
In the course of the experiment, at t � 0, prescribed
pore water pressures pw(t) are imposed at the bottom
as depicted in Figure 5. The pore pressure of water is
continuously measured during the experiment at 10

locations and the vertical displacements at the top of
the soil column are recorded using two electronic sen-
sors, one at the center and one at the edge.

4.2 Numerical simulation

The numerical simulation is carried out using a 
FE-mesh consisting of 24 equally-sized, plane strain
isoparametric finite elements with a biquadratic inter-
polation for the displacements and bilinear interpola-
tion for the fluid pressures. The displacements of the
soil skeleton are horizontally constrained at the side-
walls of the column and fully constrained at the bottom.
The vertical boundaries are assumed to be imper-
meable for both fluid phases. Atmospheric conditions
(pa � 0) are imposed for the air pressure at the upper
boundary whereas the pore pressures of both fluids at
the lower boundary vary according to the evolution
prescribed during the experiment.

All hydraulic parameters adopted for the analysis
were measured by (Klubertanz, 1999) in independent
experiments and are listed in Tab. 1.

The material parameters for the soil skeleton
employed in the present simulation are found in Tab. 2.
The parameters in the upper part are either adopted
from (Klubertanz, 1999) or derived from a triaxial
compression test and a oedometer test at fully saturated
(drained) conditions conducted on the sand used for
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Figure 5. Imposed fluid pressure at the bottom of the sand
column.

Table 1. Hydraulic parameters.

Parameter Symbol Value Dimension

Permeability water kow 7.85 � 10�6 m/s
Permeability air koa 4.36 � 10�7 m/s
Bulk modulus water Kw 1 � 103 kPa
Bulk modulus air Ka 1 � 102 kPa
Residual saturation Sw

r 0.1 –
Maximum saturation Sw

s 1.0 –
Air entry value pc

b 8.9 kPa
Empirical parameter m 0.79 –

Table 2. Mechanical parameters.

Parameter Symbol Value Dimension

Young’s modulus E 43 � 103 kPa
Poisson’s ratio n 0.46 –
Porosity n 0.44 –
Density soil grains rs 2.65 t/m3

Material parameter u 0.51 –
Material parameter a 3.8 kPa
Material parameter l(0) 0.0025 –
Shape factor R 2.5 –

Material parameter z 1.0
Material parameter b 0.018 1/kPa
Material parameter r 0.2 –
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the drainage test. The parameter z, accounting for the
increase of shear strength with matric suction, can 
be assumed as 1.0 for sandy soils according to
(Fredlund, 1995). Due to the lack of experimental
data at pc � 0 the material parameters defining the
evolution of the cap with matric suction are estimated
by adopting the respective values derived by the
numerical simulation of a series of suction controlled
tests published in (Macari and Hoyos, 2001).

4.3 Numerical results

Figure 6 depicts the pore water pressure vs. the height
of the sand column for different instants of time. Before
the start of the experiment hydrostatic conditions pre-
vail in the water phase. The change of the water pres-
sure with time at the bottom progresses with a delay of
time along the height of the column leading to a curved
distribution of the hydrostatic water pressures at early
times.

Figure 7 depicts the evolution of the pore water
pressure with time at different distances from the
bottom of the soil column for both the experimental
data (dotted lines) and numerical results (solid lines).
As can be seen the results of the numerical simulation
agree very well with the respective experimental data.

Figure 8 reveals that the numerically obtained
surface settlements differ quite substantially from the
experimental ones at the beginning of the test. The over-
estimation of the vertical displacements at the surface
may result from friction effects between the soil and
the perspex column in the experiment due to the instru-
mentation with pressure transducers, which are reported
in (Klubertanz, 1999). They explain the difference

between the settlements measured at the boundary and
at the center of the soil column. However, they are not
considered in the numerical simulation. Since these
discrepancies decay in the course of time, at the end
of the test the experimentally obtained surface settle-
ment is well predicted by the numerical simulation.

5 CONCLUSIONS

The implementation of an extended cap model for
partially saturated soils in terms of the average soil
skeleton stress and matric suction into a coupled
three-phase soil model has been addressed in the
present paper. After a brief presentation of the gov-
erning equations, the constitutive equations and 
the numerical implementation into to a FE-code, the
computational model was checked by applying the
FE-formulation to a laboratory test subjected to
cycles of watering and dewatering. The experimen-
tally observed behavior is quite well predicted by the
numerical simulation.

84

1.2

1.0

0.8

0.6

0.4

0.2

he
ig

ht
 o

f 
th

e 
co

lu
m

n 
y 

[m
]

0.0
−7.0 −3.5

pore water pressure pw [kPa]

0.0 3.5 7.0 10.5 14.0

t =       0 s
t =   700 s 
t = 1550 s 
t = 2600 s 
t = 4170 s 
t = 6300 s

Figure 6. Pore water pressure vs. height.

12

8

4

0

−4

−8
0 1000 2000 3000 4000 5000 6000

po
re

 w
at

er
 p

re
ss

ur
e 

pw
 [

kP
a]

time t [sec]

y =     5 cm

y =   35 cm

y =   75 cm

y = 115 cm

Figure 7. Pore water pressure vs. time.

0

4.0

3.0

2.0

1.0

0.0
1000 2000 3000

time [s]

se
ttl

em
en

t [
m

m
]

4000 5000 6000

numerical result

experimental data - center

experimental data - boundary

Figure 8. Settlement vs. time.

Copyright © 2006 Taylor & Francis Group plc, London, UK



REFERENCES

Alonso, E.E., Gens, A. & Josa, A. 1990. A constitutive
model for partially saturated soils. Géotechnique 40(3):
405–430.

Bishop, A.W. 1959. The principle of effective stress. Teknisk
Ukseblad 106(39): 859–863.

Borja, R.I. 2004. Cam-clay plasticity. part V: A mathematical
framework for three-phase deformation and strain local-
ization analyses of partially saturated porous media.
Comput. Methods Appl. Mech. Engrg. 193: 5301–5338.

DiMaggio, F.L. & Sandler, I.S. 1971. Material Models for
Granular Soils. Journal of the Engineering Mechanics
Division ASCE: 935–950.

Fredlund, D.G. 1995. The scope of unsaturated soil mechanics.
Proc. 1st Int. conf. unsaturated soils, Paris 3: 1155–1178.

Fredlund, D.G. & Rahardjo, H. 1993. Soil mechanics for
unsaturated soils. New York: John Wiley & Sons.

Hofstetter, G., Simo, J.C. & Taylor, R.L. 1993. A modified cap
model: closest point solution algorithms. Computers &
Structures 46(2): 203–214.

Houlsby, G.T. 1997. The work input to an unsaturated granular
material. Géotechnique 47(1): 193–196.

Klubertanz, G. 1999. Zur hydromechanischen Kopplung in
dreiphasigen porösen Medien. Ph.D. thesis, École Poly-
technique Fédérale de Lausanne, Switzerland.

Kohler, R. & Hofstetter, G. 2006. Validation of an extended
cap model for partially saturated soils. 3rd European
Conference on Computational Mechanics, Lisbon,
Portugal.

Kohler, R. 2006 Numerical modelling of partially saturated
soils in the context of a multi-phase-FE-formulation.
Ph.D. Thesis, University of Innsbruck, in prep.

Lewis, R.W. & Schrefler, B.A. 1998. The Finite Element
Method in the Static and Dynamic Deformation and Con-
solidation of Porous Media. Chichester: John Wiley &
Sons, 2nd edition.

Macari, E.J. & Hoyos, L.R. 2001. Mechanical behavior of an
unsaturated soil under multi-axial stress states. Geotechni-
cal Testing Journal 24(1): 14–22.

Oettl, G. 2003. A three-phase FE-model for dewatering of
soils. Ph.D. thesis, University of Innsbruck.

Schrefler, B.A. 2002. Mechanics and thermodynamics of
saturated/unsaturated porous materials and quantitative
solutions. Applied mechanics reviews 55(4): 351–387.

Van Genuchten, M. Th. & Nielsen, D.R. 1985. On describing
and predicting the hydraulic properties of unsaturated soils.
Annales Geophysicae 3(5): 615–628.

Vanapalli, S.K., Fredlund, D.G., Pufahl, D.E. & Clifton A.W.
1996. Model for the prediction of shear strength with
respect to soil suction. Canadian geotechnical journal 33:
379–392.

85

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

87

1 INTRODUCTION

The mechanical behaviour of broken rock is mainly
determined by the grain hardness, the grain shape, the
grain size distribution, the packing density, the orienta-
tion of contact planes, the stress state and the loading
history. Stiffness and shear strength are influenced by
the pressure level, the packing density and the rate of
deformation and are therefore not material constants.
The mechanical behaviour of broken rock is different
for unweathered or weathered grains. The degree of
geological disintegration, e.g. by chemical weathering
or by the intensity and the orientation of micro-cracks,
has a significant influence on the granular hardness
and, as a consequence, on the evolution of grain abra-
sion and grain breakage. Depending on the state of
weathering the propagation of micro-cracks due to
water-induced stress corrosion can be strongly influ-
enced by the moisture content of the grains. Under
higher stress levels the disintegration of grains can be
accelerated by moisture, which leads to a reduction of
the resistance to compaction and shearing.

The focus of the present paper is on modelling the
mechanical behaviour of broken rock materials using
a hypoplastic continuum approach. In hypoplasticity
the evolution equation for the stress is formulated with

a nonlinear isotropic tensor-valued function depending
on the current state quantities and the rate of deform-
ation. In contrast to the classical concept of elasto-
plasticity no decomposition of the deformation into
elastic and plastic parts is needed (Darve 1991,
Kolymbas 1991). In order to model an elastic material
properties the rate of deformation tensor is incorp-
orated in the constitutive equation in a nonlinear formu-
lation. With a pressure dependent density factor the
influence of pressure and density on the incremental
stiffness, the peak friction angle and the dilatancy can
be modeled for an initially loose or dense state using
a single set of constants (e.g. Wu & Bauer 1993, Wu
et al. 1996, Herle & Gudehus 1999). Limit states or
so-called critical states are included in the constitutive
equation for a simultaneous vanishing of the stress
rate and volume strain rate (Bauer 1995). Originally,
hypoplastic material models were developed and cali-
brated for dry and cohesionless granular materials
like sand. While in the hypoplastic model by Gudehus
(1996) and Bauer (1996) for granular materials with
unweathered grains the so-called granular hardness is
assumed to be constant, an extension of this version
with a granular hardness depending on the moisture
content is discussed for applications to weathered
broken rock materials in the present paper. Herein the

Modelling of partly saturated weathered broken rock
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ABSTRACT: The focus of the present paper is on modelling the essential mechanical properties of weathered
and partly saturated broken rock using a hypoplastic continuum approach. In particular an increase of the com-
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granular hardness is related to the grain assembly
in the sense of a continuum description and does not
mean the hardness of an individual grain. The model
is calibrated for a weathered broken granite and the
results obtained from the numerical simulation of elem-
ent tests are compared with experiments.

2 THE GRANULAR HARDNESS OF
WEATHERED BROKEN ROCK

It is experimentally evident that for weathered rockfill
materials the compressibility is higher for a wet than
for a dry material as illustrated in Figure 1. For a pre-
compressed material under dry conditions (path A-B)
a following wetting leads to an additional settlement
along path B-C. For a continuing loading the load-
displacement curve (path C-D) follows the curve A-D
obtained for an initially wet material, i.e. the memory
of the material of the pre-compaction under dry con-
ditions is swept out if the load-displacement curve
obtained for the wet material (path A-D) starts from
the same initial density. In this context it is important
to note that for different initial densities the compres-
sion curves are different for both dry and wet states of
the material (Kast 1992).

In the following the compression behaviour is first
discussed for a dry granular material and modeled
using a relation between the void ratio e and the mean
pressure p � �(s11 � s22 � s33)/3. The evaluation
of numerous tests has shown that the compression
behaviour of various cohesionless granular materials
can be approximated with the following exponential
function (Bauer 1995):

(1)

Herein the constant e0 denotes the void ratio for p � 0,
hs has the dimension of stress and n is a dimensionless

constant. The quantity hs is called granular hardness
(Gudehus 1996), which is related to the grain aggre-
gate under isotropic compression and different from
the hardness of an individual grain. Experimental
investigations show that the quantity hs reflects the
isotropic pressure where grain crushing becomes
dominant. More precisely, hs represents the isotropic
pressure 3p at which the compression curve in a semi-
logarithmic representation shows the point of inflec-
tion while the exponent n is related to the inclination
of the corresponding tangent (Figure 2). For high
pressures the void ratio in Eq.(1) tends to zero, which
can be explained by grain plastification and grain
crushing.

In order to model the influence of the disinte-
gration of stressed rockfill due to by a reaction with
water, a degradation of the granular hardness with an
increase of the moisture content w of the solid mate-
rial is assumed in the following. To this end the con-
stant granular hardness hs in Eq.(1) is replaced by the
moisture dependent quantity h*s, i.e. (Bauer & Zhu
2004)

(2)

Herein hso is the value of the granular hardness obtained
for the dry material, i.e. hso is related to c � 1, and
c(w) � 1 denotes the disintegration factor depending
on the moisture content w of the grain material. A
higher moisture content means a lower value of c(w)
and of h*s and consequently a higher compressibil-
ity of the material as illustrated in Figure 3. A time
dependent behaviour of the degradation of the granu-
lar hardness can be accounted for in a simple manner by
extending relation (2), which, however, is not consid-
ered in the present paper.
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3 THE PRESSURE DEPENDENCE OF THE
LIMIT VOID RATIOS

It is experimentally evident that under the same pres-
sure cohesionless granular materials can show differ-
ent packing densities of the grain assembly so that the
void ratio can range between a maximum void ratio
ei and a minimum void ratio ed. In order to represent
the range of possible void ratios for a given granular
material it is convenient to consider the so-called phase
diagram of grain skeletons (Gudehus 1997) as sketched
in Figure 4. Herein the limit void ratios ei and ed are
pressure dependent and they decrease with an increase
of the mean pressure p. The upper bound, ei, can be
related to an isotropic compression starting from the
loosest possible skeleton with grain contacts, i.e.
there exists no homogeneous deformation which goes
beyond e � ei. Values of ed will be achieved by cyclic

shearing with very low amplitudes and nearly fixed
mean pressure.

By contrast, large monotonic shearing leads to a
stationary state, which is characterized by a constant
stress and constant void ratio. The void ratio in such a
limit state, which is called critical void ratio, ec, is again
a pressure dependent quantity. Gudehus (1996) sug-
gested postulating that the maximum void ratio ei, the
minimum void ratio ed and the critical void ratio ec
decrease with the mean pressure according to

(3)

where eio, edo and eco are the corresponding values for
p � 0 as shown in Figure 4. It is obvious that with a
degradation of the granular hardness the pressure
dependent limit void ratios and the critical void ratio
are lower for c(w) � 1 as illustrated by the dashed
curves in Figure 4.

4 THE HYPOPLASTIC MODEL

In order to model the dependence of the incremental
stiffness of weathered broken rock on the current void
ratio e, the stress state sij, the rate of deformation 
.ij
and the moisture dependent granular hardness hs* the
hypoplastic constitutive model by Gudehus (1996) and
Bauer (1996) is extended using the moisture content w
as an additional state quantity. The proposed consti-
tutive equations for modelling non-linear and an elastic
behaviour read:

(4)

(5)

with the normalised quantities: s�ij � sij/(�3p),
s�*ij � s�ij � dij /3, the Kronecker delta dij and the volume
strain rate 
.y � 


.
11 � 


.
22 � 


.
33. Function â in Eq.(4)

is related to critical stress states which can be reached
asymptotically under large shearing. With respect to the
limit condition by Matsuoka & Nakai (1977) function
â can be represented as (Bauer 2000):

(6)

with
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and

Herein wc denotes the friction angle defined for the
critical state under triaxial compression. The influence
of the mean pressure and the current void ratio on the
response of the constitutive equation (4) is taken into
account with the stiffness factor fs and the density fac-
tor fd. The dilatancy behaviour, the peak stress ratio
and strain softening depends on the density factor fd,
which represents a relation between the current void
ratio e, the critical void ratio ec and the minimum void
ratio ed, i.e.

(7)

where a � 0.5 is a constitutive constant. The stiffness
factor fs is proportional to the moisture dependent
granular hardness h*s and depends on mean stress p, i.e.

(8)

with

and

Herein b � 1 is a constitutive constant. In (7) and (8)
the current void ratio e is related to the pressure and
moisture dependent maximum void ratio ei, the min-
imum void ratio ed and the critical void ratio ec accord-
ing to relation (3). A specific representation of the
scalar function c(w) can be obtained by curve fitting
experimental data. Due to the lack of experimental data,
only a distinction between the granular hardness in
the dry and the water saturated state will be considered
in the present paper.

The proposed hypoplastic model for weathered
broken rock materials includes 9 constants which can
be determined from simple index and element tests
(Bauer 1996, Herle & Gudehus 1999). In the present
paper the calibration of the constants is based on the
experiments carried out by Kast (1992) with weathered
broken granite. The following values were obtained:

wc � 42�, hso � 75 MPa, n � 0.6,
eio � 0.85, eco � 0.39, edo � 0.2,
a � 0.125, b � 1.05,

for dry states of the solid material: c � 1,
for the water saturated state: c � 0.34.

It should be noted that in the present model the
critical friction angle wc is assumed to be a constant
because the experiments used for the present calibra-
tion did not show a clear influence of the moisture
content on the critical friction angle.

4.1 Comparison of numerical simulations 
with experiments

The results obtained from the numerical simulation
of homogeneous element tests are compared with
experiments carried out by Kast (1992) for isotropic
compression (Figure 5 and Figure 6) and triaxial
compression (Figure 6–Figure 10).

Under isotropic compression starting from an ini-
tial void ratio of e0 � 0.46 the densification is signifi-
cantly higher for the water saturated state of the solid
material (Figure 6) than for the dry state (Figure 5).
For the isotropic pressure of p � 0.8 MPa the corres-
ponding void ratios are e � 0.418 for the dry material
and e � 0.387 for the saturated solid material. These
are the initial states for the triaxial compression under
a constant mean pressure of p � 0.8 MPa as shown in
Figure 7 and Figure 8. As the initial void ratio is
higher than the corresponding pressure dependent crit-
ical one, i.e. for p � 0.8 MPa → ec � 0.34
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for the dry material and ec � 0.31 for the saturated
material, the triaxial compression leads to a further
densification for both the dry material and the satur-
ated material. The increase of the mobilized friction
angle fm with the vertical strain 
22 is more pro-
nounced for the dry material (Figure 7) than for the
saturated one (Figure 8), which is also in agreement
with the experiments. In order to study the influence
of an initially dense material the experiments for tri-
axial compression under a constant mean pressure of
p � 0.8 MPa starting from e � 0.29 for the dry mater-
ial and e � 0.285 for the saturated solid material are
compared with the prediction of the hypoplastic
model in Figure 9 and Figure 10. A comparison of
Figure 7 with Figure 9 shows that the volume-strain
behaviour is strongly influenced by the initial density
and it differs for the dry and saturated states of the solid
material. The additional densification is less pro-
nounced and the maximum mobilized friction angle is
higher for the initially dense material. A clear peak
state for fm can only be detected for the dry and ini-
tially dense material (Figure 9). After the peak the
value of fm slightly decreases with advanced vertical
compression and it is accompanied by dilatancy. For
the saturated and initially dense state of the material
the dilatancy is less pronounced.
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Figure 7. Triaxial compression of the specimen in the dry
state (e0 � 0.418, c � 1): (a) mobilized friction angle fm
vs. axial strain 
22, (b) volume strain 
V vs. axial strain 
22.
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Figure 8. Triaxial compression of the specimen in the satur-
ated state (e0 � 0.387, c � 0.34): (a) mobilized friction angle
fm vs. axial strain 
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Figure 9. Triaxial compression of the specimen in the dry
state (e0 � 0.29, c �1): (a) mobilized friction angle fm vs.
axial strain 
22, (b) volume strain 
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5 CONCLUSIONS

A hypoplastic continuum model is presented to
describe the essential properties of weathered broken
rock materials. In particular an increase of the com-
pressibility and a decrease of the limit void ratios with
an increase of the moisture content of the solid material
is modelled in a simplified manner using only a mois-
ture dependent granular hardness. The constitutive
equation for the evolution of the stress is based on
nonlinear tensor-valued functions depending on the
current void ratio, the stress, a moisture dependent
granular hardness and the rate of deformation. As the
hypoplastic concept does not need to distinguish
between elastic and plastic deformation the calibration
of the constitutive constants is rather easy. The calibra-
tion is carried out based on experiments for a wea-
thered broken granite. It is demonstrated in this paper
that the mechanical behaviour of an initially loose and
dense material can be captured with a single set of
constants. The comparison of the numerical simulations
of isotropic compression and triaxial compression
with experiments shows that the model captures the
essential properties of weathered rockfill materials
for both dry and water saturated grains.
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1 INTRODUCTION

Due to a very complex depositional history, the upper
100 m of the Venetian basin appear as a chaotic alter-
nation of fine sediments, ranging from fine silty sands
to silty clays.

High heterogeneity of such soils makes rather
difficult any modelling within a unified theoretical
framework.

In recent years attempts (Tonni et al., 2003; Cola &
Tonni, 2006) have been made to tackle this issue from
the perspective of a rather versatile theoretical formu-
lation known as Generalized Plasticity, with particular
reference to a specific model for granular soils (PZ
model) developed by Pastor et al. (1990). The prelim-
inary application of the model to the analysis of Vene-
tian soils resulted in rather acceptable predictions of
the experimental behaviour but also suggested few cor-
rections to be introduced within the constitutive equa-
tions in order to improve its predictive capability over
a wide range of densities and stress levels.

In this paper we illustrate a simple development of
the original PZ model, which allows to account for the
internal-state dependence of granular soil behaviour
without altering the general framework of the model
itself.

Results of calibration studies on Venetian soils are
discussed, with particular reference to such material
parameters appearing in the modified relationships of
dilatancy and plastic modulus.

2 BASIC FEATURES OF THE PZ MODEL

The PZ model was developed by Pastor, Zienkiewicz
and Chan (Pastor et al., 1990) as a particular type of
Generalized Plasticity model, with the aim of predict-
ing the granular soil behaviour under both monotonic
and cyclic loading.

According to Generalized Plasticity premises, the
model allows for plastic deformations at any stress
level, irrespective of the stress increment direction, i.e.
both in loading and unloading conditions. Moreover,
no yield nor plastic potential surfaces are explicitly
defined, but the gradients to the functions themselves.

A Generalized Plasticity model is fully determined
by specifying the tangent elastic stiffness tensor Dt

e,
the loading direction n, the plastic flow direction mL/U
and the plastic modulus HL/U. Different expressions
for the plastic modulus H and the plastic flow direc-
tion m can be adopted, whether loading (L) or unload-
ing (U ) is occurring.

A Generalized Plasticity approach for describing the behaviour of
silty soils forming the Venetian lagoon basin
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Therefore, the tangent elasto-plastic stiffness ten-
sor Dt can be expressed as follows:

(1)

Since in this work the validation of the constitutive
equations was restricted to drained triaxial tests in
monotonic loading, the following brief outline of the
PZ model is merely focused on the q-p� formulation
under loading conditions (L).

In this case, the plastic flow direction mL
T � (mv,

ms) is given by:

(2a,b)

with the soil dilatancy dg expressed as a linear function
of the stress ratio h:

(3)

Mg being the critical state line slope in the q-p� plane
and ag a material parameter.

The model assumes a non-associated flow rule, thus
the loading direction n is different from m, but with
similar expressions for its components nv and ns. These
ones can indeed be still expressed by eqs. (2a,b), in
which dg must be replaced by df:

(4)

Mf and af being material parameters.
For monotonic loading conditions the plastic modu-

lus HL can be expressed as follows:

(5)

together with

(6a)

(6b,c)

Constants H0, b0 and b1 are constitutive parameters,
while j is the accumulated deviatoric plastic strain.

Finally, the model assumes a non-linear elastic
response of the soils, according to the following rela-
tionships:

(7a,b)

in which K0 and G0 are the tangent bulk and shear
moduli at the reference mean pressure p0�.

3 BASIC FEATURES OF VENETIAN SOILS

The 95% of sediments forming the upper 100 m of a
typical Venetian soil profile can be grouped into 
3 classes, i.e medium-fine sands with sub-angular
grains (SP-SM), silts (ML) and very silty clays (CL).
The remaining 5% is clay or peat.

Coarse sediments are predominantly composed of
silicates and carbonates, while silts and silty clays,
originated from mechanical degradation of sands,
have a clayey mineral content never exceeding 20% in
weight.

On the basis of a large amount of experimental data,
Cola & Simonini (2002) observed that the stress-strain
behaviour of such soils is mainly controlled by inter-
particle friction. Moreover, since geotechnical param-
eters gradually vary as the grain size distribution
changes from SP-SM to CL (except for organic sam-
ples), it seemed reasonable to relate a number of
intrinsic soil parameters to a grain size index IGS,
defined as the ratio between the non-uniformity coeffi-
cient U and the mean particle diameter D50. As regards
the material constants defining the CSL, Cola &
Simonini found that the dependence on IGS can be
expressed as follows:

(8)

(9)

(10)

where eref is the critical void ratio at the reference
mean pressure p�ref � 100 kPa.

Another property related to IGS is the maximum
shear stiffness Gmax, according to the following rela-
tionship:

(11)
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in which the exponent n can be assumed equal to 0.6
for all Venetian soil class, while D can be related to
the grain size index by:

(12)

More recently Biscontin et al. (2006) applied the
Pestana & Whittle approach (1995) to the analysis
of the 1D compression behaviour of Venetian soils.
Oedometric tests performed on the three different soil
classes up to 30 MPa, showed that at very high pres-
sures the 1D compression curves move towards the
Limiting Compression Curve (LCC), whose equation
is linear in the log e-log s�v plane. The slope rc of such
line, intrinsically related to soil mineralogy, can be
assumed as constant for almost all the Venetian soils,
while its position – i.e. the void ratio e1 at the reference
pressure s�v � 100 kPa – depends on the fine content
FF, that is the amount of particles smaller than 5 �m.

4 EXPERIMENTAL DATABASE

The preliminary application (Tonni et al., 2003) of
the PZ formulation to the modelling of Venetian soil
behaviour was carried out using a few drained triaxial
tests on samples having different fine contents. Such
tests provided experimental evidence that sandy and
silty samples tended to form shear bands as soon as the
maximum deviatoric stress was exceeded, thus making
it difficult to detect the critical state condition.

In order to dispose of a more reliable set of experi-
mental data for the current study, four 70 mm �
140 mm cylindrical samples were tested in drained
conditions, using an advanced triaxial cell provided
with local displacement transducers and outfitted with
lubricated heads for delaying as much as possible
localization phenomena. Two further tests (SP-LD300
and SP-HD300), performed on 100 mm-diameter
reconstituted samples of a medium-fine uniform sand,

prepared at different relative densities, were considered.
Unlike the first group of tests, this latter was carried out
using a standard triaxial equipment. The main charac-
teristics of the samples are listed in Table 1.

Experimental results are plotted in Figure 1. It can
be noted that although lubricated heads were used,
localization was only delayed but not completely
avoided.
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Table 1. Basic characteristics of the samples.

Test SP-200 SM-200 SM-480 ML-200 SP-HD300 SP-LD300

Soil type Fine sand Sandy silt Silt Uniform fine sand

Type of sample Natural Natural Natural Natural Reconst. Reconst.
Depth(1) (m below MSL) 40.5 33.1 33.1 18.5 40.8 40.8
D50 (mm) 0.170 0.045 0.045 0.034 0.170 0.170
U � D60/D10 1.98 2.68 2.68 7.08 1.64 1.64
IGS 0.086 0.017 0.017 0.0043 0.104 0.104
LL, IP – – – 29.9 – –
Fine fraction, FF (d � 5 �m) (%) 0.0 6.0 6.0 10.5 0.0 0.0
Cell pressure, �c (kPa) 200 200 480 200 300 300
Void ratio at consolidation, ec 0.676 0.787 0.748 0.726 0.712 0.820

(1) All the samples were collected from MSgM2 bore, located at Malamocco at a point with bottom sea at 10,2 m from MSL.
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Figure 1. Deviatoric stress and volumetric strain vs. axial
strain of all examined tests.
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Except for ML-200, having a little fine content, all
the other samples show a dilatant behaviour, thus 
confirming what observed by Cola & Simonini, i.e.
that dilatancy of sandy and silty soils disappears at
mean stress levels higher than 1 MPa or when the clay
content is not negligible.

5 MODIFICATION OF THE PZ MODEL

5.1 A state dependent relationship for dilatancy

According to many contributions on sand modelling,
the PZ model assumes that dilatancy dg is a unique
function of the stress ratio h, irrespective of the mater-
ial internal state. One of the major shortcomings of
such hypothesis is that different sets of constitutive
parameters are needed for a single sand at different
initial conditions.

In recent years attempts (i.e. Wan & Guo, 1998;
Gajo & Muir Wood, 1999) have been made to treat
dilatancy as a state-dependent quantity, with the con-
cept of critical state as basis.

Following such developments on this issue, in the
present work a modified expression of the plastic flow
rule was introduced in the PZ constitutive equations,
in order to address the limitations of the model in cap-
turing the evolution of sand behaviour due to pressure
and density changes.

In a previous study on Venetian soil behaviour,
Cola & Tonni (2006) compared the predictive cap-
ability of two different flow rules, recently proposed
by Li & Dafalias (2000) and Gajo & Muir Wood
(1999) respectively, both expressing dilatancy as a
function of the state parameter ! (Been & Jefferies,
1985). The authors observed that such relationships
were able to successfully reproduce the experimental
data, as well as giving similar responses.

In this work we considered the Li-Dafalias formu-
lation and replaced the original dilatancy equation with

the following one:

(13)

D0 and md being material parameters.
Calibration of parameters appearing in eq.(13) can

be easily performed by fitting the experimental 
v-
a
curve, taking into account that at the phase transform-
ation point dilatancy becomes equal to zero. In order
to avoid as much as possible multiple sets of param-
eters, after a preliminary estimation of D0 and md
based on every single test, a unique mean value was
adopted for samples having the same IGS. Final values
of such parameters are listed in Table 2, together with
all the other model parameters.

In Figure 2 the prediction of eq. (13) is compared
with experimental data referring to SM-200 test, con-
firming the reliability of such approach.
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Figure 2. Experimental and predicted dilatancy for SM-200
test.

Table 2. Model parameters from calibration.

Test SP-200 SM-200 SM-480 ML-200 SP-HD300 SP-LD300

f�c (°) 36.3 35.3 35.3 34.3 36.5 36.5
lc 0.083 0.095 0.095 0.104 0.082 0.082
eref 1.023 0.953 0.953 0.893 1.032 1.032

Mg 1.48 1.43 1.43 1.39 1.48 1.48
Mf 1.10 0.81 0.81 0.79 1.10 0.88
K0 (kPa) 84575 64300 115160 63360 103550 88310
G0 (kPa) 77221 58710 105150 57850 94540 80630
af 0.45 0.45 0.45 0.45 0.45 0.45
md 0.05 1.2 1.2 0.2 0.05 0.05
D0 0.75 0.8 0.8 0.5 1 1
n 0.4 1 1 1 1.05 0.35
C 0.16 0.5 0.5 0.2 0.3 0.35
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5.2 Plastic modulus at constant stress ratio
compression

A large number of constitutive models for granular soils
assume that under confining pressures not causing
crushing of sand particles, constant stress ratio load-
ings do not induce any plastic deformation. Such an
assumption implies that in isotropic compression the
plastic modulus is infinite as long as the material
remains within a “cap” limiting the elastic behaviour.
This limitation is overcome in the PZ model, being the
volumetric plastic strain inversely proportional to the
material parameter H0, as evident from eqs. (6a–c)
when h � 0.

In Tonni et al. (2003) the calibration of H0, per-
formed by fitting the q-
a curves of three drained tri-
axial tests, gave values equal to 800, 1000 and 2800
for CL, ML and SP-SM samples respectively. Although
such estimations were within the range of values pro-
posed by Pastor et al. in their examples, the procedure
did not appear sufficiently reliable.

Therefore in a recent work, Cola & Tonni (2006)
examined alternative formulations on the isotropic
compression of sands: attention was particularly
focused on the studies of Pestana & Whittle (1995)
and Jefferies & Been (2000), both expressing the
plastic volumetric strain as a function of the distance
between the current state and the crushing regime.

The application of such methods to the estimate of
the initial value of H0 for our six triaxial tests resulted
in predictions which were almost equal or within the
same order of magnitude, thus confirming the reli-
ability of both formulations.

In this work, only the Jefferies-Been approach was
considered because it relates the plastic modulus in
isotropic compression H0 to the same state parameter C
previously adopted in the dilatancy equation, thus
allowing a unified modelling within the state parameter
framework.

On the basis of several isotropic compression tests
on Erksak sand, Jefferies & Been found that the plas-
tic modulus Kp can be conveniently expressed in the
form:

(14)

where s� is the apparent grain crushing pressure in
shear, corresponding to a discontinuity of the CSL
slope in the e-lnp� plane (Verdugo, 1992). According
to experimental evidence, the apparent grain crushing
pressure for Venetian soils was assumed equal to
1.2 MPa (see Cola & Tonni for further details).

As Kp coincides with HL of eq.(5), it follows that
H0 can be determined as Kp/p�.

It must now be observed that eq.(14) was obtained
by fitting experimental tests on Erksak sand samples,

hence a more sensitive calibration work would be neces-
sary in order to properly apply such method to other
granular soils. Nevertheless, as the Jefferies-Been for-
mulation seemed to be in good agreement with the
Pestana-Whittle approach (whose applicability to
Venetian soils was verified by Biscontin et al.), we
omitted any further calibration study.

5.3 General expression of the plastic modulus

The plastic modulus components proposed in the ori-
ginal PZ model and defined by eqs.(6a–c) account for
the stiffness decrease as the shear plastic deformation
increases and the critical state is drawing on. Such
components are intended to reproduce some peculiar
features of granular soil behaviour, i.e. failure at
the critical state, softening of dense sands, the lack of
dilatant response for loose sands.

In this work a simplified expression of the plastic
modulus in monotonic loading is proposed. The modi-
fied formulation can be expressed as follows:

(15)

in which H0 is calculated according to the method
illustrated in section 5.2, while components Hf

* and
Hs

* are defined respectively as:

(16a,b)

n and C being material constants.
The “failure” component Hf

*, replacing Hf, includes
the idea that during the distorsional process the sand
is striving to attain the current peak stress ratio 
hp � Mg�e

� nC. According to eq.(16a), hp changes
with C in a way that results in hp � Mg for dense
states and hp � Mg for loose states.

The concept of a virtual failure stress ratio depend-
ing on the material internal state was first introduced
by Muir Wood et al. (1994) and later followed by other
authors, as Manzari & Dafalias (1997) who adopted a
linear function of the state parameter C or Wang et al.
(2002) who expressed such dependence in terms of
the so called state pressure index Ip.

In this study the mobilized peak stress ratio was
related to the state parameter C through the exponential
function defined in eq.(16a), as also recently proposed
by Li & Dafalias (2000). The calibration of n can be eas-
ily performed at the drained peak stress state, at which
eq.(16a) becomes equal to zero. Therefore it follows:

(17)
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where hp and Cp are the value of h and C at the peak
stress state, measured from experimental data.

As in the original PZ model, HL is assumed to be
dependent also on the accumulated deviatoric plastic
strain j through the Hs

* component, which has the role
of making the plastic stiffness degradation more
smooth or more sharp.

The calibration of parameter C can be performed by
fitting the q-
a curve. Estimations of n and C, refer-
ring to the six benchmark tests are listed in Table 2.

6 CALIBRATION AND FINAL REMARKS

In monotonic loading conditions the modified ver-
sion of the PZ model requires the definition of 9
parameters. Table 2 summarizes the parameter values
obtained through the calibration work here presented.

In this study, a number of parameters were rather
easily estimated by using their dependence on the grain
size index IGS, through the relationships illustrated in
section 2. Therefore, the quantities related to critical
state conditions such as Mg or the internal state param-
eter C were estimated from eqs.(8)–(10).

The elastic modulus G0 was determined from 
eq.(11), reducing the value of Gmax by a factor of 2.5,

as also suggested in Gajo & Muir Wood. The bulk
modulus K0 was consequently calculated through the
well known relationship:

(18)

with the Poisson ratio � equal to 0.15.
The calibration procedure of dilatancy parameters

md and D0 has been already described in § 5.1: it’s
worth remarking here that different values of md and
D0 had to be considered for different soil samples.
Nevertheless, a unique set of dilatancy parameters was
adopted for soils having the same grain size index IGS.
Moreover, the small number of available tests did not
allow to explain the md oscillations: difficulties in deter-
mining a reliable value of such parameter are maybe
related to its dependence on the state parameter C,
which is in turn calculated from an empirical rela-
tionship having some degree of uncertainty.

In the absence of any particular test for determin-
ing af and Mf, a constant value equal to 0.45 was
adopted for the first parameter, while the latter was
preliminary estimated according to suggestions of
Zienkiewicz et al. (1999).
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Figure 3. Experimental and predicted curves for the benchmark tests.
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In Figure 3 the model predictions, plotted in terms
of deviatoric stress and volumetric strain vs. axial
strain, are compared with experimental data. Such
predictions match fairly well the experimental plots
for pre-peak deformations, while in the post-peak
regime they show a lower rate of softening. However,
due to localization phenomena, the steepness of the
post-peak load-displacement curve can be significantly
overestimated in laboratory tests and the softening, as
experimentally observed, cannot be regarded as a mater-
ial property. Therefore the calibration was performed
so as to achieve the best fit of test data before reaching
the post-peak regime, although numerical analyses
were in general pushed up to an axial strain of around
20%. It’s obvious that the comparison is no longer
meaningful.

In conclusion, in this study we observed that the
use of a state dependent dilatancy resulted in reliable
predictions of the volumetric response through a
unique set of constitutive parameters over a wide
range of pressures.

On the other hand, the new expression of the plastic
modulus has the advantage of embedding within a
Generalized Plasticity approach recent developments
on the isotropic compression behaviour of sands as well
as on the internal state dependence of shear strength.
The proposed formulation, although rather simple and
susceptible of further improvements, allows capturing
fairly well the peak strength conditions as well as the
overall behaviour of Venetian soils.

Further improvements should be introduced in order
to get a completely unified modelling of such natural
soils over a full range of densities and stress levels.
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1 INTRODUCTION

Hypoplastic constitutive models have been proved to
be well suited for the description of the mechanical
behaviour of soils. Numerical predictions of several
field problems demonstrated a good coincidence
between the calculated and measured behaviour.

Many geotechnical boundary value problems
deal with an interaction between the soil and the
structure. Numerical approaches for the modelling
of this interaction mostly include virtual contact sur-
faces requiring their own constitutive model. Usually,
an elastoplastic Mohr-Coulomb model is used which
yields the maximum tangential friction stress propor-
tional to the applied normal stress (see Fig. 1a).
However, this may be considered as an oversimpli-
fication of the contact behaviour. Whereas the
hypoplastic model of the surrounding soil takes into
account variations in stiffness and strength due to
changes of the stress level and density, the Mohr-
Coulomb description of the contact disregards these
effects. There as an inconsistency between the model-
ling of the soil and the modelling of the contact
behaviour, the latter neglecting also the experimental
evidence (see Fig. 1b).

This unsatisfactory situation initiated a develop-
ment of a new contact model based on and being con-
sistent with the hypoplastic constitutive model. The
first approach was presented by Herle and Nübel
(1999) for plain-strain conditions (line contacts) and
further extended by Gutjahr (2001, 2003). Neverthe-
less, such a model has been missing for general stress
and strain conditions (surface contacts).

2 SOIL-STRUCTURE INTERACTIONS WITH
CONTACT SURFACES

The classical approach for the modelling of intera-
ction phenomena with the finite element method deals
with contact elements. However, a common restric-
tion on small strains implies inaccurate results for
finite relative movements.

An application of contact surfaces is a more general
approach. The authors used this approach within the
finite element code ABAQUS and implemented the
contact model via a master-slave concept. In this case,
the surfaces consist of node sets. Two surfaces are
assigned to each other as a master-slave contact pair.

In each time increment the contact condition of the
penetration of a slave node into any part of the master
surface is tested. In case of contact the normal stress is
calculated based on the penetration depth. Using the
finite-sliding formulation the master surface as well as
the slave surface may be deformed. The normal vec-
tor of the contact is determined as the perpendicular

Hypoplastic description of the frictional behaviour of contacts

M. Arnold & I. Herle
Institute of Geotechnical Engineering, TU Dresden

ABSTRACT: Hypoplasticity is often used for analysing soil-structure interactions via the finite element
method. A hypoplastic description of the frictional contact between soil and structures of different roughness is
needed in order to provide a consistent modelling of the interface behaviour. Following this requirement, a new
contact model based on hypoplasticity is presented. It takes into account not only the pressure and density
effects, but also the roughness of the structure surface. Furthermore, it enables the modelling of line contacts in
2D as well as surface contacts in 3D. In addition to the hypoplastic parameters, the proposed formulation
includes the relative surface roughness and the thickness of the shear zone as additional model constants. The
results of simple shear tests are compared with calculations using the new contact formulation. An example for
the application in a boundary value problem is also presented.

Figure 1. Mobilisation of the tangential contact stress.
a) Mohr-Coulomb contact model b) test.
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from the slave node on the master surface. For soil-
structure interactions it is recommended to define the
surface of the structure as a master surface and the
soil surface as a slave surface.

Based on these preconditions the normal contact
stress s, the vector of the relative tangential displace-
ments of a slave node to the master surface [ux uy] and
the rates of these variables are known. To calculate the
rates of the tangential contact stresses [��x

��y] a futher
development of the model by Herle and Nübel (1999)
has been undertaken.

3 HYPOPLASTIC CONTACT DESCRIPTION

3.1 Used constitutive formulation

The contact description is derived from the hypoplastic
constitutive equations for continuum. It uses the
hypoplastic version by von Wolffersdorff (1996), which
performs well in particular for coarse-grained soils at
monotonic stress paths. In tensor notation it reads:

(1)

with

Considering the Matsuoka-Nakai failure condition,
the stress coefficient F is given by

with

Pressure and density dependency are considered by
the coefficients

(2)

and

(3)

The pressure dependent void ratios are described by

(4)

3.2 Derivation of the contact formulation

A contact plane is given by the contact coordinate
system (x, y) and is put into the global coordinate sys-
tem (1, 2, 3) of the continuum, having x || 2 and y || 3
(see Fig. 2)

This leads for the stress tensor T to the stresses
�11 � �, �12 � �x and �13 � �y, in which � is the nor-
mal contact stress (compression negative) and �x as
well as �y are the shear stresses in the 2D contact
plane. The other two normal stresses are assumed
�22 � �33 � � and the out-of-plane shear stress is
assumed �23 � 0. Thus, the stress tensor reads

(5)

The strain rate tensor is described analogously. The
strain rates �
ii with i e {1, 2, 3} are set to be equal to
the strain rate �
 perpendicular to the contact. The shear 

strain rates �
12 und �
13 are obtained from g�x/2 and g�y/2

Because of Equation 5 
�23 � 0 is required. This leads

to the strain rate tensor

(6)

he tensors of the relative stress �T are obtained with
�–x def �x/3� and �–y ——

def �y/3� as

(7)

The coefficient F incorporating the Matsuoka/Nakai
limit condition is derived to
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contact plane

Figure 2. Global and contact coordinate systems.
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(8)

The coefficients describing pressure and density
effects fb, fe and fd can be determined using trT � 3�.

The coefficient a follows from the critical state
behaviour (Herle & Nübel 1999) with critical void
ratio e � ec, i.e. fd � 1. The constant volume condi-
tion during shearing in the critical state corresponds
to �
n � 3�
 � 0. The stresses remain constant, thus
stress rates vanish: �� � ��x � ��y � 0.

Considering Equations 5–8, the critical state can
be described by Equation 1 as

The identical equations from the main diagonal read

In case of uniaxial shearing in direction x with –�y �
��y � 0 the parameter a comes out as

(10)

At the critical state for perfectly rough surfaces – like
shear zones in sand – the ratio of shear stress and nor-
mal stress is limited by

(11)

Putting this into Equation 10 one obtains

(12)

In case of less rough surfaces the frictional coeffi-
cient is � � tan �. It is usual to define the ratio
between the maximum of interface shear stress and
the angle of internal friction (here named � )

(13)

with 0 � � � 1. In analogy to the procedure of
Gutjahr (2001) this ratio is assumed to be valid at the
critical state, too:

(14)

Instead of Equation 12 one obtaines

(15)

Equation 15 with � � 1 makes the contact behaviour
more soft. To adjust the mobilisation of the shear
stresses to the results of contact shear tests, e.g.
Kishida & Uesugi (1987) and Tejchmann (1989), the
additional coefficient

(16)

has been introduced.
A summary of all three equations for the description

of the contact behaviour reads in vectorial notation

3.3 Shear strains and relative shear displacements

Due to its origin in continuum mechanics, Equation
17 contains the shear strains �i with i " {x; y}. These
strains are linked with relative displacements ui
between soil and surface of the structure via the thick-
ness of the shear zone ds (Fig. 3). In the modeling
approach with contact surfaces this thickness is only
virtual. For shear strain one can write

(18)

The thickness of the shear zone depends on the
roughness of the surface as well as on the average par-
ticle size d50 and has been found to be 2 � d50 …
6 � d50 for sand-steel contacts and 7 � d50 … 20 � d50
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for shear zones in coarse grained soils (Maier 2002;
Teichmann 1989).

Thus, additionally to eight hypoplastic material
parameters, the contact description requires to define
the coefficient of relative contact friction � as well as
the (virtual) thickness of the contact shear zone ds.

3.4 Remarks on the implementation

Using the user subroutine umat.f of Nübel (1999),
the contact description has been implemented into the
user subroutine fric.f for ABAQUS using the pro-
gramming language FORTRAN.

In each time increment the subroutine receives as
input parameters among others the contact stress rates
�� and the rates of displacements �ui from the main
ABAQUS code. Hence, Equation 17 is a mixed prob-
lem – besides of the shear stress rates ��x and ��y also
the strain rate �
 perpendicular to the contact has to be
determined (Niemunis 2004). Further remarks on the
implementation can be found in Arnold (2005).

4 COMPARISON WITH RESULTS OF
CONTACT SHEAR TESTS

The contact shear behaviour has been tested in the
laboratory using standard experimental devices like
direct shear, ring torsion and simple shear apparatus.
Sometimes these devices have been adapted to the
special problem. E.g. Kishida and Uesugi (1987) have
used a special simple shear apparatus with a cross-
sectional area of the sample of 100 � 400 mm. This
apparatus has been capable to separate shear deform-
ations of the tested sand from relative displacements
between soil and solid surface.

In their tests Toyura sand has been used. The limit
void ratios emax and emin have been 0.98 and 0.60,
respectively. The average particle size d50 has been
0.19 mm. The initial state density index ID corresponded
approximately to 0.9 at a normal stress of 78 kPa. The
used steel plates have had relative surface roughnesses
Rmax of 2.4, 20.5 und 46 �m over a length of 2.5 mm.

The calculations with the hypoplastic contact model
use the hypoplastic parameters of the Toyura sand
described by Herle and Gudehus (1999). The thickness

of the shear zone has been assumed to 10�d50, which
corresponds to the upper range of the values given
in Section 3.3. The parameter � is obtained from
Equation 13. The angle of contact friction �max fol-
lows from the maximum shear/normal stress ratio in
the experiments. The angle of peak friction � is deter-
mined from the hypoplastic simulations with � � 1.

The observed frictional behaviour of contacts –
independently of the surface roughness – is character-
ized by a very fast mobilisation of the peak shear stress,
see Figure 4a. This is followed by a fast transition into
the residual state. The peak value as well as the residual
value of the shear resistance depend on the roughness
of the surface.

Figure 4b well demonstrates a good reproduction of
the test results by the hypoplastic simulation. This
includes not only the peak shear stresses but also the
transition to the residual stresses for large relative dis-
placements, which typically occur at frictional contacts.
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Figure 3. Relation between shear strains and relative shear
displacements.
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Figure 4. Mobilisation of the shear stress ratio. a) Test
results of Kishida & Uesugi (1987) b) Simulation.
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5 APPLICATION TO A BOUNDARY 
VALUE PROBLEM

The presented hypoplastic contact model has been
applied to a boundary value problem of the earth
pressure acting on a cantilever retaining wall. Several
model tests have been performed prior to the numer-
ical simulations. The model tests have been described
in detail by Arnold (2004).

The numerical simulations have had two aims. First,
to study various boundary effects during the model
tests. Second, to check the suitability of the finite elem-
ent model for further plain strain calculations.

5.1 Modelling

In order to get a realistic reproduction of the model
tests, it has been necessary to take into account
important boundary effects of the experimental setup,
including spatial effects. Thus, a 3D model has been
necessary (Figure 5).

Beside hypoplastic soil behaviour, the numerical
model has included hypoplastic modelling of the con-
tacts between soil and the wall and between soil and
the testing box, respectively. The special wall struc-
ture consisting of two non-instrumented side parts
and one middle part covered with load cells and the
layer-by-layer backfilling procedure have been consid-
ered, too. Arnold (2004) contains a detailed description
of this model.

5.2 Stresses in the soil

In the sequel, some selected results of the final stage
are presented in order to demonstrate the influence of
the contact friction.

To illustrate the stress conditions in the soil, Figure 5
shows a typical distribution of vertical stresses �z. In
this figure, the front view shows the symmetry plane
of the model test. The other vertical surfaces of the
soil continuum are the side walls of the testing box.

The formation of stress concentrations at the end of
the wall heel and below the wall toe are well visible.
Both concentrations result from the wall rotation
away from the backfill.

In a homogenous half-space, vertical stress increases
linearly with depth due to the overburden load. In a per-
fectly smooth testing box this should be observed at the
continuum boundary, too. However, in reality a pro-
nounced decrease of the vertical stress at the soil bound-
ary appears, which is known as a silo effect. This can be
well observed at the external right boundary. It is caused
by the friction at the side walls of the testing box. Due to
the increasing overburden, soil settles during backfill-
ing. Relative movements occur between soil and walls
which mobilise shear stresses at the non-smooth walls.

A similar behaviour can be observed between soil
and the retaining wall. Also in this plane shear stresses
increase and become to tangential components of the
earth pressure on the retaining wall. Consequently, the
vertical stress at the edge between the wall stem and
the wall heel is reduced.

5.3 Distribution of the contact shear stress

Figure 6 shows the distribution of the contact shear
stress (tangential earth pressure) at the wall stem.
Vertical relative movements are caused by the back-
filling process. These movements induce vertically
oriented contact shear stresses, which increase with
the overburden load. Due to the low earth pressure at
the edge between the wall stem and the side wall (y →
0 m and y → 1 m), the contact shear stress becomes
small as well.

One can also observe that the deformation of the load
cells in the middle part causes horizontal deformations
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Figure 5. Vertical stresses in the soil, model test EWS15,
in kN/m2.
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Figure 6. Distribution of the contact shear stress (tangen-
tial earth pressure) at the wall stem.

Copyright © 2006 Taylor & Francis Group plc, London, UK



with corresponding horizontal contact shear stresses.
They are oriented towards the middle part.

The inclination of the earth pressure can be calcu-
lated from the contact shear stress (tangential earth
pressure) and the normal part of the earth pressure.

(19)

and is shown in Figure 7. The earth pressure inclina-
tion varies between 0° at the bottom of the wall stem
to approximately 45° in some parts of the wall head.
The low inclination at the bottom is caused by the
small relative displacements in this area. The high
values at the top can be explained by the low stress
level, and thus by the high peak frictional angle, of
the soil at the surface of the backfill.

The earth pressure inclination is obviously not con-
stant and depends on the stress level and the relative
displacements. Nevertheless, the inclination in the mid-
dle part of the wall varies only a little bit around 30°.

6 CONCLUSIONS

The presented hypoplastic contact model enables a con-
sistent modelling of contacts between soil and surfaces
of various roughnesses. The general stress formulation
takes into the account many important effects of the
soil behaviour. In particular, the presented model has
the ability to describe the pressure and density effects of
coarse grained soils on solid surfaces with only one set
of parameters. In addition to the standard hypoplastic
parameters, the model formulation includes the rela-
tive surface roughness and the thickness of the shear

zone as additional constants. Both constants are easy
to estimate from published experimental results on
the contact behaviour.

The contact constitutive model has been success-
fully validated in simulations of direct shear tests.
Subsequently, it has been applied in a boundary value
problem of the earth pressure acting on a cantilever
retaining wall. The comparison between the results of
the model tests with the results of 3D finite element
analyses confirms a good capability of the model to cap-
ture all important phenomena of the contact behaviour.
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1 INTRODUCTION

It is experimentally evident that the interaction mech-
anism between backfill soil and reinforcement is crucial
for the overall bearing capacity of the reinforced soil
structure. The interaction between the geogrid and the
soil is dominated by the interlocking of grain particles
within the geogrid cells, as shown in Figure 1. Under
shearing parallel to the geogrid, the displacement of
particles captured by geogrid cells is mainly dictated by
the displacement of the geogrid. If the strength of the
reinforcement is sufficiently high, the shear resistance
arises from the skin friction along the reinforcement
and the resistance of the soil to the bearing members of
the geogrid (e.g. Ingold 1983, William & Houlihan
1987, Uesugi et al. 1988, Farrag et al. 1993, Bergado
et al. 1996, Zettler 2000, Konietzky 2004). For large
shear displacements failure of the reinforced structure
occurs in the surroundings of the reinforcement where
the deformation of the soil localizes in narrow zones
called shear bands. Experiments with sand specimens
show that the thickness of shear bands is not a material
constant and mainly depends on the grain size, the grain
shape and the surface roughness, the initial density,
the stress state and the interaction with the chosen
reinforcement. Within shear bands very sharp strain
gradients, pronounced volume changes, strain soften-
ing and grain rotations can be observed (e.g. Oda 
et al. 1982, Mühlhaus & Vardoulakis 1987, Desrues 
et al. 1996, Gudehus 1997, Oda & Kazama 1998).

In this paper the interaction between the geogrid
and the backfill soil during shearing is numerically

investigated with a continuum approach and the finite
element method. Particular attention is paid to the influ-
ence of the initial density of the soil, the grain size and
the rotation resistance of particles along the interface
layer on the evolution of the shear resistance and strain
localization. For a realistic prediction of the shear band
thickness in the soil layer which is independent of the
assumed size of the finite elements a continuum model
is needed which takes into account a characteristic
length. To this end a micro-polar continuum or so-called
Cosserat continuum is proposed which includes dis-
placement degrees of freedom and rotational degrees
of freedom. It was shown by Pasternak & Mühlhaus
(2001) that the additional rotational degree of free-
dom of a micro-polar continuum arises naturally from
the mathematical homogenisation of an originally dis-
crete system of spherical particles with contact forces
and contact moments. As the thickness of the shear
band is mainly related to the grain size, another bene-
fit of using a micro-polar continuum is the possibility
to relate the characteristic length directly to the mean
grain diameter.

Micro-polar modelling of a reinforced soil structure under shearing

S.F. Tantono & E. Bauer
Institute of Applied Mechanics, Graz University of Technology, Graz, Austria

ABSTRACT: In this paper the behaviour of a reinforced soil element is numerically investigated for shearing
parallel to the rigid geogrid reinforcement using a continuum approach. A micro-polar hypoplastic model is
employed to model the essential mechanical properties of granular soil taking into account stress and couple
stress, pressure dependent limit void ratios and the mean grain size as the characteristic length. Particular atten-
tion is paid to the influence of the grain size, the initial density and the fluctuation of the rotation resistance
along the interface on the evolution of strain localization within the soil layer. The results of finite element cal-
culations show that the interaction between the granular soil and the reinforcement has a strong influence on the
deformation of the soil around the reinforcement.

Figure 1. Sketch of the interlocking of soil particles within
geogrid cells.
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The focus of the present paper is on studying the
influence of the initial density of the soil, the grain size
and the rotation resistance on the evolution of shear
localization during the shearing of a geogrid reinforce-
ment against the soil. For the numerical investigation
a reinforced granular soil strip under a constant verti-
cal pressure is considered where the reinforcement is
assumed to be rigid and located in the middle of the
lateral infinite extended plane strip (Figure 2). The
mechanical behaviour of the cohesionless granular soil
material is described with a micro-polar hypoplastic
model (Huang & Bauer 2003). The model takes into
account anelastic material properties and the influ-
ence of pressure, void ratio, grain size, grain hardness
and grain roughness on the incremental stiffness and
volume change behaviour. By including the concept
of critical states and with a pressure dependent dens-
ity factor the model describes the essential properties of
initially dense and initially loose granular soils for a
wide range of pressures and densities with a single set
of constitutive constants. The rotation resistance of
particles along the reinforcement is modelled with the
micro-polar boundary conditions in a natural manner.
This is demonstrated for a homogeneous distribution
and a certain fluctuation of the micro-polar boundary
conditions along the interface between the granular
soil and the reinforcement.

2 THE MICRO-POLAR HYPOPLASTIC
MODEL

The kinematics of a micro-polar continuum is
defined by the macro-displacement field ui and
micro-rotations vc

i (i � 1, 2, 3). The rate of deform-
ation and the rate of curvature are defined as
�
ij � �u�i/�xj � ekijv

�c
k and �kij � �v� c

i/�xj, respectively,
where eijk denotes the permutation tensor. The pro-
posed micro-polar hypoplastic model includes three
state variables, i.e. the non-symmetric Cauchy stress
tensor ss, the couple stress tensor mm and the void ratio
e. The evolution of the state variables are described by

the following objective rate type equations (Huang &
Bauer 2003):

(1)

(2)

(3)

with the normalised quantities: �sij � sij/�kk, �s*
ij � �sij �

dij/3, �mij � mij/(d50skk), 
�–kij � d50

�kij. Herein dij is the
Kronecker delta and d50 denotes the mean grain
diameter, which enters the constitutive model as the
characteristic length. Function a� in Eq.(1) and factor
ac in Eq.(2) are related to the limit stress and limit
couple stress at critical states which can be reached
asymptotically under large shearing. Factor ac is
assumed to be a constant and a� depends on the inter-
granular friction angle wc, i.e. (Bauer 2000).

(4)

with

and

Herein s�*s
kl denotes the symmetric part of the normal-

ized stress deviator, i.e. s�*s
kl � (s�*kl � s�*

lk)/ 2. The
influence of the mean pressure and the current void
ratio on the response of the constitutive equations (1)
and (2) is taken into account with the stiffness factor
fs and the density factor fd. The dilatancy behaviour,
the peak stress ratio and strain softening depends on
the density factor fd, which represents a relation
between the current void ratio e, the critical void ratio
ec and the minimum void ratio ed, i.e.

(5)
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where a � 0.5 is a constitutive constant. The stiffness
factor fs is proportional to the granular hardness hs
and depends on the stress level skk, i.e.

(6)

with

Herein b � 1 is a constitutive constant. In Eq. (5) and
Eq. (6) the current void ratio e is related to the max-
imum void ratio ei, the minimum void ratio ed and the
critical void ratio ec. These limit void ratios decrease
with an increase of the mean pressure skk, i.e.

where ei0, ed0, ec0 are the corresponding values for skk
� 0 (Figure 3).

The micro-polar hypoplastic model was imple-
mented in the finite element code ABAQUS and for
plane strain conditions a four-node linear element
was used to describe the displacements and Cosserat
rotations within the element (Huang 2000). For the
present numerical investigations the following mate-
rial constants for a medium sand are used (Huang &
Bauer 2003):

3 NUMERICAL INVESTIGATIONS

Due to the horizontal and vertical symmetry of the
reinforced granular soil layer (Figure 2) it is sufficient

to model a small section of the infinite layer (Figure 4).
With respect to the rectangular coordinate system in
Figure (4) and for plane strain conditions the relevant
kinematic quantities are the displacements u1, u2 and
the micro-rotation vc

3. The non-zero static quantities
are the stress components s11, s22, s12, s21, and the
couple stress components m31 and m32.

In all calculations a section of the granular layer
with an initial height of h0 � 4 cm and a width of 
b � 10 cm is discretized using four node linear elem-
ents with a height of 1.25 mm. The condition of a lateral
infinite layer is modelled by applying constraint con-
ditions to the side nodes of the finite element mesh,
i.e. each node on the left boundary is controlled to
have the same displacements and Cosserat rotation as
the corresponding node with the same vertical co-
ordinate on the right boundary (Bauer & Huang
1999). At the top of the layer, i.e. for x2 � h, the
boundary conditions are: u1 � 0, vc

3 � 0 and
s22 � so � �100 kPa. For the interaction between
the granular soil and the reinforcement it is assumed
that the grains are captured by the cell openings of the
rigid geogrid so that at the boundary x2 � 0 no rela-
tive displacements take place, i.e. u2 � 0 and the pre-
scribed shear displacement u1R of the reinforcement
is independent of the co-ordinate x1. This assumption
also implies that the possibility of relative displace-
ments along the surface of the geogrid as a result of 
a lower skin friction is not taken into account.
Concerning the rotation resistance of particles in con-
tact with the reinforcement a homogeneous distribu-
tion and a certain periodic fluctuation of the
micro-polar boundary conditions are investigated as
discussed in the following.

3.1 Homogeneous distribution of the micropolar
boundary condition along the interface

For the case that the rotation resistance can be neg-
lected along the interface the couples stresses are
assumed to be zero at x2 � 0. In Figure 5 the deform-
ation localized in the soil close to the reinforcement 
is shown for an initially homogeneous void ratio 
of e0 � 0.6 and after a horizontal reinforcement 
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displacement of u1R/h0 � 1.4. The lighter strip indi-
cates a higher void ratio, which reflects a strong dila-
tancy within the localized zone. The predicted
thickness of the shear band is about 7 * d50.

In order to investigate the influence of the initial
void ratio e0 and the mean grain diameter d50 the fol-
lowing four calculations are performed:

e0 0.6 0.6 0.55 0.72
d50 0.5 1.0 0.5 0.5

A comparison of the calculated horizontal displace-
ments u1 across the height of the layer is shown in
Figure 6. It is obvious that the thickness of the local-
ized zone is higher for a higher initial void ratio and a
large mean grain diameter. The micro-polar rotation
are extremal at the interface, where the amount is
larger for a lower initial void ratio and a lower mean
grain diameter as shown in Figure 7.

At the beginning of shearing the mobilized interface
friction angle fm � arctan(s12/s22) increases and
reaches a peak state which is higher for an initially
denser material (Figure 8). It can be observed that the
peak friction angle is not influenced by the mean
grain diameter. After the peak the interface friction

angle decreases and for large displacement of the
reinforcement it tends towards a stationary value
which is equal to the intergranular friction angle.

3.2 Periodic fluctuation of the rotation resistance

In order to model a bit-by-bit locking of particle rota-
tion a periodic fluctuation of the micro-polar bound-
ary conditions is assumed, i.e. along the interface
x2 � 0 the micro-polar rotation vc

3 is zero within a
distance of 5 mm followed by zero couple stress
within a distance of 20 mm. For an initial void ratio of
e0 � 0.6, a mean grain diameter of d50 � 1 mm and a
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Figure 5. Contour plot of the void ratio within a reinforced
granular layer after a horizontal reinforcement displacement
of u1R/h0 � 1.4 (d50 � 1 mm).
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Figure 6. Influence of the initial void ratio e0 and the mean
grain diameter d50 on the distribution of horizontal displace-
ment u1R.

x2

[cm]

8

e0=0.72, d50=0.5
e0=0.60, d50=1.0
e0=0.60, d50=0.5
e0=0.55, d50=0.5

64

ωc
3

20
0

1

2

3

4

Figure 7. Influence of the initial void ratio e0 and the mean
grain diameter d50 on the distribution of micropolar rotation vc
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prescribed shear displacement of the reinforcement of
u1R/h0 � 2 the results are shown in Figures 9–12. In
particular, Figure 9 shows the calculated distribution
of the micro-polar rotation for an interface section of

10 cm. A comparison of the contour plot in Figure 10
with the one in Figure 5 indicates that the location and
thickness of the shear band strongly depends on the
micro-polar boundary conditions at the interface. In
contrast to the results in Section 3.1, the maximum
micro-polar rotation (Figure 11) and shear strain
localization is no longer located at the interface.

The thickness of the localized zone is about 10 * d50
and therefore larger than in the case of a constant zero
couple stress along the interface. Furthermore, a fluc-
tuation of the micro-rotation resistance leads to a
fluctuation of the mobilized interface friction angle
(Figure 12). However, in the steady state the average
value is equal to the intergranular friction angle of the
soil material.

Further numerical investigations with the assump-
tion of a smoother surface of the geogrid have shown
that the average value of the residual friction angle
decreases while the micro-polar rotation increases.

4 CONCLUSION

The deformation of a cohesionless granular soil struc-
ture resulting from shearing a geogrid reinforcement
has been studied based on a micro-polar hypoplastic
continuum approach. The constitutive model takes into
account stress and couple stress, pressure dependent
limit void ratio and the mean grain size as the character-
istic length. It is demonstrated that the initial density,
the grain size and the rotation resistance of particles
in contact with the reinforcement may have a strong
influence on the location and thickness of shear bands
when strain localization takes place. In particular the
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Figure 10. Part of a reinforced granular layer after a hori-
zontal reinforcement displacement of u1R/h0 � 2 (homoge-
neous initial void ratio e0 � 0.6, d50 � 1 mm, fluctuation of
the micro-polar interface boundary conditions).
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reinforced granular layer.
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predicted thickness of the shear band is higher for a
looser material, a large mean grain size and a higher
rotation resistance of particles along the interface. For
a lower rotation resistance within the interface the
shear localization is located closer to the reinforce-
ment. The maximum mobilized shear resistance is
higher for an initially dense granular soil but after the
peak the shear resistance decreases with advanced
shear displacements of the reinforcement and it tends
towards a stationary value which is independent of the
initial state of the granular soil. In a steady state or 
so-called critical state the predicted interface friction
angle is equal to the intergranular friction angle of the
soil material provided that no relative displacements
between the geogrid reinforcement and the bounding
soil particles occur. For a fluctuation of the rotation
resistance of the particles along the interface the
mobilized friction angle varies, however its average
value is again equal to the intergranular friction angle.
Only in cases where a lower skin friction of the geogrid
surface is taken into account, is the average value of
the residual interface friction angle smaller than the
intergranular friction angle of the soil material.
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1 INTRODUCTION

Elasto-plastic models for soils are often presented in the
form of non-linear differential relationships between
stress and strains that need to be integrated numerically
for use within finite element codes. The robustness
and efficiency of such numerical algorithms affects the
overall performance of the code. Integration algorithms
are divided into two broad groups: a) explicit algo-
rithms where the integrated stress is obtained using
the stiffness at the start of each integration step and
b) implicit algorithms, where the stress increment is cal-
culated using the stiffness at the end of the integration
step (this requires an iterative approach as the values at
the end of the step are initially unknown). Both methods
are used in practice and have some advantages.

A general description of implicit algorithms may be
found in Simo & Hughes (1998) where also an exten-
sive list of references is available. Implicit algorithms
for the integration of elasto-plastic models for sat-
urated soils were developed, among others, by Borja &
Lee (1990) and Borja (1991); recently new ideas were
presented by Wang et al. (2004) and Foster et al. (2005).
With reference to unsaturated soils, Vaunat et al. (2000)
proposed an implicit integration algorithm including a
return mapping scheme for the Barcelona Basic
Model (BBM) of Alonso et al. (1990). Further implicit

algorithms for unsaturated soil were proposed by
Zhang et al. (2001) and Borja (2004).

Explicit algorithms have been often considered
less efficient than implicit algorithms, although they
are regarded as simpler to code and more generally
applicable. A new class of explicit algorithms includ-
ing error control based on a substepping method was
proposed by Sloan (1987). Explicit algorithms with
error control via substepping are now widely used and,
especially for complicated elasto-plastic constitutive
models, they are more robust and use less computa-
tional resources than implicit algorithms (see Potts &
Zdravkovic 1999). Explicit algorithms using substep-
ping have been constantly refined during past years
and, recently, they have been applied to elasto-plastic
models for unsaturated soils (e.g. Sheng et al. 2003a, b).

This paper presents an algorithm for the integra-
tion of BBM, however the concepts presented in
the paper may be applied to any elasto-plastic model
for unsaturated soils using two independent consti-
tutive variables, such as net stress and suction. The
integration of the stress-strain relationship is achieved
explicitly via a substepping procedure to enforce
error control.

For the sake of brevity the description of the purely
elastic calculations is not presented in this paper and
will be discussed in a future publication by the authors.

A stress-strain integration algorithm for unsaturated soil elastoplasticity
with automatic error control

W.T. Solowski & D. Gallipoli 
Durham University, Durham, United Kingdom

ABSTRACT: Stress-strain integration algorithms are a very important component in the development of
finite element codes. The use of accurate, robust and fast stress-strain integration algorithms accounts for a sig-
nificant part of the performance of a finite element code, especially when complex elasto-plastic constitutive
models are used. This paper presents the formulation of an algorithm for the stress-strain integration of the
Barcelona Basic Model, an elasto-plastic volumetric hardening constitutive model for unsaturated soils. The
proposed algorithm is based on some earlier ideas of substepping explicit integration with automatic error con-
trol. Stress-strain integration in the plastic domain is performed by using an explicit algorithm which accuracy
is improved by dividing the initial strain increment in a number of substeps. The number of substeps depends
on an estimation of the integration error that is obtained by using a modified Euler procedure. The performance
of the stress-strain algorithm is presented for different types of stress paths to assess its dependency on factors
such as, for example, the initial size of the strain increment, the error tolerance and the initial stress state. A drift
correction algorithm is also proposed and its influence on the results is evaluated.
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2 INTEGRATION OF ELASTO-PLASTIC
STRAIN

2.1 General remarks

The stress-strain integration algorithm for unsaturated
soils presented in this paper is similar to that proposed
by Sheng et al (2003a). One important difference, how-
ever, is that, in the present work, the net stress and suc-
tion are treated as two separate constitutive variables
(as in BBM) whereas Sheng et al. (2003a) use a sin-
gle constitutive stress variable, which is defined as:

(1)

where �’ is the constitutive stress vector, �tot is the
total stress vector, mT � {1,1,1,0,0,0}, w(Sr) is a con-
stitutive stress parameter depending upon the degree
of saturation Sr and uw is the pore water pressure. The
algorithm presented in this paper is instead used for
integration of constitutive models for unsaturated
soils depending on the net stress vector �, defined as
� � ��tot � m � ua (where ��tot is the total stress and
ua is the air pressure), as well as suction s, defined as
s � ua � uw (where ua is the pore air pressure). These
are also the standard constitutive variables used in
various unsaturated soil models such as BBM.

The algorithm described here is explicit and uses
a substepping procedure to achieve automatic error
control during numerical integration according to the
concepts first introduced by Sloan (1987). The algo-
rithm integrates over an “extended” strain step {�

tot,
�stot} incorporating the conventional strain increment
vector �

tot as well as the increment of suction �stot.
These increments are automatically divided into a
number of substeps, small enough to ensure the desired
integration accuracy. It is also assumed that the change
of suction in each substep �s is proportional to 
the change of strain �

, i.e. �s/�stot � �
ij/�
ij,tot. The
integration error in each substep is estimated as the
difference between the two stress increments cal-
culated by using the elasto-plastic stiffness matrix
corresponding to the stress states at the beginning and
the end of the substep respectively. Based on such
estimate of the error, the size of the next substep is
calculated.

2.2 Integration of elasto-plastic substep

In each substep involving elasto-plastic deformation,
the net stress increment ��� is calculated from the
strain substep �

  � �T*�

tot and the suction substep
�s � �T*�stot (�T is a scalar). The yield function F
and plastic potential G are defined in terms of the net
stress ��, suction s and hardening parameter p0

*:

(2)

(3)

The plastic strain increment is given by:

(4)

where � is the plastic multiplier. The volumetric plas-
tic strain increment d
v

pl � d
11
pl � d
22

pl � d
33
pl is

related to a change of the hardening parameter p0
*

according to the following equation:

(5)

The consistency condition to be satisfied by all incre-
mental quantities is:

(6)

The differential form of the stress–strain relationship
for BBM, is given by:

(7)

where Del is the elastic tangent matrix calculated at the
beginning of the increment, d

 is the strain increment,
d

pl is the plastic component of the strain increment, �s
is the swelling index associated to suction change and pat
is atmospheric pressure. Introducing (4) into (7) gives:

(8)

After introducing (8) into (6) and noting that trans-
position of a scalar variable coincides with the scalar
variable itself, the following relationship is obtained:

(9)

As dp0
* is a function of the plastic volumetric strain

increment as indicated in (5), then:

(10)
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and, after expressing d
v
pl as:

(11)

the following result is obtained:

(12)

Introducing (12) into (9), � can be expressed as:

(13)

where:

In the integration algorithm the infinitesimal incre-
ments in the above equations (densoted by “d”) are
approximated with finite increments (denoted by “�”).
Please note that equation (13) is different from the
corresponding equation given in Sheng et al. (2003a)
due to different assumptions made about the constitu-
tive variables, as previously discussed.

Having computed the plastic multiplier �, the stress
increment is calculated from (8), the volumetric plas-
tic strain increment is calculated from (11) and the
hardening parameter increment is obtained from (5).

2.3 Evaluation of integration error

In each substep the algorithm calculates: a) two values
of the stress increment, ��1 and ��2, b) two values
of volumetric plastic strain increment �
v

pl
1 and

�
v
pl

2 and c) two values of the hardening parameter
increment �p0

*
1 and �p0

*
2.

The increments with subscript equal to 1 are calcu-
lated according to the equations given in the previous
section and using values of the stress and hardening
parameter at the start of the increment:

(14)

The increments with subscript equal to “2” are calcu-
lated according to the same equations but using values

of the stress and hardening parameter at the end of
the increment. Note that the values at the end of the
increment are calculated by using the increments from
equation (14):

(15)

Equations (14) and (15) define an interval of values
containing the exact integration of these increments.
The best estimates of the stress increment �� and the
hardening parameter increment �p0

* are taken as the
average of the corresponding two values defined above:

(16)

(17)

The maximum integration error for the stress incre-
ment is therefore calculated from the previous expres-
sions for each of the stress components as:

(18)

The relative error Rij is defined as:

(19)

This is not sufficient to ensure that the relative error
in shear stress q, crucial for soil behaviour, is limited.
This is why also Eq and Rq is defined:

(20)

In the formula above q0 is the initial shear stress
corresponding to the stress state �0 and q1,q2,qmid are
shear stresses calculated for corresponding stress states
�0 � ��1, �0 � ��2, and �0 � 0.5(��1 � ��2). In
the calculations the highest value of R is used:

(21)

Equations (18) and (19) provide an estimate of the
maximum potential error occurring during integra-
tion; however the actual error is usually significantly
smaller than these values.

Control of the integration error is enforced by
imposing that R in equation (19) is equal or smaller
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than a user defined substep tolerance SSTOL. If
R � SSTOL, the current substep is rejected. Regardless
of whether the current substep is accepted or rejected,
a new substep size is calculated by the algorithm with
the coefficient �Tnew given by:

(22)

where �T defines the current size of the substep and
� is a coefficient; � is smaller than 1, if the step is
rejected, or equal/greater than 1, if the step is accepted.
In this way the substep size is continuously adapted to
enforce a magnitude of the maximum possible rela-
tive error R close to SSTOL.

The error estimate associated with the new substep
size can be approximated as:

(23)

Substituting equation (19) into equation (23) and
imposing that the maximum relative error in the next
substep is equal to the tolerance SSTOL, it is possible
to calculate an approximated value of � as:

(24)

Equation (24) relies on the approximation �� � ��new
Because of this approximation, � is usually further
reduced by a user defined scalar factor j as:

(25)

In the subsequent examples a value # � 0.9 is used.

2.4 Drift correction

Because of the approximation involved in the use of
explicit integration, the stress state at the end of each
substep does not lie on the yield locus. This phenom-
enon is known as yield surface drift and it requires a
numerical correction to enforce consistency. Drift
correction tends to become less of an issue as the tol-
erance used for the control of the integration error
becomes stricter. The drift correction technique used
in this work is similar to that advocated by Potts &
Zdravkovic (1999) for saturated soil models.

The drift correction procedure is used when, after
a successful substep (i.e. a substep where the integra-
tion error R is smaller or equal than the tolerance
SSTOL), the stress state does not lie on the yield locus
within a set tolerance. In the present algorithm a nor-
malized yield function is used for BBM, similarly to the

normalized function proposed by Sheng et al. (2000)
for the Cam-clay model. Employing a normalized yield
locus ensures that the set tolerance is independent of
the magnitude of the stress state.

Before integration, the initial stress state �A lies on
the yield locus at point A in the stress space and there-
fore F(�A,sA,p0

*
A) � 0. After calculating the stress

increase ��, as explained in the previous section, the
stress state changes to �B � �A � �� moving to
point B of the stress space. and is not any longer on
the yield locus, i.e. F(�B,sB,p0

*
B) $ 0. The drift cor-

rection algorithm imposes a change of the elastic
strain ��e (by maintaining unchanged the strain ��,
i.e. ��e � ���pl), which results in the correction of
the stress state to point C lying on the yield locus. The
yield locus equation after correction will therefore be:

(26)

where �� and �p0
* are the corrections to the stress

state and hardening parameter respectively and no
correction to suction is applied as explained below.

After expanding (24) in Taylor series we obtain:

(27)

where the stress change �� is:

(28)

After substituting (28) and (13) into (26), neglecting
second order terms and above and noticing that the
change of suction �s is equal to zero (as suction
change is proportional to the variation of strain ��
which remains unchanged) the following expression
for � is obtained:

(29)

The stress state in point C is then equal to:

(30)

In the unlikely situation when, after the first correc-
tion, the stress state still lies outside the yield locus,
the above algorithm is performed again until the
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stress state is mapped back onto the yield locus within
the set tolerance. The derivatives and stiffness matrix
appearing in the above equations may be calculated
either at point A or at point B. The effect of calculating
those quantities at different points of the stress path
during each substep is discussed later in the paper.

3 VALIDATION OF PROPOSED
INTEGRATION ALGORITHM

3.1 Overview

To validate the algorithm results from number of sim-
ple cases with existing theoretical solution were com-
pared to the solutions given by the algorithm. In all
the cases a Barcelona Basic Model (BBM) developed
by Alonso et al. (1990) was used. Although the theor-
etical solution (see equation 14) allows for a non-
associated flow rule, as originally proposed by Alonso
et al. (1990), in validation of the code and in all exam-
ples an associated flow rule was used. The parameters
of the model in each case were the same: Shear
Modulus (constant) G � 20 MPa, elastic stiffness
parameter for changes in net mean stress � � 0.02,
elastic stiffness parameter for changes in suction
�s � 0.008, atmospheric pressure patm � 100,000 Pa,
parameter describing the increase in cohesion with
suction k � 0.6, stiffness parameter for changes in
net mean stress for virgin states of the soil (with suction
s � 0) �(0) � 0.2, parameter defining the maximum
increase of soil stiffness with suction � � 0.00001,
reference stress pc � 10,000 Pa, starting specific vol-
ume at means stress p � pc and suction s � 0
N(0) � 1.9, critical state line slope M � 0.5. The ini-
tial preconsolidation stress for saturated condition p0

*

was set to 200,000 Pa and initial suction s used was
equal to 100,000 Pa.

3.2 Test case 1 – isotropic loading of a sample
subjected to drying

The test simulates isotropic loading of a preconsoli-
dated and partially unloaded sample. The sample
was initially in isotropic stress state with the mean
stress p � 350,000 Pa. The sample was subjected to
strain change �
� {0.05,0.05,0.05,0,0,0} and suc-
tion increase �s � 100,000 Pa. Created algorithm
showed good convergence to the theoretical solution.
(please refer to Fig. 1 & Table 1)

3.3 Test case 2 – oedometric test at variable
suction

The test simulates oedometric test with drying of a
sample during a test. The sample was in isotropic
stress state at the beginning of the test with mean

stress p � 350,000 Pa. Sample then was subjected to
strain change �� � {0.05,0,0,0,0,0} and suction
increase �s � 100,000 Pa. Again a very good agree-
ment of the data from the algorithm with the theoret-
ical solution was found (see Fig. 2 and Table 1)

4 INFLUENCE OF DRIFT CORRECTION
ALGORITHM

The choice of the drift correction algorithm influ-
ences the accuracy of the result. As mentioned in
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Figure 1. Comparison of the algorithm solutions obtained
for different values of substep accuracy SSTOL with the the-
oretical solution (no drift correction).

Table 1. Comparison of drift correction algorithms.

Test Integration SSTOL Number Number Relative
case at: value of steps of drift Error

[%] corrections (comparing
to the theory),
for mean stress
p and shear
stress q [%]

1 A 30 4 36 0.252*

1 B 30 28 177 1.006*

1 – 30 4 – 2.59*

1 A 10 10 109 0.669*

1 B 10 10 175 0.724*

1 – 10 10 – 0.490*

1 A 1 104 1040 0.0920*

1 B 1 104 1137 0.0929*

1 – 1 104 – 0.0274*

1 A 0.1 1043 6543 0.009229*

1 B 0.1 1043 6598 0.009238*

1 – 0.1 1043 – 0.002744*

2 A 30 30 161 0.0581/1.152
2 B 30 30 180 0.0451/1.059
2 – 30 26 – 0.570/0.555
2 A 10 59 286 0.0124/0.472
2 B 10 59 309 0.0105/0.465
2 – 10 56 – 0.292/0.0922
2 A 1 423 1306 4.22E-04/0.0585
2 B 1 423 1338 4.88E-04/0.0585
2 – 1 419 – 0.0414/0.00187
2 A 0.1 4026 4432 2.4E-05/0.00647
2 B 0.1 4026 4436 2.5E-05/0.00647
2 – 0.1 4022 – 0.00499/6.0E-04

*for test case 1 only error in p is given as q � 0.
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point 2.4 two implementation of the algorithm are
possible. In one case the derivatives and the elastic
matrix are calculated at the beginning of the substep
(point A), in the other in forbidden space at point B
(neither solution is rigorous). To check the influence
of the drift correction algorithm, both cases were
implemented. Results show little difference, but in
extreme cases when, because of crude accuracy, very
few steps accompanied by multiple iterations of drift
correction algorithm were computed (see Table 1). In
such case calculating all the derivatives at point A was
often advantageous and resulted in more accurate
results and/or in less iteration needed to converge to
the yield locus. Such uncommon amounts of iter-
ations of drift correction algorithm were performed
because of artificially set very strict tolerance for a
stress state to be considered as being on the yield
locus. These results are in a good agreement with data
presented by Potts & Zdravkovic (1999). In table 1 are
also included the values obtained without the drift
correction algorithm (indicated with “–”). As the cor-
rection of the stress state in the algorithm proposed is
artificial and not rigorous, although in result the
stress state is returned back to the yield surface, in
some cases the overall accuracy may be decreased.

5 CONCLUSIONS

The paper presents an algorithm for the numerical
integration of the differential stress-strain relation-
ship in BBM. The algorithm uses explicit integration
and incorporates a substepping procedure for control-
ling the integration error. The methodology outlined
in the present paper can also be applied to other
unsaturated elasto-plastic models expressed in terms
of two different constitutive variables, e.g. net stress
and suction.

The difficulties in estimating the numerical inte-
gration error have been highlighted. It has been shown
that the bound (maximum) error, as in equation (19),

significantly overestimates the actual error and
therefore the level of accuracy is considerably greater
(see also Gear 1971) than the tolerance SSTOL. This
implies that the algorithm uses a larger number of
substeps than what is required to achieve accuracy
equal to SSTOL.

Different implementations of the drift correction
algorithms have also been presented and discussed. It
might seem somewhat surprising that in some cases
(see Table 1) the use of the drift correction algorithm
reduces the integration accuracy with respect to simi-
lar cases when no drift correction is applied. However,
in most examples (including some not presented in
this paper) the drift correction procedure proved to be
useful and helped to improve integration accuracy.
The examples presented here are rather basic which
may explain why the algorithm without the drift cor-
rection works equally well. Results also show that simi-
lar levels of accuracy are obtained regardless whether
the stiffness and the derivatives in the drift correction
algorithm are calculated at the end or at the beginning
of the substep.

The main advantage of the proposed algorithm lies
in controlling the numerical integration error for BBM
below a given tolerance set by the user. The algorithm
also appears to be robust and yields accurate results
for different types of stress paths (some not presented
in this paper). Current research at Durham University
is focusing on the application of the algorithm to
advanced constitutive models proposed recently to
link the mechanical behaviour to the retention proper-
ties of the soil, e.g. Gallipoli et al. (2003).
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1 INTRODUCTION

The mechanical response of natural clays is charac-
terised by highly non-linear behaviour, memory of the
past strain-history, evolving anisotropy, non-coaxiality
and, when cemented, mechanically induced bond degra-
dation phenomena. In recent years a number of consti-
tutive models have been proposed to mathematically
describe these features, often being characterised by
complex formulations leading to non-trivial problems in
their numerical integration. On the other hand, accuracy
and stability are recognised as crucial requirements in
the development of any integration algorithm for realis-
tic material models, in order to ensure the necessary
computational correctness and efficiency in their use
within Finite Element codes.

The paper describes a fully implicit stress-point
algorithm for the numerical integration of a single sur-
face mixed isotropic-kinematic hardening plasticity
model for initially bonded clays. The model is charac-
terised by an ellipsoid-shaped yield function, inside
which a stress dependent reversible stiffness is accoun-
ted for by a recently proposed non-linear hyperelastic
formulation. The isotropic part of the hardening law
extends the standard Cam-Clay one to include plastic
strain-driven softening due to bond degradation, while
the kinematic hardening part controls the evolution of the
position of the yield surface in the stress space. This
latter hardening term is formulated in such a way 
that along radial stress paths the centre of the yield

surface initially moves to then achieve a stabilised
position, corresponding to the imposed direction of
the path.

A Generalised Backward Euler algorithm is 
proposed for the numerical integration of the consti-
tutive model. The return mapping algorithm is for-
mulated in the space of elastic strain and internal
variables, leading to a system of 14 unknowns and
corresponding non-linear equations. The solution 
is achieved iteratively by means of the Newton’s
method. The proposed algorithm allows the consis-
tent linearization of the constitutive equations guar-
anteeing the quadratic rate of asymptotic convergence
in the global level Newton-Raphson iterative proce-
dure. The accuracy and the convergence properties of
the proposed algorithm are evaluated by numerical
simulations of single element tests and represented by
iso-error map.

In the following the soil mechanics sign convention
is assumed and all stresses are effective stresses. Bold-
face letters are used to represent tensor quantities of any
order. The symbol 1 is used for the second-order identity
tensor: (1)ij � dij. Stress and strain states will also be
represented using invariant quantities as: p � (�:1)/3
and q � √

—
3/2

–
||s|| to respectively indicate mean stress

and deviatoric stress, 
v � �:1 and 
s � √
—
2/3

–
||e|| to

respectively indicate volumetric and deviatoric strain.
The deviatoric part of the stress and strain tensors are
represented by s � � � p1 and e � � � (
v/3)1. The
symbol || || indicate the L2 – norm.

Implicit integration of a new hyperelastic mixed isotropic-kinematic
hardening model for structured clays

A. Amorosi & V. Germano
Politecnico di Bari, Bari, Italy

D. Boldini
University of Bologna, Bologna, Italy

ABSTRACT: The paper presents the implicit numerical integration by a Generalised Backward Euler algorithm
of a mixed isotropic-kinematic hardening model for structured clays. In the first part the main characteristics of the
model are presented. This is followed by the description of the return mapping algorithm which allows the model to
be implemented in finite element codes, ensuring numerical accuracy and stability requirements to be satisfied. In
the final part of the paper, numerical simulation of single element tests are illustrated.
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2 CONSTITUTIVE MODEL

2.1 Elastic behaviour

The reversible behaviour is described by a hyperelastic
formulation recently proposed by Houlsby et al. (2005).
The adopted free energy potential and the corresponding
complementary energy have the following expressions:

(1)

(2)

where pa is a reference stress corresponding to the
atmospheric pressure, while n, k and g are dimensionless
experimentally determined parameters. The first and
second derivative of (1) with respect to elastic strain
(�e) provide the corresponding stress state (�) and
elastic stiffness (Ce), respectively.

2.2 Elastoplastic behaviour

The elastic domain is defined by the convex set
Es � {(�, q)| f(�, q) � 0}, where the internal vari-
ables set q � q (a, �K) define the dimension and the
position of the yield function f:

(3)

The geometrical representation of the yield surface in
the stress space � � (p, s) is an ellipsoid centred at
point K with co-ordinates �K � pK1 � sK.

The isotropic hardening rule controls the size of the
yield surface while the kinematic hardening governs the
motion of the yield surface in the stress space. The
former is a modified version of that originally proposed
by Kavvadas & Amorosi (2000) in their Model for
Structured Soils:

(4)

It is composed by two volumetric terms and a devia-
toric one. The first volumetric term is similar to the
standard Modified Cam-Clay hardening law, while
the following terms account for the volumetric and

deviatoric strain induced structure degradation (debond-
ing) by means of two separate exponential damage-type
form. The volumetric strain induced destructuring is
controlled by �
d

v � |�
dd
v |.

During plastic deformation the centre K of the
yield surface moves as follows:

(5)

where x and c are parameters. It is formulated in such a
way that along radial stress paths the centre of the yield
surface initially moves to then achieve a stabilised posi-
tion, corresponding to the imposed direction of the path.
Finally, the loading/unloading criterion is expressed by
the Kuhn-Tucker complementary conditions �g � 0,
f(�, a, �K) � 0, �g f (�, a, �K) � 0, leading to the stan-
dard consistency condition for the plastic multiplier �g
as expressed by �g f(�, a, �K) � 0.

3 IMPLICIT NUMERICAL INTEGRATION

A Generalized Backward Euler algorithm is adopted to
integrated the constitutive model (e.g., Simo & Hughes,
1997) according to previously published works (Amo-
rosi & Boldini, 2003; Germano, 2005). It is formulated
in the space of the elastic strain and internal variables
for a general time step �t between [tn, tn�1] over which
an increment of total strain ��n�1 � %s(�un�1) is
assigned. Firstly, the elastic predictor problem is solved
by freezing the plastic flow:

If the consistency condition is satisfied fn�1(�
trial
n�1,

a trial
n�1, � trial

K,n � 1) � 0, the process is declared elas-
tic,otherwise a plastic correction is required. In this
case a system of 14 non-linear equations:

(27)

(6)
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in the 14 unknowns (�e
n�1

T, an�1, �K,n�1
T, �gn�1} is

solved iteratively by means of Newton’s method.
In order to maintain the quadratic rate of asymp-

totic convergence that characterises the application of
the iterative Newton’s method at the global level in a
FE code, the consistent elasto-plastic tangent modu-
lus has to be defined accordingly to the local integra-
tion algorithmic scheme. The described integration
algorithm allows the consistent tangent operator to be
computed in closed form. The following expressions
is obtained in the elastic strain space:

(8)

4 NUMERICAL EXAMPLES

The accuracy, stability and convergence properties of
the proposed algorithm are evaluated by numerical
simulations on one 3D-cubic FE element. The follow-
ing material parameters have been adopted in all the
numerical analyses: c � 0.816, ~l � 0.097, ~k � 0.01,
n � 0.5, p � 1 kPa, k � 500, and g � 375. The
global and the local tolerance (i.e., the tolerance for
the convergence at the integration point level) are
both set equal to 10�10.

Figure 1 shows the response in terms of stress (Fig.
1b) to a closed strain cycle (Fig. 1b), applied in elas-
tic region: the adopted hyperelastic formulation
ensures that no energy is dissipated, i.e. a conserva-
tive response is obtained.

Figure 2 shows the influence of the time step
dimension on the results of a radial path test from an
initial isotropic state of stress given by p � 75 kPa,
q � 0 kPa and a � 150 kPa and the yield locus cen-
tered on the isotropic axis. After two p-constant steps
necessary to bring the state of stress on the radial path
characterized by a stress ratio h � 0.4 (p � 75 kPa,
q � 30 kPa), a total increment of Dp � 900 kPa and
Dq � 360 kPa is applied in 120, 60, 30 and 15 steps,
respectively. During this stage the kinematic harden-
ing is activated (	 � 1.0, � � 4.0) while the destruc-
turation process is switched off. The results, given in
terms of stress path (p-q curve) (Fig. 2a), location of
the yield locus center (pK-qK curve) (Fig. 2a) and
compression curve (e-log p curve) (Fig. 2b), demon-
strate the high accuracy of the proposed algorithm
even for large step sizes.

Starting from the final state of the radial stress
path, a isochoric axisymmetric test is performed by
applying a total deviatoric strain of 15% in 1000, 100,
20 and 10 steps, respectively (Fig. 3).

In these analyses the kinematic hardening is set off
and the destructuration process is activated for values
of the deviatoric degradation parameters equal to
js � 5 and hs � 10, with the volumetric degradation

parameters set equal to zero (jv � hv � 0). The plastic
strains are initialized back to zero at the begin of the
tests. The stress path (Fig. 3a) and the stress-strain
curve (Fig. 3b) are characterized by a slight strain-soft-
ening before reaching the critical state: this is due to
the activation of the destructuring process. Even in this
case the error introduced by increasing the dimension
of the step size is remarkable low. The local quadratic
convergence profiles for the isochoric axisymmetric
test performed in ten steps, are plotted in Figure 4.

The convergence profiles of the global Newton
iterations for three selected steps of the radial stress
path test performed in 15 steps (Fig. 2) are reported in
Figure 5. The convergence is evaluated with reference
to the largest residual norm of the equilibrium iteration
normalized with respect to its initial value. The results
clearly provide evidence of the asymptotic quadratic
rate of convergence of the algorithm at the global level.
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The satisfactory performance of the algorithm is
confirmed by the iso-error map shown in Figure 6,
obtained by applying linear combinations of volumet-
ric and deviatoric strain increments starting from the
following initial conditions: p � 138 kPa, q � 92 kPa,
� � 100 kPa and the yield locus centred on the isotropic
axis. In the analysis all the material parameters are
activated (#v � 10, �v � 15, #s � 5, �s � 10,
	 � 1.0, � � 4.0). The iso-error map confirms that
the error is remarkably low.

5 CONCLUSIONS

In conclusion, this paper outlines the development of
a new constitutive model for natural clays and its
implicit numerical integration. The work has been
aimed at obtaining a balanced compromise between 

a sufficiently accurate description of the mechanics
of natural clays and a robust numerical algorithm 
to be adopted in the solution of Boundary Value
Problems.

It is finally worth remarking that the proposed
model, differently from other recently published ones
(e.g., Tamagnini et al., 2002; Foster et al., 2005), is
developed in the general stress/strain space, to
account for the directional properties that might
develop in anisotropically compressed clayey materi-
als. As such, both the model and the related implicit
algorithm here described are characterised by an
enhanced level of complexity as compared to those
based on invariant formulation.
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1 INTRODUCTION

The earth pressure on retaining walls belongs to a clas-
sical problem of soil mechanics. In spite of intense the-
oretical and experimental research on this problem over
more than 200 years, there are still large discrepancies
between theoretical solutions and experimental results
due to the complexity of the deformation field in granu-
lar bodies near the wall caused by the localization of
deformations. Realistic earth pressures can only be cal-
culated with continuum models which are able to
describe the formation of shear zones with a certain
thickness, i.e. the constitutive model has to be endowed
with a characteristic length of the micro-structure.
Otherwise, finite element results are completely con-
trolled by the size and orientation of the mesh and thus
produce unreliable results, i.e. element size becomes
the characteristic length, the shear zones become nar-
rower upon mesh refinement and computed force-
displacement curves change considerably depending on
the thickness of the calculated shear zone. The experi-
mental results show that the thickness of shear zones in
granular materials depends on many different factors
such as: pressure level, void ratio, mean grain diameter,
grain roughness, grain hardness, surface roughness and
the stiffness of the surrounding structure in contact with
a granular body. In the localized shear zones, grain rota-
tions, couple stresses, large strain gradients and volume
changes and void ratio fluctuations occur (e.g. Oda et al.

1982, Mühlhaus & Vardoulakis 1987, Desrues et al.
1996, Gudehus 1997, and Oda & Kazama 1998).

In this paper the formation of the pattern of shear
localization in a cohesionless soil behind a vertical
retaining wall undergoing a horizontal translation
against the backfill is numerically simulated with the
finite element method. In order to model strain local-
ization in the soil a micro-polar continuum or so-called
Cosserat continuum is used which takes into account
two linked levels of deformation: micro-rotation at the
particle level and macro-deformation at the structural
level. A characteristic length occurs which can be
directly related to the mean grain diameter. When shear-
ing takes place, the Cauchy stress tensor becomes non-
symmetric. Pasternak & Mühlhaus (2001) demonstrated
that the additional rotational degree of freedom of a
Cosserat continuum arises naturally by the mathemat-
ical homogenisation of an originally discrete system
of spherical grains with contact forces and contact
moments. Ehlers et al. (2003) showed that a particle
ensemble has the character of a micro-polar Cosserat
continuum: the couple stresses naturally result only
from the eccentricities of the normal contact forces. For
the investigation in the present paper a micro-polar
continuum model based on the framework of hypoplas-
ticity is used which is apt to model anelastic material
properties and the influence of pressure, void ratio,
grain size, grain hardness and grain roughness on the
incremental stiffness and volume change behaviour

Influence of the initial void ratio on the evolution 
of the passive earth pressure
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ABSTRACT: This paper focuses on the influence of the initial void ratio on the evolution of the passive earth
pressure and the formation of shear zones in a dry sand body behind a retaining wall. For the numerical simu-
lation a rigid and very rough retaining wall undergoing a horizontal translation against the backfill is con-
sidered. The essential mechanical properties of granular soil is described with a micro-polar hypoplastic model
which takes into account stresses and couple stresses, pressure dependent limit void ratios and the mean grain
size as the characteristic length. Numerical investigations are carried out with an initially medium dense and an
initially loose sand in which a certain random distribution of the initial void ratio is assumed. The geometry of
calculated shear zones is discussed and compared with a corresponding laboratory model test.
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(e.g. Bauer & Tejchman 1998, Huang & Bauer 2003,
Tejchman & Bauer 2005a, 2005b, Tejchman 2001, 2002,
2004a, 2004b, 2006). The emphasis of the present
investigation is on the influence of the initial void ratio
on the evolution of shear zones and the development of
the resulting passive earth pressure behind the retaining
wall under a plane strain condition. For the initial state,
a random (spatially non-correlated) distribution of the
void ratio is assumed to take into account the void ratio
fluctuation as an inherent property of nature soil skel-
etons. The calculated geometry of shear localization is
compared with the experimental results of a model test.
The computed earth pressure coefficients are compared
with formulas based on slip surface mechanisms.

2 MICRO-POLAR HYPOPLASTIC MODEL

For the continuum modeling of granular materials
hypoplasticity represents an alternative to elasto-plastic
formulations (e.g. Kolymbas 1991, Wu & Kolymbas
2000, Bauer & Herle 2000). In contrast to elasto-plastic
models, the decomposition of deformation components
into elastic and plastic parts, yield surface, plastic
potential, flow rule and hardening rule are not needed.
Hypoplastic models are apt to take into account effects
of barotropy (dependence on pressure level), pyc-
notropy (dependence on density), dilatancy, contrac-
tancy and material softening (e.g. Wu & Bauer 1993,
Wu et al. 1996). Critical states are also included, i.e.
states in which the granular body can be deformed con-
tinuously at a constant stress and a constant volume
under a certain rate of deformation (Bauer 2000). A fea-
ture of the model is a simple formulation and procedure
for the determination of material parameters with stand-
ard laboratory experiments. The parameters are related
to granulometric properties encompassing the grain
size distribution curve, shape, angularity and hardness
of the grain ensemble (e.g. Bauer 1996, Herle &
Gudehus 1999). Thus one set of material parameters is
sufficient to reproduce the essential behaviour of granu-
lar materials within a large range of pressures and
densities. For the present investigations of strain local-
ization a hypoplastic model based on a micro-polar
continuum is used. In a micro-polar continuum each
material point has translational degrees of freedom and
rotational degrees of freedom. The gradients of the rota-
tion are connected to curvatures which are associated
with couple stresses. The occurrence of couple stresses
leads to a non-symmetry of the stress tensor and the
presence of a characteristic length. In the present model
the characteristic length is directly related to the mean
grain diameter of the granular material. In the following
it is assumed that the state of the granular material is
determined by the stress tensor s, the couple stress ten-
sor m and the void ratio e. Within the framework of
micro-polar hypoplasticity the evolution of these state

quantities is described by the following objective rate
type equations (e.g. Tejchman & Gudehus 2001,
Tejchman & Bauer 1996, 2004):

(1)

(2)

(3)

where s�ij is the Jaumann stress rate, m�ij the Jaumann
couple stress rate, e� the rate of the void ratio, d50 the
mean grain diameter, s∧ ij � sij/�kk the normalized
stress, s∧ *

ij � s∧ ij � dij/3 the deviatoric part of the nor-
malized stress, dij is the Kronecker delta,
m
∧

kl � mkl/(d50 skk), the normalized couple stress and
k–
.
ij � d50 k

.
ij the scaled rate of curvature. Function a in

Eq. (1) and Eq. (2) is related to the intergranular fric-
tion angle wc, i.e.

(4)

with

and

The dilatancy behaviour, the peak stress ratio and
strain softening depends on the density factor fd,
which represents a relation between the current void
ratio e, the critical void ratio ed and the minimum void
ratio ed, i.e.

(5)

The stiffness factor fs is proportional to the granular
hardness hs, i.e.

(6)

with
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In (5) and (6) the current void ratio e is related to the
pressure dependent maximum void ratio ei, minimum
void ratio ed and critical void ratio ec, i.e.

The constitutive model requires the following nine
material constants: hs, n, ei0, ed0, ec0, wc, a, d50 and ac.
The parameters hs and n are estimated from a single
isotropic compression test with an initially loose speci-
men. The internal friction angle at the residual state wc
is determined from the angle of repose or measured in
a triaxial test with a loose specimen. The void ratios ei0,
ed0 and ec0 are related to the maximum, minimum and
critical values at zero mean pressure. The constant a can
be calibrated from the peak friction angle obtained in a
triaxial or biaxial test with a dense specimen. The
micro-polar constant ac can be found with comparative
numerical studies of shearing of an infinite narrow
layer (Tejchman & Gudehus 2001). For the present
investigations the following material constants for a
fine quartz sand are used: hs � 190 MPa, n � 0.5
ei0 � 1.3, ed0 � 0.51, ec0 � 0.82, wc � 30°, ac � a�1,
a � 0.3 and d50 � 0.5 mm.

3 NUMERICAL INVESTIGATIONS

For the numerical investigations the same size of the
sand body is used as for the laboratory test performed
at Karlsruhe University by Gudehus & Schwing
(1986), i.e. an initially height of H � 200 mm and a
length of L � 400 mm. In the case of plane strain
each point in a micropolar continuum has three
degrees of freedom, namely two displacement
degrees of freedom and one rotational degree of free-
dom (Figure 1). Quadrilateral finite elements com-
posed of four diagonally crossed triangles are applied
to avoid volumetric locking due to dilatancy effects
(Groen 1997). Linear shape functions for displace-
ments and the micro-rotation are used. The height of
the retaining wall located on the right side of the sand
body is assumed to be h � 170 mm. The calculations
are carried out with large deformations and curva-
tures using the updated Lagrange formulation. The
initial stresses are generated for a Ko-state without
polar quantities. The top of the sand specimen is trac-
tion and moment free. The vertical retaining wall and
the bottom of the sand specimen are assumed to be
stiff and very rough, i.e. there are no relative dis-
placements and micro-rotations along the vertical and
horizontal surfaces. A uniform horizontal translation
u of the wall against the backfill is prescribed. In
order to investigate the influence of the initial density
calculations with an initially medium dense sand and
an initially loose sand are carried out. For the initial
state a random distribution of the initial void ratio is

assumed to enhance and promote the whole process
of the shear zone formation. The fluctuation of the
initial void ratio is an inherent property of natural soil
skeletons and it is usually more marked for loose than
for dense skeletons (Nübel & Huang 2004).

For the initially medium dense state (�o �
16.58 kN/m3, e0 � 0.65) the mean initial void ratio is
distributed according to e–0 � 0.60 � 0.1 r, where r is
a random number within the range of (0 � r � 1).
The results obtained from the finite element calcula-
tion are shown in Figures 2–6. In particular Figure 2
shows the deformed mesh with the distribution of the
void ratio after a wall translation of u/h � 0.07. The
darker region indicates a higher void ratio, which is
related to a significant dilatancy of the material in
zones where shear localization takes place. Zones of
shear localization are also indicated by the appearance
of micro-rotations. The evolution of the micro-rotation
in three different states of the wall displacement is
shown in Figures 3–5, where the micro-rotation is
marked by circles with a diameter corresponding to
the magnitude of the rotation in the given state. The
material starts to generate micro-rotations and to
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Figure 1. Degrees of freedom in the plane strain micro-
polar continuum: u1, u2 displacement degrees of freedom
and &c rotational degree of freedom.

Figure 2. Deformed FE-mesh with distribution of void
ratio for an initially dense sand after a wall translation of u/h
� 0.07 (light and dark areas correspond to a small and a
large void ratio, respectively).
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dilate at three different locations: at the wall base, the
wall top and the free surface boundary on the left
side. For a small wall translation a pronounced shear
localization can only be detected at the bottom
(Figure 3). The onset of this horizontal shear zone is
forced by the base of the wall. Strong dilatancy and
high particle rotations occur from the beginning of
the wall translation. The following inclined shear
zone goes upwards, becomes straight and reaches the
free surface boundary. It becomes dominant in the
course of deformation (Figures 4–5). For larger wall
displacements two additional radial shear zones
appear. One starts from the wall top and the other one
from the transition area between the horizontal shear
zone to the inclined one (Figure 5) but both are not
fully developed at u/h � 0.07. The dominant shear
zone starts from the base and it has an inclination of
about 40°. A comparison of Figure 2 with Figure 6
shows that the calculated geometry of shear zones is
in agreement with experimental observations at
Karlsruhe University by Gudehus & Schwing (1986).

In order to investigate the behaviour for an initially
loose state of the sand material (�o � 14.22 kN/m3,
e0 � 0.90) the mean initial void ratio is distributed
according to e–0 � 0.85 � 0.1 r, where r is a random
number within the range of (0 � r � 1). The results
obtained from the finite element calculation are shown
in Figures 7–8. In contrast to the initially dense sand the
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Figure 3. Deformed FE-mesh with distribution of micro-
rotation for an initially dense sand after a wall translation of
u/h � 0.01.

Figure 4. Deformed FE-mesh with distribution of micro-
rotation for an initially dense sand after a wall translation of
u/h � 0.02.

Figure 5. Deformed FE-mesh with distribution of micro-
rotation for an initially dense sand after a wall translation of
u/h � 0.07.

Figure 6. Shear zones in a sand specimen observed in
experiments by radiographs (Gudehus and Schwing 1986).

Figure 7. Deformed FE-mesh with distribution of void ratio
for an initially loose sand after a wall translation of u/h � 0.07
(light and dark areas correspond to a small and a large void
ratio, respectively).

Figure 8. Deformed FE-mesh with distribution of micro-
rotation for an initially loose sand after a wall translation of
u/h � 0.07.
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material shows compaction but the void ratio distribu-
tion does not indicate a clear shear band after a wall
translation of u/h � 0.07 (Figure 7). However, a closer
inspection of the distribution of the micro-rotation
shows the appearance of at least three shear zones: a
horizontal shear zone starting from the wall base, fol-
lowed by a slightly curved and inclined zone spreading
between the bottom of the wall and the free boundary,
and one radially oriented diffuse shear zone starting at
the top of the wall. A comparison of Figure 5 with
Figure 8 shows that for the same horizontal wall trans-
lation the magnitude of the micro-rotation in the
inclined shear zone is smaller for the initially loose state
than for the dense one. In turn the thickness of the
localized zone is larger for the initially loose state.

Figure 9 presents the evolution of the normalized
horizontal earth pressure force versus the normalized
horizontal wall displacement for both the initially
dense and the initially loose state of the material. The
force Eh is calculated as the integral of the mean hori-
zontal normal stresses from quadrilateral elements
along the retaining wall. For the initially loose state of
the material (Figure 9.a) the horizontal force acting
on the wall increases continuously. The maximum
earth pressure coefficient is Kp � 2Eh/(�o h2) � 6.9
at u/h � 0.07.

Based on slip line mechanisms and for the assump-
tion of a rough wall the passive earth pressure coeffi-
cient is: Kp � 10.1 for the single slip line and Kp � 7.6
for the passive log-sandwich mechanism (Chen 1975)
at � � �c � 30° with respect to the wall friction angle
� and the internal friction angle �c in the critical state.
For the initially dense state (Figure 9.b) the horizontal
earth pressure increases, reaches a maximum at about
u/h � 1% and after the peak it shows softening. The
high maximum earth pressure coefficient of Kp � 15.8
is caused by the high peak friction angle of the dense

material. With respect to the pressure dependent density
factor in Equation 5 the constitutive model predicts a
peak friction angle which is higher for a denser material
and a lower stress level. Considering the small height
of the sand body the mean pressure obtained from the
gravity load is very small, which for the initially dense
sand leads to a friction angle of about �p � 40°�43°.
The maximum earth pressure obtained in the present
calculation is much lower compared to the predictions
based on slip line mechanisms. In particular for the
internal peak friction angle of �p � 42° and the
assumption of a wall friction angle of � � 30° the earth
pressure coefficient is Kp � 31 for a single slip line
mechanism and Kp � 20 for the passive log-sandwich
mechanism. The earth pressure coefficient is high due
to the assumption of a very rough wall. In turn for � �
(2/3) � � 28° one obtains: Kp � 25 for a single slip
line and Kp � 19.2 for the passive log-sandwich mech-
anism. In this context it should be noted that the actual
peak friction angles in the shear zones are not known
in advance as they strongly depend on the initial and
boundary conditions of the entire system. The different
friction angles also occur along the same shear zone.
Furthermore the numerical calculations also show that
different friction angles are mobilized in the various
shear zones at the same time. Therefore, it is difficult
to obtain realistic earth pressures with a conventional
earth pressure theory.

4 CONCLUSIONS

The evolution of shear localization, dilatancy, micro-
rotation and earth pressure behind a very rough and
rigid retaining wall undergoing a horizontal transla-
tion against the backfill under plane strain condition
is numerically investigated with the finite element
method and a micro-polar hypoplastic continuum
model. The following conclusions can be drawn:

The proposed micro-polar hypoplastic approach is
capable of capturing the complex patterning of shear
zones in the granular body behind the retaining wall.
The predicted geometry of shear zones are qualita-
tively in agreement with the experimental results of a
model test. Shear zones are clearly indicated by
micro-rotations for both initially dense and initially
loose states of the material. The thickness of the
localized zone is higher for the initially loose mater-
ial. For the initially dense material strong dilatancy
develops during passive wall translation within the
localized zones. Herein dilatancy is accompanied with
a reduction of the resulting earth pressure. In turn com-
paction of the material is observed in the case of the ini-
tially loose material. The earth pressures significantly
change with the wall displacement. Conventional earth
pressure mechanisms with slip surfaces are roughly
reproduced. Realistic earth pressure coefficients can be
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Figure 9. Resultant normalized earth pressure force
2Eh/(�o h2) versus normalized wall displacement u/h for : (a)
initially loose state, (b) initially dense state.
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obtained with the actual values of internal friction
angles. The maximum passive earth pressure strongly
depends on the initial density and the pressure level.
The peak friction angle for an initially dense material
and a low pressure level can be very high, which leads
to a high maximum earth pressure. After the peak the
earth pressure is reduced with continuous passive
wall translation. For the initially loose material the
earth pressure increases during passive wall translation
and shear localization takes place without a reduction
of the resulting earth pressure. Thus, the global mater-
ial softening is not always necessary to obtain shear
localizations whose formation mainly depends on the
boundary conditions of the entire system.
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1 INTRODUCTION

The accuracy of deformations predicted by geotechnical
finite element calculations depends in particular on the
type of soil model being used and the selection of the
corresponding model parameters. Over the years, much
research has been performed on development, improve-
ment and implementation of constitutive models for
soil. As a result, advanced soil models have become
available in finite element computer programs, taking
into account more and more aspects of soil behaviour.

Most finite element users nowadays recognize the
advantages of soil models like the Plaxis Hardening
Soil (HS) model with its stress(path)-dependent stiffness
behaviour. Despite the larger number of stiffness param-
eters that have to be entered, the parameter selection is
easier than for simplified models, because of the clear
meaning of the individual stiffness parameters in the HS
model.

One feature of soil behaviour that was still missing
in the HS model is the high stiffness at small strain
levels (�10�5). Even in applications that are dominated
by ‘engineering strain levels’ (�10�3) small-strain stiff-
ness can play an important role. It is generally known
that conventional models over-predict heave in excava-
tion problems. These models also generally over-predict
the width and under-predict the gradient of the settlement
trough behind excavations and above tunnels when
compared to empirical data as published by Peck (1967)
and Mair & Taylor (1997). Small-strain stiffness can
improve this. Moreover, small-strain stiffness can
reduce the influence of the particular choice (position)
of the finite element model boundaries, which makes
the results of FEM calculations more objective and
(presumably) more reliable.

In this contribution some results are presented that
demonstrate the advantages of the use of small-strain
stiffness in a constitutive relationship for soils.

The relevance of small-strain soil stiffness in numerical simulation
of excavation and tunnelling projects

R.B.J. Brinkgreve
Delft University of Technology, Delft, The Netherlands

K.J. Bakker
Plaxis bv & Delft University of Technology, Delft, The Netherlands
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ABSTRACT: The Finite Element Method (FEM) has become quite popular among geotechnical engineers as a
numerical tool to analyse embankments, foundations, excavations and tunnelling projects. It is realised that the
accuracy of the computational results depend on the kind of soil model being used and the selection of the cor-
responding model parameters. Gradually, the use of more advanced models that are capable of describing more
features of soil behaviour increases. However, a feature that has been neglected in most practical applications thus
far is the high stiffness at small strain levels (�10�5). Even in applications that are dominated by ‘engineering
strain levels’ (�10�3) small-strain stiffness can play an important role. It may be considered common know-
ledge that conventional models usually over-predict the width and under-predict the gradient of the settlement
trough behind excavations and above tunnels. Small-strain models can improve this. In a recent study on this
topic it was evaluated if the introduction of small-strain stiffness would improve the applicability of the FEM in
this respect for excavations and tunnelling analysis. The small-strain model itself was developed and validated in
another study (Benz, 2006). The results as presented here show that small-strain stiffness is not only relevant to the
aforementioned issues, but it also makes finite element solutions less sensitive with respect to the dimensions of the
numerical model.
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2 SMALL-STRAIN STIFFNESS MODEL

Recently, the Plaxis HS model (Schanz, 1998) was
extended with small-strain stiffness. The small-strain
stiffness formulation is based on research by T. Benz
at the Federal Waterways Engineering and Research
Institute (BAW) in Karlsruhe, and supervised by the
Institut für Geotechnik of the University of Stuttgart
(Benz, 2006; Benz et al., 2006). The extended HS
model, named HSsmall, has been implemented in a
special Plaxis version 8.3. The extra information that is
needed for the small-strain stiffness formulation comes
from S-shaped curves where the shear modulus, G, is
plotted as a (logarithmic) function of the shear strain, g,
ranging from very small strain levels (vibrations) up
to large strain levels. The S-curve is characterised by
the small-strain shear modulus, G0, and the shear
strain at which the shear modulus has reduced to 0.7
times G0 (g0.7); Figure 1. These two parameters are
the only extra parameters compared to the original
HS model. In fact, it has been demonstrated by com-
paring S-curves of several different types of soil that the
particular shape of the S-curves does not change much
and that g0.7 is generally around 10�4. G0 generally
ranges from around 10 times Gur for soft soils, down to
2.5 times Gur for harder types of soil, where Gur � Eur/
(2(1 � � ur)).

The decay of the shear stiffness depends on the
amount of shear strain as depicted in Figure 1. A good
approximation is given by Equation 1.

(1)

The constant a is set to 0.385 to arrive at the best
fit (central line Figure 1). It should be noted that the
curve shows the secant shear modulus, not the tangent
shear modulus. Another fact is that the curve reaches

far into the plastic domain. As the HSsmall model is
an overlay model, the shear modulus is bounded by 
a lower limit, Gur, of the original HS model. When
combined with the HS model, the apparent secant
modulus will reduce further due to plasticity. As for the
original HS model, plasticity occurs due to an isotropic
shear hardening surface and an isotropic cap hardening
surface.

The model is primarily meant for shear stiffness
reduction. The bulk modulus is calculated from the shear
modulus using a fixed elastic Poisson’s ratio.

(2)

So far, only continuous loading was considered but in
practice the stiffness increases when the loading direc-
tion changes. For a full ‘180 degrees’ load reversal, the
stiffness is supposed to restart at its maximum. For a
new strain path that is in between a continuation in the
same direction and a full load reversal, an intermediate
(interpolated) stiffness is assumed. Therefore, the small-
strain stiffness model memorizes the ‘deviatoric’ strain
history and uses a generalised shear strain parameter to
evaluate to what extend the loading direction deviates
from the strain history. On the basis of this information it
is determined which stiffness should be used. More
details about the precise formulation of this gener-
alised small-strain stiffness concept can be found in
Benz (2006).

3 EXCAVATION PROJECT

To analyse the influence of small-strain stiffness, the
HSsmall model was used in a characteristic excav-
ation project. The soil and project data are based on a
benchmark problem as defined by Schweiger (2005).
Further results of this benchmark are also considered
elsewhere in this conference (Schweiger, 2006).

An excavation to a total depth of 6 m in lightly
overconsolidated clay is performed in three stages of 2 m
each. A diaphragm wall is installed to retain the soil
beside the excavation. After the first excavation stage
a strut with an axial stiffness EA � 1.5�106kN/m is
installed at a depth of 1.5 m below ground surface.
The water table is 4 m below ground surface. In between
the second and third excavation stage, the water table in
the excavation is lowered to 6 m below ground surface.

The length of the diaphragm wall is not defined in the
original benchmark, but is assumed here 10 m. The
wall has an axial stiffness EA � 2.4�107kN/m, a flex-
ural rigidity EI � 1.28�106kNm2/m and a Poisson’s
ratio � � 0.18. Interface elements are used to model the
wall-soil interaction.
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Figure 1. S-curve for reduction of shear modulus with
shear strain.
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The soil was modelled using the simple Mohr-
Coulomb (MC) model, the more advanced Hardening
Soil (HS) model and the small-strain stiffness model
(HSsmall), respectively. The corresponding model
parameters are listed in Table 1.

Figure 2 shows the finite element mesh composed of
15-node cubic strain elements. Only one half of the
excavation is modelled. The mesh clearly shows the
excavation stages and the retaining wall. The other
‘horizontal’ and ‘vertical’ mesh lines are used with
appropriate ‘boundary’ conditions to analyse the influ-
ence of various positions of the model boundaries. The
initial stress field was generated using a K0-value of 0.5
and an OCR-value of 1.0.

Figure 3 shows the results after full excavation using
the HSsmall model with boundaries at x � 35 m and
y � �20 m. According to Peck (1969), the width of
the settlement trough behind a retaining wall in rela-
tively stiff soils extends to a maximum of two times the
excavation depth (here 12 m). This corresponds well
with the results of the HSsmall model. Calculations with
the other models show a significant over-prediction of
the width of the settlement trough (see Figure 4). The
standard HS model gives more settlement (about
7 mm) than the HSsmall model (about 5 mm). This is
because the average stiffness in the HS model is lower
since this model does not take the high small-strain
stiffness into account. The calculation with the MC
model shows a little heave of the wall and a very wide
settlement trough, which is quite unrealistic.

Variations with the position of the bottom boundary
show significantly different deformations when using the
MC model and (to a lesser extend) when using the HS
model. The HSsmall model is rather insensitive for the
position of the bottom boundary, as can be seen from
Figure 5. Obviously, the largest settlement is obtained
for the shallowest model, since this will give the least
heave.

Variations with the position of the right-hand bound-
ary show relatively little influence for all three models,
although it may be argued that the boundary at x � 20 m
is too close to obtain reliable results.
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Table 1. Soil model parameters.

Parameter MC HS HSsmall Unit

Unsaturated 19.0 19.0 19.0 kN/m3

weight
Saturated 20.0 20.0 20.0 kN/m3

weight
Poisson’s 0.3 0.2 0.2 –
ratio �

Young’s 30000 kN/m2

modulus E
Eoed

ref 20000 20000 kN/m2

E50
ref 20000 20000 kN/m2

Eur
ref 60000 60000 kN/m2

G0
ref 75000 kN/m2

g0.7 1�10�4 –
Power 0.5 0.5 0.5 –
Ref. pressure 100.0 100.0 100.0 kN/m2

Cohesion c 10.0 10.0 10.0 kN/m2

Friction 27.5 27.5 27.5 °
angle w

Dilatancy 0.0 0.0 0.0 °
angle c

Interface 0.7 0.7 0.7 –
strength factor

Figure 2. Finite element mesh of the excavation project.

Figure 3. Deformed mesh (scale factor 200) using the
HSsmall model with boundaries at x � 35 m and y � �20 m.
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Figure 4. Settlement [m] as a function of the distance
behind the wall [m]. Comparison for different models.
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4 TUNNELLING PROJECT

The second application that was used to analyse the
influence of small-strain stiffness is a characteristic
shield tunnelling project in lightly overconsolidated
clay. The same soil models and parameters are con-
sidered as in the excavation project (see Table 1). The
water table is 4 m below ground surface. Figure 6
shows the finite element mesh with a circular tunnel
(D � 8 m) at a mean depth z0 � 16 m below ground
surface (z0/D � 2). Again, mesh lines with appropriate
‘boundary’ conditions are used to analyse the influence
of various positions of the model boundaries.

The excavation of the tunnel is simulated in three
calculation phases according to the ‘grout pressure
modelling’procedure (Van Jaarsveld et al., 1999). In the
first phase, the tunnel shield is installed and the soil
inside the tunnel is excavated. In the second phase the
shield is deactivated and a grout pressure is applied
around the tunnel contour. The grout pressure
200 kN/m2 at the top of the tunnel and 280 kN/m2 at the
bottom (gradient 10 kN/m2/m). In the third phase the
tunnel lining is installed and the pressure around
the tunnel contour is removed.

Both the tunnel shield and tunnel lining have stiff-
nesses EA � 1�107kN/m and EI � 1�105kNm2/m,
which is equivalent to a continuous concrete lining of
0.35 m thickness.

Figure 7 shows the results at the end of the calcu-
lation process using the HSsmall model with bound-
aries at x � 35 m and y � �30 m. According to Mair
& Taylor (1997) the point of inflection of the settle-
ment trough (where 60% of the maximum settlement
is found) should be about equal to the tunnel diameter
D or half the mean depth z0 (both 8 m). The MC
model shows relatively low settlements with a point
of inflection around x � 5 m (Figure 8), which is in
contrast with what is usually found. This can be
explained by the large amount of heave, which is
quite unrealistic in this case. The HS model gives a
relatively large settlements with a point of inflection
near x � 10 m. In this case the settlements are con-
sidered to be over-predicted. The HSsmall model
gives a realistic settlement trough with a point of
inflection just over x � 8 m. Variations with the position

of the bottom boundary show that the HSsmall model
is again rather insensitive for the position of the
boundary (Figure 9). Variations with the position of
the right-hand boundary show relatively little influ-
ence for all three models, although it may be argued
that the boundary at x � 20 m is again too close to
obtain reliable results.
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Figure 7. Deformed mesh (scale factor 200) using the
HSsmall model with boundaries at x � 35 m and y � �30 m.

Figure 6. Finite element mesh of the tunnelling project.
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Figure 8. Settlement [m] as a function of the distance from
the tunnel axis [m]. Comparison for different models.
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5 CASE: THE 2ND HEINENOORD TUNNEL

The 2nd Heinenoord tunnel was the first large diam-
eter bored tunnel in the Netherlands. For that reason,
parallel to the tunnel construction a research and
monitoring project was undertaken that left us with a
lot of data that can be used for validation; e.g. see
Bakker (1999).

During construction on both banks of the river Oude
Maas, measurements where taken of surface settlement
in a number of cross sections; for this study those at the
north Bank were taken as characteristic.

On the North Bank of the oude Maas, the geology
mainly consisted of a number of more or less loose
sand and clay layers. During passage of the TBM, up
to a distance of about 7 m, i.e. about one diameter of
the TBM ahead of the machine, negligible settlements
were observed. During passage of the TBM the settle-
ments rapidly increased up to its maximum that was
reached at about 30 m behind the face of the TBM.
For a characteristic curve see Figure 10. The cross-
sectional distribution of the settlements is given in
Figure 11.

During the first passage of the field the maximum
settlement varied between 22 and 37 mm, whereas
during the second passage a maximum settlement
between 7 and 17 mm was observed.

The contribution of front effects to the settlement
was considered very limited, also during passage of the
more clayey and peaty monitoring field at the South
side. The settlements given in Figures 10 and 11 are
more or less characteristic for the settlements observed
during the project.

After evaluating both predictions and measure-
ments there was some disappointment about the FEM
predictions, though the agreement with the empirical
models by Peck (1969) was reasonable. The FEM
analyses with Mohr-Coulomb predicted a much too
wide and shallow settlement trough, discounting for
the volume loss of about 0.8 to 1.0 % that was back cal-
culated from the cross-sectional volume of the settle-
ment trough at soil surface; see Figure 11.

In the years thereafter, soil models improved, the HS
model was introduced and in addition to that within the

context of the design for the North-South Metroline in
Amsterdam it was found that the boundary conditions
applied to model the volume loss have a major influence
on the width of the settlement trough.

Changing the contraction type of boundary condi-
tion by grout pressures that corresponded to the
measurement at various different shield tunnel pro-
jects in the Netherlands gave a large improvement for
the prediction of the width of the settlement trough;
see Van Dijk & Kaalberg (1998) and Van Jaarsveld
et al. (1999). Further browsing through the literature in
the period between 1995 and 2005, the over-prediction
of the width of the settlement trough by finite element
analysis was observed more generally, and a number
of possible causes for the difference between calcu-
lated and measured width of the settlement trough are
named, see Mair (1997).
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1. A higher K0-value such as due to over- consolidation
may lead to a wider settlement trough, whereas
normal consolidation would narrow the trough.

2. Anisotropy; The effect of a lower horizontal stress
in comparison with the vertical stress, may also
result into a lower horizontal Young’s modulus.
This effect is named as a feasible cause for nar-
rowing of the settlement trough.

3. Small-strain stiffness; the use of an averaged
Young’s modulus in most of the numerical models
might lead to an under-estimation of the soil stiffness
in areas further away from the tunnel. Differrent
studies indicate that a higher stiffness and an earlier
development of plastic straining might also lead to
narrowing of the settlement trough.

In this study we have compared different models: HS
with contraction, HS grout pressure and HSsmall in
combination with the the grout pressure model. For the
comparison we have taken the same geology of the
2nd Heinenoord tunnel as was taken and published by
Bakker (2000). The mesh used is indicated in Figure 12.
In Figure 13, the results of different calculations are
given, indicating that the best fit was derived with a
combination of the HSsmall model and the grout
pressure modelling. The grout pressure assumed here is

142 kN/m2 at the crest of the tunnel and increasing
8 kN/m2/m in depth, corresponding the measurements;
see also Van Jaarsveld et al. (1999).

In Figure 14, the overall deformation distribution
is given, indicating the localisation of the deform-
ations above the tunnel.

6 CONCLUSIONS

This paper demonstrates the advantages of the use of
small-strain stiffness in a non-linear constitutive rela-
tionship for soils on the basis of finite element calcula-
tions of a characteristic excavation project and a shield
tunnel project. Both projects were calculated with three
different models (including the small-strain stiffness
model HSsmall). Emphasis was put on the (width of the)
settlement trough behind the excavation and above the
tunnel. Moreover, the influence of the position of the
model boundaries was analysed using model boundaries
at different depths and distances from the excavation
and tunnel. On the basis of the computational results, the
following conclusions can be made:

1. The HSsmall model gives realistic settlement
troughs behind retaining walls of excavations and
above shield tunnels, due to the small-strain stiff-
ness effect. In shield tunnelling projects it is essen-
tial to perform calculations according to the grout
pressure modelling procedure.

2. Small-strain stiffness also gives a more realistic
(� reduced) heave of the tunnel and excavation
bottom. Neglecting small-strain stiffness results in
unrealistically large heave.

3. When using the HSsmall model, results are relatively
insensitive with respect to the position of the model
boundaries. This is also tributed to the small-strain
stiffness effect. Nevertheless, a reasonable minimum
distance from the problem considered needs to be
taken into account.
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Figure 12. 2nd Heinenoord tunnel mesh used for back
analysis.
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Further, the results of the measurements at the 2nd
Heinenoord tunnel were taken as input for a number of
comparative calculations that indicate that the use of
small-strain stiffness, i.c. the HSsmall model, further
improves the agreement between measurements and
numerical calculation.
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1 INTRODUCTION

The pressuremeter is widely used in foundation engi-
neering to derived parameters of soil behavior.
Concerning soft clay, the behavior is time dependant.
Several reserchears are studied in the past the effects
of time of shearing on the undrained characteristics of
soil (Skempton and Bishop 1954, Bjerrum 1972, Vaid
and Campanella 1977, Sheahan et al., 1996).

The pressuremeter test (cavity expansion test) gen-
erates a non homogeneous stress field in the soil near
the probe. Hence, depending on the rate of loading and
on the permeability of the soil, partial drainage can
occur and induces changes of the mechanical proper-
ties of the material. Previous studies have identified
the drainage conditions reached in the soil during this
kind of test (Fukagawa et al., 1990, Rangeard et al.,
2003). This time dependent behavior depends on two
phenomena: the viscous part of the soil behavior, and
the consolidation of the soil around the probe.

In this paper, our aim is to study the effect of con-
solidation and creep on the response of the soil during
strain and stress holding test stage realized during a
pressuremeter test.

In a first part, experimental result of strain and stress
holding test realized on a natural soft clay are presented.

In a second part, the models behavior used in this study
are briefly presented. The first one take into account
only consolidation, and the second one take into account
both consolidation and creep behavior. Finally, numer-
ical simulations of strain and stress holding are 
performed using the two models. The effects of con-
solidation and creep are pointer out.

2 OBSERVED BEHAVIOR OF CLAY DURING
PRESSUREMETER TEST

The pressuremeter behavior of a natural clay, the Saint
Herblain clay, was investigated in laboratory using
special equipment named “pressio-triax” (zentar et al.,
2001). This equipment allow simulating self boring
pressuremeter test in a triaxial cell. The pressio-triax
offer the possibility of measuring the pore water pres-
sure evolution near the probe during the test.

The mechanical characteristics and the permeability
of the clay, derived from triaxial and one dimensional
consolidation tests, are listed in Table 1.

Several pressio-triax tests with strain holding test
stage and stress holding test stage were preformed on
Saint Herblain clay. In figure 1, the results of a strain
holding test stage was presented in term of excess

Numerical study of pressuremeter strain and stress holding test

D. Rangeard
Laboratoire de Génie Civil et Génie Mécanique, Institut National des Sciences Appliquées, Rennes, France

R. Zentar & N.-E. Abriak
Department of Civil Engineering, Ecole des Mines, Douai, France

ABSTRACT: This paper focus on numerical analysis of strain and stress holding stage realized during a pres-
suremeter test. The aim of this study is to highlight the effect of the viscous behavior of soft clay on the response
of the soil during this kind of tests. In this way different simulations are performed using to model implemented
in the finite element code Plaxis: the soft soil model, which is an elastoplastic model, and the soft soil creep
model which is an extension of the soft soil model that take into account creep behavior of the soil. The effects
of consolidation and creep on the tests results are pointed out.

Table 1. Characteristics of Saint Herblain clay.

e0 w (%) �h (kN/m3) �d (kN/m3) k (m/s) cc cs c�e ��p/��v0 c�(kPa) ��

2,3 88 14,8 8,2 10�9 1.85 0.03 0.03 1,1 0 30
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pore water dissipation and total radial stress at the
cavity wall ��r evolution with time. In figure 2, the
result of a stress holding test is presented. The evolu-
tion of the cavity strain �a is normalized by the value
of the cavity strain at the start of the stress holding
test (in this case, �aini � 5%).

Regarding to this typical result, different conclu-
sions on the soft clay behavior during strain and stress
holding test could be drawn:

– There is an important dissipation of the excess pore
pressure generated during the loading stage of the
test. This dissipation begin quickly after the begin-
ning of the strain holding test

– The pore pressure seem to reach a stabilized value
higher than the initial pore pressure

– During the strain holding stage, an important relax-
ation of the total stress at the cavity wall occur

– During the stress holding stage, the cavity strain
increases at a constant rate with the logarithm of
the time.

3 NUMERICAL SIMULATION OF
PRESSUREMETER TEST

3.1 Constitutive models and parameters

In this paper, numerical simulations are performed
using the finite element code: PLAXIS BV. To highlight
the creep effects as the consolidation effects on pres-
suremeter tests, two constitutive models, implemented
in PLAXIS, were assumed to predict realistically the
behavior of natural soft clay. The first model is an elasto-
plastic model, called the Soft Soil Model (SSM) and the
second one, called the Soft Soil Creep model (SSC), is
an extension of SSM model which includes time and
strain rate effects. SSC model compared to SSM model
introduces only one additional input parameter.

The Soft Soil Model is inspired in it’s major parts
from Modified Cam-Clay model as described by
Burland (1971). In the Soft Soil Model, the volumet-
ric strain 
v is used to describe the soil behavior
instead of the void ratio e as in the Modified Cam-
Clay model. For virgin isotropic compression and
swelling line, the SSM model yields to:

(1)

The relationship between SSM model parameters
�* and �* and corresponding parameters in Modified
Cam-Clay model � and � is expressed as:

(2)

The yield function is an ellipse in the (p�-q) plane,
and the failure is described by the Mohr Coulomb cri-
terion, and so by the parameters c� and ��.

The Soft Soil Creep model implemented in
PLAXIS, is an extension of the SSM model that take
into account the creep effects.

The creep effects are introduced by the modified
creep parameter �* which can be related to creep
index C�e by:

(3)

The total volumetric strain 
v due to an increase in
mean effective stress from p’0 to p’ in a time period
tc � t� is expressed as the sum of an elastic part 
e

v an a
visco-plastic part 
v

vp. The visco-plastic component is
separated into a part during consolidation 
v

vp
c and a
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part after consolidation 
v
vp

ac. The expressions of the
different volumetric strain are expressed as follow:

Complete description of this two models can be
found in Brinkgreve and et al. (1998).

In Table 2, parameters values used to simulate pres-
suremeter tests are summarized. Those values of the
parameters are derived from laboratory tests performed
on the Saint Herblain soft clay.

3.2 Geometry and boundary conditions

Regarding to the pressuremeter geometry, the test is
modeled as an axy-symmetric problem. In this case,
previous studies have shown that, for a probe with a L/D
ratio higher than 6 (where L is the length of the probe
and D the diameter) the test results are similar to those
obtain considering plane strain conditions (Houlsby &
Carter, 1993). For pressuremeter test simulations in soft
soil with typical characteristics of Saint Herblain clay, a
typical value of the ratio b/a about 30 (where b is the
outer radii, a the initial probe radii) is sufficient to model
the condition of infinite medium (Zentar et al., 1998).

Considering plane strain conditions, a unit height of
soil are modeled. In terms of boundary conditions, the
vertical displacements of the horizontal boundaries
(sides A and B) are prevented whereas horizontal dis-
placement could develop freely. A constant pressure
corresponding to the horizontal stress in the ground is
applied on the outer vertical boundary (side C, figure 3).
The pressuremeter loading is modeled by applying
incremental displacement of the cavity wall (inner
boundary, side D). By the way, a pressuremeter test
realized at constant strain rate is simulated.

3.3 Simulation of the cavity expansion test

The simulation of the expansion test was done previ-
ously using the two models SSM and SSC model
(Rangeard et al., 2004). In this study, the authors inves-
tigated the effect of strain rate on the pressure-
meter curve. Firstly, the authors showed that the creep

parameter �* of the soft soil creep model influenced
the total stress response, but had no effect on the gen-
erated excess pore pressure.

Then, it was shown that, using the soft soil model,
the strain rate had an influence only in a limited range of
strain rate values and, using the SSC model, the strain
rate had an effect for all the range of investigated values
of the strain rate. The main results are summarized in
figure 4. In this figure, �I is the difference between a
reference calculation (realized with a reference strain
rate of 1%/min) and a calculation at a different strain
rate. For the soft soil model, using the parameters pre-
sented in Table 2, the strain rate has no effect for values
higher than 10�3%/min and lower than 10�5%/min.
Assuming the SSC model, the strain rate has an effect
for all the range of investigated values (from
10�7%/min to 1%/min). Using the SSM only the con-
solidation effect is modeled. So, we can clearly see
that the consolidation phenomena is predominant for
strain rate values from 10�5%/min to 10�1%/min. The
SSC modeled both consolidation and viscous behavior.
Using this model, the pressuremeter curve is affect by
the strain rate for all the investigated values. That’s mean
that, for strain rate higher than 10�1%/min and lower
than 10�5%/min the creep effect is predominant.

This results highlight the predominant effect of creep
for small strain rate values (or small permeability of
soil) and for high strain rate values (or high permeabil-
ity of soil).
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Table 2. SSM and SSCM parameters used in this study.

�* � �* c� �� M OCR
(kPa)
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Figure 3. Finite element geometry.
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4 STRAIN AND STRESS HOLDING STAGE
SIMULATION

In this part, numerical simulation of strain holding test
stage and stress holding stress stage are performed
using the soft soil model and the soft soil creep model.
The strain (stress) holding stages are realized after an
expansion cavity test from the initial radii to a cavity
strain of 5%, and using the parameters values indi-
cated in Table 2.

4.1 Strain holding test simulation

Fiovarante et al. (1994) have show that using an elasto-
plastic model, the pore pressure dissipation during a
strain holding test can be reproduced, but the relaxation
of the total stress can’t be totally achieve.

Figure 5 shows the evolution of the normalized
excess pore pressure �u/�umax (where �u is the excess
pore pressure, and �umax is the excess pore pressure at
the beginning of the strain holding test stage) with time
during the strain holding test simulated using the two
models.

We can see that, using SSM, the dissipation of the
generated excess pore pressure begin for a time about
103s. After relaxation time of 5.107s, the generated
excess pore pressure is totally dissipated. In this case,
the consolidation occur between 103s and 5.107s from
the start of the strain holding stage.

Using the SSC model (modeling both consolida-
tion and creep behavior), the dissipation of the excess
pore pressure start “immediately” after the beginning
of the strain holding test stage. After a relaxation time
of 5�107s (corresponding to the end of the consolida-
tion process as show using the SSM), the excess pore
pressure isn’t totally dissipated. The value of the pore
pressure reach for this time is higher than the initial
pore pressure value. The soft soil creep model mod-
eled more accurately the pore pressure dissipation

observed experimentally during strain holding test
realized on natural soft clay (Figure 1).

Figure 6 shows the evolution of the normalized
total stress at the cavity wall ��r/��rmax (where ��r
is the added total stress at the cavity wall, and ��rmax
the value of ��r at the beginning of the strain holding
test stage) with time during the strain holding test
obtain using the two models.

Using the SSM, the total stress value change only
for time between 105s and 5�107s (corresponding 
to the end of consolidation process, Figure 5). Using
the SSC model, ��r value change during the entire
test.

Using the SSM, the total stress reaches after the end
of consolidation process is 50% of the initial value.
(��r/��rmax change from 1 to 0,5). Taking into account
both consolidation and creep (SSC model), the stress
relaxation is more pronounced (��r/��rmax change
from 1 to 0,3). The total stress relaxation observed
experimentally on strain holding test realized on soft
clay is highly affected by both consolidation and creep
phenomena’s.

Only the SSC model is able to reproduce the con-
tinuum evolution of stress during strain holding test
stage.

4.2 Stress holding test simulation

Figures 7 and 8 present the results of the simulation
of a stress holding test realized during a pressure-
meter test.

In figure 7, the evolution of the normalized excess
pore pressure �u/�umax with time during the stress hold-
ing test simulated using the two models is presented.

From this figure, we can note that the consolidation
process takes place until a time of 2.105s since the
beginning of the stress holding stage (SSM). Assuming
the SSC model, the pore pressure is not stabilized
after a time of 2.105s. Using this model, the pore
pressure reach a value higher than the initial pore
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pressure value (�u/�umax � 0). In this case, it’s seems
that the soft soil creep model modeled more accu-
rately the pore pressure evolution observed experi-
mentally during stress holding test realized on natural
soft clay (Figure 2).

Figure 8 shows the evolution of the normalized cav-
ity strain at the cavity wall ��a/��aini (where ��a is the
cavity strain at a time “t”, and ��aini the value of ��a at
the beginning of the stress holding test stage) with time
during the stress holding test obtain using the two
models.

Using the SSM, the cavity strain value changes only
for time lower than 2.105s, corresponding to the end of
the consolidation process (Figure 5). For higher time,
the cavity strain keeps constant. This model isn’t able to
reproduce the evolution of the cavity strain observed
experimentally (Figure 2).

When using the SSC model, the cavity strain evolves
continuously with time. This model reproduces more
accurately the soil behavior observed experimentally
during a stress holding test

5 CONCLUSIONS

In this paper, numerical simulation of strain holding
test and stress holding test realized during a cavity
expansion test are performed. In order to analyses the
effect of consolidation and creep on the soil response,
two models were used: an elastoplastic model (SSM)
and a elasto viscoplastic model (SSC model). The
simulation results obtained using the two models are
compared.

The numerical simulations of strain holding stage
realized during pressuremeter test show that:

– the pore pressure dissipation can be reproduced by
both elastoplastic and elastoviscoplastic model;
consolidation effect is predominant on pore pres-
sure dissipation. However, better reliability with
experimental test is obtain by tacking into account
both consolidation and creep behavior.

– the stress relaxation is highly affected by viscous
behavior of soil. The stress relaxation observed
experimentally could be reproduced only using the
elastoviscoplastic model.

The numerical simulations of stress holding stage
realized during pressuremeter test show that:

– as for the strain holding test stage, the pore pressure
dissipation can be reproduced by both elastoplastic
and elastoviscoplastic model. However, better reli-
ability with experimental test is obtain by tacking
into account both consolidation and creep behavior.

– the increase of the cavity strain during the test is
influenced by both consolidation and creep.
However, after the end of the consolidation process,
the cavity strain is not stabilized. Only the soft soil
creep model is able to reproduced the experimental
behavior.

Regarding to these results, it appears that a correct
exploitation of the stress relaxation curve during a
strain holding test and of the cavity strain evolution
during a stress holding test needs to take into account
the viscous behavior of the soil.
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1 INTRODUCTION

The identification of soil mechanical parameters from
pressuremeter tests has been studied in the literature
(for example, Anderson et al. 1987, Pye 1995, Hicher &
Michali 1996, Zentar et al. 2001, Rangeard et al.
2003). But few of them were concerned by the delayed
behaviour of fine soils.

In this paper, three objectives are presented in study-
ing the identification of soil parameters from pres-
suremeter tests and the time-dependent pressuremeter
behavior of soft clay: (i) to study the parameters sen-
sibility on the constant strain rate pressuremeter test,
using a viscoplastic model, taking into account geom-
etry and boundary conditions in numerical simulation;
(ii) to propose a back analysis method for identifying
parameters from constant strain rate tests, and validate
the approach by means of pressuremeter relaxation and
creep tests; (iii) to analyze the drainage conditions dur-
ing the pressuremeter tests as a function of the strain
rate and the permeability.

2 NUMERICAL STUDY OF PRESSUREMETER
TESTS

2.1 Constitutive model EVP-MCC

The constitutive model used in this study to model the
time-dependent behavior of soil is the elasto-
viscoplastic model EVP-MCC, based on the framework

of Perzyna’s overstress theory and Modified Cam-
Clay elastoplastic model, and developed by Yin et al.
(2006). The model was implemented in a finite element
program CESAR_LCPC, which allows us to simulate
pressuremeter tests employing the EVP-MCC model
coupled with Biot’s consolidation theory. The consti-
tutive equations are as follows:

(1)

(2)

(3)

(4)

where pc
s � static consolidation pressure; pc

d �
dynamic consolidation pressure; 
v

vp � inelastic volu-
metric strain; b* � compressibility index; M � slope
of the critical state line; N � viscosity index; m � vis-
cosity coefficient; p� � effective mean stress;
q � deviatoric stress; s�ij � effective stress tensor;


.vp
ij � inelastic strain rate tensor; � � � function of

MacCauley.

Identification of soil parameters from pressuremeter tests
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ABSTRACT: The purpose of this paper is to present a methodology for identifying soil parameters from pres-
suremeter tests. A viscoplastic model coupled with consolidation theory was employed. At first, a numerical
analysis of parameters effects on constant strain rate tests was carried out. Then the results were used to develop
a method for identifying soil parameters. The drainage conditions during the pressuremeter tests were also ana-
lyzed to explain the strain rate effect on the evolution of pore pressure and total pressure. The results showed
that the model can satisfactorily describe the time-dependent behavior of soils during pressuremeter tests, and
the method allowed us to determine efficiently soil mechanical, including viscous and hydraulic parameters
from constant strain rate pressuremeter tests.
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The principle of the viscoplastic model is presented in
Figure 1. Taking into account the elastic stress-strain rela-
tions, constitutive equations of this viscoplastic model
for normally consolidated clays are derived as follows:

(5)

where G � shear modulus; K � bulk modulus; s�ij �
effective deviatoric stress tensor; �ij � Kronecker’s
delta.

2.2 Finite element analysis of pressuremeter tests

The numerical simulation was performed by consid-
ering a plane strain condition in the vertical direction,
and an axisymmetric condition in horizontal direction
as a � 6.5 mm, b � 35 mm corresponding to a special
pressuremeter apparatus called pressio-triax which
consists in reproducing the pressuremeter test condi-
tions in a triaxial cell (Anderson et al. 1987, Bahar et al.
1995, Zentar et al. 2001, Rangeard et al. 2003). The
mesh was composed of 24 elements with 123 nodes. The
elements are isoparametric with 8 integration points.

For boundary conditions, all vertical displacement
was prevented, whereas horizontal displacements could
develop freely. The displacement was applied in the
mini-pressuremeter probe on the side AD, and cell pres-
sure was maintained on the side BC. No fluid flow was
allowed to pass through the four faces for the undrained
boundary conditions, as presented in Figure 2.

The soil was assumed to be saturated and isotropic.

2.3 Parameter effects on pressuremeter curves

The parameters sensibility study was carried out for a
pressuremeter test at a strain rate of 6 � 10�5/s with
initial total stress �1 � 85 kPa, s2 � �3 � 68 kPa,
and initial pore pressure u � 56.5 kPa. The parame-
ters effects on the radial total stress and on the pore
pressure at the cavity wall are presented in Figure 3,
where A represents the value of the radial total stress
or the pore pressure at a strain of 8% and Ar, the value
corresponding to the reference value of the studied

parameter, given in Table 1 within a range of reason-
able values. We can point out:

– E, M, p�c0 have a significant effect on the radial
stress as well as on the pore pressure;

– N and � have an important effect on the radial
stress, and a slight effect on the pore pressure;

– k has a very slight effect on the radial stress, but a
significant effect on the pore pressure for values
between 10�8 and 10�12m/s, and a very slight
effect for other values of k which represent either
perfectly drained or undrained conditions during
the pressuremeter test;

– n and b* have a very slight effect on both the radial
stress and the pore pressure;

– only E can change the initial slope of the radial
stress curve.

A special attention was given to the influence of
the viscous parameters. For obtaining the same total
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Figure 1. Schematic behavior of the EVP-MCC model
during CAU triaxial compression and triaxial creep tests.

Figure 2. Finite element geometry (Rangeard et al., 2003).
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stress curve of a given constant strain rate test, there
is a linear relationship between N and log(m) as
shown in Figure 4a. For other strain rates, the selected
values of (N,m) bring much more changes on the total
stress curve, whereas inverse but slighter effect on the
pore pressure, as presented in Figure 4b. It allows us
to determine the values of (N,m) from pressuremeter
tests with more than two different strain rates.

The effect of (N,m) on a strain holding stage (stress
relaxation test) at a strain of 8% and on a stress hold-
ing stage (creep test) at a stress increment of 41 kPa
after a constant strain rate stage was also studied, as
presented in Figure 5. The results show the influence
of (N,m) on the evolution of the radial stress during a
strain holding stage or the radial strain during a creep.
It is therefore possible to determine the values of
(N,m) from either a relaxation test or a creep test.

3 PARAMETER IDENTIFICATION

3.1 Experimental results

As described by Rangeard et al. (2003), the pres-
suremeter tests were performed by an apparatus
called pressio-triax on the Saint-Herblain clay, situ-
ated in the Loire Paleolithic period and made of mod-
ern river clayey alluvial deposits, characterized by a
high plasticity index (Ip � 42) and slightly or moder-
ately organic. The initial stress state of the samples at
a depth of 5.5–6.5 m were s1 � 85 kPa,
s2 � s3 � 68 kPa, u � 56.5 kPa, and s1 � 110 kPa,
s2 � s3 � 90 kPa, u � 68 kPa for the samples at a
depth of 6.5–7.5 m. The physical and mechanical
characteristics for each test are summarized in Table 2,
which include the strain rate values of the performed
pressio-triax tests.

An oedometer test at a constant strain rate of
3.3 � 10�6/s was carried out on a sample of the
Saint-Herblain clay at a depth of 6.9–6.95 m using a
modified oedometer apparatus (Rangeard, 2002).
Lateral stress could also be measured during the test.
The parameters deduced from the one-dimensional
consolidation curves are presented in Table 3. The soil
is slightly overconsolidated (OCR � 1.73) and
K�0� 0.5.
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Table 1. Values of EVP model and hydraulic parameters

E M p�c0 N � k 
(kPa) (kPa) (1/s � kPa) (m/s)

Ref 3500 1.25 30 10 1 � 10�9 1 � 10�11

Down 200 0.60 20 5 1 � 10�14 1 � 10�13

Up 50000 1.80 200 50 1 � 10�4 1 � 10�6

Remarks: Reference values of � � 0.3 and �* � 0.16.
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3.2 Identification procedure

Based on the previous parametric study, we firstly
determined several parameters as follows:

– Poisson’s ratio was taken equal to 0.3, which is a
common value for clay.

– Young’s modulus was determined by the initial
slope of the radial stress curve: E � 3500 kPa.

– Compressibility index was determined by
oedometer test: b* � (l � k)/(1 � e0) �
(0.43 � 0.02)/(1 � 2.1) � 0.13.

As the other parameters, they can be determined
by using three levels of strain rate tests in addition to
a very low strain rate test as follows:

– By using a low strain rate test in which the influ-
ence of hydraulic and viscous parameters is very
slight, we can establish a relationship between
M and p�c0 by curve fitting.

– For each (M, p�c0)i, N et m can be determined by
the other three levels of strain rate tests.

– For each (M, p�c0, N, m)i, we can determine k by
the pore pressure curve obtained with the test
performed at the highest strain rate.

– By fitting the other pore pressure curves, there
is only one series of parameters which can be
adopted.

The values of the parameters determined by the
proposed procedure were shown in Table 4. The value
of M corresponds to a friction angle equal 31° and
agrees the results of triaxial tests performed on the
same sample. The value of p�c0 is located between the
initial stress and the preconsolidation pressure deter-
mined by the oedometer test. The comparison between

calculated and experimental results is shown in
Figure 6.

3.3 Verification of identification procedure

For verifying the methodology of this identification
procedure, a constant strain rate pressuremeter test
with a relaxation stage (Pre3H) was simulated using
the determined parameter values. The time for dissi-
pating the excess pore water pressure is identical for
the numerical and experimental results during the
relaxation stage, despite the fact that the final pore
pressure is lower on the simulation. The comparison
between predicted and measured results, presented in
Figure 7, showed that the EVP-MCC is able to
describe the time-dependent behaviour in pres-
suremeter tests, and that the proposed method can be
applied for identifying the parameters.

Furthermore, the determined parameter values were
taken for simulating a pressuremeter creep test (Pre1A),
except for the value of the preconsolidation pressure
(35 kPa) due to a different initial consolidation for a 
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Table 2. Physical and mechanical characteristics of Saint-
Herblain clay samples.

Depth w g Vitesse 
Specimen (m) (%) ei (KN/m3) (/s)

Pre1A (CR) 6.5–7.5 113 2.69 14.91 3 � 10�5

Pre3A (SR) 5.5–6.5 97 2.23 13.96 3 � 10�5

Pre3B (SR) 5.5–6.5 96 2.48 14.21 6 � 10�7

Pre3D (SR) 5.5–6.5 85 2.16 14.22 1.5 � 10�4

Pre3F (SR) 5.5–6.5 90 2.51 14.41 6 � 10�6

Pre3H (RE) 5.5–6.5 93 2.29 14.35 6 � 10�5

Remarks: CR – creep test; SR – strain rate test; RE –
relaxation test.

Table 3. Parameters deduced from oedometer test.

l � e0 s�ra,0 (kPa) s�v,0 (kPa)

0.43 0.02 2.1 26 52

Remarks: ��ra,0 – radial preconsolidation pressure; ��v,0 –
vertical preconsolidation pressure.
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Figure 6. Comparison between experiment and simulation
of strain rate tests.

Table 4. Values of EVP model and hydraulic parameters of
Saint-Herblain clay.

E p�c0 m k
(kPa) � M b* (kPa) N (1/s.kPa) (m/s)

3500 0.3 1.25 0.16 30 10 1 � 10�9 1 � 10�11
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1 meter deeper sample. Good agreement between pre-
dicted and measured results was achieved, as pre-
sented in Figure 8. The two cases show the ability of
the proposed procedure to correctly identify the clay
parameters by constant strain rate pressuremeter tests.

4 ANALYSIS OF DRAINAGE CONDITIONS 
IN CONSTANT STRAIN RATE TESTS

The phenomenon of local consolidation can take
place during pressuremeter tests. It depends on the
strain or stress rate at the cavity wall as well as on the
soil permeability. Based on numerical tests at con-
stant strain rates varying from 6 � 10�2 to 6 � 10�7/s,
the evolution of the total stress (sra � u0) and the
effective stress (sra � u) at a strain of 8% as a function

of (dda/dt)/k was carried out using the EVP-MCC
parameters determined in Table 4. Four different types
of behaviour during the pressuremeter test as
described by Rangeard et al. (2003) were generally
shown in Figure 9 with normalized pressures:

– Fully drained. There is no excess pore pressure
during the pressuremeter test.

– Partially drained type A. The total pressure and
the pore pressure are influenced by the drainage
condition.

– Partially drained type B. the pore pressure is
influenced by the drainage condition but not the
total pressure.

– Fully undrained. The pore pressure and the total
pressure remain the same values changing strain
rate or permeability.
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To interpret the drainage conditions for given val-
ues of permeability and strain rate, we can transform
Figure 9 into the one presented in Figure 10, as
described by Rangeard (2003). The points represent-
ing each test allow us to determine their drainage con-
ditions.

From Figure 10, we can note that the test Pre3B,
with the lowest strain rate, is close to fully drained
condition. The test Pre3F, with a lower strain rate, is
in the partially drained type A condition. For the tests
Pre3A and 3D, both in the partially drained type B
condition, the difference in total pressure for different
strain rates is due to the viscous behaviour of the soil
skeleton.

We can also note that the different pore pressure
curves in Figure 6 are generated by the viscous prop-
erties of the soil (as shown in Figure 4b) as well as by
the different drainage conditions.

5 CONCLUSIONS

The parametric study made on constant strain rate
pressuremeter test was carried out for highlighting
the parameters effects on the pore pressure and total
pressure at the cavity wall, using the EVP-MCC
model. Based on this, a back analysis method for

identifying soil parameters from constant strain rate
pressuremeter tests was proposed.

This method of identification was employed to
determining the EVP-MCC model parameters of
Saint-Herblain clay as well as its permeability. The pro-
cedure was then verified by simulating a pressureme-
ter test with a relaxation stage and a pressuremeter
test with a creep stage. The values of parameters agreed
with those obtained from triaxial tests on the same
soil sample.

A drainage conditions analysis was then per-
formed by looking the evolution of the total pressure
and the effective pressure at the cavity wall as a func-
tion of the strain rate and the permeability. Four dif-
ferent types of drainage condition were defined by the
ratio between strain rate and permeability. The drainage
conditions of the pressuremeter tests on Saint-Herblain
clay were then determined. They are in agreement with
the different pore pressure curves obtained for the dif-
ferent strain rates.
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1 INTRODUCTION

A preliminary and comparative evaluation of two finite
element schemes for the analysis of a vertical, rein-
forced earth wall (Cividini et al., 1997) showed that the
available experimental information was not sufficient
for a proper mechanical characterization of plane strain
earth structures containing inclined reinforcements
with respect to the principal stress directions. More
recently another numerical study (Molenkamp, 2001)
confirmed that for testing non isotropic materials, like
reinforced soils, the use of a plane strain apparatus
(Drescher et al., 1990; Cividini, 2002b) is preferable
to that of standard triaxial and direct shear devices.

On that basis a laboratory investigation, consisting of
standard triaxial and plane strain compression tests, was
carried out on sand samples containing geotextiles
reinforcements with various inclinations with respect to
the vertical loading direction. A particular procedure,
whose details can be found in (Cividini, 2001), was
developed for preparing prismatic sand samples con-
taining geotextiles reinforcements with various inclina-
tions with respect to the vertical loading direction. The
procedure is based on the moist tamping technique and
on the subsequent freezing of the samples to allow their
setting into the plane strain device.

The samples have dimensions of 4 cm � 8 cm �
14 cm and are reinforced with geotextile layers, 2 cm
or 3 cm apart from each other. Some of them were
reinforced with a thin and extensible reinforcement
(non-woven polypropylene geotextile). The remaining
tests concern specimens reinforced with non-woven
polypropylene-polyethylene geotextile. The two geot-
extiles have comparable tensile strengths, but differ in
thickness and in stiffness.

The experimental program carried out so far consists
of about 50 plane strain tests on both natural sand and
reinforced samples and the investigation leads to a
quantitative assessment of the influence of the rein-
forcement orientation on the overall shear strength and
stiffness of the samples.

In the following, first some of the experimental
results are considered for modelling the evolution of the
shear resistance at the interface between sand and rein-
forcements at the interface. Then the measured variation
in peak shear resistance is interpolated using two differ-
ent schemes. The comparisons between experimental
and numerical results lead to some conclusions on the
use of plane strain testing devices for the calibration
of constitutive laws for reinforced samples.

2 MAIN CONCLUSIONS FROM THE
EXPERIMENTAL INVESTIGATION

The experimental results indicate that the overall behav-
iour of a reinforced soil depends on various mechani-
cal and geometrical parameters that characterise both
its basic components (soil and geotextile) and their
assemblage.

The axial stress-strain curves show that reinforced
samples have different load carrying capacity, however
in both cases a decrease of the overall stiffness and shear
resistance is observed with increasing the reinforce-
ment orientation b. The shear resistance is lower than
that of the natural sand when b exceeds 30° and this
implies that reinforced earth structures may give sub-
stantially different responses to external load incre-
ments, depending on the angle existing between the
reinforcements and the compressive principal stress.

Investigation on the mechanical resistance of reinforced sand samples

A. Cividini & U. Arosio
Department of Structural Engineering, Politecnico di Milano, Milano, Italy

ABSTRACT: The results of an experimental and numerical study are summarized here concerning the
mechanical behavior of reinforced sands. The experimental part of the investigation was carried out using both
standard triaxial and plane strain equipments. In the latter case the specimens contained either horizontal rein-
forcements, or reinforcements inclined with respect to the vertical loading direction. A constitutive model and
then two simple schemes were adopted for the preliminary interpretation of the test results. The comparison
between experimental and numerical results led to some conclusions on the influence of the mechanical prop-
erties of the geotextiles, and of their inclination, on the overall resistance of the reinforced samples.

Copyright © 2006 Taylor & Francis Group plc, London, UK



The main conclusions derived from the experimen-
tal results can be summarised as follows:

a) The stress-strain (axisymmetric or plane-strain)
regime during loading has a marked influence on the
observed behaviour of natural sand samples. The tri-
axial results do not show the marked strain softening
effect observed under plane strain conditions.

b) The strain softening behaviour that characterises the
natural sand samples under plane strain conditions
is not shown by samples with horizontal reinforce-
ments. In fact, they present an overall ductile or hard-
ening behaviour, which is likely to depend on the
stiffness of the adopted geotextiles.

c) The influence of the surface roughness of the geot-
extiles on the load carrying capacity of the samples
is barely significant in the case of horizontal rein-
forcements, but becomes more pronounced in the
case of inclined reinforcements.

d) An increase of the slope of the reinforcements
leads to a decrease of the overall shear resistance
(and stiffness) and to a transition from hardening
to softening behaviour.

e) The overall peak strength of the reinforced sand sam-
ples can be expressed in terms of a constant friction
angle, coinciding with that of the natural sand, and of
an apparent cohesion intercept that depends on spac-
ing and inclination of the reinforcements.

The observed overall resistance is likely to depend
on the frictional resistance between the reinforcement
and the sand. In particular, the structure of one of the
geotextile, quite deformable along its thickness, leads to
a relatively high degree of interlocking with sand grains,
thus increasing the surface frictional resistance of the
reinforcements. Such interlocking, however, is less pro-
nounced for the second one, characterized by smoother
surfaces and low compressibility along its thickness
(Cividini, 2002b). Consequently it appears that the
results of the plane strain tests could permit deriving
some further conclusions on the frictional characteris-
tics of the sand/geotextile interface.

3 MODELLING OF THE SHEAR
RESISTANCE AT THE SAND-
GEOTEXTILE INTERFACE

In general terms, the numerical simulation of the tests
can be based on two finite element schemes, referred to
as “inhomogeneous” and “homogeneous” approaches
(e.g. Cividini et al., 1997). When the first one is
adopted the sample is discretized introducing sepa-
rately the reinforcements and the soil layers between
them. For sake of briefness, this aspect is not discussed
here and additional comments are presented in
(Cividini & Sterpi, 2000; Cividini, 2002a).

In the second case the inhomogeneous medium is
made equivalent to a continuous homogeneous nonlin-
ear and nonisotropic material characterised by a suit-
able constitutive law (Cividini, 2005). For modelling of
the shear resistance at the sand-geotextile interface the
stress state along the reinforcement direction is eval-
uated considering the specimen as a “homogeneous”
element. Due to the anisotropy of the reinforced sam-
ples the evolution of the stress state depends on the
angle b between geotextile layers and the horizontal
direction. This effect is clearly shown by the diagram in
Figure 1 since the lines, representing the variation of the
normal and shear stresses s ri, t ri for the different rein-
forcement orientations, are not bounded by a circle.

For completeness, the figure shows also the peak and
ultimate resistance envelopes for the sand-geotextile
interface, obtained from direct shear box tests. From the
experimental viewpoint, it can be observed that when
the reinforcement orientation is equal to 45° and to
75° the stress state is in practice bounded by the ulti-
mate (or residual) resistance curve characterising the
sand-geotextile interface, while for the intermediate
value of 60° the peak resistance is almost attained.

For the numerical representation of the stress state
reached on the reinforcement at the overall peak and
at the end-of-test conditions, the basic form of the
Hierarchical Single Surface (HiSS) (Desai, 2001) con-
stitutive law was chosen among the various isotropic
hardening constitutive laws presented in the literature.
Written in terms of the stress components sri and tri
along the geotextile, the HiSS yield surface allows an
approximation of both sets of experimental data (cf.
solid and dashed interpolation curves in Figure 1) and
the HiSS ultimate curves, obtained for the asymptotic
stress state condition, almost coincide with the peak and
ultimate lines obtained on the basis of the direct shear
test results.

It is important to note that the HiSS model param-
eters were calibrated by curve fitting of the sri, tri
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Figure 1. Influence of the reinforcement inclination b on
the stress state at the geotextile/sand interface: stress path
from plane strain tests on reinforced sand and numerical
interpolation of the peak (continuos line) and of the end-of-
test (dashed line) data (sin, tin normal and shear stress along
the reinforcement orientation, sc cell pressure).
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experimental data and that only subsequently the two
HiSS ultimate lines, associated to the obtained inter-
polation curves, were drawn.

The above observations indicate that the shear resist-
ance at the interface between reinforcement and sand
can be evaluated on the basis of the results from plane
strain tests, without making recourse to direct shear
tests (e.g. Seo et al., 2004).

4 SIMPLE SCHEMES FOR MODELLING THE
OVERALL SHEAR RESISTANCE

For the interpolation of overall shear resistance meas-
ured in plane strain tests on reinforced sand, two differ-
ent schemes were adopted (Arosio, 2005). The first one
(referred in the following as ‘scheme I’) considers the
specimen as homogeneous apart for a plane of weak-
ness, while the second one (‘scheme II’) accounts for
the presence of the different reinforcement layers. In a
broad sense the two schemes represent an application
of the conventional schemes usually adopted in the
design of reinforced earth structures.

With reference to the first scheme it is worthwhile 
to recall that the increase in strength observed in con-
ventional triaxial tests on cylindrical samples can be
regarded as the consequence of the increase in confin-
ing stress associated to the presence of the horizontal
layers of geotextile (e.g. Ingold, 1982).

This observation suggests to adopt the same criterion
in the case under examination, accounting for both the
geotextile inclination and the presence of a plane of
weakness, with a limiting shear resistance, as indicated
in Figure 2b.

The interpolation curve obtained for the vertical
stress sv is shown in Figure 3 and the comparison with
the experimental data indicates that scheme I does not
provide an adequate approximation of the observed

shear resistance variation. In particular the vertical stress
at failure is overestimated for the lower inclinations 
of the geotextile reinforcements. An attempt to reduce
this discrepancy led to the use of a decay function
d � cos5 b that does not appear meaningful in the case
under examination.

In the framework of the second scheme, each rein-
forcement layer was made equivalent to a set of external
loads Fr, as indicated in Figure 4a and for sake of sim-
plicity the reinforcement forces were assigned the same
value. This first version of scheme II led to an inter-
polation curve characterized by discontinuities. This
drawback was easily removed, substituting the external
forces with the corresponding boundary tractions, so
that a smooth variation is obtained of the shear resist-
ance with the reinforcement orientation.

Finally, Figure 5 shows the variation of the vertical
stress measured in the laboratory tests and the interpo-
lation curve obtained applying scheme II. It is worth-
while noting that the back-analyzed value of the Fr load
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Figure 2. Plane strain sample (a) and block sliding along
the reinforcement, considered in scheme I (b).

Figure 3. Variaton of the peak stress with the angle of the
reinforcement inclination: measured values (dots) and inter-
polation curve according to scheme I.

Figure 4. Plane strain test on reinforced sand: scheme II used
for deriving the interpolation curve of the experimental data.
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is lower than the tensile resistance of the “active” geo-
textile layers.

The second scheme provides a proper representation
of the evolution of the peak resistance observed in sand
specimens containing geotextile reinforcements with
various inclination with respect to the vertical loading
direction. Even if the results here presented concern a
limited amount of data, obtained at constant confining
pressure, they show that the interface resistance has a
relevant effect on the overall mechanical resistance of
the sample. This suggests broadening the experimental
and numerical study carried so far.

5 CONCLUSIONS

The experimental results here discussed concern an
ongoing research on the mechanical behaviour of rein-
forced sands, containing geotextile reinforcements with
various inclinations with respect to the vertical loading
direction.

First the results of a series of plane strain compres-
sion tests have been summarized. They indicate the
marked influence of the reinforcement slope on the
overall stiffness and shear resistance of the “composite”
material. Subsequently, the experimental results have
been compared with interpolation curves obtained
adopting the HiSS constitutive model and two simple
schemes similar to those frequently proposed in the
design of reinforced earth structures.

The comparison indicates that the HiSS model pro-
vides an acceptable approximation of the experimental
data, since the model can properly take into account
of the shear resistance that develops at the interface
between soil and geotextile.

Subsequently it is shown that the variation of the peak
stress with the reinforcement orientation can be approx-
imated considering an unreinforced block subjected to
boundary tractions equivalent to the reinforcements.

On these bases it can be concluded that the described
experimental investigation and its numerical modelling
represent two necessary and interlaced steps towards a
deeper understanding of the mechanical behaviour of
reinforced sands and towards the stress analysis of
actual engineering problems.

ACKNOWLEDGEMENTS

The tests were carried out at the Geotechnical
Laboratory of the Department of Structural
Engineering of the Politecnico di Milano. The assis-
tance of Enzo Iscandri is gratefully acknowledged.

REFERENCES

Arosio, U. 2005. Reinforced earth and influence of the rein-
forcement inclination: experimental and numerical inves-
tigation (in Italian). MS Thesis, DIS Politecnico di
Milano.

Cividini, A. 2002a. Reinforced sand parameters from plane
strain compression tests. Proc. 5th Europ. Conf. Numerical
Methods in Geotechnical Engineering, Paris, 45–50.

Cividini, A. 2002b. A laboratory investigation on the behav-
iour of reinforced sand samples under plane strain and
triaxial conditions. Soils and Foundations, 42(6):23–39.

Cividini, A. 2005. Numerical analysis in the interpretation
of plane strain compression tests (Key Note Lecture).
Proc. 11th International Conference of the Association
for Computer Methods and Advances in Geomechanics,
Turin (Italy), 4:309–322.

Cividini, A. & Gioda, G. 1992. A finite element analysis of
direct shear tests on stiff clays. International Journal for
Numerical and Analytical Methods in Geomechanics,
16:869–886.

Cividini, A., Gioda, G. & Sterpi, D. 1997. An experimental
and numerical study of the behaviour of reinforced sands
(Invited paper). Proceedings of the 9th International
Conference of the Association for Computer Methods
and Advances in Geomechanics, Wuhan, P.R. China,
1:15–30, Rotterdam: Balkema.

Cividini, A. & Sterpi, D. 2000. Plane strain tests on reinforced
sand and their numerical modelling. Proceedings of the 2nd
European Conference on Geotextiles, EUROGEO2000,
Bologna.

Desai, C.S. 2001. Mechanics of materials and interfaces: the
Disturbed State Concept. Boca Raton (Fl), USA: CRC
Press.

Drescher, A., Vardoulakis, I.G. & Han, C. 1990. A biaxial
apparatus for testing soils. Geotechnical Testing Journal,
13:226–234.

Ingold, T.S. 1982. Mechanics and concept. Reinforced earth.
London: Thomas Telford.

Molenkamp, F. 2001. Evaluation of axial shear test using
plane strain simulation. Geotechnique, 51: 37–49.

Seo, M.W., Park, I.J. & Park, J.B. 2004. Development of 
displacement-softening model for interface shear behav-
iour between geosynthetics. Soils and Foundations, 44(6):
27–38.

156

Figure 5. Variaton of the peak stress with the reinforcement
inclination: measured values (dots) and interpolation curve
obtained according to scheme II.
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1 INTRODUCTION

Deep stabilisation (deep soil mixing) is a modern soil
improvement method of soft clays used especially in
Scandinavia and in Japan but also in Central Europe,
in North America and in the Far East. Although the deep
stabilisation technique is nowadays quite well known,
the mechanics of stabilised clay is not so well under-
stood. This has led to oversimplified constitutive models
for stabilised soil and crude and conservative design
methods for deep stabilised columns.

2 STRESS-STRAIN BEHAVIOUR OF
STABILISED CLAY

Results of triaxial compression tests on stabilised soft
clay are presented in Figures 1 and 2. The binder
agent was lime and cement in both cases. It is found
that the stress-strain curves have a hardening and
softening character at low cell pressures both in

undrained and in drained test, whereas at high cell
pressures there seems to be only hardening and after
that the strength is almost constant.

3 A MODEL FOR STRESS-STRAIN
BEHAVIOUR OF STABILISED CLAY

The basic concept is illustrated by Figure 3 (deviatoric
stress q/hydrostatic stress p�) and Figure 4 (deviatoric
stress q/axial strain 
1/volumetric strain 
v), Ciuhak
(2002). In this case the time is fixed so that the pos
sible material strengthening with time is not taken
into account. Furthermore it is supposed that the devi-
atoric hardening is the most essential in practical
hydrostatic stress levels.

Drained triaxial compression tests with a minimum
of three different cell pressures are needed. In the first
case the cell pressure is zero (as in the unconfined
compression test). The highest cell pressure has to be
somewhat larger than the in situ earth pressure at rest.

Testing and modelling stabilised soft clay

P. Vepsalainen, A. Aalto & M. Lojander
Helsinki University of Technology, Espoo, Finland

ABSTRACT: Some features of the stress-strain behaviour in stabilised clay according to triaxial test results
have been presented. Based on the observed test results, some principles for an elastoplastic hardening and soft-
ening material model for stabilised clay has been developed. Special attention has been paid to functional harden-
ing and softening formulation. The behaviour of the model is studied in the boundary conditions of an idealised
drained triaxial compression test.

Figure 1. Examples of results of undrained triaxial compression test on lime-cement treated clay, laboratory manufactured
samples (Kivelö 1998).
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Both maximum and residual (critical state) values of
deviatoric stress are measured. Then points 1, 2 and 3
in Hvorslev’s line and residual stress line in Figure 3
and parameters for Hvorslev’s line and residual stress
line can be defined.

Hvorslev’s line:

(1)

(2)

(3)

Residual stress line:

(4)

(5)

(6)

�RS is the friction angle in residual stress state, cRS is
the cohesion in residual stress state, �H is the friction
angle in Hvorslev’s line and cH is the cohesion in
Hvorslev’s line.

4 FORMULATION OF THE MODEL

4.1 General constitutive equations

The yield function F is defined according to the
Mohr-Coulomb criterion (pressure is positive):

(7)

158

0

600

100

200

300

400

500

0

300

50

100

150

200

250

0 5 10 15 20 25

Axial strain,  ε1, %

D
ev

ia
to

ric
 s

tr
es

s,
 q

, k
P

a

0 4020 60 80 100 120

Cell pressure, σ3, kPa 

S
he

ar
 s

tr
en

gt
h,

 (
σ1

-σ
3)

/2
, k

P
a

drained (failure)

drained (large deform.)

undrained

Figure 2. Examples of results of drained triaxial compres-
sion test on lime-cement treated clay, laboratory manufac-
tured samples (Aalto 2001).

Figure 3. Yield surfaces of hardening and softening sta-
bilised soil model in p�–q plane, drained triaxial compres
sion test.

Figure 4. Estimated development of deviatoric stress and
volumetric strain in primary loading in a drained triaxial
compression test. Stress path 2–2 in Figure 3.
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(8)

(9)

p� is effective hydrostatic stress, q is the deviatoric
stress, c* is mobilised cohesion, �* is mobilised fric-
tion angle and ' is Lode’s angle.

The plastic potential function Q is formally similar
to the yield function F except that mobilised angle of
dilation !* is used.

Stress and strain increments d�� and d
:

(10)

(11)

(12)

(13)

(14)

De is the elastic stiffness matrix, Dep is the elasto-
plastic stiffness matrix, A is hardening modulus and h
is the measure of the yield (the generalised plastic strain
or effective plastic strain). For deviatoric hardening/
softening:

(15)

(16)

4.2 Hardening and softening formulation

The hardening and softening formulation is based on
the results of drained triaxial compression tests in sta-
bilised clay samples. The basic idea is presented in
Figures 3 and 4. The stress-strain behaviour below the
residual stress line RS is hardening whereas the behav-
iour between the residual stress line and the Hvorslev
surface is at first hardening and then softening. The
hardening and softening behaviour is described by the
mobilised friction angle �* and by the mobilised
cohesion c*.

The hardening part of the mobilised friction angle
�* is solved either by ellipse or arcsine functions.
Ellipse function:

(17)

Arcsine function, Vermeer & de Borst (1984):

(18)


f is the effective plastic strain at the maximum
mobilised friction angle �max. The softening part of the
mobilised friction angle is solved by the exponential
function:

(19)

�RS is the mobilised friction angle at the critical state
or at the residual stress state. The mobilised angle of
dilation !* is solved by using the dilation theory of
Rowe (1972):

(20)

Two types of cohesion mobilisation has been studied.
Firstly, mobilised cohesion c* is kept constant and it
represents cohesion at a residual stress state cRS.
Secondly, the attraction a in Figure 3 is kept constant,
and in the later examples the effect of only this type of
cohesion mobilisation has presented. The mobilised
cohesion c* is then:

(21)

(22)

4.3 Calculated behaviour of stabilised clay
sample in the standard drained triaxial
compression test

In a drained triaxial compression test the relationships
between deviatoric stress increments dq and axial strain
increments d
1 and between volumetric strain incre-
ments d
v and axial strain increments d
1 can be
defined according to the formulae (23)–(26):

(23)
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(24)

(25)

(26)

Dep is here elastoplastic stress-strain modulus and Cep
is elastoplastic connection between volumetric and
axial strain increments, E is modulus of elasticity and
� is Poisson’s ratio. For a drained triaxial compression
the hardening modulus A is:

(16bis)

(27)

The partial derivatives for the formula (16) are not
presented hear. The strain hardening starts when axial
strains begin to develop. But when the axial strain is
very low near the origin in the Figure 4, the gener-
alised plastic strain h is very small and it means that
the hardening modulus A is very large. According to
formulae (25) and (26) the limits for Dep and Cep are
at the origin exactly the same as calculated by the the-
ory of elasticity and presented in the Figure 4: Dep � E
and Cep � 1 � 2�.

Examples of the development of deviatoric stress q
and volumetric strain 
v with axial strain 
1 are pre-
sented in Figure 5. The cell pressure �3 � 20 kPa,
modulus of elasticity E � 30 000 kN/m2, Poisson’s
ratio � � 0.3, �max � 35°, �RS � 30° , cRS � 20 kPa
and 
f � 0.02.

5 CONCLUSION

An elastoplastic deviatoric hardening and softening
constitutive model for deep-stabilised clay has been
developed. The behaviour of the model has been stud-
ied within the boundary conditions of idealised drained
triaxial compression test. The calculated results show
that the essential observed features of hardening, soft-
ening and dilating could be considered with the
developed model. The dilating phenomenon may be
important especially when the amount of stabilising
agent is small and the shear strength of stabilised soft
clay is under 100 kPa.
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Figure 5. An example of hardening and softening in a
drained triaxial test by the model. Development of deviatoric
stress and volumetric strain. (a) The ellipse hardening function,
(b) the sine hardening function.
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1 INTRODUCTION

Geotechnical parameters obtained in the laboratory
with small samples are supposed to represent the same
in the soil layers. In addition to the specimen size or
disturbance there are many other factors affecting the
parameters obtained, for instance those related to the
testing conditions. Such factors are the height/diameter
ratio of the specimen (H/D), the specimen end restraint,
stiffness of the rubber membrane, drainage conditions,
piston friction and prevailing atmospheric pressure.

The effects of many of the factors listed above can-
not be removed. For instance the membrane around
the specimen is necessary in triaxial tests and end
restraint due to friction on the end platens is very dif-
ficult or impossible to be fully eliminated particularly
when frictional porous stones at the specimen ends
are needed.

According to Lee (1978) Taylor concluded in the
1940s that reliable results could be obtained with soil
specimens having regular ends provided their H/D
was in the range 1.5–3.0. After that many experimen-
tal and analytical studies of the effect of end restraint,
rubber membrane etc. have been carried out by e.g.
Henkel & Gilbert (1952), Bishop & Green (1965),
Duncan & Seed (1967), Duncan & Dunlop (1968),
Lee (1978) and Kohonen (1987a, 1987b). The results
of these studies are partly contradictory, but as a sum-
mary it can be stated that those factors can significantly
affect the strength parameters. For example Lee (1978)
concluded that the end friction had little influence
on the undrained shear strength of sand, but just slight
effects on the drained strength and on the internal
friction angle. The undrained strength of dense sand

tested with lubricated ends was about 20% greater
than that with regular ends.

Duncan & Seed (1967) concluded that the effect of
the filter paper, membrane and piston friction together
increased the axial stress by 20% or more for the San
Francisco Bay Mud (a soft, normally consolidated
silty marine clay). They did not pay attention to the
specimen end restraint but for example to the effect
of a rubber membrane, which was studied using the
equations published by Henkel & Gilbert (1952). The
equations give corrections to the observed triaxial
test principal stresses assuming that the membrane
forms an elastic shell around the specimen and that
the specimen behaves like a cylinder without bulging.
Based on these equations and CIUC triaxial tests
for San Francisco Bay Mud the studies of Duncan &
Seed (1967) resulted in the increase of axial stresses
at failure by 4–7 kPa depending on the cell pressure of
100–400 kPa respectively.

The effects of some of these factors were also studied
for soft clays in the Laboratory of SMFE of Helsinki
University of Technology in the 1980s (Kohonen,
1987a, 1987b). The results indicated that the rubber
membrane in CAUC tests increased cohesion by 0.5 kPa
and increased the friction angle by 1.2°. The effect of
end restraint was studied analytically by assuming that
the specimen will get a shape of a barrel with para-
bolic walls. The effect of end restraint handled in this
way was very small and considered to be insignificant.

These problems have also been studied numerically.
E.g. Airey (1991) studied different end and drainage
conditions in triaxial tests using the CRISP program
concentrating to non-uniformities caused by drainage
and end restraint, but not to the strength parameters of

Effect of testing conditions on the shear strength
parameters – a numerical study

O. Ravaska
Helsinki University of Technology, Finland

ABSTRACT: Factors affecting the results of laboratory triaxial tests are among other things the height/diameter
ratio of the specimen, the specimen end restraint and stiffness of the rubber membrane. Their influence is very
difficult or impossible to investigate under real circumstances, but theoretical and experimental studies on their
effects are found in the literature. Numerical methods give, however, a possibility to have at least an estimate
of their effect. This paper discusses the influence of these factors studied with Plaxis using a very fine element
distribution. The present calculation results both agree and disagree with the results obtained previously.
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which he concluded that in undrained shear they do
not appear to be much affected by the end and drainage
conditions, at least for the small stress range consid-
ered in his studies. Scheng & et al. (1997) studied the
non-uniformities in a triaxial specimen caused by end
restraint and drainage using the program ABACUS
and the modified Cam Clay model. Liyanapathirana &
et al. (2005) studied the same for structured soil using
the structured Cam Clay model and the FEM pro-
gram AFENA. Both of them used the element model
with 100 eight-noded axi-symmetric elements and
concentrated rather to the behaviour of the soil inside
the specimen during loading than to the strength
parameters.

Schanz & Gussman (1994) used a 3D linearly elas-
tic and perfectly plastic model for studying the effect
of end restraint and H/D ratio on the strength param-
eters. The results showed a considerable increase in
the friction angle with increasing end friction. The
geometry was varied from H/D � 1/1 to 4/1, but no
significant effect on the strength was found.

2 PLAXIS MODEL

In this study a specimen with a height of 100 mm and
a diameter of 50 mm (excluding the H/D calculations)
was modelled axi-symmetrically with Plaxis 8.2. The
specimen end restraint was modelled by full fixation
at both ends. The rubber membrane around the speci-
men was modelled by a geogrid, Figure 1. The mesh

was as fine as possible in order that failure loads
could be determined accurately. The number of 15-
noded elements in the axi-symmetric section varied
from 1182 to 1408. Because attention was directed to
the strength parameters in a failure state, only the
Mohr-Coulomb model was used.

3 RESULTS

3.1 Calculations

Materials, test types and parameters for studying the
phenomena discussed above are presented in Table 1.
The effect of the H/D ratio was studied by modelling
unconfined compression tests on clay specimens and
triaxial tests on sand specimens. The effect of end
restraint was studied in unconfined compression tests
using specimens with different cohesion and Young’s
modulus values. UC, DC and DE triaxial tests on clay,
sand and till specimens were used to model the effects
of end restraint and the rubber membrane.

3.2 Effect of specimen dimensions

The effect of the specimen dimensions together with
end restraint on undrained shear strength su of clay was
studied using specimens with a diameter of 50 mm
and height/diameter ratios of H/D � 0.5, 1, 2 and 4.
Given parameters for clay were c � 20 kPa and E �
1 MPa. The results are presented in Figure 2, which
clearly shows that the shear strength decreases as the
height of the specimen increases even though end
restraint is not taken into account. The undrained shear
strength of a normal (H/D � 2) specimen was 19,5 kPa,
which was close to the given cohesion. The effect of
end restraint is negligible for the H/D values greater
than 1.

The corresponding results for sand in a drained
triaxial test are presented in Figure 3. The specimen
H/D ratio with no end restraint seems not to have the
same effect on the friction angle as it had to cohesion
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Figure 1. Axi-symmetric FEM model.

Table 1. Material and test data.

c � E
Soil Test kPa ° MPa

Clay UC* 10, 20, 40 0 0.5, 1, 2
UC 7 20 0.5
UC 10 20 1
DC 10 20 1

Sand DC 1 35 50
DE 1 35 50

Till DC 20 35 100
DE 20 35 100

U � undrained, D � drained, C � compression, E �
extension, * � unconfined.
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in Figure 2. The friction angle is almost constant
regardless of the specimen height. The effect of end
restraint is, however, considerable with H/D values less
than 1.5.

In Figure 4 the same effect as in Figures 2 and 3
separately for cohesion and friction is seen for soil
having both cohesion and friction. For H/D � 1 the
friction angle is constant regardless of the specimen
height while cohesion tends to decrease with increas-
ing specimen height.

3.3 Effect of end restraint

The effect of end restraint was involved in the previous
considerations, but only the specimens with H/D � 2
are discussed here. In compression end restraint causes
the specimen to get a shape of a barrel and in extension
an hourglass. This causes problems in the determination
of the specimen volume and cross-sectional area in the
laboratory. Figure 5 presents horizontal displacements
at failure in three vertical sections of a specimen
perimeter with no end restraint and full end restraint
calculated by Plaxis for specimens with H/D � 2.

3.3.1 Clay
The effect of end restraint on undrained shear strength
of clay in unconfined compression tests is presented
in Table 2.

The table shows that the effect is clear for soft
clay, but decreases with increasing stiffness. For soft
clay with c � 10 kPa the effect of end restraint on
undrained shear strength is thus about 0.5 kPa, which
can be regarded to be small.

The effect of end restraint in a triaxial test for clay
was studied by modelling UC tests for soft clay with
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Figure 5. Horizontal displacements of a specimen perime-
ter at failure. (a) No end restraint, compression. (b) Full end
restraint, compression. (c) Full end restraint, extension.

Table 2. Effect of end restraint on undrained shear strength
su for different clays.

No restraint Full restraint
c* E* su su
kPa kPa kPa kPa

10 0.5 9.5 10.0
20 1.0 19.4 19.6
40 2.0 39.6 39.6

* Given value.
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cell pressures of 12.5–200 kPa. End restraint increased
the axial load in failure only slightly and no clear cor-
relation with the cell pressure was found.

3.3.2 Sand
The effect of end restraint in sand specimens were
studied by modelling a drained triaxial test at the cell
pressures of 50, 100, 200 and 400 kPa. The tests were
modelled in compression and extension. The results of
the compression tests are listed in Table 3. The friction
angles were calculated from failure loads using Mohr-
Coulomb’s failure criterion.

As the results in Table 3 show, end restraint has prac-
tically no effect on the friction angles. Only a small
decrease in the failure loads and accordingly in the fric-
tion angles can be found.

The corresponding results of the extension tests
are presented in Table 4. The results show that end
restraint clearly decreases the lateral pressure in fail-
ure. Correspondingly the angles of friction decreased
by 1.7° as a maximum.

3.3.3 Till
The effect of end restraint for till corresponds to that
for sand. Calculating the strength parameters c and �
based on Mohr-Coulomb’s failure criterion for �3 �
50 kPa and 400 kPa gives the values presented in
Table 5.

The results show that in the compression tests the
effect of end restraint is very small, but in extension
tests the effect is greater. In both tests the effect is the
same: end restraint slightly increases cohesion, but
decreases the friction angle.

3.4 Effect of the membrane

In triaxial tests a rubber membrane is used around the
specimen in order that a cell pressure by water can be
applied. The membrane is normally made of thin flex-
ible rubber in order to have as small influence on the
test results as possible.

In their paper Duncan and Seed (1967) (see
Chapter 1) do not give parameters for the rubber mem-
brane, but in the present calculations the same param-
eters as measured by Kohonen (1987b) according to
Head (1982) were used. They were: E � 2000 kPa
and a thickness of 0.33 mm for 50 mm diameter
specimens.

It is clear that the effect of the membrane in the
simulations becomes apparent in the specimens with
small Young’s moduli. Therefore two soft clays and
test types (end restraint included) were selected for
this purpose:

– UC test, c � 7 kPa, � � 20°, E � 500 kPa
– DC test, c � 10 kPa, � � 20°, E � 1000 kPa

With this input data the Plaxis calculations resulted
in a smaller effect than that in the analytical calcula-
tions carried out before. The rubber membrane
increased the axial load in failure only by about 1–2 kPa
independently of the cell pressure. It caused a small
decrease in the friction angle and increase in cohesion.
These changes were so small that they can be regarded
to be insignificant, particularly because Plaxis could
not define the failure load exactly as the membrane
was included in the model. The analytical calculations
had been performed with an assumption of cylindrical
deformation, while in the Plaxis calculations also end
restraint was present. This cannot, however, explain the
difference in the results.

4 CONCLUSIONS

The influence of the specimen height/diameter ratio,
end restraint and the rubber membrane on the uncon-
fined compression test and triaxial test results were
studied using Plaxis with a very fine element mesh.
In general, the influence was smaller than in the 
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Table 3. Results of triaxial tests for sand. Compression.

No restraint Full restraint

Cell pressure �1max � �1max �
kPa kPa ° kPa °

50 190 35.2 189 35.1
100 377 35.3 376 35.1
200 753 35.5 748 35.2
400 1504 35.4 1495 35.2

Table 4. Results of triaxial tests for sand. Extension.

Vertical load No restraint Full restraint

�1 �3max � �3max �
kPa kPa ° kPa °

50 193 35.6 181 34.1
100 382 35.6 356 33.9
200 758 35.5 707 33.9
400 1511 35.4 1413 33.9

Table 5. Results of traxial test for till. Strength parameters
in compression and extension. Given parameters:
c � 20 kPa, � � 35°.

No restraint Full restraint

c � c �
Test type kPa ° kPa °

Compression 19.6 35.2 19.9 35.1
Extension 14.1 35.8 18.6 33.8
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comparable experimental and analytical studies carried
out before. The results can be summarized as follows:

• Unconfined compression strength of clay decreased
with increasing H/D ratio. For the normal (H/D � 2)
specimen it was 19,5 kPa, i.e. close to the given
cohesion 20 kPa. The effect of end restraint was
significant only for specimens with H/D � 1.

• Friction angle of sand in drained tests was inde-
pendent of H/D ratio. The effect of end restraint was
significant only for specimens with H/D � 1.5.

For normal (H/D � 2) specimens:

• End restraint increased undrained shear strength
the more the softer the clay was. In triaxial UC
tests for clay the effect of end restraint on the axial
load in failure was small.

• End restraint had a negligible effect on the sand
strength parameters in compression, only a small
decrease in the friction angle was found. In extension
tests the effect was clear. End restraint decreased
the friction angle by 1.7° as a maximum.

• For till the effect of end restraint was negligible
in compression, only a small increase in cohesion
and decrease in the friction angle was found. In the
extension tests the effect was considerable. Cohesion
increased by 4.5 kPa and the friction angle decreased
by 2°.

• The effect of the rubber membrane was tested only
for soft clay. The membrane increased the axial
load only slightly. This was far from results of the
analytical studies carried out before.
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1 INTRODUCTION

Moisture (or leachate) retention in landfilled waste is
a function of the interaction of hydraulic, biodegrad-
ation and mechanical phenomena. In rigid inert soils,
moisture retention is dependent on suction in the liquid
phase and pore structure, the latter being assumed fixed
in both space and time. However, in landfilled waste,
significant changes in pore structure/phase composi-
tion occur due to:

• Self weight filling – rearrangement of solid phase
particles and reduction of void phase.

• Creep – rearrangement of solid phase particles and
reduction of void phase under constant load

• Biodegradation – loss of solid phase and induced
change in void phase volume.

In this paper, we explore the influence of self-weight,
creep and biodegradation on the changing phase com-
position and leachate retention properties of landfilled
waste. The analysis is performed using a hydro-
bio-mechanical (HBM) model and considers the filling
of a landfill cell with waste of a fixed initial moisture
content.

2 CONCEPTUAL FRAMEWORK: HBM
MODEL

The HBM framework is a three-part model developed
specifically for the analysis of landfill settlement. It
comprises coupled hydraulic, biodegradation and
mechanical system modules. The algorithm passes

sequentially from module to module, through link
routines, as shown in Figure 1. System variables are
used within link routines to update the conditions within
which each module operates. In this way, a more 
representative condition at each stage of the simulation
is obtained.

The model is implemented using the finite element
method with each module sharing a common mesh.
Finite elements enable various material property and
operational features, such as waste heterogeneity,
anisotropic hydraulic conductivity and simulation of
the filling phase to be handled. Operation of the model,
i.e. preparation of simulation input data and interro-
gation of output data, is done with a graphical user
interface.

2.1 Hydraulic module

The hydraulic model is an unsaturated flow model that
specifies the retention and flow properties of the
waste using van Genuchten (1980) functions. Initial
dry density and a simple solid phase classification
system, in conjunction with phase specific gravities
enable void volume and saturated moisture contents
to be determined. Residual moisture contents are cal-
culated as a function (gravimetric moisture content)
of the solid mass.

Saturated moisture contents are continually updated
for changes in void volume; residual volumetric
moisture contents are updated for changes in solid
mass. Absorptive capacity and associated discharge
or retention throughout the cell are then automatically
determined.

Hydro-bio-mechanical modelling of landfilled waste: Decomposition,
density and moisture retention

J.R. McDougall
Napier University, Edinburgh, Scotland, UK

ABSTRACT: The hydro-bio-mechanical model in question couples individual constitutive descriptions of
hydraulic, biodegradation and mechanical phenomena into a single framework to provide a more fundamental
treatment of the mechanical consequences of moisture-controlled decomposition. The aim is to explore the impact
of decomposition (biodegradation) on unit weight profiles, phase composition and associated moisture retention
during the filling of a landfill cell. It would appear that simply updating phase composition data in conjunction with
invariant water retention parameters results in an overstatement of moisture retention and decomposition, par-
ticularly at low suctions. Rather, van Genuchten parameters controlling air entry and the rate of desorption must
be related to changes in phase composition.
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2.2 Biodegradation module

The biodegradation model is a simple two-stage anaer-
obic digestion model in which indicative volatile fatty
acid and methanogenic biomass concentrations control
the mineralisation of organic matter. Spatial and tem-
poral distributions of all field variables and related
properties are available. Some key modifications have
been made to reflect more realistically the enzymatic
hydrolysis of solid organic matter including sensitivity
to moisture content, product inhibition and the chang-
ing digestibility of the decomposable fraction. These
modifications are described in detail in McDougall &
Pyrah (2001). A number of natural phenomena and
operational treatments can then be simulated, e.g. sour-
ing due to acid accumulation, addition of methanogenic
inoculum, clean water flushing or leachate recirculation.

2.3 Mechanical model

The mechanical model combines identifiable load-,
creep- and biodegradation-induced effects to analyse
and predict landfill settlement. It is the distinction
between time-dependent creep and rate-limited
biodegradation effects that differentiates the HBM
model from earlier landfill settlement models.

Load-induced settlement is treated as an elastoplas-
tic process with volumetric hardening. Creep strain is

also an elastoplastic process using an equivalent time
method (Yin & Graham, 1993), which also gives rise
to volumetric hardening.

Biodegradation-induced effects are not treated as a
simple time-dependent process but rate-limited. This
means decomposition is constrained by a maximum
rate but under the influence of acid accumulation or
moisture/nutrient addition may slow down, accelerate,
or stop completely.

A key component of this more fundamental analy-
sis of landfill settlement is the interpretation of the
mechanical consequences of decomposition, i.e. the
impact of solid phase loss on void phase. Here a con-
stitutive relation between two volumetric state variables,
the void phase volume (VV) and solid phase volume
(VS), accounts for the impact of decomposition on the
mechanical state. This relation is given by,

(1)

where ( is a decomposition-induced void change
parameter. A range of responses, summarised in
Figure 2, can be accommodated from which it can be
deduced that either hardening or softening (more
likely) with decomposition can result. For example,
when ( � � 1, loss of solids results in a direct and
equal increase in void volume, i.e. there is no change
in overall volume although the solid skeleton is likely
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Figure 1. Schematic diagram showing HBM model components and link routines, together with their form and function.
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to be much weaker. At the other extreme, where ( � e,
loss of solid matter leads to a more compact particle
rearrangement. In this case significant settlement
would occur since both solid and void phase volumes
reduce. A full derivation and explanation of ( can be
found in McDougall & Pyrah (2004).

3 SIMULATION OF CELL FILLING

3.1 Problem description, initial conditions &
material properties

The simulations explore the relationship between phase
composition, moisture and biodegradation during the
filling of a landfill cell with waste of fixed initial vol-
umetric moisture content (0.257). The problem is ide-
alised as a vertical columnar section comprising forty
elements of 0.5 m high. Each element is disclosed
according to a set filling rate, in this case a rising fill
rate of 0.02 m per day. The disclosure of each element
causes an immediate elasto-plastic compression of
underlying waste. On disclosure mechanical creep and
decomposition are initiated. The base of the column is
treated as a sump, which means any moisture accumu-
lating in the form of a positive leachate head at the
base of the column is removed from the system.

The simulations require a number of hydraulic,
biodegradation and mechanical parameters and their
initial conditions, a summary of which is given in
Table 1 together with adopted values. Of particular
importance is the decomposition-induced void change
parameter, (. Fuller explanations of other parameters
and their default values can be found in McDougall &
Pyrah (2001) and McDougall & Philp (2001).

3.2 Simulation 1: Overburden and creep 
effects only

Simulation 1 is run with biodegradation effects
switched off in order to identify load and creep effects.
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Figure 2. Reference values for decomposition induced void change parameter ( and associated volumetric and mechanical
conditions.

Table 1. Simulation input parameters and values.

Input parameter Dimensions Values

Hydraulic
van Genuchten a 1.4
van Genuchten n 1.6
Residual m.c. (w/w) 0.25
Sat’d hydr. conductivity. m.s�1 5 � 10�5

Ratio: v to h cond. 1

Biodegradation
Max hydrolysis rate g.m�3

(aq).d
�1 2000

Product inhibition m3.g�1 2 � 10�4

Digestibility 0.7
Half rate g.m� 3 4000
Methanogen growth day�1 0.018
Methanogen death day�1 0.002
Yield coefficient 0.08
Diffusion coefficient m2.day�1 0.05
Init. degradable fraction. 0.4
Initial VFA concentration. g.m�3 300
Init. methanogen. biomass g.m�3 250

Mechanical
Elastic stiffness 0.10
Elastoplastic stiffness 0.38
Poisson’s ratio 0.4
Initial yield stress kPa 20
Creep viscosity 0.0015
Decomp-induced void chg �0.6
Decomposition hardening kPa 2
Dry unit wt (as-placed) kN.m�3 5
Inert phase particle wt. kN.m�3 17
Degrad. phase particle wt. kN.m�3 7.3
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Figure 3 shows dry and bulk unit weight profiles for
the waste column after filling (800 days). Although the
initial (as-placed) unit weight of 5 kN/m3 is evident in
the uppermost element, the effect of overburden com-
pression and stress-dependent stiffness can clearly be
seen in the column.

Figure 4 shows the residual, actual and saturated
volumetric moisture contents, together with the
as-placed conditions (broken lines). In accordance

with the unit weight profiles, there is a markedreduc-
tion in porosity and hence in saturated moisture con-
tent towards the base of the column. Moreover, the
actual moisture content profile differs from that
expected in the rigid soil case. There is no monotonic
reduction in moisture with elevation, indeed the small
increase occurring between 6 m and 12 m cannot be
captured by a simple moisture retention curve func-
tion. Nevertheless, the profile is consistent with the
indicated phase composition on which the van
Genuchten moisture retention function is based.

3.3 Simulation 2: Overburden, creep and
biodegradation

With biodegradation effects switched on, the bulk and
dry unit weights shown in Figure 5 are seen to differ
significantly from the previous simulation. Further
signs of the changes in phase composition can be
gained from the residual, actual and saturated mois-
ture contents shown Figure 6.

Solid matter has clearly been removed and led to
void enlargement throughout the system. This is to
be expected where the decomposition-induced void
change parameter, ( is equal to �0.6, thereby forcing
a loosening or opening up of the waste skeleton. Note,
however, that the degree of decomposition is greater
at lower elevations. This is in part due to the fact that
the lower waste is older and therefore has had longer
to degrade. It is also due to the apparent increase in
moisture content at lower elevations but care needs to
be exercised in the interpretation of this phenomena.
The increase in moisture may be consistent with a van
Genuchten moisture retention function and the pre-
dicted phase compositions but it is unlikely to be the
case in reality. Indeed, we would expect a more skeletal
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waste structure, lacking in organic matter, to have a
lower moisture holding capacity. It is therefore neces-
sary to review the use of invariant van Genuchten reten-
tion parameters a & n and consider a dependence upon
decomposition and the evolving phase composition.

The influence of biodegradation is restated in the
solid organic depletion curves for the selection of elem-
ents shown in Fig. 7, where element 1 is at the base of
the column and element 40 is at upper surface. Figure
7 also reveals the disclosure of each element during
the filling phase. The effect of overburden loading on
each element is evident from an increase in organic
matter per unit volume. At the same time decomposi-
tion commences. Depletion curves confirm that
decomposition is greatest, i.e. fastest (due to higher

moisture contents) and most advanced (due to early
disclosure), in the basal elements.

4 CONCLUSIONS

The extent to which the aforegoing simulations depict
real behaviour in landfilled waste is uncertain. In the
case of leachate retention, field data relating to crude
waste is complicated by the existence of preferential
drainage paths. However, in the future, a more homo-
geneous waste due to mechanical and biological treat-
ment will generate better conditions for the type of
numerical analysis of leachate hydraulics presented
here. What has been demonstrated here is the synthesis
of recognised hydraulic, biodegradation and mechan-
ical phenomena within a constitutive framework. The
simulations probe the changes in unit weight and phase
composition due to filling in a highly compressible
and degradable material. The indicated increase in
moisture content at low suctions is not consistent with
a more skeletal solid structure, hence it would appear
that updated phase composition data in conjunction
with invariant van Genuchten retention curve param-
eters cannot interpret correctly moisture retention in a
decomposing soil and that some form of dependency
on the evolving phase composition is required.
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1 INTRODUCTION

Piles are frequently adopted as foundations for impor-
tant structures, such as high buildings, nuclear power
plants, bridges, offshore structures or machine founda-
tions, etc. The study of dynamic response of these foun-
dations, constitutes a very important element in their
conception and in the security of structures they sup-
port. During the last decades, dynamic response of piles
was the topic of several investigations. Although 
considerable efforts have been conducted to develop
adequate analytical methods, conceptual and compu-
tational difficulties still remain essentially due to the
three-dimensional nature and semi infinity of soil, as
well as the embedding of the pile foundation.

Many researchers proposed approximate solutions
using the concept of Winkler foundation, which con-
sists in replacing soil around the pile by a set of springs
and dashpots, where spring constants are obtained from
analytical considerations or from experimental data.
Such analysis have been proposed by (Pen-zien et al.
1964, Matlock 1979 & Novak 1974, 1978) and others.

Finite Elements method was also used widely to
evaluate pile response (Kuhlmeyer 1979, Krishnanand
et al. 1983 & Guoxi Wu et al. 1997). The advantage of

Finite Elements method resides in its easy adaptation
to problems of complex geometry and strong hetero-
geneities, but to take in account the infinite nature of
soil, appropriate boundaries may be used to eliminate
waves reflections toward the inside of the model.

More lately a formulation in Boundary Elements has
been used by (Kynia et Kausel 1982, Sen et al. 1985 &
Mandoça et al. 2000), who obtained solutions in dis-
placements of a ring of loads inside a multilayered soil.
This method is better adapted to problems of dynamic
soil-structure interaction because it is based on analyti-
cal solutions satisfying the conditions of radiation at
the infinity. However it is hardly adaptable to the non-
linear, strong heterogeneities and complex geometry
problems.

Rajapakse et al. (1989) proposed a different mod-
eling that consists to the decomposition of the soil-
pile system into continuous soil without excavation
and a fictional pile for which Young modulus and mass
density result from the differences between those of
the real pile and those of soil.

An alternative approach has been developed which
consists in the combination of the last two methods
in order to be able to take profit of their advantages
and to eliminate their individual inconveniences

3-D FEM-BEM method for analysing the transmission vibrations
of soil to a pile foundation

S. Messast
Departement of Civil Engineering, laboratory LARMACS, University of Skikda, Algeria

A. Boumekik
Departement of Civil Engineering, University of Constantine, Algeria

M. Mansouri
Departement of Civil Engineering, University of Setif, Algeria

ABSTRACT: In this communication a combined method Finite Elements Method – Boundary Elements
Method is presented, which makes it possible to determine the displacements of a pile due to a harmonic load
applied on the free surface of the adjacent soil. This method is based on the technique of decomposition of the
soil-pile system used by Rajapakse that permits to separate the impact of soil and the pile on the response of the
system, while imposing the condition of compatibility of the displacements at the end. The pile is discretized in
beam’s elements, its matrix of rigidity gets can be obtained by the superposition of the matrix characterizing the
rigidity of the fictional pile and the one representing the contribution of the soil in the response of the system.
This last and the matrix of flexibility of the adjacent soil are given by using the technique of the Boundary
Elements combined with the thin layers method.
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(Messast et al. 2005, Mendoça et al. 2003, Matos
Filho et al. 2005, Sami Benjama et al. 2000, Mansouri
1998 & Caro et al. 2005).

In this article, a combined formulation Finite
Elements-Boundary Elements is presented to analyze
the soil-pile interaction under different dynamic load
combinations (harmonic vibrations). In this formula-
tion, the principle of decomposition of Rajapakse
(1988) is used. The system can be decomposed into two
fictional elements, a fictional pile that will be mod-
eled by Finite Elements Method as one-dimensional
element discretized in beam elements. The soil is
modeled by the Boundary Elements Method (BEM)
combined with Thin Layers Method as an elastic, con-
tinuous, linear, isotropic and homogeneous medium.
The flexibility matrix of soil is formulated according
to the formalism proposed by Kausal (1982). The con-
ditions of compatibility are imposed any where in the
volume of the soil (beam of soil) relative to the pile.

2 ANALYSIS METHOD

Figure 1 represents a pile foundation embedded in a
viscoelastic soil and subjected to vertically load. The
total system is composed of two different mediums: pile

and soil. The pile is considered as a one-dimensional
element of length L and square section of side B with
L �� B. Pile’s material is considered linear elastic
characterized by Young modulus Ep, density 
p, and
Poison’s ratio �p. The pile is embedded in a homoge-
neous viscoélastic soil limited in depth by a deep
enough substratum in such a way that the soil well be
considered as a semi infinite medium. The soil is mod-
eled as an ideal continuous medium characterized by
density 
s, Poisson ratio �s, shear modulus Gs � Es/
2(1 � �s), and damping ratio b. To take into account
the effect of material damping, shear modulus of soil
is replaced by its complex modulus G � G0e

i&t. The
harmonic load will be also expressed in complex
form (P � P0e

i&t) with i � �
—
�1 and & is the vibration

frequency. In the follows the factor ei&t will be omit-
ted in order to simplify the writings.

The equilibrium equation of the pile can be
expressed in general form as:

(1)

Where U is the displacement vector of the pile, F is the
flexibility matrix of the pile which take account the con-
tribution of soil in the response of pile, and P is the
exterior load vector applied at distance x from the pile.

In the first hand, we start by determining the response
of a single pile under direct load applied to it. The total
system soil-pile can be decomposed into two fictional
mediums (Figure 2), where the total response can be
expressed as the superposition of their responses. The
first represents soil equivalent to the pile, it is modeled
as a beam of soil. The second is a fictional pile for which
E � Ep � Es and 
 � 
p � 
s. Each of the fictional ele-
ments equilibrates a fictional load, which represents a
part of the applied outside load.

3 EQUILIBRIUM EQUATION OF SOIL BEAM

The soil-beam is divided in the vertical direction into
N sections (interfaces), what corresponds to the same
discretization of a beam by Finite Elements Method.

176

P

Substratum

P

B

Soil

L

I

x

Figure 1. Pile-soil system.

 Soil-pile system Soil beam Fictional pile

E = Ep − Es
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Figure 2. Decomposition of the system soil-pile.
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Every interface is discretized into Ns square boundary
elements that will be replaced thereafter by equivalent
disks. Therefore the total number of the elements of
the model is: Nt � Ns.N. In the following U1 and P1
designate respectively displacements and loads vec-
tors at interfaces nods, while ut and pt refer respec-
tively to displacements and loads vectors at disks nods
constituting the soil-beam.

The equilibrium equation of soil-beam can be
written as:

(2)

Ft refer to the flexibility matrix of soil.
Obtaining the flexibility matrix of soil implies the

determination of soil’s response. The soil is divided in
the vertical direction into underlayers of thickness
hi � �i/4 (Sen et al., 1985), where �i is the length of
shear wave of the underlayer i (Fig. 4), which permits
to obtain an algebraic form of the problem, with con-
sidering the variation of displacement as a linear
function of the displacements at the interfaces of the
underlayer. To this effect, the massif of soil will be
divided into N interfaces and every interface will be
discretized into square elements which can be replaced
by disks, of equivalent surfaces, for which the calcu-
lation of Green’s functions is less laborious (Mansouri
1989, Kausel 1982).

Developing Loads and displacements in Fourier
series according to the angular coordinate, leads to
express the behavior of the soil massif by a system of
three equations of partial derivatives, depending on
the order of development in Fourier series (�). Using
variables separation technique the solutions of this
system of equations can be written in term of Bessel
functions, what leads to a system of three ordinary
differential equations which are dependent of devel-
opment order and wavenumber in which two coupled
and one independent.

This last formulation shows that the problem will
be governed by two equations coupled characterizing
the movement in the vertical plan (wave of Rayleigh),
and an equation uncoupled characterizing the perpen-
dicular displacement on a vertical level (wave of Love).

The total stiffness matrix of soil massif can be
obtained by assembly those of underlayers which are
detailed by Kausel and Peek (1982). As the cited stiff-
ness matrix is quadratic in wavenumber, theoretically
exist 6N eigenvalues and 6N eigenvectors, but physi-
cally there are only 3N solutions, because the other
3N modes of vibration correspond to vibrations that
their amplitudes decrease when going from the infin-
ity toward the origin. As the loads are expressed in the
spaces domain and Green’s functions in the wavenum-
ber domain, loads can be express in the wave number
domain through Hankel transform, and displacements
can be calculated in the same domain. Using the inverse

of the Hankel transform, displacements can be
obtained in the spaces – frequency domain.

The rigid body condition imposed anywhere to the
soil beam may be expressed as (figure 3):

(3)

Un
s � {U W )y}

t where U, W and )y are the three
degrees of freedom of sections of the soil beam.
Ui

d � {u w}t where u and w are the two degrees of
freedom of a disk.

After assembling of matrices, it can be written that:

(4)

The total equilibrium equation for the soil beam can
be written as:

(5)

From equations (4) and (5) it can be written:

(6)

If: K1 � Ft
�1RtR equation (6) becomes:

(7)

4 EQUATION OF FICTIONAL PILE

The fictional pile is modeled by Finite Elements
Method and divided into elements beam which have
the same number of underlayers., its vibrations are
considered to be in a vertical plan. The movement
equation of the fictious pile can be expressed as:

(8)
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Where K2 and M2 are respectively the stiffness and
masses matrix of the fictional pile, obtained using
standard procedures of the structural analysis. P2 is
the part of the external load supported by the fictional
pile. U2 is the displacement of the fictional pile and &
is the circular frequency.

5 COUPLING OF FEM-BEM METHODS

The coupling of the FEM and BEM methods can be
achieved through imposing the compatibility condi-
tion between the soil beam and the fictional pile. This
condition can be expressed as:

(9)

Let’s pose M � M2 and K � K1 � K2 where K is the
stiffness matrix of the real pile.

From equations (7) and (8) it can be written:

(10)

Where P and U are respectively external load vector
and displacement vector of pile.

If Ktot � K � &2M ⇒ KtotU � P, the displacement
vector can be given by the following equation:

(11)

The load under which the pile response will be calcu-
lated, results from the transmission of the effect from
the soil to the pile. This task will be achieved by cal-
culate the component of the exterior load which will
be applied to the pile.

The interaction in terms of reaction of disks can be
expressed as FspP with Fsp is the flexibility matrix of
interaction between the soil and the pile. The disk’s
reactions will be transformed to the section’s reaction
through the condition of rigid body deformation.
From equation (4) it can be written:

(12)

From equations (11) and (12) the pile’s displacements
can be expressed as:

(13)

In which F � K�1
totR

TF�1Fsp

6 NUMERICAL RESULTS

To permit the comparison between this study in which
the pile have a square shape and others works cited in
the literature with circular piles, it is necessary to

establish the dimensional equivalence between those
two shapes. The side of a square cross section equiva-
lent to the radius of a circle, is given by the following
express [19,23].

For translator modes: B � (�–*)r0
For rocking modes: B � (4�—

3*)r0

Where r0 refer to the radius of the circular pile, and
B the side of square cross section.

The correspondent non dimensional parameters are:

Non dimensional frequency: a � &r0/cs.
Relative length: lr � L/r0
The others parameters remain unaltered.
Relative stiffness: er � Ep/Es, relative mass:
mr � 
s/
s, relative depth: hr � D/B.

Let’s define respectively the vertical and the hori-
zontal discretizetion ratio as: ns � hi/B and nd � 2r/B,
where hi refers to the thickness of an underlayer i and r
is the radius of equivalent disks. The optimal dis-
cretization ratios can be given by the following express
(Mansouri 1989):

Horizontal modes: ns � 1.5, nd � 0.5
Vertical modes: ns � 1.5, nd � 0.333

Table 1 present a comparison of the vertical imped-
ance normalized by its static correspondent given by
the present approach with those given by (Rajapakse
et al. 1989 & Kuhlmeyer 1979), for no dimensional
frequencies a � 0.1, 0.2, 0.3, with a � &B/cs, where
& is the circular frequency of the excitation, cs is the
propagation speed of the shearing waves in soil.

Table 1 shows a good agreement between the pres-
ent method and those given in literature

For the coupled mode of translation and rocking, the
results will be compared to those given by (Kuhlmeyer
1979, Rajapakse and al 12 & Novak 1974). The com-
parison will be in terms of compliance functions nor-
malized by those equivalent static compliance. The
compliance function Cij is the inverse of the impedance,
it represents the harmonic displacement resulting in
the i direction under the effect of a unit harmonic load
applied in the j direction. Tables 2, 3 and 4 shows that
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Table 1. Comparison of the vertical impedance normal-
ized by its static correspondent.

Real part Imaginary part

a 0.1 0.2 0.3 0.1 0.2 0.3

Present method 1.11 1.22 1.25 0.41 0.61 0.81
Rajapakse 1.13 1.26 1.36 0.51 0.59 0.8
Kuhlmeyer 1.07 1.19 1.15 0.41 0.58 0.81
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Table 2. Comparison of the normalized horizontal compliances lr � 35, mr � 1.43, �s � 0.4, er � 567, � � 0.0.

a � 0.1 a � 0.2 a � 0.3

Frequency Re(
–
Cxx) Im(

–
Cxx) Re(

–
Cxx) Im(

–
Cxx) Re(

–
Cxx) Im(

–
Cxx)

Present method 1.00 �0.15 0.97 �0.34 0.87 �0.51
Rajapakse & Shah 1.00 �0.15 0.96 �0.33 0.82 �0.45
Kuhlmeyer 1.02 �0.16 0.90 �0.38 0.84 �0.50
Novak – – – – 0.86 �0.59

Table 3. Comparison of the normalised coupled compliances. lr � 35, mr � 1.43, �s � 0.4, er � 567, � � 0.0.

a � 0.1 a � 0.2 a � 0.3

Frequency Re(
–
C��) Im(

–
C��) Re(

–
C��) Im(

–
C��) Re(

–
C��) Im(

–
C��)

Present method 1.04 �0.03 1.11 �0.15 1.11 �0.31
Rajapakse & Shah 1.04 �0.02 1.13 �0.15 1.07 �0.28
Kuhlmeyer 1.00 �0.03 1.02 �0.15 1.03 �0.30
Novak – – – – 1.15 �0.50

Table 4. Comparison of the normalised compliances of rocking lr � 35, mr � 1.43, �s � 0.4, er � 567, � � 0.0.

a � 0.1 a � 0.2 a � 0.3

Frequency Re(
–
C��) Im(

–
C��) Re(

–
C��) Im(

–
C��) Re(

–
C��) Im(

–
C��)

Present method 1.00 �0.15 0.97 �0.34 0.87 �0.51
Rajapakse & Shah 1.00 �0.15 0.96 �0.33 0.82 �0.45
Kuhlmeyer 1.02 �0.16 0.90 �0.38 0.84 �0.50
Novak – – – – 0.86 �0.59

Figure 4. The relative horizontal displacement of the head of the pile versus the relative distance of the load.
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the results obtained with this method are in a good
agreement with those cited in literature.

The presented method has been applied to determine
the response of a single square pile embedded in a
homogenous viscoelastic soil. The vertical exterior
harmonic load is applied at the free surface of soil at
x distance from the pile.

The problem will be treated with non dimensioned
parameters than:

Different vertical harmonic vibrations have been
applied a � 0.1, 0.2, 0.3 and 0.5 at the relative dis-
tances x/B � 2, 5, 10, 20.

Horizontal and vertical relative displacements versus
relative distances for different frequencies are repre-
sented in the Figures 4 and 5.

The amplitude of the horizontal displacement of the
head of the pile is more important than the vertical
displacement. We can also remark that the perturba-
tion resulting in the head of the pile is more signifi-
cant in the case of the small frequencies.

The amplitudes of the displacements are inverse
proportionally to the distance between the pile and
the loaded point.

7 CONCLUSION

In this article, a method combined FEM-BEM has
been presented for the numerical analysis of pile-soil
interaction. This approach permits to take in account

the infinite aspect of the soil massif and therefore to
avoid the limitation of the geometric model that would
impose to choose adequate boundaries to the limits of
the model, and would not exclude any parasitic reflec-
tions. The pile-soil system is decomposed in two 
fictional mediums. A soil beam representing soil equiv-
alent to the pile, and a fictional pile whose mechani-
cal features result from the difference between those
of the real pile and those of soil. The flexibility matrix
of soil is determined according to the formalism pre-
sented in the work of E. Kausel (1982). The pile is
modeled by one-dimensional elements in elements
beams. The response of the real pile is given after
coupling of the equilibrium equations of the fictional
pile and the soil beam.

Several cases of the numerical simulations have
been included, which confirm, by the agreement of
results with those expected, the formulation and treat-
ment proposed in this work are adequate for these
types of problem.

This method has been used to obtain the response
of single pile under the effect of transmitting of vibra-
tions from a loaded at a distance (x) from the pile. It
can be concluded that the small frequencies applied
very near to the pile lead to a strong effect at the pile.
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Figure 5. The relative vertical displacement of the head of the pile versus the relative distance of the load.
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1 INTRODUCTION

The common use of piles as the foundation of structures
constructed on soft soils dates back to many years
(Poulos & Davis 1980). During the past decade consid-
erable efforts have been undertaken to describe the
interaction of soil-pile-structure. Penzien (1970) intro-
duced soil surrounding pile as a spring with bilinear
behavior capable modeling the hysteretic response.
Berrones & Whitman (1982) used Winkler spring to
study the soil-pile interaction. Tajimi et al. (1965) were
the first to investigate the soil-pile interaction using con-
tinuum mechanics for the plane strain cases. Novak &
Aboul-Ella (1978) generalized the Winkler model to
two-dimensional dynamics solutions for the dynamic
behavior of pile located in layered soils. Kaynia &
Kausel (1982) performed the problem analytically by
the Green’s function, introducing the three dimensional
analysis of soil-pile groups interaction. Although this
method is improved for a better accuracy, however it is
not applicable for the engineering purposes because
of its complexity for computation. Maluis & Gazetas
(1992) analyzed the soil-pile interaction by one-
dimensional wave propagation method analytically.
Nogami et al. (1992) formulated the nonlinear soil-pile
interaction by two dimensional wave propagation theory
considering the nonlinear dynamic behavior of Winkler
spring which is used to model the sliding at the soil-pile
interface.

Most of these pile studies assumed soil isotropy. In
recent years, some researchers have investigated
dynamic behavior of piles on transversely isotropic
media. Among them, Liu & Novak (1994) used the
finite element method to model the pile by beam col-
umn elements while the unbounded soil medium is
modeled by a soil stiffness matrix derived from dynamic
Green’s function of the soil. More recently, Noorzad
et al. (2005) proposed a method for the dynamic
response of soil-pile system representing pile as beam
element combined with radiation elements. The
approach doesn’t impose complexity in computation
while maintaining accuracy and simple to analyzing
the problem.

In this paper an attempt is made to generalize the
previous work employing the effect of soil anisotropy
on pile behavior. Predictions using the isotropic model
appear to differ considering from predictions utilizing
the anisotropic model which significantly affect the
results.

2 STATEMENT OF THE PROBLEM

In this model, it is assumed that the wave propagation
from pile to the unbounded semi-infinite medium
occurs only from some finite nodes representing rigid
massless circular disks, namely radiation elements as
shown in Figure 1.

Dynamic analysis of piles embedded in transversely isotropic soils 
using hybrid elements

Assadollah Noorzad
Civil Engineering Department, School of Engineering, Tehran University, Tehran, Iran

Ali Noorzad
Faculty of Water Engineering, Power and Water University of Technology, Tehran, Iran

Kami Mohammadi
Civil Engineering Department, Chamran University, Tehran, Iran

ABSTRACT: The soil-structure interaction analysis is of major interest in some situations. Especially, an
important category of these problems is the behavior of piles as machine foundations subjected to strong earth-
quake motions and wind loads. Most of the previous studies are concerned on soil with isotropic behavior. But it
is well known that many soil deposits possess a certain degree of anisotropy from the geological point of view. The
assessment of the dynamic response of piles should be carried out by numerical methods except for some sim-
plified cases. The paper deals with a development of a new method to compute the dynamic stiffness of piles.
Numerical simulations demonstrate the influence of soil anisotropy and the applicability of the proposed model.
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Figure 2 shows the interacting of pile-soil system
which the pile is modeled by radiation elements demon-
strating wave propagation through soil, combined with
a set of finite elements expressing the pile vibration.

3 FORMULATION

In accordance to finite element formulation, the pile
stiffness in frequency domain is used to compute the
dynamic stiffness matrix which can be written as

(1)

where F � force; u � displacement; E � modulus of
elasticity; Kp � dynamic stiffness; A � area; L �
length; and g � bulk density.

The stiffness of radiation element is calculated uti-
lizing the analytical solution of a disk resting on a
transversely isotropic half-space as follows. The gov-
erning equations of a transversely isotropic media are
given by

In the above equations, u, v and w are dis-
placement components along r, u and z axes, respec-
tively; Aij � the elastic constants; and r � density 
of soil.
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Figure 1. Radiation elements.
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Figure 2. Model for pile foundation.
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The elastic constants can be obtained as

in which aij are related to elastic modulus (Eij); shear
modulus (Gij); and Poisson’s ratio.

Let the general solution of Equation 2 is consid-
ered by the following set of equations in the frequency
domain:

(5)

Utilizing the potential functions X and c (Noorzad
et al. 2003), the displacements are therefore taken the
form

where

Potential functions X and ! should satisfy the fol-
lowing wave equations, i.e.

(7)

in which

Using Fourier series expansion in u direction and
Hankel integral transform in r direction, the differential
equation with partial derivatives will change to ordinary
differential equations which can be solved analytically.
The boundary conditions can be satisfied by determin-
ing the displacement vector and stress tensor in terms of
potential functions (Figure 3). The dynamic stiffness of
soil-pile system can be determined by calculating the
dynamic stiffness of radiation elements and assembling
with pile element.

4 VERIFICATION AND NUMERICAL
STUDIES

Based on convergency study to control the number of
radiation elements, the numerical results achieved by
the proposed formulation is quite acceptable and com-
pare favorably with those obtained by Liu & Novak
(1994). As illustrated in Figure 4, there is also a good
agreement of the present solution with those of other
results achieved by boundary element method.

If the soil anisotropy is defined by Young’s modu-
lus ratio (n � EH/EV) and the dimensionless fre-
quency is expressed as a0 � vr/vs, where v � loading
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Figure 3. Schematic view of finite and semi-finite medium
at above and below of the disk.

(3)

(4)

(6)
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frequency; r � pile radius; and vs � shear wave veloc-
ity, then the dynamic stiffness function for clayey soil
can be exhibited in Figure 5 in terms of dimensionless
frequency and soil anisotropy.

As the soil anisotropy increases, the stiffness
decreases and damping ratio increases. Parametric stud-
ies are conducted for different materials as the param-
eters used to produce Figure 6 are listed in Table 1.

Figure 6 presents the real and imaginary parts of
impedance variations for isotropic and anisotropic
materials. It is evident that the soil anisotropy has great
influence on the pile behavior and must be considered
in computation.

5 CONCLUSION

The paper proposes an improvement to the soil-pile
interaction problems under dynamic loading that takes
into account the soil anisotropy. A series of simulations
concerning different types of materials are conducted to
explore the effect of soil anisotropy on the pile dynamic
behavior. The validity and accuracy of the current for-
mulation is demonstrated well in comparison with the
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Figure 4. Comparison of the Liu & Novak results with the
present study to compute the impedance function.

Figure 5. Impedance variation for isotropic and trans-
versely isotropic clay.

Figure 6. Impedance variation for different isotropic and
transversely isotropic materials.
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published results. To conclude, the following remarks
should be mentioned:

• The trend of variation of the stiffness of isotropic and
anisotropic materials depends on the anisotropy
index.

• The stiffness of anisotropic material with a high and
low anisotropy index is lower and higher than the
stiffness of isotropic material, respectively.

• The damping ratio for anisotropic material with a
high or low anisotropy index is higher than the stiff-
ness of isotropic material.

• With the increase of pile stiffness relative to the soil
in the vertical plane, the amount of stiffness and
damping ratio also increase.
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Table 1. Material constants.

Type of material �VH n

Anisotropic shale 0.25 2.262
Siltstone 0.24 1.093
Isotropic material 0.25 1.0
E-composite 0.24 0.26
Anisotropic epoxy 0.27 0.07
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1 INTRODUCTION

The quality of layered earth structures depends on the
built-in material and in particular on the construction
work. The layers have to be compacted properly in
order to prevent future damage of the structure con-
nected to the earth structure. Therefore, compaction
control is of particular importance. In the present paper
selected indirect compaction control methods are eval-
uated by means of extensive numerical studies in order
to analyze the reliability and quality of the test results
of these methods.

2 STATIC LOAD PLATE TEST

2.1 Numerical model

The compacted soil medium is modeled as a hori-
zontal semi-infinite layer with constant thickness,
which is perfectly bonded to a halfspace with differ-
ent stiffness. Both the layer and the underlying half-
space are assumed to be composed of a homogeneous,
isotropic and linear elastic material. The circular load
plate made of steel with a radius r of 150 mm rests on
the surface of the layered subsoil (sliding interface,
i.e. only normal stresses can be transferred between
the plate and the soil).

The boundaries of the layered halfspace and the load
plate are discretized by means of the Boundary Element
Method (BEM) utilizing the rotational symmetry of

this substructure. For all computations the commer-
cial software GPBEST is employed, Banerjee (2001).
At the free surface of the soil semi-infinite elements
are employed, and the circular plate is loaded by a uni-
formly distributed vertical load Q � 200 kN/m2.

The material parameters of the layer and the half-
space and the thickness of the layer d can be changed
automatically for parametric studies: The Young’s
modulus Eo of the layer is kept constant and equal to
32 MN/m2 while the Young’s modulus of the half-
space Eu is swept from 4 to 256 MN/m2 in such a way
that layered subgrades with moduli ratios from 1/8
(“soft–stiff ”) up to 8/1 (“stiff–soft”) can be simu-
lated. In an automated simulation process for each
soil medium with a certain moduli ratio Eo/Eu the
thickness d of the layer is varied incrementally.

For selected nodes at the surface and for sampling
points in the domain of the underground the deforma-
tions and stresses are determined. Note, the sampling
points are arranged along a net composed of hyper-
bolic and elliptic functions (Fig. 1). The displacement
of the load plate smax is of particular importance,
because it is needed to determine the deformation
modulus Ev according to Eq. (1).

(1)

Eq. (1) can be determined with the halfspace theory
for a Poisson’s ratio v of 0.212.

Application of the Boundary Element method to analyze
dynamic soil compaction control techniques

I. Paulmichl, C. Adam & D. Adam
Vienna University of Technology, Vienna, Austria

ABSTRACT: In the present paper the static load plate test and dynamic load plate test with the Light Falling
Weight Device (LFWD), and heavy tamping are evaluated by means of extensive numerical studies utilizing the
Boundary Element Method. The compacted soil medium is modeled either as a horizontal semi-infinite layer
with constant thickness and an underlying halfspace (in the case of the load plate tests) or as a homogeneous
halfspace (in the case of heavy tamping). The dynamic load plate test is simulated by means of the substructure
technique (substructure 1: falling weight and spring-damper element, substructure 2: load plate and elastic soil
medium) separately and then coupling them iteratively. The static load plate test is evaluated using substructure 2,
while for the simulation of heavy tamping the model is modified in order to consider a variable penetration
depth of the falling weight. The results of the presented study cover a wide range of soil characteristics consid-
ering various material properties and layer thicknesses and/or penetration depths.
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2.2 Evaluation of the measuring depth

The measuring depth of the static load plate is the
depth up to which inhomogeneities in the subsoil are
reflected in the test results. This depth is of impor-
tance for detecting defects in earth structures, and for
the investigation of soil packages composed of vari-
ous layers with different material properties.

Figure 2 shows the deformation modulus Ev as a
function of the layer thickness d for different ratios
Eo/Eu. It can be observed that with increasing d the
dynamic deformation modulus of a layered halfspace
converges to the outcome of the homogeneous half-
space with material properties of the layer (Eo/Eu � 1,
i.e. a horizontal straight line). According to the figure
the difference of Ev isn’t negligible for a layer thick-
ness less than one meter. This outcome differs from
experimental results, where a measuring depth of
about 0.45 to 0.50 m has been verified (Kopf et al.,
2005a). The difference between the numerical and

experimental results can be explained with the dis-
crepancy between the conditions on site (measure-
ment of relative plate displacements, load application,
influence of local plasticity, etc.) and the ideal theo-
retical assumptions. The influence of selected factors
on the test result is presented in the following.

2.3 Influence of error sources on the test result

From several objective and subjective influencing
factors both, the measurement of the deformation and
the load application, are singled out and analyzed. When
during the test the load is applied to the plate by means
of a counter weight a static equivalent force relieves
the layered halfspace in the area of the footprint of the
abutment. This loading results in a smaller vertical
deformation of the soil. The measurement equipment
used in the field detects only a part of this deforma-
tion, because also the measuring instrument is influ-
enced by the deformation of the layered halfspace.
Subsequently, the reference level for the deformation
measurement is displaced and may also be rotated.

When the device with three gauges is used in the
practice to measure the load plate displacements, only
the relative vertical displacement between measuring
bridge and load plate can be recorded. The displace-
ments sIII measured with the three gauges device can
be simulated in the numerical procedure by subtrac-
tion of the device displacements �st due parallel
translation from the absolute displacement s of the
load plate (Paulmichl, 2004).

The parallel device translation �st depends apart
form the subsoil parameters on the distance R
between the contact points of the device with the sub-
soil and the load: �st is increasing with decreasing R.
In the numerical simulations the distance is varied
between 1.20 and 1.50 m in order to examine the over-
estimation of the stiffness of the tested subsoil in the
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Figure 1. Rotationally symmetric model of the load plate
and subsoil for BEM analyses.
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Figure 2. Semi-logarithmic representation of the defor-
mation modulus Ev for different subsoil stratifications as
function of the soil layer thickness d.
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practice (EvIII � Ev) for commonly used devices
(Paulmichl, 2004). With the reduced absolute plate
displacement sIII the corresponding deformation mod-
ulus EvIII is determined utilizing Eq. (1).

The measuring bridge of the device with one gauge
is subjected in addition to the mentioned parallel
translation also to a rotation (Paulmichl, 2004). In
order to simulate the displacements sI measured with
the one gauge device, the part �sr due to the device
rotation has to be subtracted in addition to the transla-
tional part �st from the absolute plate displacement s.
When using the one gauge device, the subsoil stiff-
ness is further overestimated (EvI � EvIII).

During the static load plate test the subsoil can not
be loaded by a global load because due to the loading
of the plate the counterweight is unloaded in the same
extent. Thus, only a more or less local load redistrib-
ution can be conducted what is called “short-circuit”
effect.

The geometry of the different counterweights (roller,
truck, excavator, etc.) used in the practice varies in a
great range. In order to simulate the “short-circuit”
effect using the rotationally symmetrical model, the
counterweight is modeled as annulus with representa-
tive dimensions. The layered halfspace is loaded by
the plate and unloaded in the same extension by the
surrounding annulus load (static equivalent tension
stress). The reduced plate displacements from this load
case result in a deformation modulus denoted with Ev**.
Thus, the subsoil stiffness is overestimated and the
measuring depth reduced.

Figure 3 shows the normalized deformation modulus
Ev*/Eo for three different soil stratifications (Eo/Eu �
2/1: “stiff to soft”, Eo/Eu � 1: homogeneous halfspace,
Eo/Eu � 1/2: “soft to stiff ”) as a function of the non
dimensional layer thickness d/r. The notation “Ev*”
denotes the deformation modulus determined when

simulating a typical one gauge devive (Ev* � EvI), 
a typical three gauges device (Ev* � EvIII) and the
“short-circuit” effect (Ev* � Ev**) respectively. It can
be observed that all lines are above the horizontal line
with Ev*/Eo � 1 representing the “effective” test result
due to the calculated absolute plate displacements. The
overestimation of the subsoil stiffness is increasing
from the three gauges device over the “short-circuit”
effect to the one gauge device whereas the simulated
error is much greater in the case of “stiff-soft”: The
curves for Eo/Eu � 2/1 start from the value determined
for a homogeneous halfspace with E � 32 MN/m2

(1.07, 1.08, 1.13), reach a maximum at a certain ratio
d/r (1.13, 1.15, 1.26) of and converge to the horizon-
tal line representing the solution of the homogeneous
condition. The curves for Eo/Eu � 1/2 however reach
a minimum at a certain ratio d/r (1.04, 1.05, 1.07)
before converging to the horizontal line representing
the solution of the homogeneous condition.

Note, the presented overestimations are simulated
separately. However, on site the error due to the meas-
uring device and the load application occur simultane-
ously. This means that the errors simulated theoretically
have to superimposed as to interfere with each other.
Thus, the evaluated errors that are not of systematic
nature are not negligible. In conclusion it has to be
mentioned that the stiffness of the tested subsoil is
overestimated and the measuring depth is reduced at
the same time (Paulmichl, 2004).

3 DYNAMIC LOAD PLATE TEST WITH THE 
LIGHT FALLING WEIGHT DEVICE

3.1 Substructure technique

The computational procedure is based on the concept
of partitioning the complete soil-device system in two
substructures (Fig. 4): one substructure contains the
falling weight and the spring-damper element of the
LFWD, the second substructure includes the load
plate and the elastic soil medium. The basic dynamic
equilibrium equations of each subsystem are solved
separately, and in the final step of the analysis, in an
iterative procedure the results are combined by satis-
fying equilibrium and compatibility conditions at the
interface nodes to provide the complete solution.

The falling weight and the spring-damper element
of the LFWD (substructure 1) can be represented as a
point mass and a Kelvin-Voigt body, respectively
(Fig. 4). The connection of the spring-damper ele-
ment to the load plate constitutes the interface to the
second substructure. The equation of motion of this
part of the interaction system is formulated in the
time domain.

After release the point mass mF drops from the
height h0 onto the spring-damper element of the load
device. The subsequent motion of this subsystem
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(vertical coordinate u), where the point mass mF moves
along with the spring-damper element, can be expressed
according to a single-degree-of-freedom (SDOF)
oscillator as

(2)

Thereby, c and k represent the damping coefficient and
the stiffness, respectively, of the Kelvin-Voigt body, and
g denotes the acceleration of gravity. The coupling terms
to the soil/load plate substructure, i.e. the displacement
s and velocity s. of the load plate, are assumed to be
known parameters, and thus, written on the right hand
side of Eq. (2).

In this contact phase of motion the load plate is
stressed by the interface force f(t) (Eq. (3)). For the
coupling of both substructures it is assumed that the
interface force f(t) is a resultant force of a uniformly
distributed load q(t), which acts upon the load plate, i.e.

(3)

When the acceleration of ü exceeds the accelera-
tion of gravity g the point mass lifts up and moves
separately from the load plate. During this phase the
interface force f (and q) is zero.

The computational model of the static load plate
test (Fig. 1) is used to formulate substructure 2 in the
frequency domain loading the circular plate by a uni-
formly distributed harmonic vertical unit load. For
selected nodes at the surface and for sampling points
(characterized with j) in the domain of the underground
the complex transfer function H(iv–) is determined
by sweeping the frequency v– of the harmonic unit
interface load applied to the load plate. The transfer
function Hq(iv–) in the center of the load plate (denoted
by “0” in Fig. 4) is of particular importance, because
the compatibility at the interface to substructure 1
must be satisfied in a subsequent step of calculation
by iteration. Hq(iv–) is determined by application of
uniformly distributed harmonic loads Q(iv–) to the
load plate with an amplitude of 100 kN/m2.

The coupled system of LFWD and layered subsoil
is analyzed by iteration (Paulmichl et al., 2005). When
the iterative procedure is completed, stresses and dis-
placements in the subsoil at certain nodes and sampling
points are determined by multiplying the corresponding
dynamic transfer function with the final value of Qq(iv–).
Application of the inverse FFT algorithm yields the
time history of the corresponding variable v–.

At the end of each iteration also the time history of
the soil contact stress p(t) is determined by

(4)

where M denotes the mass of load plate and guide
rod. Eq. (4) is derived by application of conservation
of momentum to the free-body diagram of the load
plate under the assumption that the soil contact stress
is uniformly distributed (compressive stress is posi-
tive). Thus, p(t) represents the mean of the actual soil
contact stress distribution.

3.2 Numerical study

In all subsequent computations the following device
parameters are utilized: mass of the falling weight
mF � 10 kg, falling height h0 � 0.70 m, mass of load
plate and guide rod M � 20 kg, stiffness of the device
spring k � 337000 N/m, viscous damping parameter
of the damping element c � 130 N/(m/s).

It can be proved that the time history of the soil
contact stress is almost not affected from the subsoil
conditions (Paulmichl et al., 2005). Thus, the standard
test evaluation procedure, where a constant soil con-
tact stress pmax of 100 kN/m2 is assumed to hold true
for a wide range of soil deposits composed of differ-
ent layers with different thickness and stiffness.
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Figure 4. Mechanical model of the Light Falling Weight
Device (LFWD) and the layered subsoil, separated in two
substructures.
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In Figure 5 the distribution of the vertical soil dis-
placement component for the layered soil medium
(case 1) at time t � 0.011 s is presented in form of a
contour plot. The contours correspond to a sequence
of equal values of displacements (in percent), which

are normalized with respect to the load plate dis-
placement s. Note, at t � 0.011 s the load plate dis-
placement s is a maximum.

The plot of the corresponding distribution of the
normal stress component syy (tensile stresses are pos-
itive) shows a stress concentration below the edge of
the load plate and close to the interface to the under-
lying halfspace (Paulmichl et al., 2005). It can be seen
that the soil contact stress p according to definition of
Eq. (4) is the mean of the actual stress distribution syy
at the interface to the load plate.

Figure 6 presents Evd as a function of the layer thick-
ness d. It can be observed that with increasing d the
dynamic deformation modulus of a layered halfspace
converges to the outcome of the homogeneous halfspace
with material properties of the layer (Eo/Eu � 1, i.e. a
horizontal straight line). For all considered soil strati-
fications the difference of Evd becomes negligible if d
exceeds 0.55 m. This outcome is in accordance with
experimental results, where a measuring depth of
0.60 m has been verified (Brandl et al., 2003).

4 HEAVY TAMPING

During the compaction process of heavy tamping the
soil is loaded below the original level with increasing
numbers of impacts. The heavy pounder penetrates
deeper and deeper into the ground. This changes the
dynamic conditions of the system depending on sev-
eral parameters. In order to quantify the specific
effects extensive parameter studies were performed
utilizing the Boundary Element Method.

The assumption of linear-elastic soil behavior is
suitable for the present problem as the decay of the
vibration after the compacting impact behaves as an
elastic problem with sufficient accuracy.

The pounder-halfspace system was simulated in
the frequency domain using the rotationally symmet-
ric model (Fig. 1) in a modified form. The falling
weight (pounder) with the mass mF and radius r can
penetrate into the soil whereas the changed geometry
due to the varying penetration depth T can be modi-
fied in an automatic procedure. The transfer function
in the center of the falling weight is determined by
application of uniformly distributed harmonic loads to
the pounder with an amplitude of 100 kN/m2. Material
damping was neglected. For parametric studies the soil
parameters (E, v) and the penetration depth T were
varied. The determined complex transfer functions
were evaluated with the SDOF-analogy (Paulmichl,
2004).

Figure 7 shows the undamped natural frequency of
the halfspace (corresponding to the undamped fre-
quency &/2* of the SDOF-system) depending on the
Young’s modulus E and the Poisson’s ratio v. The sim-
ulation was performed for a falling weight used for
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Figure 5. Distribution of the vertical displacement compo-
nent w in a layered soil medium at time t � 0.011 s in per-
cent of the load plate displacement s.
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Figure 6. Semi-logarithmic representation of the dynamic
deformation modulus Evd for different subsoil stratifications
as function of the soil layer thickness d.
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in-situ measurements. The correlation describes – in a
first theoretical step – the idealized state of the falling
weight situated on the surface of the halfspace, hence
T � 0. Figure 7 reveals that the natural frequency of

the halfspace is widely proportional to √E
—

and
increases with Poisson’s ratio v.

Numerical calculations revealed that Lehr’s damp-
ing coefficient � derived from the SDOF-analogy
depends only on Poisson’s ratio and is practically
independent of the E-modulus of the halfspace (Kopf &
Paulmichl, 2005). This phenomenon could be found
for all penetration depths T of the falling weight
(pounder), whereby � varies with depth (Kopf &
Paulmichl, 2005).

The influence of the penetration depth of the pounder
(i.e. the crater depth of the compaction point) can be
described by a reduction factor k, depending on
Poisson’s ratio (Fig. 8). The curves include the pounder
parameters (diameter, mass) and the soil parameters
(density, Young’s modulus).

This theory and in-situ measurements allow to cre-
ate a correlation between measured vibration param-
eters (&/2* and �) and soil parameters (E, v) of an
idealized linear-elastic halfspace: The site-specific,
known parameters T and � provide Poisson’s ratio v
from the damping coefficient – penetration depth
relationship. Taking into consideration v and the nat-
ural frequency &/2* the Young’s modulus can be
obtained from Figure 7 for the special case T � 0.
Actually, the pounder penetrates into the ground, and
this can be considered by multiplying the Young’s
modulus for T � 0 by the reduction factor k for T � 0
(from Fig. 8). This theoretical approximation is valid
because it could be proven that the lines of equal fre-
quency (isolines) represent the axial-affine reproduc-
tion of only one mathematical function (Kopf &
Paulmichl, 2005).

The discussed theoretical considerations provide
the basis for a method to determine the soil parame-
ters from free vibrations of the pounder measured
immediately after the respective impact. Hence, a prac-
tical approach to control the optimum tamping process
and to check the actual parameters after each impact
can be developed (Kopf et al., 2006).

5 CONCLUSIONS

Numerical simulations of the static load plate test
show that the overestimation of the subsoil stiffness
due to selected influencing factors (measurement of
the deformation, load application) are not of system-
atic nature and thus not negligible.

Theoretical evaluations of the dynamic load plate
test demonstrate that a LFWD with well-defined
parameters leads to unambiguous test results, because
the dynamic parameters remain unaffected by the test
procedure.

The outcomes of the simulations of heavy tamping
provide the basis for the development of a compaction
control by means of dynamic measurements.
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parameters: Young’s modulus E � 16 MN/m2, density r �
2.0 t/m3, no damping.
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1 DYNAMIC COMPACTION TECHNIQUES

Dynamic rollers make use of a vibrating or oscillating
mechanism, which consists of one or more rotating
eccentric weights. During dynamic compaction a
combination of dynamic and static loads occurs. The
dynamically excited drum delivers a rapid succession
of impacts to the underlying surface from where the
compressive and shear waves are transmitted through
the material to set the particles in motion. This elimi-
nates periodically the internal friction and facilitates
the rearrangement of the particles into positions in
combination with the static load that result in a low
void ratio and a high density.

1.1 Vibratory rollers

The drum of a vibratory roller is excited by a rotating
eccentric mass, which is attached to a shaft on the
drum axis (Fig. 1). The rotating mass sets the drum in a
circular translatory motion, i.e. the direction of the
resulting force is corresponding with the position of the
eccentric weight. Compaction is achieved mainly by
transmitted compression waves in combination with the
effective static drum load. Thus, the maximum resulting
compaction force is intended to be almost vertical and
in fact it is only a little inclined.

Subject to the soil response the vibration of the roller
drum changes the amplitude and shape. Numerous
studies have revealed that the drum of a vibratory roller

operates in different conditions depending on roller
and soil parameters. Five operating conditions speci-
fied in Figure 2 can occur; defining criteria is the con-
tact condition between drum and soil and the drum
motion cycle as a multiple of the excitation cycle
(Adam 1996).

Continuous contact only occurs when the soil stiff-
ness is very low, i.e. in case of low compacted or soft
layers, or the drum amplitude is very small. Partial uplift
and double jump are the most frequent operating condi-
tions. The difference between these two operating
conditions consists of the number of excitation cycles;

Finite element analyzes of dynamic compaction techniques and 
integrated control methods

P. Erdmann
BOMAG Boppard, Germany

D. Adam & F. Kopf
Vienna University of Technology, Austria

ABSTRACT: The bearing capacity of layered soil constructions can be measured by continuous compaction
control systems (CCC) during the soil compaction process by means of dynamically excited rollers. Roller drums
make use of various shapes (cylindrical, polygonal, pad foot, etc.) and the dynamic compaction effect is achieved
by different kinds of dynamic excitation systems (vibratory, oscillatory, directed excitation). The finite element
method has been applied for dynamic analyzes using elastic models and an inelastic hypoplastic material law. Thus,
it has been enabled to simulate the dynamic compaction process and the change of the soil properties during com-
paction. Soil compaction with dynamic excited reversible plates has also been investigated by finite element
calculations. The sophisticated motion behaviour of all compaction devices could be excellently described.

Figure 1. Description of different exciter systems.
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consequently, the motion behavior of the drum repeats
itself. With further increasing soil stiffness the vertical
translation of drum axis is heterodyned with a rotation
and the drum starts the so-called rocking. Very high soil
stiffness in combination with disadvantageous roller
parameters can cause chaotic motion of the drum. In
this operating mode the roller cannot be controlled.

1.2 VARIO-roller

In a so-called VARIO roller two counter-rotating
exciter masses, which are concentrically attached to
shafts in the axis of the drum, produce a directed
vibration. The direction of excitation can be adjusted
by turning the complete exciter unit (Fig. 1). If the
exciter direction is (almost) vertical or inclined, the
compaction effect of a VARIO roller can be compared
with that of a vibratory roller. However, if the exciter
direction is horizontal, VARIO rollers operates like an
oscillatory roller, although the motion behavior of the
drum is different. The shear deformation of soil is
caused by a horizontally translatory motion, whereas
the drum of an oscillatory roller operates torsionally.
Thus, a VARIO roller can be used both for dynamic
compression compaction (like a vibratory roller), for
dynamic shear compaction (like an oscillatory roller),
and a combination.

1.3 VARIO CONTROL-roller and ACE-roller

Based on the findings related to the ways of operating
of different dynamic rollers (Figure 2), the company
BOMAG produced the first automatically controlled
so-called VARIO CONTROL roller. The Swiss com-
pany AMMANN developed the auto-controlled roller
ACE in connection with a roller-integrated control
system providing dynamic compaction values inde-
pendent from roller parameters. Exemplary, the direc-
tion of excitation (vibrations can be directed
infinitely from the vertical to the horizontal direction)
is controlled automatically in VARIO CONTROL

rollers by using defined control criteria, which allow
an optimized compaction process. Following control
criteria can be used:

• Operating criterion: definition that drum never
operates in double jump mode.

• Force criterion: definition of a maximum force.

2 INTEGRATED CONTROL METHODS (CCC)

The roller-integrated continuous compaction control
(CCC) represents a significant improvement and is
based on the measurement of the dynamic interaction
between dynamic rollers and soil (Adam 1996). The
motion behavior of different dynamically excited roller
drums changes in dependence of the soil response. This
fact is used to determine the stiffness of the ground.
Accordingly, the drum of the dynamic roller is used as a
measuring tool; its motion behavior is recorded, anal-
yzed in a processor unit, where a dynamic compaction
value is calculated, and visualized on a display unit.
Furthermore, an auxiliary sensor determines the loca-
tion of the roller or the localization is GPS-based.
Control data are already available during the com-
paction process and all over the compacted area (Fig. 3).

Four recording systems are available for vibratory
rollers, VARIO rollers and ACE rollers with vertical
or any inclined excitation direction (except horizontal
direction). All systems consist of a sensor containing
one or two accelerometers attached to the bearing of
the roller drum. The sensor continuously records the
acceleration of the drum. The time history of the
acceleration signal is analyzed to determine dynamic
compaction values.

Figure 4 gives a review of the recording systems of
CCC. All defined CCC-values have proven suitable
for roller-integrated checking of the actual com-
paction state. Nevertheless, it is essential to take into
consideration the operating condition of the roller
drum (see Table 1). Figure 5 shows the progress of
CCC-values depending on soil stiffness and operation
mode of the drum.

3 FEA SIMULATION OF DYNAMIC
PROCESSES

3.1 FEA modeling

3.1.1 General aspects
Finite element models provide numerical calculations
of dynamic soil compaction performed by vibratory
rollers. For the simulation of soil compaction the FEA
code must be capable to solve a so-called contact
problem so that it is possible to calculate mechanical
effects as impacts, deformations of interfaces, stick and
slip, friction and the separation of the independent
bodies (soil and compaction tool).
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Figure 2. Operating conditions of a drum of a vibratory
roller.
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The FEA package MSC.MARC is one of the exist-
ing program codes including contact options (Fig. 6).
Using MSC.MARC the contact between two bodies
can be defined by two different methods: the contact
between a rigid body, defined by geometric elements
and a deformable body consisting of FEA elements or
the contact between two deformable bodies. The first
possibility is advantageous with respect to the size of
the model and for parameter studies. The dynamic
behavior of the rigid body must be calculated in a user
subroutine. Defining the contact bodies as deformable

bodies using elements the dynamic behavior of the
bodies is calculated automatically by the code. Model
size and solution time increase.

The FEA model presented in this chapter uses an
elastic material model. The choice of appropriate
material parameters allows a realistic reproduction of
the dynamic performance of the soil section.

The compaction process is a three-dimensional
problem, which is reduced to a two-dimensional cal-
culation model (planar modeling) in the presented
examples.

3.1.2 Operation modes of the compaction tool
In Figures 7 and 8 results of numerical calculations of
the compaction process using MSC.MARC are pre-
sented for a drum with a circular exciter. The
MSC.MARC results are compared with measure-
ments of a BOMAG single drum roller BW 213 D
(Kröber 1988). The diagrams show sufficiently accu-
rate results. The different declinations are the result of
the use of different coordinate systems.

The MSC.MARC results show the status of perma-
nent contact between drum and soil during the com-
paction process. The results differ due to unequal
machine parameters (static load, dynamic mass,
exciter force) and due to the diverse soil stiffness. The
shapes of the measured and calculated accelerations
and displacements are very similar.

The vertical excitation of a drum is modeled by
applying a vertical sinusoidal force in the center,
comparable to a directed exciter in vertical direction.
Figure 9 shows the load-displacement diagram (soil
contact force related to the static load versus the
oscillation amplitude) for an increasing stiffness of
the subgrade, reproducing an increasing compaction
status of the soil during the compaction process.

The diagrams in Figure 9 show that the different
operation modes of the drum (continuous contact,
partial uplift, begin of jumping and double jump) can
be calculated using FEA. Irrespective of the defini-
tion of the contact bodies (rigid or deformable drum)
the results of the FEA simulation calculations are
very close to the results of Adam (1996) regarding the
quality and the quantity of the curves of the different
operation modes of the compaction tool.
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Figure 3. Vibratory roller with integrated CCC system.

Figure 4. Existing CCC systems.

Figure 5. CCC values versus soil E-Modulus.

Figure 6. Models in MSC.MARC; a) with rigid drum, b)
with deformable drum.
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3.1.3 Soil behavior during dynamic compaction
The presented simulation model is not able to reproduce
the increase of density and stiffness of soil during
compaction due to the applied elastic material model,
which does not take into account plastic deformation.
Nevertheless, the variation of the soil stiffness enables
the simulation of the different modes of the drum, which
occur during the compaction process. Regarding the
deformations and the stresses of the soil it is possible

to get sufficiently accurate estimations concerning
compaction effects and compaction depths.

The main advantage of the FEA model for the sys-
tem drum-soil in comparison to other present models
is the description of the effects inside the subgrade.
The stresses in the soil, which are linked to the soil
deformations, can be used to predict the depth effect
of the compaction tool. In Figure 10 the results of the
stresses in the soil versus the corresponding (elastic)
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a) b)

Figure 8. Vertical versus horizontal displacement of the MSC.MARC calculations for a BOMAG single drum roller BW
213 D-3 with circular exciter system with high amplitude (on the left) in comparison to the measured data of a BW 213 D
(Kröber 1988) (on the right).

a) b)

Figure 7. Vertical versus horizontal acceleration of the MSC.MARC calculations for a BOMAG single drum roller BW 213
D-3 with circular exciter system with high amplitude (on the left) in comparison to the measured data of a BW 213 D (Kröber
1988) (on the right).
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deformations in different depths underneath the drum
are presented.

3.1.4 Optimization of the shape of a roller drum
A further advantage of the FEA code for simulating
compaction processes is the possibility to model the
influence of the shape of a compaction tool, e.g. the
polygonal drum (Fig. 11). Results of experimental
investigations (Markiewicz 2001, Saal 2002) show
that compaction by a shaped drum provides a better
compaction result in greater depths in comparison to
a cylindrical drum as presented in Figure 12 (left)
indicating the final densities after compaction with
both drums. FEA modeling with MSC.MARC reveals
the effectiveness of the polygonal drum and the better
compaction result. The contour graphs in Figure 12
show the maximum propagation of the vertical pressure
waves in the soil due to the compaction by polygonal
and cylindrical drum (25 tons roller).

3.1.5 Optimization for compaction performance
of vibratory plates

A further example for the significant benefit of FEA
analyzes is the simulation of vibratory plates. Thus, it
is possible to optimize the running behavior and the
compaction performance of the plate so that the num-
ber of necessary practical tests during the design
process could be significantly reduced.
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Figure 9. Load-displacement diagram for an increasing compaction with a BOMAG single drum roller BW 213 D-3 (left)
compared with semi-analytical calculations (Adam 1996, right).

Figure 10. Vertical stresses versus vertical deformation in
soil in various depths (20, 40, 60 cm), mode of partial uplift for
a BOMAG single drum roller BW 213 D-3 (Erdmann 2002).

Figure 12. Results of density measurements and calcula-
tion results of the polygonal and cylindrical drum BW
225DH-3BVC.

Figure 11. Polygonal drum and in a single drum roller
BOMAG BW 226 DI with polygonal drum.
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3.2 FEA simulation of CCC

Different compaction states of the subgrade can be
modeled by varying the Young’s modulus of soil. The
calculations for CCC parametric studies have been
based on the BOMAG single drum roller BW 213
DH-4 BVC with a directed exciter system and variable
direction. Besides the variation of the soil stiffness it
is necessary to modify the effective direction of the
exciter system (see Figure 14). All necessary data of
the variation of the exciter are listed in Table 1.

The graphs in Figures 15 and 16 show the results
of the different CCC systems for the variation of the
soil stiffness of the homogenous subgrade and of the
effective direction of the exciter system. In Figure 15
the FEA results and in Figure 16 the results of the
semi-analytical model are presented. The Young’s
modulus in these figures is based on different defini-
tions in the two different models. The influence of the
operation mode of the drum on the CCC value is
shown. The values of the four different CCC systems
are presented in Chapter 1.

The contour plots in each figure provide an objec-
tive comparison between the four different CCC 

values. None of them is independent from the
dynamic excitation but the dependency of the CCC
values Evib and the kB is minor.

These two values have been developed for rollers
with variable and automatically controlled rollers. The
regulations for the use of a CCC system demand con-
stant parameters of the roller (amplitude and frequency
of the drum) due to the necessity of constant measure-
ment depth. Thus, the values Omega and CMV can be
used for compaction control although they exhibit a
higher dependency on the machine parameters.

Considering the CMV value in Figure 15 at a vario
factor of 0,8, where the value is nearly constant for a
Young’s modulus between 5 and 35°MN/m2 the opera-
tion mode changes from continuous contact to partial
uplift. CMV value increases up to a Young’s modulus of
55 MN/m2 from where it decreases rapidly due to the

202

Figure 16. Results with the semi-analytical model for the
compaction of a homogenous subgrade; compare Fig. 15.

Figure 13. Reversible vibratory plate BPR 65/70 and
results of FEA calculations on a slope and stiff soil.

Figure 14. Model for CCC simulation on homogenous soil.

Table 1. Vertical drum amplitudes of a BOMAG BW213
DH-3 BVC.

Vario Vertical drum Vertical drum Vario 
step amplitude [mm] exciter force [kN] factor

1 0,65 95 0.26
2 1.06 155 0.43
3 1.50 220 0.60
4 2.05 300 0.82
5 2.49 365 1.00

Figure 15. Results with FEA for the compaction of a homog-
enous subgrade; CCC value dependency on amplitude of
drum and on soil stiffness and operation mode of drum.
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change to the operation mode double jump. The dia-
grams help to evaluate the strengths and weaknesses of
the different CCC values, their sensibility regarding the
variation of the soil stiffness, the operation mode of the
drum, exciter force and drum amplitude (vario factor).

4 FEA SIMULATION OF COMPACTION
PROCESS BY HYPOPLASTICITY

4.1 General aspects

Hypoplasticity is a material model for granular mate-
rials developed at the University of Karlsruhe in the
1970s (Kolymbas 1978). Since the first approaches
the hypoplastic law was improved for a more realistic
reproduction of the reality (Herle 1997, Niemunis
2002). The implementation in a FEA model was real-
ized for the code ABAQUS by the material user sub-
routine UMAT. The hypoplastic law with intergranular
strain (Herle & Niemunis 1997) enables the calculation
of dynamic cyclic problems such as vibratory roller
compaction (Kelm, 2004) taking into account the
elastic deformations between the grains. The latest
extension was done by Niemunis (2002) at the
University of Bochum for cohesive materials, which is
of interest for soil compaction calculations.

Hypoplasticity is a constitutive law of a rate type, a
relation which associates strain rate to stress rate. The
nonlinear behavior of the hypoplastic law is modeled
by the stress dependence of the stiffness.

T° � h(T, D, e)

with: T°: objective stress rate
h: tensor function
D: strain rate
e: void ratio

4.2 Element tests with MSC.MARC

Before starting complicated and extensive soil com-
paction calculations with FEA including the hypoplas-
tic material law it is necessary to calibrate and validate
the hypoplastic law integrated in MSC.MARC. In the
literature (Kelm 2004) results of simulations with
hypoplasticity of the so-called element tests are pre-
sented in comparison to practical tests. Figure 17 shows
results of the static cyclic tri-axial test calculated with
ABAQUS in comparison to the MSC.MARC providing
similar results.

4.3 Compaction calculations with hypoplasticity

MSC.MARC enables the integration of the hypoplastic
material law for soil so that compaction calculations
can be executed with a reasonable plastic material
model. The simulations are very complex due to the

non-linearity caused by the contact problem and the
hypoplastic material law. An example of recent results
of calculation with MSC.MARC is presented in the
color contour plot of Figure 18, where the void ratio
of the soil is shown during a compaction pass with a
single drum roller.

5 CONCLUSION

The FEA model with elastic material properties
describes excellently the dynamic performance of a
compaction tool. It is very helpful for interpretations
of compaction phenomena in the soil. Existing CCC
systems have been simulated with the MSC.MARC
model providing accordance to practical experiments
and to the results of semi-analytical models.

For compaction simulation an appropriate material
law including plastic deformations and dynamic
cyclic loads is necessary. The hypoplastic law for soil
simulates the phenomena in the soil during a com-
paction process with sufficient accuracy.
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Figure 17. Static cyclic triaxial test.

Figure 18. Compaction simulation calculation with
MSC.MARC using the hypoplastic material law for the soil;
void ratio in the soil during and after the pass with the roller.
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1 INTRODUCTION

Many underground works take place in urban areas,
where the proximity of existing and more or less recent
buildings becomes a major concern, since the available
data on the geometry and design of their foundations
is often inaccurate and incomplete: it is therefore dif-
ficult to assess whether or not the strains induced by
the construction works are likely to damage the existing
structures. It follows that it would be useful to develop
innovative methods and equipment making it possible
to get a complete knowledge of geotechnical condi-
tions: this objective is referred to as “transparent
ground” in the terms of the European Construction
Technology Platform (ECTP, 2005).

Many studies have been carried out in order to dis-
cuss the feasibility and the performance of the detec-
tion of underground cavities by wave propagation.
Geophysical techniques are cheaper and much simpler
to use than the traditional techniques of geotechnical
survey, which resort to borings and/or samplings; and
experience has shown that anomalies such as cavities
in relatively homogeneous grounds can be detected
with an acceptable precision.

In what follows, we present some finite element
numerical analyses of wave propagation in an hetero-
geneous medium, undertaken with the aim of increas-
ing the information that can be gained from the results
of geophysical surveys, and of discussing the feasibility
of the detection of foundations by wave propagation
techniques.

All computations presented hereafter were carried
out with the code CESAR-LCPC (Finite Element
Method).

2 FRAME OF THE ANALYSIS

The model is made up of the subsoil of a building and
of the surrounding ground. An impact is emitted in a
well dug vertically near the building. The foundations
of the building are modeled by one to three “piles”
with mechanical properties higher than those of the
ground (fig.1). Note that the numerical model is built
under plane strain assumptions, which implies that the
simulation accounts for walls rather than piles.

First, we performed a preliminary calculation with
mechanical characteristics homogeneous through-
out the mesh (which means that there is no piles in
the ground). Then, a second calculation was carried
out with a greater stiffness for the left pile, nearest to
the well.

Numerical approach of detection of foundations of buildings by
propagation of a wave

P. Alfonsi & E. Bourgeois
Laboratoire central des Ponts et Chaussées, Paris, France

ABSTRACT: Civil engineering works in urban areas induce strains and displacements in the structures at the
ground surface, which can create a wide range of damage (from cracks in the walls to loss of stability). Several
factors make it difficult to check that the planned works are likely or not to induce such damages: one of them
is the fact that the exact location, depth and design of the foundations of structures built several decades (or more)
ago are not always known with a good accuracy. This paper presents a preliminary numerical simulation aimed
at discussing the possibility of detecting the position and size of foundations in the ground by emitting a wave and
recording the reflected signal.

building

well

basement

three piles

Figure 1. Numerical model with one well, the basement of
a building, and three piles; mesh generated with CESAR-
LCPC.
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The analysis of results is focused on the horizontal
displacements of points located in the well, near the
building, at a depth greater than that of the basement
floor. We also examined the possibility to detect the
presence of the piles on the basis of a signal measured
at the ground surface on the right of the building, but
results are not presented hereafter.

A test in 3D will supplement the results but the dif-
ficulty in the modeling of dynamic phenomena lies in
the size of the elements: avoiding numerical disper-
sion in a 3D model requires large numbers of nodes.

3 2D NUMERICAL MODEL

3.1 Main features of wave propagation simulation

The finite element simulation of wave propagation
raises several difficulties:

– in the first place, special attention must be paid
to numerical dispersion, which may lead to poor
results if the mesh is too coarse (Semblat & Brioist,
2000). The dispersion results from inconsistent
choices between the discretizations in time and
space (Bamberger & al., 1980). It can be reduced
by adapting the average size of the elements to the
wavelength;

– this strong requirement regarding the size of the
elements implies that the mesh dimensions are lim-
ited, because the software can handle only a limited
number of nodes (and because computation times
increase steadily as the number of nodes increases);

– in isotropic and homogeneous solids, waves can
propagate in the bulk of the material, with displace-
ments parallel or orthogonal to the propagation
direction (for P and S waves respectively). If there
is a free surface, surface waves such as Rayleigh
waves can be generated. In the simulation under-
taken here, wave propagation takes place in a het-
erogeneous material: the presence of interfaces
between materials creates perturbations in the wave
propagation. One should also take into account the
attenuation associated with the wave front expansion.
In what follows, we limit the scope of the numerical
simulations to the displacements in the vicinity of
the emission well, so that the influence of the het-
erogeneities and of the free surface remain moder-
ate. In this restricted framework, it has been shown
that wave propagation can be modelled accurately
by means of the finite element method (Eiselt,
1993);

– in the last place, it must be recalled that in a 2D
approach, the piles are replaced by walls of infinite
length in the direction perpendicular to the plane
of the mesh. It is therefore very likely that their
influence on the wave propagation is very different
from that of the real piles because the latter are

discontinuous: this truly three-dimensional feature
of the real problem makes it necessary to make at
least one 3-D simulation in order to check the valid-
ity of a 2-D approach, even if the mesh used for the
three-dimensional computation is much coarser than
that used for plane strain analyses.

3.2 Principle of the 2D simulation

The principle of the simulation consists in computing
the response of the ground to a blow in the well at a
depth of 7.5 m below the ground surface. The well
diameter is 0.20 m and its depth is 15 m. The distance
between the well and the basement wall is 2 m. The
width of the basement is equal to 20 m. The building
itself (above the ground surface) is not taken into
account in the simulations. The walls are 0.50 m thick
and the basement floor is 5 m below the surface. The
pile length is 6 m and the distance between two rows
of piles is 7.50 m.

The numerical model includes 21490 nodes and
10491 elements. The emission of the signal is located
at a depth of 10 m (shown by the black arrow on fig.2).

It is recalled that the wave velocity is given by:
– for P-waves:

(1)

– for S-waves:

(2)

The elements associated with the basement, the
ground and the piles are attributed different elastic
properties, given in table 1. The corresponding veloc-
ities are given by table 2.

well

building basement

on three piles

Figure 2. Close-up view of the central part of the mesh:
well, basement, piles (mesh generated with CESAR-LCPC).

Copyright © 2006 Taylor & Francis Group plc, London, UK



It can be noted that there are significant differ-
ences between the velocities of P and S waves in the
materials involved in the simulation (table 2). Given
the contrast between the wave velocities in the ground
and in the piles, one can expect to observe large dif-
ferences between the displacements computed in the
well in the computations carried out with and without
piles.

3.3 Simulation with one row of piles (on the left)

The emitted signal is a half-sinusoid, with a frequency
of 80 Hz (fig.3). The maximum applied force is
F � 1000 N.

It must be emphasized that geophones provide
velocities, but in a first approach, the analysis of the
results will be based on the horizontal displacements
in the well at depths of 8, 9, 10, 11 and 12 m (10 m
being the depth of the blow).

In spite of the value of the force taken into account
in the computations, the displacements are very small
(fig.4) but compatible with the sensibility of standard
geophones.

It can be observed that the amplitude of the signal
decreases steeply as the distance to the blow increases,

and that there is a difference in the signal computed
above and below the source, due to the basement, the
ground surface and the piles height.

3.4 Comparison of the displacements with and
without pile

We now discuss the possibility to detect the presence
of a pile on the basis of the displacements of the well:
we compare the signal obtained in the previous compu-
tation with the signal obtained if the same material prop-
erties are associated with all the elements outside the
basement. Figure 5 shows the difference between 
the horizontal displacements with one row of pile (on
the left of the basement) and with a model in which the
«pile» has the same properties as the surrounding
ground.

The return of the wave occurs after roughly 0.01 s,
which provides a confirmation of the presence of a
material much stiffer than the soil (fig.5). The dis-
placements are larger for points above the depth of
the emission than below.
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Table 1. Material properties.

E (GPa) + 
 (t/m3)

Ground 103 0.25 2.5
Basement walls and floor 102 0.30 3.5
Piles 103 0.29 3.8

Table 2. Wave velocities in the different materials.

VP (m/s) VS (m/s)

Ground 693 400
Basement walls 6202 3315
Piles 18570 10100

pilesblow

building
basement

Figure 3. Principle of the simulation: emission of the signal.
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Figure 4. Horizontal displacements in the well.
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Figure 5. Differences between horizontal displacements
computed in the well according to the properties of the pile
(different or equal to those of the ground).
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The conclusion of this preliminary plane strain
analysis is that it seems that the reflected signal makes
it possible to detect the presence of a foundation, or
more generally of heterogeneities with much higher
velocities than that of the ground. It must be pointed
out that these heterogeneities can be of different natures,
so that the method makes no difference between rock
blocks, rubble, etc. If wave analysis shows the presence
of heterogeneities in the ground, it remains necessary
to check that they are foundations. Besides, the main
shortcoming of the numerical approach lies in the fact
that it is carried out under plane strain assumptions,
the piles being implicitly replaced by infinitely long
walls.

4 3D NUMERICAL MODEL

4.1 First approach

Given the limits of the numerical tools, a three-
dimensional mesh has been designed to deal with a
problem similar to the one discussed in the previous
section. The three-dimensional mesh includes 29754
nodes and 6484 elements (fig.6). To keep the number
of nodes and the computations times within accept-
able limits, the dimensions of the mesh around the
basement had to be significantly reduced.

The length of the piles is 6 m, the cross section is a
0.5 � 0.5 m square. The part of the building basement
taken into account in the mesh is 8 m � 10 m and the
depth is 2 m. The impact is located at a depth i � 10 m,
on the left corner of the mesh.

The numerical solution requires high computational
capacities: computations times are closer to one week
than to one day.

The horizontal displacements computed in the well,
at depths of i , 1 m and i , 0.5 m are plotted on figure 6
and compared to the displacements at the depth i of
the impact. The values obtained are below what can be
measured by standard geophones.

This analysis illustrates the difficulties of a 3D
approach: computation times are prohibitive, and the
results tend to show that, for realistic values of the
geometrical and material parameters, the method does
mot make it possible to locate the foundations or even
to detect their presence.

Two parameters have probably a significant influ-
ence on the numerical results: the minimal dimensions
of the foundations, and the distance between the well
and the piles.

4.2 Parametric analysis

For this parametric study, we had to simplify the
geometry, in order to reduce the mesh to approxi-
mately 19000 nodes and 4000 elements (fig.8). The
computation lasts approximately 5 hours on a NEC
computer of the TX-7 series running under Red Hat
Linux.

The basement is represented by a continuous slab
(10 m long, 4 m wide and 0.5 m thick). The left pile is
placed at a distance of 1 m from the corner of the slab,
and the other one is placed on the opposite side of the
mesh. Both piles have rectangular cross-sections with
a width of 1.5 m along the y axis (see fig. 8).

The isolevel surfaces of the horizontal displace-
ment along the direction of the wave propagation 
(y-axis) show that the perturbation created by the pile
(fig. 9). The results correspond to a time step for
which the wave tends to pass round the pile and a
reflected wave appears. Besides, it can be noted that
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Figure 6. 3D mesh with a basement level and 4 piles. The
position of the signal emission in shown by the black arrow.
(mesh generated with CESAR-LCPC).
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Figure 7. Horizontal displacements in the well (3D
model).
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the wave propagates very quickly throughout the
entire pile, since the velocity of the wave is 20 times
greater in the pile than in the ground.

The values of the horizontal displacements show a
clean signal for small values of the time elapsed after
the emission, and the amplitude seems to be large
enough to be recorded by geophones (fig. 10). This
result makes it possible to discuss, on the basis of
numerical simulations, under what conditions (size of
the pile and distance to the well) the presence of a
material with higher mechanical characteristics can
be detected by wave propagation.

4.3 Influence of the distance between the emission
and the piles and of the pile diameter

The first 3D model included piles with small diame-
ters, thus hardly detectable. In order to assess the

validity of the method, we have undertaken additional
simulations with different pile cross-sections, and dif-
ferent piles locations (1 or 2 m from the corner of the
basement).

The comparison is based on the difference between
the horizontal displacement with and without piles,
averaged over five points above and below the emis-
sion depth. The time interval is limited to 0.2 s so that
only the first reflection is taken into account.

It can be observed, on the one hand, that the ampli-
tudes are greater for smaller values between the well
and the piles, and, on the other hand, that the ampli-
tude is greater for larger piles (fig.11).

5 CONCLUSION

The results of the preliminary numerical analysis pre-
sented here tend to confirm the feasibility of the
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Figure 8. 3D numerical model with two piles and a slab.
The black arrow is the position of the signal emission.

Figure 9. Horizontal displacements computed in the well
for the 3D model ; the mesh is splitted by a horizontal plane
at the depth of the signal emission.

-4,0E-4

-2,0E-4

0,0E+0

2,0E-4

0 0,1 0,2 time (s)

u (mm) i + 1m
i + 0.5m
i
i - 0.5m
i - 1m

minimum

maximum

Figure 10. Horizontal displacements computed in the well
for the 3D model.
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Figure 11. Maximum and minimal values of the horizontal
displacement for various pile cross-sections, and for two val-
ues of the distance between the pile and the emission well.
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detection of foundations of buildings by wave propa-
gation, at least if the foundations are large enough
(such as foundation barrettes for instance).

It can be noted that the method discussed here is
similar to phonic inspection methods, the main differ-
ence being that in the case of inspection the exact
position of the foundation to be examined is known,
whereas the detection deals with foundations whose
presence and location are uncertain. The main diffi-
culty lies in the fact that the emission well must be
very close to the pile to get a clear signal and to limit
the influence of damping and of multiple reflections
(on rock blocks, basement walls, …). The results thus
remain to be confirmed by a wave propagation exper-
iment on a real structure.

Computations show that a 2D analysis may give
elements to locate an heterogeneity on the wave path,
but only three-dimensional analyses can provide
information about its size. Unfortunately, it is still

necessary to use very simplified models in order to
keep computations times acceptable.
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1 INTRODUCTION 

Estimation of the seismic response of shallow foun-
dations during a strong earthquake has been proven a
difficult task throughout the years. The main cause of
this difficulty arises from the fact that soil behaves in
a highly non-linear manner when subjected to large
cyclic strains. It can deform substantially and, when
saturated, can develop high pore pressures and finally
liquefy. Liquefaction consequently leads to severe
loss of bearing capacity, which damages seriously the
superstructure. Extensive damage to shallow founda-
tions due to liquefaction has been reported in numer-
ous cases in the past, from Niigata (1964) earthquake
to the more recent 1999 M 7.4 Kocaeli earthquake. 

Despite the severity of damages, relatively little has
been achieved towards the development of a consis-
tent methodology for the design of foundations sys-
tems under these circumstances. Usually, the presence
of superstructure is neglected and calculations are
performed for free-field conditions. The onset of liq-
uefaction is evaluated and empirical correlations for
settlements, developed for free-field conditions, are
used. However, the presence of superstructure differ-
entiates significantly the response from that under
free-field conditions, so that such methods prove too
approximate. 

The complicated response of soil-structure system
is studied herein through a fully coupled effective
stress analysis. Using a recently developed numerical
methodology, the common case of a non-liquefiable

clay cap overlying a liquefiable sand layer is investi-
gated through parametric analysis. 

The research focuses upon three crucial questions
for the development of a design methodology:

• The shape of the failure surface, when the sand layer
liquefies.

• The critical thickness of the clay cap beyond which
sand liquefaction does not affect foundation system.

• The role of sand permeability and groundwater flow.

Findings of this research are compared with those of an
analytical methodology, originally proposed by Cascone
& Bouckovalas (1998) and extended by Bouckovalas
et al. (2005), for the pseudo-static evaluation of seis-
mic bearing capacity of footings on liquefiable soil.

2 NUMERICAL METHODOLOGY

The cornerstone of the numerical methodology used
herein is a recently developed bounding surface model
for non-cohesive soils which is implemented to FLAC
(Itasca 2005) using its UDM (User-Defined Model)
capability (Andrianopoulos et al. 2006). This new
UDM is a bounding surface model with a vanished
elastic region that incorporates Critical State Theory. 

It is based on a recently proposed model
(Papadimitriou et al. 2001, Papadimitriou &
Bouckovalas 2002), and has been developed with the
ambition to simulate the cyclic behavior of non-
cohesive soils under various (small-medium-large)

Effective stress analysis for the seismic response of shallow foundations 
on liquefiable sand

K.I. Andrianopoulos, G.D. Bouckovalas, D.K. Karamitros & A.G. Papadimitriou
School of Civil Engineering, Geotechnical Division, National Technical University of Athens, Greece

ABSTRACT: The seismic response of shallow foundations on liquefiable sand is studied herein through fully
coupled effective stress analyses. The numerical methodology that is used, is based on a bounding surface
model for non-cohesive soils implemented into the Finite Difference code FLAC2D. Model constants are cali-
brated against element laboratory tests on Nevada sand, while the simulation of centrifuge model tests of the
VELACS project validates the User-Defined Model’s performance on boundary value problems. Using this
well established methodology, parametric analyses are performed, for the common case of a thin clay cap over-
lying a liquefiable sand layer, in order to provide insight to the mode of failure and the mechanism of settlement
accumulation. It is shown that groundwater flow during and immediately after shaking affects the response,
while there is a “critical thickness” of the clay cap beyond which sand liquefaction does not lead to bearing
capacity degradation is also evaluated.
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cyclic strain amplitudes, initial stress and density
conditions, using a single set of parameters. 

In its current form, the model incorporates three
open cone-type surfaces with apex at the origin of
stress space: (i) the critical surface, (ii) the bounding
surface and (iii) the dilatancy surface. Its basic fea-
ture is the direct association of shear behavior to the
state parameter 	 (Been & Jefferies 1985), which is
defined with respect to a unique critical state line (CSL)
or steady state line. The non-linear soil response under
small to medium cyclic strain amplitudes is simulated
mainly by introducing a Ramberg-Osgood type hys-
teretic formulation.

The aforementioned constitutive model was incor-
porated to the commercial code FLAC, using the UDM
option. To ensure numerical stability, the sub-stepping
technique with automatic error control (Sloan et al.
2001) was adopted, which belongs to the family of
effective explicit algorithms. 

The model was calibrated against data from ele-
ment laboratory tests performed on fine Nevada sand
at relative densities of Dr � 40% and 60% and initial
effective stresses between 40 and 160 kPa (Arulmoli
et al. 1992). In particular, the data originate from
resonant column tests as well as undrained cyclic
direct simple shear and triaxial tests. Thus, they offer
a quantitative description of various aspects of non-
cohesive soil response under cyclic loading, such as
shear-modulus degradation and damping increase with
cyclic shear strain, liquefaction resistance and cyclic

mobility. Results from this calibration are presented
in Figures 1 and 2. 

The numerical methodology has been consequently
validated against results from the well known VELACS
experimental project (Arulmoli et al. 1992). In that
effect, results from centrifuge tests No. 1 and No. 2
were originally used, simulating the one-dimensional
(1-D) response of a liquefiable soil under level and
mildly sloping sites respectively. 

Furthermore, centrifuge test No. 12 was used, which
simulates the more complex response of shallow
foundations on liquefiable sand layer, underlain a non-
liquefiable crust. The results from the latter validation
are presented in Figures 3 and 4. The comparisons are
made in terms of excess pore pressures, accelerations
and displacement time histories, at the vicinity of the
structure as well as at the free-field. Further details
from this comparison can be found at Andrianopoulos
et al. (2006). As it is observed, the numerical method-
ology predicts reasonably well the measured response.

3 PARAMETRIC ANALYSES

3.1 Problem description

The common case of a strip foundation resting on a
non-liquefiable clay crust, overlaying a liquefiable
sand layer, is examined parametrically. The clay cap
corresponds to an overconsolidated clay with undrained
shear strength cu � 40 kPa, while the sand layer refers
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Figure 1. Summary comparisons of simulations versus laboratory data for cyclic shearing in terms of Gmax, G/Gmax-�cyc
and #-�cyc.

Figure 2. Summary comparisons of laboratory data versus simulations for cyclic shearing in terms of the number of cycles
NL to initiate liquefaction.
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to a liquefiable fine-grained sand of relative den-
sity Dr � 50%. The permeability of the sand layer is
assumed equal to 2.1 � 10�3cm/sec, while the clay
cap is assumed practically impermeable, i.e. with per-
meability equal to 1 � 10�7cm/sec.

The width of the foundation is taken as B � 4 m,
while the thickness of the clay cap H is variable. The
foundation system corresponds to a rigid foundation.
Inertia effects are neglected. Furthermore, the model
is subjected to a dynamic excitation, applied on the
base of the sand layer. The input motion consists of a
Chang’s signal with peak acceleration equal to 0.25 g,
and shaking time approximately 3 sec (Figure 5).

The numerical results presented herein, are com-
mented in connection with a simple pseudo-static
approach presented earlier by Cascone and
Bouckovalas (1998) and refined by Bouckovalas et al.
(2005), for the design of shallow foundations at

liquefiable regimes. Based on analytical solutions for
shallow footings on a two layered soil, proposed by
Meyerhof and Hanna (1978), this methodology com-
putes the post-seismic static bearing capacity, taking
into account the average excess pore pressure ratio
that is expected to develop under the footing at the
end of shaking. The correction coefficients are com-
puted as a function of initial soil properties, geometry
of the footing and soil profile. Also, the minimum
required thickness of the clay cap is estimated, so that
liquefaction does not affect the bearing capacity.

3.2 Simulation details

The width of the mesh used for the analyses, was
60 m (�15B), while the total simulated depth equals
20 m. The elements used varied from (width � thick-
ness) 1 m � 1 m under the footing to 2 m � 1 m at the
free field.

The bottom nodes were fixed in both horizontal and
vertical direction. “Tied-node” boundary conditions
were considered for the lateral boundaries, by restrain-
ing the horizontal displacements of the corresponding
nodes on the left and right boundary to have the same
value. All boundaries were considered impermeable,
apart from the top boundary where inflow and out-
flow were allowed.

The sand layer was modeled using the previously
described UDM, while the inbuilt Mohr-Coulomb
model (cu � 40 kPa, � � 0) was used for the non-
liquefiable clay crust. Three different clay cap thick-
nesses were examined, namely H � B, 2B and 3B
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Figure 3. Excess pore pressure ratio time histories.

Figure 4. Acceleration and settlement time histories.

Figure 5. Input motion.
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(i.e. 4 m, 8 m and 12 m, respectively). In all cases,
water level was assumed to be located 1 m above the
soil surface, in order to ensure saturated conditions.

The foundation was considered rigid and totally
bonded to the soil. The analyses were performed in
two (2) stages.

– The foundation was first loaded statically, with a
uniform surcharge load (130 kPa). This value cor-
responds to a static factor of safety equals to 2, for
the case of clay cap thickness H � B (qult,cs

H�B �
260 kPa).

– Then, the model was subjected to dynamic excita-
tion. During the dynamic analyses, groundwater
flow was coupled to mechanical behavior.

3.3 Mode of failure

Figure 6 compares the deformed mesh and the con-
tours of shear strain increments for two different
modes of failure, namely failure for static loading
equal to the ultimate bearing capacity and failure at
the end of shaking, considering an initial static safety
factor of 2.

Focusing in Figure 6a, failure due to static loading is
shown to occur inside the clay cap. On the other hand,
Figure 6b shows that the mechanism of failure after liq-
uefaction of subsoil, is quite different. A punch-through
type of failure is observed within the clay cap and the
underlying sand, where the shear strain rate contours
indicate the formation of an orthogonal prism under-
neath. Liquefaction of the surrounding soil seems to
reduce this block’s lateral support and result in the accu-
mulation of large vertical strains. In fact, for the case of
H � B � 4 m, liquefaction of the sand layer resulted
in the development of settlements equal to 15.6 cm.

The above failure mechanism due to liquefaction,
resembles the one assumed by the analytical method
of Bouckovalas et al. (2005), where the bearing capac-
ity of the sand layer degrades gradually as a function
of pore pressures development. Furthermore, this
type of failure has been observed in numerous earth-
quakes, and is typical of relatively low height over
width ratio buildings, which settle almost vertically
with little deviation from verticality. 

Proceeding further to the investigation of the fail-
ure mechanism, Figure 7 provides insight to the evo-
lution of excess pore pressures during shaking. Namely,
contours of excess pressure ratio ru � �u/��vo are pre-
sented at the end of shaking (t � 5 sec). Note that
excess pore pressure ratio ru is an index of proximity
to liquefaction, normalizing excess pore pressures �u
developed during shaking to the initial effective verti-
cal stress ��vo. Values of ru close to 1 indicate lique-
faction of the subsoil.

It is clearly shown that the presence of the founda-
tion, and the resulting increase of soil stresses under-
neath it, significantly differentiates the response from
the free-field conditions.

Developed excess pore pressures inside the sand
layer, immediately below the foundation, are not able
to reduce the effective stresses to zero, and hence no liq-
uefaction is observed. Also, at the perimeter of the
superstructure, the increase of initial shear stresses,
without an equivalent increase of the mean effective
stresses, brings the subsoil closer to failure, and hence
closer to liquefaction. This observation, accompanied
with migration of water from the axis of foundation to
free-field, potentially explains the presence of liquefied
soil at the perimeter of foundations, that has been
observed in numerous earthquakes. These effects of the
superstructure are usually neglected in current practise.

Figure 8 compares the excess pore pressure ratio
time histories developing at several depths under-
neath the footing and at the free field, as well as the
recorded settlements. Even though the values of ru
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Figure 6. Deformed mesh, shear strain increment contours and displacement vectors indicating the mode of (a) static and
(b) dynamic failure.

Figure 7. Excess pore pressure ratio contours at t � 5.0 sec.
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remain close to 1 at the free field, at the axis of foun-
dation and 1.5 m below the clay cap (5.5 m below the
soil surface) the excess pore pressure ratio remains
lower than 0.6 during shaking. Moving to larger
depths, normal and shear stresses applied from the
footing are reduced, and excess pore pressure ratios
tend to become equal to the ones developing in the
free field.

This variation of pore pressures with depth initi-
ates vertical upward flow, resulting to a long term
increase of the excess pore pressure ratio under the
footing, as clearly shown in Figure 8. On the other
hand, excess pore pressures in the free field remain
high, because of the existence of the relatively imper-
meable clay cap. It is noticed, though, that footing set-
tlements continue to increase at a slow rate during the
consolidation process. This is attributed to the redis-
tribution of excess pore water pressures underneath
the foundation. However, the long term settlements
(1.6 cm) are generally smaller compared to the ones
developing during shaking (14 cm).

3.4 Evaluation of “critical depth”

From a practical point of view, a crucial question to
answer is whether a critical thickness of non-liquefi-
able layer exists, beyond which liquefaction of the
underlying layer does not affect the superstructure.
On that purpose, two more analyses were performed,
considering different clay cap thicknesses, i.e. H � 8
& 12 m. Results from these analyses are presented at
Figure 9, where the estimated foundation settlement
is correlated with the ratio of cap thickness to the
width of foundation H/B. Settlements due to excess
pore pressure buildup are greatly reduced, with the
increasing cap thickness. This finding is in agreement
with the “critical depth”, obtained by the pseudo-
static approach of Cascone & Bouckovalas (1998)
and Bouckovalas et al. (2005). Note that the analyti-
cal solution predicts (H/B)cr � 2.00 - 2.50 when
mean ru ranges from 0.7 to 1.0, as in the case of
Figure 7.

3.5 Effect of groundwater flow and permeability

Figure 10 presents results for two different values of
sand permeability, i.e. 2.1 � 10� 4m/sec and
2.1 � 10�5m/sec (basic run). Both analyses predict
similar response during shaking, indicating that, for
these permeability values, flow is not significant dur-
ing shaking and does not affect practically the results. 

However, immediately after shaking, water flow
from deeper to shallower layers affects greatly the
computed response. Namely, an increase of excess
pore pressure ratios is observed that leads to a further
increase of foundation settlements. This is most
prominent for the case of k � 2.1 � 10 �4m/sec,
where flow occurs at faster rate. In the case of a less
permeable sand layer (i.e. k � 2.1 � 10�5m/sec), the
change of pore pressures and settlements due to water
flow, takes place at a slower rate. 

Note also that, although the total value of dis-
placement remains practically the same for both cases
(15.6 cm at t � 50 sec), post-shaking settlements
become greater part of the total displacements as soil
permeability decreases, i.e. 10% for k � 2.1 �
10�5m/sec compared to 6% for k � 2.1 � 10�4m/sec.
This phenomenon has also been observed in centrifuge
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Figure 8. Long-term evolution of excess pore water pressures (at various depths underneath the footing and in the free field)
and foundation settlements.

Figure 9. Comparison of the evolution of dynamic settle-
ments for different clay cap thicknesses and variation of the
final settlements with H/B.
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studies (Liu & Dobry 1997) and explains partly the
delayed failure of foundation systems, observed in
earthquakes where fine-grained soils have been liq-
uefied (e.g. Adapazari 1999).

4 CONCLUDING REMARKS

The seismic response of shallow foundations on liq-
uefiable sand is studied herein through fully coupled
effective stress analysis. The common case of a non-
liquefiable clay cap overlying a liquefiable sand layer
is explored. On that purpose, a recently developed
numerical methodology is used, that consists of a
bounding surface model for non-cohesive soils, imple-
mented in FLAC. The findings of this research are
compared with those of a pseudo-static approach for
the design of foundations where liquefaction occurs.
As concluded from the parametric runs presented:

– Effective stress analysis can be used to analyze and
explore significant aspects of dynamic soil-structure
interaction and liquefaction phenomena

– The presence of superstructure affects greatly the
response of the subsoil, differentiating it from the
free-field response.

– A “critical depth” of clay cap exists, beyond which,
liquefaction of the subsoil does not damage the
foundation.

– Groundwater flow, immediately after the end of
shaking, redistributes pore pressures, leading to a
delayed increase of foundation settlements.

– For commonly used static factors of safety (e.g. 2),
foundation settlements due to liquefaction can be
excessive.
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1 INTRODUCTION

The dynamic foundation-soil-foundation interaction
phenomena has long been recognized as an important
factor in the seismic and machine vibration response
of critical facilities and other closely spaced struc-
tures or portions of a structure. Rotative machines
foundation constitutes a source of vibrations which
are transmitted to the surrounding soil. Depending on
the energy communicated to the medium, this disturb-
ance may affect greatly either the soil or the adjacent
structure. Rational analysis of the phenomenon requires
taking into account the dynamic nature of the inter-
action between the soil and the foundation. This is
essentially a wave propagation problem with mixed
boundary condition (i.e. rigid body displacement
under the foundation and none traction elsewhere).
Although, a solution of a foundation-soil-foundation
interaction problem in most cases involves a straight-
forward application of any of the well established
soil-structure interaction methods, a relatively small
number of 3-D investigations have appeared in the
related literature. This is probably due to the substantial
computational effort required by the Finite Element
Method and the usual straightforward Boundary Ele-
ment method formulations. Further more, there is a
noticeable absence of simplified discrete models which
is due, perhaps, to the general lack of rigorous results
which would be used for the verification and calibra-
tion of such models. The complicated geometries,

loadings and soil conditions, have discouraged, in gen-
eral, the development of analytical solutions. (Luco
1976) determined the impedance functions for a rigid
circular disk on layered elastic and viscoelastic
medium using an integral equation approach. (Apsel
& Luco 1987) using the integral equation approach
based on the green’s functions for layered soil media
reported in (Apsel 1979) for the determination of the
impedance functions of embedded foundations.
Using this approach (Wong & Luco 1986) studied the
dynamic interaction between rigid foundations in a
layered half-space. Using a semi-analytical formula-
tion (Gazetas & Roesset 1979) analysed the 2-D prob-
lem of strip foundations on a layered half-space,
(Boumekik et al. 1986) studied the 3-D problem of
embedded foundations on a layered substratum, on
the other hand (Sbartai & Boumekik, 2002, 2003)
analysed the transmission of the wave in the soil layer
caused by machine foundation. The Finite Element
Method has also been applied by (Gonzalez 1974),
(Kausel et al. 1976), (Kausel & Roesset 1981) and
(Lin et al. 1987) in determining the behaviour of rigid
foundations resting on or embedded in a stratum over
bedrock. A frequency domain Boundary Element
Method formulation has been developed to treat wave
propagation problems, soil-structure problems and
structure-soil-structure problems, which limit the dis-
cretization at the soil foundations interface. In this
approach the field displacement is formulated as an
integral equation in terms of Green’s functions (Beskos
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1987), (Abascal & Dominguez 1989), (Qian & Beskos
1996), (Qian et al. 1989), (Karabalis & Mohammadi
1998), (Mohammadi 1992) and (Sbartai & Boumekik
2005). In this work, the solution is formulated in fre-
quency domain Boundary Integral Equation Method.
Only the foundation-soil-foundation interface and a
free surface between adjacent foundations are dis-
cretized. Within the discretized medium, the Green’s
functions (displacement of the ith element due to har-
monic unit force applied on the jth element) are cal-
culated using the Thin Layers Method, (Kausel &
Peeck 1982). Using this approach allowed to establish
a mathematical model enabling us to determine the
vertical compliance functions of adjacent surface
footings resting on heterogeneous soil layer.

2 BASIC EQUATIONS

2.1 Model of calculation

The model of calculation is represented on the fig-
ure.1. The two foundations considered are supposed to
be rigid, massless, of form square placed at the surface
in homogeneous soil limited by a substratum. The soil
at height H, is supposed to be viscoelastic linear char-
acterized by its mass density r , its shear modulus G,
its damping coefficient b and Poisson’s ratio n . The
footing (1) are subjected to vertical harmonic external
force Pz . It is assumed that the time dependence of the
excitation is of the type eivt in which v denotes the
frequency. For brevity, this time factor will be omitted
in the sequel. The goal being to obtain the compliance
functions of two footings. The Displacements in an
unspecified point “a” of the soil may be obtained
from the resolution of the wave equation:

(1)

where Cs, CP are the celebrities of the waves of shear-
ing and compression, v the angular frequency of
excitation and r the mass density of the soil. The

solution of equation (1) can be formulated by follow-
ing boundary integral equation:

(2)

with Uab are the Green’s functions which represent
displacements in a point a had with a load harmonic
unit (vertical and horizontal) applied in another point
b of soil and tb represent a harmonic load distributed
on a surface of soil dSb . As long as the medium is
continuous, this last relation remains very difficult to
evaluate. However, if the solid mass of the soil is dis-
cretized in an adapted way, this relation can be made
algebraic and displacement can then be calculated.

2.2 Discretization of the model

In this approach, the principle of the discretization of
the solid mass of soil is represented on the figure.2. It is
based on two types of horizontal discretization one and
the other vertical. The horizontal discretization consists
in subdividing any horizontal section of the solid mass
of the soil in square elements of Sk sections. The aver-
age displacement of the element is replaced by dis-
placement of its center and on which the distribution of
the constraints is supposed to be uniform. For reasons
of simplicity of integration and saving in calculation the
square elements are replaced by disks. The vertical dis-
cretization consists in subdividing the solid mass of the
soil in under layers (Infinite Elements in the horizontal
direction) rather low thickness compared to the wave-
length of Rayleigh (l/10) to be able to linearize the dis-
placement of under layer to the other. This discretization
being characterized by the depth of embedding of the
foundation and the depth of the substratum figure 2.

(3)

where NRT represents the total number of elements
discretizing the soil between two foundations and the
interface soil-foundations.
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2.3 Displacement matrix of discretized soil

The total matrix displacement of the soil is obtained
by successive application of the loads units distrib-
uted on the constituent elements of the solid mass of
the discretized soil. This matrix includes the terms of
flexibilities of the soil which will be occupied by the
first foundation (medium1), the soil which will be
occupied by the second foundation (medium 2) and
those of the coupling between the two mediums
which can be written as follows:

(4)

where F1, (3N1�3N1) is the flexibility matrix of
medium 1. F2, (3N2�3N2) is the flexibility matrix 
of medium 2. F12, (3N1�3N2) is the flexibility matrix
of coupling of medium 1 on the medium 2. 
F21, (3N2�3N1) is the flexibility matrix of coupling
of medium 2 on the medium 1. N1 and N2 are respect-
ively the number of elements discretizing medium 1
and medium 2.

The Displacements in the two mediums are
expressed then by:

(5)

(6)

where
{t1} � {t11,t12,(,t1k,(,t1N1}

t represent the vector
charges of the medium 1 in which {t1k} � {h,t,n}t

k is
the under-vector charges applied to the disk k, where
h, t and n are the harmonic loads distributed accord-
ing to respective directions x, y and z.
{t2} � {t21,t22,(,t2k,(,t2N2}

t represent the vector
charges of the medium 2 in which {t2j} � {h,t,n}t

j is
the under-vector charges applied to the disk j, where
h, t and n are the harmonic loads distributed accord-
ing to respective directions x, y and z.
{d1} � {d11,d12,(,d1k,(,d1N1}

t represent the vector
displacements of the medium 1 in which {d1k} �
{u,v,w}t

k is the under-vector displacements applied to
the disk k.
{d2} � {d21,d22,…,d2k,(,d2N2}

t represent the vector
displacements of the medium 2 representing the same
characteristics as the vector {d1}.

2.4 Condition of compatibility and equilibrium

When the two foundations are in place, they impose
their displacements on the various sections which will

be constrained to move like a rigid body. For all the
elements of the model, one can write the following
relations:

(7)

(8)

with
{D1} � {�x,�y,�z,fx,fy,fz}t

1 the vector displace-
ment of the first foundation for the 6 degrees of free-
dom considered; {D2} � {�x,�y,�z,fx,fy, z}t

2 the
vector displacement of the second foundation (6
degrees of freedom) considered and [R1] � [R1,
R2,( (,Rk,( (,RN1]

t is a matrix of transformation of
dimension (3N1�6), depending only on the geometri-
cal characteristics of the discretized volume of the
soil of the first foundation where under matrix is
given by:

(9)

in which xk , yk and zk are the co-ordinates of the elem-
ent k compared to the center of the foundation;
[R2] � [R1,R2,( (,Rk,( (,RN2]

t is also a matrix of trans-
formation of dimension (3N2�6), depending only on
the geometrical characteristics of the discretized vol-
ume of the soil of the second foundation where under
matrix[R2]j is similar to that of the relation (9) in
which xj, yj and zj are the co-ordinates of the element
j compared to the center of the second foundation. If
one notes Pi1 and Mi1 the components of the vector
charges applied to the first foundation, the equilib-
rium between the latter and the forces distributed on
the elements discretizing the volume of the founda-
tion are expressed for the loads of translations and
rotations by:

(10)

(11)

These two last expressions can be put in the following
matrix form:

(12)
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Same manner, one can write the same thing for the
second foundation one has then:

(13)

(14)

These two last expressions can be put in the following
matrix form:

(15)

2.5 Response of the model

The relation binding the vector directly charges exter-
nal {P1} applied to the centre of gravity of the footing
with the vectors displacements {D1} and {D2} can be
expressed starting from the relations (5), (6), (7), (8)
and (12) by:

(16)

The relation binding the vector charges external
applied to the centre of gravity of the second footing
to the vectors displacements starting from the rela-
tions (5), (6), (7), (8) and (15) by:

(17)

If the second foundation is unloaded (P2 � 0), the
Eqs. (16) and (17) becomes:

(18)

(19)

From there system one can write:

(20)

is the compliance matrix of the loaded foundation and

(21)

is the coupling compliance matrix of the unloaded
foundation.
where

K1 is the dynamic stiffness matrix of the loaded 
footing (1).
K2 is the dynamic stiffness matrix of the unloaded
footing (2).
K12 is the coupling matrix of the loaded footing on the
unloaded footing.

In the following, these two last relations are used to
analyses the dynamic interaction between two surface
square rigid footings placed on homogenous soil
where only one foundation is loaded.

3 VALIDATION FOR ADJACENT
FOUNDATIONS

The results of this work will be validated while com-
paring results then obtained by the present study at
those obtained by the 3-D frequency domain BEM
formulation of Karabalis et al [20]. The comparison
relates to the case of a square foundations placed at
the surface of a viscoelastic and isotropic semi-
infinite soil having the following characteristics:
r � 1; G � 1; Cs � 1; n � 0.333; b � 0.05, H/b �
16 (to approach the semi-infinite one) with b � 1/2 is
the half wide of the foundations. Only the first foot-
ing is loaded with the unit vertical force Pz � 1, how-
ever the second footing is unloaded. The dimensionless
vertical compliance Cv is defined as:

(22)

The soil is discretized horizontally in 9 quadrilat-
eral constant elements on the soil-footings interfaces
and 9 quadrilateral constant elements on the free sur-
faces between the footings. For the vertical discretiza-
tion the depth of the substratum will be subdivided in
10 under layers. The compliances are calculated at
relative distance d/b � 2 between two footings versus
different dimensionless frequency a0. The results thus
presented on (fig.3) are practically comparable and
the maximum errors are observed only in static case.
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4 PARAMETRIC ANALYSES

In the case of one layer resting on rigid substratum
(G1/G2 extending to zero), two square footings are
considered but only first footing is subjected to unit
vertical force Pz � 1. The soil is discretized in 9
quadrilateral constant elements to the interface soil-
foundations and in 9 quadrilateral constant elements
to the free surface and is characterised by r � 1,
G � 1, n � 0.333, b � 0.05, H/b � 8. For this, the
dimensionless vertical compliance C11�Gb for
loaded foundation and vertical coupling compliance
of the unloaded foundation C12�Gb have been stud-
ied for different cases of distance between two foun-
dations (d/b � 2, 6, 10, 14).

In (fig. 4), the influence of the distance between
foundations versus frequency ao � v b/2Cs is exam-
ined. It is noticed that the variation magnitude of the
compliance of the charged footing is appreciably
affected in the vicinity of the maximum values with a
reduction magnitudes as the distance between the two
footings increases. Concerning coupling compliance
of the no charged footing, we noted the same remark
but with magnitude much less important. So, we
noted that the coupling compliance is more affected
by interaction phenomena that the charged footing.

The case of the layer on half-space medium is also
examined (heterogeneous soil: type Gibson). The
footings soil comprises a layer thickness ratio
H/b � 2 resting on half-space medium. Each of the
two media are viscoelastique, homogeneous and
isotropic. Let the characteristics of the upper layer be
designated by index 1 and the characteristics of the
half-space by index 2. The case of the layer resting on
half space is an intermediary one between that on the
half-space (G1 � G2) and that of the layer resting on
rigid substratum (G1/G2 extending to infinity). In this
work, the ratio G1/G2 takes the values following (0,
1/4, 1). In (fig. 5), the influence of the shear modulus
ratio versus frequency is examined while the founda-
tions are massless, the distance ration between foun-
dations d/b � 2, and the damping level is kept
constant at b � 0.05 for the two media.While vary-
ing the shear modulus ratio according to the fre-
quency we noted:

– The static response increase when the shear modu-
lus ratio increases.

– A remarkable shift in the resonant frequencies.
– A variation in the peaks of resonance.
– An important variation in the magnitude on the

level of the resonant frequencies with the smaller
shear modulus ratio.

The behaviour of the unloaded foundation is similar
to that described above for the loaded foundation, the
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only difference being that the magnitude of the res-
onant peak decrease with the shear modulus ratio
increase.

5 CONCLUSIONS

In this paper, the dynamic interaction between two
surface rigid footings resting on heterogeneous vis-
coelastic soil subjected to vertical harmonic external
force excitation has been developed and fully tested.
The solution is formulated in frequency domain
Boundary Element Method in conjunction with the
Kausel-Peek Green’s function for a layered stratum
and quadrilateral constant element to study the
dynamic interaction between adjacent footings with
which the parameters of interaction structure-soil-
structure in a soil layer profile will be numerically
given. The advantage of the method used lies in 
limited the enough number of elements used in the dis-
cretization of the model on the one hand and the taking
into account of the heterogeneity of the soil on the other
hand. This study shows well us the great importance of
the interaction foundation-soil-foundation which proves
to be different from the interaction soil-foundation
(single foundation). To this end, we recommend to
take into account this phenomenon in account for the
study of any structure.
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1 INTRODUCTION

Municipal solid waste (MSW) landfills are geo-
structures of extremely high engineering interest due to
the environmental risk related to a potential failure. In
regions with higher seismicity the aforementioned risk
is more intense, as recent experience has shown. The
performance of MSW landfills during the past earth-
quakes, such as Loma Prieta and Northridge, has pro-
vided significant information for failure mechanisms
and seismic design. The critical failure modes that have
been reported by Matasovic et al. (1998) include trans-
verse and longitudinal cracks of cover soils, damage to
gas system header pipes, local tears in geomembrane
liners, landfill settlement, cracking of landfill slopes,
cracks about the contact between refuse landfill and
canyon bedrock, as well as cracks due to liquefaction
induced lateral spreading of foundation soil.

In order to study the seismic response, as well as
the related seismic stability issues of landfills it is
important to determine the effect of the seismic exci-
tation to the geo-structure. Earthquake induces time
dependent deformations to the geo-structure, which are
related to its dynamic response, i.e. the developed iner-
tial accelerations. On the other hand, post-earthquake
permanent deformations are related to potential lique-
faction or fault movement effects on the geo-structure.
The dynamic performance of landfills due to lique-
faction or fault movement is a complicated problem
and not a part of the current study.

Seismic design of MSW landfills can be evaluated
according to current methods used in embankment/dam

seismic stability analysis. In relation to current seismic
codes (e.g. Eurocode 8 1994), seismic stability analysis
is usually performed via the pseudostatic method, which
is conducted using a value of seismic coefficient equal
to half of the design peak ground acceleration (PGA).
In this way the dynamic response of the structure is
not taken into account, resulting to incapability of
predicting the true response and stability of the geo-
structure during a moderate or severe seismic event.

Recent practice in seismic slope stability analysis is
based on three categories of methods, namely: stress-
deformation analysis, pseudo-static analysis, and 
permanent deformation analysis. Stress-deformation
analyses are performed utilizing finite-element method
with the application of sophisticated constitutive 
models to describe material nonlinearity. As the param-
eters required for the implementation of the models
are not easily or accurately quantified in the labora-
tory or in situ (especially for waste material), this type
of stability analysis is not part of the current study. A
crude estimation of seismic slope stability is obtained
through pseudostatic analysis. The results are provided
in terms of minimum factor of safety (FS), based on
limit equilibrium methods of static slope stability
analysis, including horizontal and vertical inertia
forces. The basic limitation of the method acquires
the selection of the value of seismic coefficient (kh).
Permanent deformation analyses are based on the cal-
culation of seismic deformations through a method
proposed by Newmark (1965), known as sliding
block analysis. Makdisi & Seed (1978) extended the
aforementioned method by applying it to weighted

Efficient numerical simulation of waste landfills’ seismic response
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ABSTRACT: A major concern related to the seismic design of a geo-structure, such as a municipal solid waste
landfill, is to avoid a potential instability of its slopes under seismic loading, a phenomenon directly related to the
developed acceleration levels and the dynamic interaction of the geo-structure with the underlying soil. The aim of
this study is to examine the seismic response and the stability of a typical above-ground landfill founded either
on rock or on an intermediate soil layer. Extensive numerical analyses have been performed in order to achieve
a realistic assessment of the dynamic behaviour of the landfill, while simplified procedures have been utilized
to estimate the effects of earthquake excitation on its slope stability by quantifying the induced displacements.



average values of seismic coefficient. The application
of the aforementioned methods requires accurate esti-
mation of inertial accelerations.

On the other hand, analytical methods have been also
developed for the dynamic response of dams. One of the
earliest approaches of this kind is the shear-beam
approach (Gazetas 1987), which has been applied to
landfills by Gunturi & Elgamal (1998). Nevertheless, 
a more realistic approach for the dynamic response of
geo-structures is through dynamic nonlinear finite-
element analysis. Finite-element analyses are capable of
modelling actual deformations of a dam, both vertical
and horizontal, in contrast to the analytical shear-beam
approach that predicts only the horizontal component.

In the present study efficient two-dimensional (2D)
finite-element models have been developed, and linear
or equivalent linear dynamic ground response analyses
have been conducted in order to: (a) examine in more
detail the aggravation of horizontal acceleration due to
local site conditions, (b) investigate the relationship
between this aggravation, and (c) the potential nonlinear
behaviour of soil and to examine the nonlinear dynamic
interaction between a typical landfill and an underlying
soil layer. Application of the aforementioned methods
reveals the incapability of accurate evaluation of land-
fill’s stability by current seismic codes.

2 SEISMIC RESPONSE OF LANDFILLS

2.1 Two-dimensional modelling

Dynamic response of landfills is examined through
2D finite-element modelling of two typical geom-
etries. The first model (Model A) is an above-ground
landfill founded on stiff rock (bedrock), while the 
second one (Model B) is founded on a soil layer (Fig. 1).

The finite-element analyses were conducted utilizing
QUAD4M (Hudson et al. 1994), which evaluates the
seismic response of 2D plane-strain models. Material

nonlinearity is taken into account using an iterative pro-
cedure according to which shear modulus and damping
are consistent to the level of maximum shear strain. The
models were discretized using three-noded triangular
elements, the size of which was tailored to the wave-
lengths of interest resulting to a finer mesh from rock
to soil.

Landfill material properties depend on the compos-
ition of municipal waste, the age of the waste, the soil
content and the compaction during waste disposal. Due
to the inherent uncertainties related to the determination
of the aforementioned factors, it is extremely difficult to
evaluate waste properties with great accuracy. The prop-
erties used for the analyses of this study correspond to
two common cases: (a) a recently deposited waste, and
(b) an old deposited waste. The recently deposited waste
was considered to be characterized by a material that
has no cohesion and an angle of friction equal to 30°,
while the old deposited waste has cohesive strength

224

BEDROCK

SOIL

WASTE

25m

25m

BEDROCK

WASTE

T1 T2
1: 31: 3

1: 31: 3
T1 T2

B

MODEL A

MODEL B

Figure 1. Models of the landfills examined. T1, T2 and B are the points of interest.
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equal to 20 kPa. The unit weight of the waste material
was set equal to 10 kN/m3. For recently deposited waste
the shear wave velocity was assumed to be 160 m/sec,
while for the old waste was 400 m/sec.

As shown in Figure 1, in Model B the landfill is
founded on a relatively soft clay layer of 25 m. The clay
is characterized by shear-wave velocity, Vs

s, equal to
310 m/sec, unit weight 18 kN/m3, and plasticity index,
PI, 50. In Figure 2 the shear-modulus reduction curve
(G/Gmax, �) and the damping-variation curve (j, g)
are given for waste material (Singh & Murphy 1990)
and clay (Idriss & Sun 1992).

The excitation used in the present investigation is a
simple Ricker pulse with central frequency f0 � 2 Hz.
Despite the simplicity of its waveform, Ricker pulse
covers a broad range of frequencies up to 3f0 (see Fig. 3).
Additionally, recent studies reveal that simple pulses
like Ricker are capable of approaching near-fault exci-
tations. Many researchers report that near-fault ground
motions are characterized by a relatively simple long
period pulse of strong motion that has a relatively
small duration (Mylonakis & Reinhorn 2001).

In order to evaluate the linear and nonlinear behav-
iour of materials, two levels of PGA were examined:
0.01 g and 0.36 g, respectively. According to the afore-
mentioned analytical method based on the shear-beam
approach (Gazetas 1987) the first eigenperiod TD of a
trapezoidal dam is provided by:

(1)

where HD is the height of the landfill, and Vs
D is the

shear-wave velocity of the embankment’s material.
Also, the first eigenperiod of a linear elastic soil layer
overlying rigid bedrock is given by:

(2)

where HS is the height of the soil layer, and Vs
S is the

shear-wave velocity of soil.
The fundamental period of the Ricker pulse is

approximately 0.32sec (Fig. 3). According to Equation 1
the first eigenperiod of Model A for a recently
deposited waste is equal to the fundamental period of
the Ricker pulse, while for the old deposited waste the
first eigenperiod of the landfill is equal to 0.13 sec.

2.2 One-dimensional modelling

In order to investigate the capability of 1D response
analyses to capture landfill’s response, 1D response
analyses were also conducted with SHAKE91 (Idriss &
Sun 1992). The program computes the response of a
horizontally layered soil deposit subjected to vertically
propagating shear waves. An iterative procedure is also
used to account for the nonlinear behaviour of the soil.
A comparison between 1D and 2D response has been
performed.

3 NUMERICAL RESULTS

3.1 Landfill on stiff rock

In this case the eigenperiod of the Ricker excitation
and the landfill model for recently deposited waste
coincide. Thus, the dynamic response of the landfill
is expected to be indicative of potential resonance
phenomena, as long as the landfill behaves linearly
and its damping is low. Indeed, observing Figure 4, it
can be seen that base motion is strongly amplified at
both points T1 and T2 when the shear-strain level is
small. For higher levels of imposed acceleration the
resulting stiffness degradation and greater damping
value lead to a higher eigenperiod of the geo-structure
and therefore to a slight amplification, or even to a
de-amplification of the base acceleration (Psarropoulos
et al. 2006). On the contrary, when waste material con-
sists of old waste (stiffer material) the amplification
for the linear case is smaller, while on the nonlinear
case the corresponding increase of landfill’s eigen-
period affects significantly its response. As it is depicted
in Table 1 the amplification of PGA for this case is
even higher than in the case of soft-waste landfill’s
linear behaviour.

In addition, considering the 1D results for the seis-
mic response of the landfill, the effect of the 2D
geometry in dynamic response of the geo-structure
becomes obvious.
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Results presented in Table 1 shows that 1D analy-
sis approximates to certain extend the 2D dynamic
response of the landfill for linear behaviour of stiff waste
material and for nonlinear behaviour of soft waste
material. Nevertheless, 1D simulation of geo-structure
leads to inaccurate prediction of the elastic response
of the soft-waste landfill, as accelerations at the top of
the landfill are amplified due to the effect of 2D
geometry. Similar are the conclusions for the nonlin-
ear response of stiff waste material, indicating that
high amplification levels are associated not only with
the nonlinear behaviour of the material, but with the
geometric characteristics of the landfill as well.

Another important issue, which justifies the need
for 2D analyses, is that although the base acceleration
is applied on the horizontal direction, generation of

vertical parasitic acceleration is observed on the top
of the landfill. As it was observed, this phenomenon
is more intense for the nonlinear case (Fig. 5). This is
consistent with recent studies related to topography
effects on ground motions (Gazetas et al. 2002,
Bouckovalas & Papadimitriou 2004).

The initiation of parasitic vertical acceleration is
attributed to the generation of surface waves resulting
from wave reflections at slope surface. Note that 1D
response analyses are incapable of capturing this 
phenomenon.

3.2 Foundation of landfill on soil layer

The seismic response of a landfill founded on soil
layer (Model B) is examined for the case of soft waste
material only. Equations (1) and (2) indicate that 
double resonance effects can be expected, as both land-
fill and soil layer have first eigenperiod coincident to
the fundamental period of the Ricker pulse. However,
the system responds in a more complicated manner
than Model A due to the presence of the intermediate
soil layer. As shown in Figure 6, for rather small levels
of developed shear strains the base acceleration is
amplified due to soil layer response. This results to
higher levels of acceleration at the top of the landfill
and especially at the inner point T2.
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Table 1. Amplification factors for Model A in terms of PGA.

2D Analyses 1D Analyses

PGA � 0.01 g PGA � 0.36 g PGA � 0.01 g PGA � 0.36 g

Soft Stiff Soft Stiff Soft Stiff Soft Stiff

T1 2.83 1.96 1.14 3.02 2.04 2.27 0.91 1.90
T2 3.91 2.04 0.85 3.32 2.04 2.27 0.91 1.90
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Figure 5. Vertical acceleration response of Model A on
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In addition, it can be observed (Fig. 6) that for the
nonlinear case high amplification of the base acceler-
ation occurs till the interface between soil layer and
landfill and de-amplification of the seismic motion
through the landfill. Strong nonlinear waste material

behaviour, which corresponds to great reduction of
stiffness and increase of its damping, reduces the
amplified (by the soil layer) base acceleration. This
trend becomes more evident when 1D cross-section
responses of upper middle point and the interface
middle point are compared to the corresponding 
2D results. One-dimensional analysis simulates quite 
sufficiently landfill’s response, due to highly nonlinear
material behaviour which dominates the response. On
the other hand, this is not the case for elastic material
behaviour (Fig. 7), where 1D response predicts lower
values of acceleration than 2D. In the latter case
higher acceleration levels can be attributed to reson-
ance of the geo-structure.

Furthermore, the generated parasitic vertical
acceleration at the crest of the landfill presents rela-
tively high values, comparable to horizontal accelera-
tion levels for the elastic behaviour of the landfill. In
conclusion, dynamic response of landfills is a com-
plex problem, in which significant factors seem to be
the excitation’s characteristics, the waste material
properties and the local soil conditions.

4 STABILITY ANALYSIS

4.1 Pseudostatic method

The simplest of the approaches used for seismic slope
stability is pseudostatic analysis. The factor of safety
(FS), obtained from a pseudostatic analysis depends
on the selected value of seismic coefficient. Due to
the dynamic response of the potential failure mass the
induced inertial force varies with time and within the
failure mass. Consequently, seismic coefficients that
are proposed by seismic codes generally correspond to
acceleration values that underestimate the predicted
PGA.

Model A was analyzed pseudo-statically for both
cases of soft and stiff waste using Bishop’s simplified
method of slices (Bishop 1954). A dynamic FS was
obtained for the acceleration time history of the
Ricker pulse for both acceleration levels of 0.01 g and
0.36 g. These analyses provide an estimation of the
potential failure surface and are indicative of the time
variation of FS.

In order to determine the seismic coefficients 
corresponding to each of the aforementioned critical
failure surfaces finite-element analyses were conducted
utilizing QUAD4M (Fig. 8). The program estimates the
seismic coefficient as the force induced by the earth-
quake over the weight of the sliding surface. The forces
acting on the surface are computed by multiplying
shear and normal stresses acting on an element with the
width of that element. Average stress is calculated
between elements on either side of the interface. The
summation of forces acting on the surface is com-
puted as a function of time. Subsequently, the critical
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surfaces were analyzed using the pseudostatic
method, with the application of both horizontal and
vertical seismic coefficients (kh, kv) obtained from
the finite-element analyses. It is clear that variation of
acceleration within the mass has affected the critical
FS in most cases. Due to the dynamic response of the
landfill the maximum kh for the critical failure surfaces
receive values even greater than PGA (see Table 2).

4.2 Permanent deformation method

Though pseudostatic analysis is a simple and straight-
forward procedure it is governed by the accuracy with
which the simple pseudostatic inertial forces repre-
sent the complex dynamic inertia forces that actually
exist in an earthquake (Kramer 1996). Methods based
on evaluation of permanent slope deformation are being
used increasingly as pseudostatic factors of safety pro-
vide none information on potential slope deformations.
Newmark (1965) developed a simple procedure of esti-
mating permanent seismic slope deformations using
the analogous of a sliding block on an inclined plane.

Permanent deformations induced by the earthquake
along the failure surface of the landfill were evaluated
using the rigid sliding block model (Newmark method).
The method was applied to the stiff waste material land-
fill, where critical safety factor reached a value less than
one. The angle of inclined plane, along which the move-
ment occurs theoretically, was determined through a
method proposed by Sharma (1975). The direction of
the vector of sum of shear forces along the failure sur-
face gives the angle of the inclined plane. Seismic
coefficient time histories were used for the analysis,
taking into account both directions of motion initiated
within the failure mass. The relative displacement
from this type of analysis reached a maximum value
of 0.12 m. Note that by not taking into account the
parasitic kv the magnitude of displacements is under-
estimated by 34% (Fig. 9).

The procedure used here to compute permanent
deformations that are produced at the sliding interface
is a decoupled one. The limitation of the method is that
it is based on the assumption that dynamic response
of the failure mass is not influenced by permanent
displacements that occur on the failure surface.
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Figure 8. Critical failure surfaces of Model B for soft
waste material (a), and stiff waste material (b) for both 
levels of acceleration PGA � 0.01 g and PGA � 0.36 g.

Table 2. Factors of safety and corresponding values of acceleration obtained from
pseudostatic analysis of Model A applying Ricker and seismic coefficient time his-
tory for both soft and stiff waste material.

Ricker Seismic coefficient

PGA � 0.01 g PGA � 0.36 g PGA � 0.01 g PGA � 0.36 g

Soft Stiff Soft Stiff Soft Stiff Soft Stiff

FS 1.94 3.10 0.86 1.38 1.86 3.00 1.65 0.71
kh 0.01 0.01 0.36 0.36 0.022 0.02 0.10 0.70
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5 CONCLUSIONS

Dynamic response analysis of rather simple MSW
landfills has shown the complicated nature of the
problem. Current seismic codes are incapable to cover
fully the seismic design of landfills, or similar geo-
structures, as they rather underestimate local site effects
on ground shaking and slope stability. Therefore,
proper seismic design of such structures should be
performed on a case-by-case basis in order to take
into consideration, apart from the seismological con-
ditions, the specific local site conditions and the indi-
vidual characteristics of each structure.
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1 GENERAL INTRODUCTION

New infrastructure developments around the world are
associated with an increased awareness regarding vibra-
tions in buildings being an essential element in annoying
people. Air borne noise is to an increasing extent being
efficiently reduced by sound barriers, and the vibrations
are remaining the dominant problem.

In different countries in Europe and elsewhere, official
regulations have recently started focusing on limiting
vibrations, setting up legal limits for acceptable levels.

Under these circumstances there is an increasing
demand for better prediction methods regarding ground
vibration, particularly for critical soil conditions involv-
ing soft soil layers at different depths. In addition, better
tools for designing mitigation measures, which can
reduce the through ground vibrations, are also required.

The predominant range of frequencies of such type
of vibrations may be (5–50) Hz. The waves propagating
at low frequency can interact with the modes of vibra-
tion of the nearby buildings, sometimes approaching
resonance conditions, increasing the disturbance as
schematized in Figure 1.

For heavy machineries operating in the industry or
other similar situations the vibration source is considered
fixed or stationary.

With the expansion of heavy traffic in the urban areas
and railway network, concern has been raised about the

effect of non-stationary load on wave propagation and
vibrations in the nearby buildings.

Different vibration mitigation measures are proposed
and applied in the past and recently. Open or in-filled
trenches, concrete or sheet pile walls and wave impeding
barriers have been previously investigated analytically
and numerically by Ahmad et al, (1996), Al-Hussaini &
Ahmad (1996), Hawwa (1998), Lee & Its (1995),
Fuyuki & Matsumoto (1980), Takemiya & Kellezi
(1998), Kellezi & Nielsen (2000) etc.

Aviles & Sanchez-Sesma (1988) investigated analyti-
cally a row of circular piles as ground vibration barrier.
A general analytical solution was presented also from

Dynamic FE analysis of ground vibrations and mitigation measures
for stationary and non-stationary transient source

Lindita Kellezi
GEO – Danish Geotechnical Institute, Lyngby, Denmark

ABSTRACT: For building constructions located on soft soil conditions and near heavy traffic or industrial
areas ground vibrations are becoming more and more a great concern. In this paper a three-dimensional (3D)
finite element (FE) model formulation and its application for simulating ground vibration and design of miti-
gation measures is presented. The effectiveness of wave barriers such as concrete walls and a row of concrete
piles in reducing those vibrations is investigated. The analyses consider stationary and non-stationary dynamic,
transient sources intending to simulate industrial foundation vibrations and traffic-induced vibrations respec-
tively. For non-stationary source subsonic conditions are considered. The far field is simulated by absorbing
boundaries constructed based on the radiation criterion and strength of materials theory and considered as doubly
asymptotic approximations. Numerical examples are presented which highlight the efficiency of the method in
deriving useful engineering solutions assessing that a concrete wall might give up to 70% vibration reduction and
a row of concrete pile up to 50% reduction.

Noise

Vibrations

Figure 1. Noise and ground vibration transmittion.
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Boroomand & Kaynia (1991) considering dynamic
pile-soil-pile-interaction. Kellezi & Foged (2001)
investigated numerically different kinds of such barriers.

3D FE modeling of the ground vibrations and miti-
gation measures, with special attention on concrete walls
and row of concrete piles, which are possibly cheaper
engineering solutions in practice, are presented in this
paper. The analyses are carried out for stationary and
non-stationary load assumptions.

The description of the numerical method formulated,
developed and applied in the analyses is given in the next
section.

2 DEVELOPMENT OF 3D FE METHOD

2.1 Stationary transient source

When �ij and ui denote the stress and displacement
components respectively, 
 soil density and p(t) the
applied time function stress, the elasto-dynamic equa-
tions of motion are given as,

(1)

When Equation 1 are multiplied by a weight function
in the form of a virtual displacement field ui followed
by integration over the volume and reformulation using
the divergence theorem, Equation 2 is derived.

(2)

The stress �ij at the boundary integral in Equation 2
represent the stiffness of the far field and geometrical
damping given in vector form in Equation 3.

(3)

The integral identity, Equation 2, reduces to a set of
linear equations when the spatial variation of the actual
and virtual displacement fields is represented by shape
functions and Equation 3 is substituted. As a result the
following equations of motions in matrix form derives,

(4)

{u}, {u,t} and {u,tt} are the system vectors for dis-
placement, velocity and acceleration respectively. [M]
is the mass matrix. The system stiffness consists of the
volume contribution [K] and the stiffness arising from
the integral over absorbing boundary [K]0. The FE
consistent stiffness at the boundary surface is derived as,

(5)

The damping of the system consists of [C] which
models material damping for the near and the far field
and the boundary integral, which models radiation damp-
ing [C]0. Material damping matrix is constructed
based on Raleigh damping. The FE consistent damping
at the boundary surface derives as,

(6)

The load vector {P(t)} is the usual weighted inte-
gral of the surface traction. The matrices in Equations
5 and 6 are formulated in terms of the element shape
function matrix, constitutive matrix for the far field
stiffness [DK] and constitutive matrix for the far field
geometrical or radiation damping [DC].

The formulation of the absorbing boundaries consist
of how the constitutive matrices [DK] and [DC] are
derived.

When an impulse is acting on an elastic half space
medium in the 3D analysis, the surface at infinity for
body waves is a large hemisphere with radius r→∞.
For R-waves the surface at infinity is a flat cylinder
with radius r and height approximately one R-wave
length �R.

From the one-dimensional wave theory hemispheri-
cal P- or S wave fronts traveling in the positive
z-direction could be closely approximated by,

(7)

For the conical horn, the differential equation of motion
for a P or S wave reduces to,

(8)

Considering only outgoing waves given as in Equa-
tion 7 the boundary differential equation reduces to,

(9)

The boundary stress at location z derives as,

(10)
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The cones from the boundary location z to infinity
are modeled by a mechanical system, which contains a
spring and a damper with frequency independent
coefficients.

From this investigation cone models are used as
absorbing boundary for body waves in 3D FE dynamic
analysis. They are applied for all degrees of freedoms
(DOF’s) at the boundary defining the distance r of each
Gauss integration point from the energy source, and
knowing the coordinates of wave direction vectors r
and vectors n normal to the boundary. Matrices [DK]
and [DC] in Equations 3, 5 and 6 derive as,

(11)

(12)

Using Cartesian coordinates. [I] is the identity
matrix and [N] is a 3�3 matrix. Its elements are
products of coordinates of vectors n (nx,ny,nz).

So body waves in the 3D FE analysis are absorbed in
the far field by a combination of cones simulated from
springs and dashpots attached to the boundary nodes and
connected to a rigid base. Apexes of the cones derive
from the geometry of the model and source location.

Regarding surface waves, in the context of 1D wave
theory a cylindrical wave traveling in the positive 
x-direction is approximated by,

(13)

For soil half space model c � cR for example for the
horizontal component of the in-plane motion. From the
strength of materials theory the differential equation
satisfied from a cylindrical wave front could be,

(14)

This is the equation of motion of a cone with linear
area variation. Considering only outgoing waves the
boundary differential equations equals,

(15)

The boundary stress derives as,

(16)

The linear cones from the boundary location x to
infinity are modeled also by a mechanical system,
which contains a spring and a damper with frequency
independent coefficients.

These models are used as absorbing boundary for
surface waves in similar way as for the body waves with
constitutive stiffness matrices [DK] and [DC] derived as,

(17)

(18)

In Equations 17 and 18, s is the ratio of P- to S wave
velocities.

Development of the above method in two-
dimensional (2D), plane strain, and axisymmetric con-
ditions is presented in Kellezi (2000). Some verifica-
tions for 3D conditions are given in Kellezi & Takemiya
(2001).

2.2 Non-stationary transient source

Several studies have been carried out on the linear
dynamic response of continuous pavements subjected to
non-stationary loads, Hardy & Cebon (1993), Kim &
Roesset (1998), etc.

Alternatively, the problem was formulated for 2D
FE applications, plane strain, by (Krenk et al, 1999) for
transient source of vibrations directly in the time
domain. That formulation is further developed and
applied for the 3D case implementing modified absorb-
ing boundary conditions.

The convected equations of motion are given from
Equation 19,

(19)

Vy denotes the velocity of the non-stationary load.
The load is supposed to move in the y-direction.

In matrix form the equations of motion derive as in
Equation 20 after multiplied by a weight function in the
form of a virtual displacement field followed by integra-
tion over the volume and using the divergence theorem.

(20)

The effect of convection is a nonsymmetrical term,
containing mixed time and spatial derivatives, which for
the element is given by Equation 21, and a symmetrical
term, containing the second spatial derivatives, which
for the element is given by Equation 22.

(21)
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(22)

Equations 23 and 24 gives the change in the radiation
damping and far field stiffness at the lateral boundary
perpendicular to the moving direction, because of the
non-stationary load effect,

(23)

(24)

These velocity dependant damping and stiffness
will have negative values for y � 0 and positive val-
ues for y � 0.

A second order correction is implemented in the
convected equations of motions, as the problem is not
self-adjoint and Galerkin discretization is approximate.
This is based on an alternative version of the Taylor-
Galerkin approach for the spatial discretization, (Krenk
et al, 1999).

The rest of the matrices in Equation 20 are as given in
section 2.1

2.3 3D FE Method implementation and
application

All the matrices given in sections 2.1 and 2.2 are
implemented in the FE method building a program
applicable for elasto-dynamic FE analyses. Direct
time integration was applied to handle transient loads.

For stationary source, by using symmetry conditions
only a quarter of the model was investigated. However,
for non-stationary source moving in the y-direction,
half of the FE model was considered using the symmetry
conditions along the y-direction.

The transient load, simulating a heavy vehicle or
moving train, is simulated by a hammer impulse func-
tion with period T � 0.1 s, generating frequencies
(0–20) Hz. This load, which applies at point (0,0,0), is
supposed to move with velocity Vy � (70–90) km/h
considering heavy traffic or existing slow-running
trains going through areas with soft soil profiles.

Homogeneous half space soil conditions are con-
sidered with shear wave velocity cS � 120 m/s, density

 � 1800 kg/m3, Poisson ratio � � 0.4 and material
damping coefficient � � 5%.

The 3D FE Model in Cartesian coordinates covers a
sufficient area in the x- and y-direction. It goes
deeply into the half space as well. 8-node isoparametric
cubic FE is employed with dimensions dx �
dy � dz � �S/ 6 � 2 m. Absorbing boundaries are

implemented at the bottom and the sides of the model
at a distance less than two �S from the source.

To see the non-stationary load effect compared to a
stationary load, the vertical displacement component at
the soil surface, z � 0, is given in Figure 2. The load
with amplitude P � 40 kN is applied.

The change in the system behavior when the load is
non-stationary in comparison when it is stationary
can be noticed by comparing Figure 2a with 2b.

For moving load the ground vibration amplitudes
are different in the front and on the back of the load.
The velocity of wave propagation in the soil will
decrease in the moving direction and increase in the
opposite direction.

3 GROUND VIBRATION MITIGATION
MEASURES

Among other types of ground vibration mitigation
measures, attention is given to the concrete walls and
a row of concrete piles applied for stationary and non-
stationary transient load conditions.

3.1 Stationary load

In Figure 3, parameters like R –  the distance of the bar-
rier from the source, L – half of the barrier length Lb,
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Figure 2. Vertical Displacement at z � 0. (a) Stationary
load. (b) Non-stationary load.
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H – barrier depth and B – barrier width are noted. S –
the net spacing between the piles for the row of piles
is an important parameter as well.

B � (0.03÷0.04)�S is chosen considering the type of
piles expected to be applied in Denmark.

For stationary load, Vy � 0 there is symmetry in the
x- and y-direction. So a quarter of the model is consid-
ered. Computations given in Figures 4 and 5 are carried
out varying the depth h� � H/�S of the concrete wall and
row of piles of cross section B�4B and net spacing
S � 4B.

From Figures 4 and 5 we see that a concrete wall
and a row of concrete sheet piles embedded in homo-
geneous soil conditions and designed as above, reduce
the amplitude of ground vibrations at an amount
(50–70)% and (30–50)% respectively for h� � 0.5 and
h� � 1.5. This means that an amplitude reduction factor
A � (0.3–0.5) and A � (0.5–0.7) or an isolation effec-
tiveness F � 1 � A � (0.5–0.7), and F � (0.3–0.5) is
achieved respectively at that location.

For the concrete wall as larger the width, larger the
reduction capacity. When the wall is replaced with a
row of concrete piles or sheet piles designed as in
Figure 5 the reduction capacity drops, however consid-
ering the fact that construction work can be reduced and
excavation work can be avoided, the profit is larger.
On the other hand a row of piles can be constructed for
areas below water table levels, which is not the case
for a concrete wall.

The width B of the solid measures is an important
parameter. Increasing B and decreasing the size of the
net spacing S will increase the reduction capacity of
the row of piles.

3.2 Non-stationary load

As the intention is to use concrete ground vibration
mitigation measures in the heavy traffic or running
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Figure 3. Solid wave barrier, row of concrete piles.
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trains, it is interesting to see their effect in case of
non-stationary vibration source. The parameters indi-
cated in Figure 3 are still applicable but the moving
load velocity is Vy.

In Figure 6a vertical displacement component is
given when a concrete wall of width B � 1m is con-
structed and embedded in the ground. In Figure 6b
the concrete wall is replaced by a row of concrete
piles of dimensions 1 m�2 m placed at a distance
S � 2 B � 2 m from each other. The soil parameters
are the same as for calculation carried out in section 2.3.

4 CONCLUSIONS

3D FE analyses of ground vibrations and mitigation
measures with emphasis on concrete walls and row of
concrete piles were carried out in this paper. A 3D
FEM program was formulated in Cartesian coordi-
nates for stationary and non-stationary transient load.

To simulate unbounded soil domain, absorbing
BC’s were formulated and implemented at the bound-
aries of the FE model. For the frequency interval and
soil stiffness considered a concrete wall as wave bar-
rier will give maximum (50–70)% ground vibration
reduction and a dashed wall or a pile row with
S � 2B or S � B will give (30–50)% reduction. The

width of the barriers will determine the amount of
reduction in the given intervals.

The method applies for the velocity of the non-
stationary source smaller than the shear wave velocity
of the ground, called subsonic conditions.
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1 INTRODUCTION

Railway lines in Europe are 60 to 100 years old, and
are not designed in accordance with modern railway
traffic. Due to faster and heavier modern trains, existing
railway bridges are experiencing problems, such as
deterioration and/or loss of ballast material, and the
increase of differential settlements within the bridge
transition zone. These issues have an adverse effect on
the safety, reliability, and economy of the railway line,
and therefore, many existing bridge systems require
upgrading. Engineers are faced with the task of assess-
ing the performance of existing bridges, and, if neces-
sary, designing the strengthening or repair systems.

As part of the work performed for the EU project
“Sustainable Bridges,” the authors have evaluated the
stress distribution and deflections within the transition
zone due to the passing of high speed trains. The analy-
ses were performed using the finite difference com-
puter code FLAC3D; train loads were applied using the
dynamic mode. A bridge geometry representative of
concrete bridges in Europe was considered. A numer-
ical parametric study was performed to study the effects
of the (1) train velocity, (2) stiffness of the ballast and
subballast material, and (3) stiffness of the backfill/
embankment fill.

This paper provides a description of the methods
used in the numerical parametric analyses, and results
of the parameter study, including a discussion of the
trends disclosed by the analyses.

2 DESCRIPTION OF NUMERICAL ANALYSES

2.1 Previous studies by others

Olofsson & Hakami (2000) performed three-
dimensional analyses using FLAC3D to evaluate the
interaction between the train track, bridge abutment,
and backfill at the transition zone. These analyses
included structural beam elements to represent the
rail and sleepers, and structural shell elements to 
represent the bridge abutments. The train load was
applied statically by advancing a force along the
structural nodes of the beam elements. Adolfsson
et al. (1999) present the results of FLAC3D analyses
performed to evaluate the critical train speed vibra-
tion effects at a soft site in Ledsgård, Sweden. These
analyses considered a railway on a simplified soft soil
section with no bridge. No structural elements were
used in the analyses, and the train load was applied
using the dynamic mode in FLAC3D. The analyses
described by Olofsson & Hakami (2000) and Adolfsson
et al. (1999) were made available to the authors and
were a valuable source of information.

2.2 Numerical analyses

Numerical analyses of a simplified bridge geometry
were performed using the finite different FLAC3D
(Fast Langrangrian Analysis of Continua in 3
Dimensions) computer program (Itasca 2002). The

Three-dimensional analyses of transition zones at railway bridges

M.E. Smith, P.-E. Bengtsson & G. Holm
Swedish Geotechnical Institute, Linköping, Sweden

ABSTRACT: Numerical analyses were performed to evaluate the behaviour of a railway bridge transition zone
under the passing of trains. A numerical parametric study was performed to study the effects of the train veloc-
ity and the stiffness of the embankment materials. The parameter study was performed using the dynamic mode
of FLAC3D. Results are expressed in terms of the maximum net horizontal stresses on the back of the abutment,
and maximum vertical deflections behind the abutment for the case in which the train is directly above the back
of the first bridge abutment. This paper provides a description of the methods used in the numerical parametric
analyses, and results of the parameter study, including a discussion of the trends disclosed by the analyses.
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base case geometry was chosen based upon a typical
bridge geometry provided by the Swedish Railroad
Administration, Banverket, and is representative of
many concrete bridge systems. The bridge embankment
profile is shown in Figure 1, where it can be seen that
the profile consists of an upper ballast layer 0.4 m thick,
which is underlain by a layer of subballast 1.2 m thick,
which in turn is underlain by embankment backfill. A
stiff, non-yielding, bearing layer is assumed to exist
beneath the embankment fill. As can be seen in Figure 1,
the geometry is symmetrical about its centre-line.

The material property values used in the numerical
analyses are listed in Table 1. A linear-elastic perfectly
plastic model with a Mohr-Coulomb failure criterion
was used to represent the ballast, subballast, and
embankment fill. No material damping was used.

The mesh geometry used in the numerical analyses
is shown in Figure 2. The total length of the model is
56 m. The length of the bridge is 10 m. Zone sizes are
on average 0.36 � 0.31 � 0.28 m, and a total of 63,376
zones were used. In FLAC3D, the spatial element size
should be smaller than approximately one-tenth to one-
eighth of the wavelength associated with the highest
frequency component of the input wave (Itasca 2002).
For the analyses presented herein, the wavelength of
the input wave is equal to 7.25 m, which corresponds
to the length of the simplified load associated with
one bogie.

No structural elements were used to model the
bridge abutments, or the rail and sleepers. It was
desired to model the train dynamically, and since the

timestep in the dynamic mode is determined by the
largest material stiffness, using structural elements
would require unrealistically long model run times,
and may cause numerical problems. Therefore, the
bridge structure was represented by fixed gridpoints
at the bridge-soil interface.

For these analyses, a hypothetical train load was
used. The embankment system is relatively stiff and
in order to obtain observable behavourial patterns, a
relatively high train load was used. The applied train
load was calculated based upon an axle load of 250 kN.
For the base cases analyses, the maximum applied train
load, qmax, is approximately 72 kPa.

The train load was applied dynamically along the
top of the model over a width of 1.25 m from the
centre-line. To gain a clear understanding of the behav-
iour of the system under a dynamic load, only one bogie
of the train was considered. The approximated load
representing one bogie is schematically shown in
Figure 3. The shape of the load in Figure 3 is a simpli-
fied approximation of the load beneath two wheels of
one bogie. This load was input as a cosine-wave, with
a maximum magnitude of 72 kPa. The cosine-wave
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Figure 1. Cross-section of numerical model.

Table 1. Base case material property values used in the
numerical analyses.

Ballast Subballast Fill

Dry density (kg/m3) 1900 1900 1700
Elastic modulus (MPa) 193 160 47.9
Poisson’s ratio 0.30 0.30 0.31
Bulk modulus (MPa) 161 133 42
Shear modulus (MPa) 74 42 18.3
Friction angle (deg) 40 37 31
Dilation angle (deg) 4 3 2

Figure 2. Mesh geometry of numerical model.

Figure 3. Approximation of the load from one bogie.
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was applied successively over each zone. One load
variable was created for each successive zone. Each
load variable is a function of time, and has a duration
that is equal to the length of one bogie (7.25 m) divided
by the velocity of the train.

The first step in the numerical analyses was to ini-
tialize the vertical and horizontal stresses so that they
satisfy both equilibrium and the gravitational gradient.
To avoid shear stresses from developing in the soil at
the bridge abutments during the initialisation process:
(1) the model profile was built up in incremental layers
for a total of four layers, with each layer being equili-
brated prior to adding the subsequent layer, and
(2) the gridpoints at the bridge abutments were fixed in
the horizontal directions only, and not in the vertical
direction. Once the model was brought to initial equi-
librium, all gridpoints at the bridge abutments were
fixed all directions prior to applying the train load.

3 PARAMETER STUDY

A parametric study was performed to study the effects
of (1) the train velocity, (2) the stiffness of the ballast
and subballast material, and (3) the stiffness of the
embankment fill. The approach adopted for the numer-
ical parameter studies relies on a base case analysis,
with systematic variation of parameter values from the
base case.

The train velocity was varied over a range of 50 to
350 km/hr. The stiffness of the ballast, subballast, and
embankment fill were varied systematically according
to the values listed in Table 2.

Results and conclusions presented in this section
pertain to the behaviour of the system at the first bridge
abutment when the train is directly above the back of
the abutment. Results are expressed in terms of net
horizontal stress, which represents the additional hori-
zontal stress applied to the back of the structure due
to the train load, and maximum vertical deflections
behind the abutment.

A cross-section of the net horizontal stresses at the
first bridge abutment is shown in Figure 4 for the case
in which base case material properties were used and
the train velocity was equal to 350 km/hr. A few general
observations can be made based on the results shown
in Figure 4. First, below a depth of 1.2 m, the net hori-
zontal stresses in the fill are relatively small. This
stress distribution pattern is not the same, however,
for the case in which a soft embankment fill is used,
as discussed below. Second, the maximum net horizon-
tal stress for this case is on the order of 80 kPa, and
occurs over a depth of 0.2 to 0.45 m. For all the analyses
in this study, the net maximum horizontal stresses were
observed in the ballast layer or at the ballast-subballast
layer interface.

The variation in the maximum net horizontal
stresses, net �h,max, with train velocity and material
property values is given in Table 3. In all cases, the
maximum net horizontal stresses were observed
beneath the centre of the train load. The values pre-
sented in Table 3 are for the case in which the train is
directly above the back of the first abutment. The
variation of net horizontal stresses with train velocity
and material property values is discussed in the fol-
lowing sections.

A cross-section of the vertical deflections 1 m behind
the first bridge abutment are shown in Figure 5 for the
case in which base case material properties were used
and the train velocity was equal to 350 km/hr. The
deflections in Figure 5 are the vertical deflections
calculated when the train is directly above the back of
the first abutment. When the train is at this location,
the maximum vertical deflections occur approximately
1 m behind the train (unless noted otherwise). For
the base case analysis, the maximum vertical deflec-
tion behind the first bridge abutment is 2.87 mm
(Figure 5).

239

Table 2. Variable material property values.

E (MPa) Poisson’s ratio

Ballast 160 0.30
193 0.30
300 0.30

Subballast 47.9 0.31
160 0.30
300 0.30

Embankment fill 20 0.31
47.9 0.31
70 0.30

Bold values are base case values.

Figure 4. Distribution of net horizontal stresses behind first
bridge abutment (v � 350 km/hr). (Contours given in kPa.)
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A few general observations can be made based on
the results shown in Figure 5. First, most of the vertical
deflections occur in the ballast and subballast layers.
Second, as would be expected, the maximum vertical
deflections are concentrated beneath the width of the
train.

The variation in the maximum vertical deflections,
�v,max, with train velocity and material stiffness values
are given in Tables 4 and 5, respectively, and are dis-
cussed in the following paragraphs.

3.1 Train velocity

The train velocity was varied over a range of 50 to
350 km/hr. The base case material property values,
listed in Table 1, were not varied. In general, as the
train velocity increases, the net horizontal stresses in
the ballast and subballast layer increase, as can be seen
in Table 3. However, the relationship between train
velocity and maximum net horizontal stress on the back
of the abutment is not linear. The largest incremental
increase in the maximum net horizontal stresses at the
first bridge abutment occurs when the train velocity
increases from 250 to 350 km/hr.

As can be seen in Table 4, as the train velocity
increases, the maximum vertical deflection behind the
train increases. The largest increase in maximum ver-
tical deflections occurs for the case in which the train
velocity increases from 250 to 350 km/hr.

The goal of the “Sustainable Bridges” project is to
evaluate the behaviour of bridge systems under high
speed trains, which may have velocities up to 350 km/hr
in the future. The remainder of the parametric analyses
were performed using a train velocity of 350 km/hr.
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Table 3. Maximum net horizontal stresses at the first abutment.

Net �h,max % Change
Case (kPa) Depth (m) from base case

v � 50 km/hr 36.6 0.2
v � 150 km/hr 38.5 0.2
v � 250 km/hr 52.1 0.2
v �� 350 km/hr 79.4 0.2–0.4

Ballast (E � 160 MPa) 87.3 0.4 �10
Ballast (E � 300 MPa) 79.2 0.2 neg.

Subballast (E � 47.9 MPa) 107.4 0.2 �35
Subballast (E � 300 MPa) 42.6 0.4 �46

Fill (E � 20 MPa) 78.5 0.2 neg.
Fill (E � 70 MPa) 49.2 0.2 �38

Bold value is base case value.

Figure 5. Distribution of vertical deflections 1 m behind
first bridge abutment (v � 350 km/hr).

Table 4. Maximum vertical deflections,
�v,max, behind the first abutment as a
function of train velocity.

Velocity (km/hr) �v,max (mm)

50 1.45
150 1.49
250 1.93
350 2.87

Table 5. Maximum vertical deflections, �v,max, behind the first
abutment as a function of material stiffness (v � 350 km/hr).

E (MPa) �v,max (mm) % Change

Ballast 160 3.03 �5.6
193 2.87
300 2.71 �5.6

Subballast 47.9 5.46 �90.2
160 2.87
300 1.83 �36.2

Embankment fill 20 9.10 �217*
47.9 2.87

70 1.43 �50.1

*Observed 3 m behind train.
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3.2 Ballast stiffness

The elastic modulus of the ballast was varied over a
range of 160 to 300 MPa. Changing the stiffness of
ballast material has only a small effect on the net hori-
zontal stresses and the calculated vertical deflections
behind the first bridge abutment (see Tables 3 and 5,
respectively). This is likely due to the fact that the
thickness of the ballast is relatively thin compared to
the thicknesses of the subballast and embankment fill
materials.

3.3 Subballast stiffness

The elastic modulus of the subballast was varied over
a range of 47.9 to 300 MPa. When the stiffness of the
subballast layer is equal to 47.9 MPa, it is equal to the
stiffness of the embankment fill, and for this case, it is
as if there is no subballast layer and the embankment
fill extends to the bottom of the ballast layer. When the
stiffness of the subballast layer is equal to 300 MPa,
the subballast is 1.6 times stiffer than the ballast layer.

The stiffness of the subballast layer greatly affects
the calculated maximum net horizontal stresses, which
occur at the ballast-subballast interface. Of all the
parameters evaluated, the greatest decrease in max-
imum net horizontal stress occurs for the case in which
the stiffness of the subballast is greater than that of
the ballast layer. This decrease in maximum net hori-
zontal stresses is greater than the decrease that corres-
ponds to the decrease in train velocity from 350 to
250 km/hr.

A cross-section of the net horizontal stresses at the
first bridge abutment are shown in Figure 6 for the
case in which the stiffest (E � 300 MPa) subballast
layer was used and the train velocity was equal to

350 km/hr. As can be seen in Figure 6, the maximum
net horizontal stresses are on the order of 40 kPa and
occur at a depth of about 0.4 m. The net horizontal
stresses below a depth of 1 m are relatively small.

In general, as the stiffness of the subballast layer
increases, vertical deflections behind the first abut-
ment decrease.

3.4 Embankment fill

The elastic modulus of the embankment fill was var-
ied over a range of 20 to 70 MPa. An increase in the
stiffness of the fill corresponds to an decrease in the
net horizontal stresses in the ballast and subballast
layers.

A cross-section of the net horizontal stresses at the
first bridge abutment are shown in Figure 7 for the case
in which the softest fill layer was used and the train
velocity was equal to 350 km/hr. A decrease in stiff-
ness of the embankment fill has little affect on the
calculated magnitude of maximum net horizontal
stress. As can be seen in Figure 7, the maximum net
horizontal stress occurs at about a depth of 0.2 m and
is approximately 79 kPa. However, net horizontal
stresses on the order of 30 kPa occur at the subballast-
fill interface, and net horizontal stresses on the order
of 20 kPa are observed to a depth of approximately
2.7 m. This behaviour is different than that indicated
in Figure 4, in which the net horizontal stresses below
a depth of 1.2 m are relatively small.

The greatest vertical deflection behind the first
bridge abutment was calculated for the case in which
the soft embankment fill was used. This high value of
calculated deflection occurs approximately 3 m behind
the train.
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Figure 6. Net horizontal stresses behind first bridge abut-
ment (v � 350 km/hr) for stiff subballast case. (Contours
given in kPa.)

Figure 7. Net horizontal stresses behind first bridge abut-
ment (v � 350 km/hr) for soft fill case. (Contours given 
in kPa.)
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4 LIMITATIONS

The results discussed in this paper are only for the
conditions investigated. One limitation of the current
analyses is that structural elements were not used to
represent the rail and sleepers. As a result, the true
distribution of the train load through the rail and
sleepers was not taken into account. Future analyses
will include structural elements to represent the rail
and sleepers and/or the bridge, with a statically applied
train load. Another limitation of the current analyses
is that a stiff bearing layer was assumed to exist beneath
the embankment fill. It is expected that a soft bearing
layer beneath the embankment fill would have an effect
on the distribution of stresses and deflections in the
system.

The analyses presented in this paper constitute only
a small portion of the analyses being performed for
the Sustainable Bridges project. Analyses are currently
underway to evaluate the effects of combinations of
various realistic train loads and velocities, and multiple
train passes. Future analyses will also be performed
using a typical masonry arch bridge geometry.

5 SUMMARY AND CONCLUSIONS

Numerical analyses were performed to evaluate
the behaviour of a bridge system under the passing of
trains. A numerical parametric study was performed
to study the effects of (1) the train velocity, (2) the
stiffness of the ballast and subballast material, and
(3) the stiffness of the backfill/embankment fill.
The parameter study was performed using three-
dimensional, dynamic analyses using the computer
program FLAC3D.

Results were expressed in terms of the maximum
net horizontal stresses on the back of the abutment,
and maximum vertical deflections behind the abutment
for the case in which the train is directly above the
back of the first bridge abutment. The train velocity
was varied initially, and then, for the remainder of the
parameter study analyses, a train velocity of 350 km/hr
was used.

For the analyses performed, it was observed that
the maximum net horizontal stresses occur in the bal-
last or at the ballast-subballast interface. The magnitude
of the maximum net horizontal stresses is affected the
most by the stiffness of the subballast layer. However,
the vertical deflections measured behind the train at
the first abutment are affected the most by the stiffness
of the embankment fill. Other key findings from the
analyses include:

• As the train velocity increases, the net horizontal
stresses in the ballast and subballast increase.

• There is a substantial increase in the maximum net
horizontal stresses when the train velocity increases
from 250 to 350 km/hr.

• Net horizontal stresses in the embankment fill are
relatively small, except for the case in which a soft
fill is used.

• When the train is located directly above the back of
the first bridge abutment, the maximum vertical
deflections are observed to occur approximately 1 m
behind the train, except for the case in which a soft
fill is used.

• Changing the stiffness of ballast material has little
effect on the net horizontal stresses and the calcu-
lated vertical deflections behind the first bridge
abutment.

• As the stiffness of the subballast layer increases,
vertical deflections behind the first abutment
decrease.

• An increase in the stiffness of the fill corresponds
to a decrease in the net horizontal stresses in the
ballast and subballast layers.

• When a soft embankment fill is used, the magni-
tude of the maximum net horizontal stress is not
affected; however, greater net horizontal stresses
are observed at greater depths.

• When a soft embankment fill is used, vertical
deflections increase substantially. These deflec-
tions are observed to occur 3 m behind the train.
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1 INTRODUCTION

In recent years, the increasing construction of railway
lines for high-speed trains (HST) all over the world
made the ground-borne vibrations a quite annoying
environmental problem: malfunctioning of sensitive
equipments and discomfort to people have been often
denounced nearby to HST tracks. Major problems
have been observed close to lines crossing very soft
soils (peat, organic clays, loose sands), which are, in
general, particularly sensitive to mechanical vibra-
tions. It has been found both theoretically and experi-
mentally (Wolfert et al., 1997) that when the train
speed approaches the Rayleigh wave velocity in the
soil deposit, ground vibration amplitude maximizes.
In these circumstances further problems might occur
in addition to the environmental ones, including, for
instance, degradation of the tracks and superstruc-
tures or failure of the rails due to fatigue.

In recent years, several studies have been addressed
to find predictive tools to (1) reliably assess the level
of train-induced ground vibrations; and, (2) design
effective isolating systems to reduce the vibration level
to admissible values. The latter depend on receipt fea-
tures. In general ground-borne vibration is almost
never annoying people who are outdoors. A vibration
is annoying population if its peak ground velocity
(PGV) exceeds 2.5 mm/s; the threshold value for
structural damage is 50 mm/s while lower values might
interest historical buildings and monuments.

In this paper the propagation of high-speed train
vibrations has been investigated by f.e.m. analyses,
solved in time domain using the ABAQUS/Explicit
code. Validation of the model has been achieved by
simulating the propagation of ground vibrations
induced by the passage of a HST on a Belgium rail-
way track (Degrande & Schillemans, 2001).

In the second part of the paper, the effectiveness of
various isolating systems to reduce the train vibrations
has been investigated. Open trenches and barriers
were taken into account. In accordance with previous
parametric studies (Woods, 1968; Ahamad et al., 1996;
Sica et al., 1999; Hung, 2004) it emerged that the fre-
quency content of the input signal is a key parameter,
since it strongly regulates the design and the perform-
ance of this type of isolating systems.

2 DESCRIPTION OF THE CASE-HISTORY

The case-history analyzed in this study refers to the
passages of a high-speed train on a Belgium railway
track. The test program was developed at Ath, about
55 km south of Bruxelles. The train is a “Thalys HST”
type whose traveling speed was varied between
223 km/h and 314 km/h during the tests.

As schematically shown in Figure 1, the ground
vibrations were measured in different locations of
the track (points from 1 to 4) and of the ground sur-
face (points from 5 to 14) by means of piezoelectric

Free field vibrations due to the passage of high-speed trains
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accelerometers. Details on the experimental test may
be found in Degrande & Schillemans, 2001. In such a
context it is worth pointing out that the experimental
recordings relative to 9 passages of the Talys high
speed train were kindly provided by Prof. Degrande
and his coo-workers to support validation of numeri-
cal procedures.

From the interpretation of the vibration recordings
in terms of velocity, the following observations may
be drawn:

(1) the signals recorded near the track (points 1, 2, 3
and 4 in Figure 1) show a dominant frequency
almost equal to the frequency of the bogie pas-
sage (given by the ratio between the train speed
and the distance Lb between train bogies); for the
train speed adopted in the test and the geometri-
cal features of the Talys train this frequency is in
between 3.31 and 4.66 Hz;

(2) the signals recorded along the ground surface in
the direction normal to the railway axis (points
from 5 to 14 in Figure 1) show a great modifica-
tion in frequency content and amplitude as can be
observed from Figure 2 in correspondence to
three points located at different distances from
the rail track (12, 32 and 72 m);

(3) at each location on the ground surface, the peak
particle velocity PPV is almost independent on
the train speed.

At the test site the subsoil is essentially made of
fine grained soils (sandy silt and clay).

By an in situ SASW test it was defined a subsoil
model made of 3-layers having different shear wave
velocity. In particular, a first layer having a thickness
of 1.4 m is characterized by a shear wave velocity Vs
of 80 m/s; a second layer with a thickness of about
2 m has a Vs of 133 m/s, and a third layer with Vs
equal to 226 m/s. In the investigated depths (up to
15 m below the g.l.), the SASW investigation did not
detect any bedrock. However, from a CPT test per-
formed at the same site (data kindly provided directly
by Prof. Degrande), a stiffer layer may be hypothe-
sized at a depth of about 15 m below the g.l., even
though its presence is not confirmed by the results of
the SASW test and, hence, it was disregarded in the
set up numerical model.

3 NUMERICAL MODELLING AND RESULTS

The case history above described was analyzed in
time domain assuming a 2-D geometry and plain
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Figure 1. Experimental field set up at Ath (from Degrande &
Schillemans, 2001).
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Figure 2. Time histories (up) and Fourier spectra (down) of the particle velocity measured on the ground surface at 12, 32
and 72 meters from the railway.
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strain conditions. The analyses have been carried out
with the finite element code ABAQUS/Explicit. The
plain strain hypothesis, even if very simplified, may
be justified assuming that the waves reaching a point
of the ground surface from the direction normal to the
railway track carry the most vibratory energy, while the
waves reaching the same point from oblique direc-
tions (not possible to represent in a 2-D scheme)
compensate each other and, hence, their contribute to
the ground vibration in that point can be assumed null
(Castellani & Valente, 2000).

To avoid simulating the whole vibration source
mechanism, that requires an accurate modeling of
the train and railway superstructure components (track
and sleepers), further simplifying assumptions have
been made. Particularly, the velocity time history
recorded on the ground surface at the point closest
to the track was assumed as input signal for studying
the vibration propagation phenomenon within the
model. Furthermore, the railway was supposed on the
axis of symmetry (left boundary) of the model
(Figure 3).

The modeled domain is 200 m long and 80 m
deep and has been discretized in 69151 quadrilateral
4-node elements. Element heights are 0.25 m in the
first layer characterized by lower shear wave velocity
with the SASW test (Vs � 80 m/s), and not higher
than 0.70 m in the remaining part of the domain.
Coarser meshes were disregarded since they had the
effect to artificially damp out the higher frequencies
of the signal.

To avoid wave reflections in correspondence to the
model boundaries, infinite elements were inserted
along the bottom of the model and along the lateral
boundary on the right (Figure 3). The infinite ele-
ments not only allow to model the unbounded domain
required for the analysis of static problems, but they
also provide the condition of energy transmission out
of a finite region in dynamic problems, in an equiva-
lent way as the viscous dampers suggested by Lysmer &
Kuhlemeyer (1969).

Due to the reduced strain level induced in the sub-
soil by the train passages, soil behaviour was assumed
to be linear elastic with stiffness values derived from
the shear wave velocities measured by the SASW test.
Soil damping has been included in the model in the
form of Rayleigh damping, i.e. assuming that the damp-
ing matrix [C] is a linear combination of the mass [M]
and stiffness matrix [K] according to the following
equation:

(1)

where the coefficient a and b are function of the soil
critical damping ratio D and of the frequency range
that characterizes the problem in hand. In this study,
due to the high uncertainties on subsoil features for
depths greater than those investigated by the site tests
(SASW and CPT) and on soil critical damping ratio
D, the coefficient a and b were deduced from an iter-
ative procedure trying to fit the experimental peak
particle velocity, PPV, measured at different distances
from the railway track (Figure 4). The couple a � 6.0
and b � 0.0004 assures the best fitting between
measured and computed PPV versus distance.

In Figure 5 the dependence of the damping ratio on
frequency, that is typical of the Rayleigh formulation,
has been plotted for different Rayleigh coefficients �
and �. For the assumed couple of Rayleigh coeffi-
cients (a � 6.0, 1 � 0.0004), the soil damping ratio
is around 5% and it is almost constant in the frequency
range between 10 and 30 Hz. It should worth pointing
out that the damping ratio numerically estimated
results a bit higher than that (D � 3%) estimated
by Degrande & Schillemans (2001) by interpreting
analytically the transient signals of the SASW test.

245

0.
75

0.75 80m/s

133m/s

226m/s

Source V(t)

Infinite elements

-1.4m

-3.3m

Discretized domain

200 m

Vs (m/s)

z (m)

80
 m

Figure 3. Domain modeled in the analysis.

1.0E-05

1.0E-04

1.0E-03

1.0E-02

1.0E-01
0 8070605040302010 90 100

P
P

V
 (

m
/s

)

alpha=1.734; beta=0.000519

alpha=3.00;beta=0.000519

alpha=5.00;beta=0.00045

alpha=6.00;beta=0.0004

Measured

d (m)

Passage t25 - Vtrain=314 km/h

Figure 4. Measured versus computed PPV for increasing
distances d from the track.

Copyright © 2006 Taylor & Francis Group plc, London, UK



A higher value of soil damping may occur if a small
amount of non linearity is induced in the foundation
soils during the train passages.

The comparison between the response spectra
of recorded and computed velocity (Figure 6) shows
that the numerical model, even simplified, is able to
reproduce the frequency content of the measured
train-induced ground vibrations both in terms of
PPV versus the distance from the track (Figure 4)
and the shape of the response spectrum (Figure 6)
at different distances from the rail track. Some dis-
crepancies appear in some locations, such as point
9 and 12.

The actual complexity of the train-track-soil
dynamic interaction and the simplifications of the
adopted model should obviously be taken into account
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Figure 6. Response spectra (5% structural damping) of recorded and computed ground velocities at different distances from
the train track (passage t25 � Vtrain � 314 m/s).
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in interpreting these results. However, the adopted
model, even if quite simplified if compared to more
refined mathematical and numerical models proposed
in literature (Kaynia et al., 2000, Hung et al., 2004)
could be judged enough reliable, since it was able to
predict qualitatively well the ground vibration propa-
gation phenomenon; most of the times predictions
result satisfactorily also quantitatively.

4 VIBRATION MITIGATION

When train-induced ground vibrations exceed accept-
able limits which, as underlined before, depend on
receipt features, countermeasures are required to
mitigate them. Since ground vibration troubles gener-
ally come out when the HST line starts to operate,
railway companies prefer countermeasures that do not
prevent line functioning. Isolating systems such as open
or in-filled trenches and barriers may hence be taken
into account as possible vibration countermeasures.

In the past, such types of isolating systems were
mainly adopted to face the problem of ground vibra-
tions induced by machine foundations (Woods, 1968;
Beskos et al., 1986; Ahmad et al., 1996; Sica et al.,
1999). In these cases, being the input signal charac-
terized by a few dominant frequencies, good isolating
systems were assured by simply choosing a suitable
trench depth (of an order comparable to that of the
surface wavelength) or suitable dimensions of the
barrier cross section.

However, few literature studies focus on perform-
ance of trenches and barriers in reducing ground-
borne vibrations caused by high-speed trains.

In this study, the mitigation of HST vibrations by
open trenches and concrete barriers has been investi-
gated assuming as vibration source the same input
motion adopted to simulate the case-history of
Degrande & Scillemans (2001).

The discontinuity (trench or barrier) was supposed
1 m wide and located at 7 m from the vibration
source. Its effectiveness was described by the ‘vibra-
tion reduction ratio’:

(2)

where Visol and Vff are the vibration amplitudes in
terms of vertical velocity with and without (free-
field) the screen, respectively.

In Figure 7 and 8 the vibration reduction ratio of
open trenches and concrete barriers is plotted as func-
tion of the distance from the railway track. As
expected, open trenches behave better than concrete
barriers. To reach an average vibration reduction ratio

of about 40% behind the trench, a depth of about 30 m
should be provided, which is rather impracticable due
to technological problems during both construction
and exercise stage. As concrete barriers concern, it
can be observed from Figure 8 that concrete barriers
should be even deeper to guarantee a performance
comparable to that of open trenches.

These results highlight that for ground vibrations
induced by high speed trains, trenches and barriers
perform not very well due to the wide range of fre-
quencies characterizing the ground vibrations and the
presence of very low frequencies (�5 Hz) which
require very deep discontinuity to assure a satisfying
level of vibration mitigation.

This aspect should address the railway companies
to solve the HST ground vibration problems during
the design stage of the railway (for example reduc-
ing the vibration level at the source, working on the
track and its basement) and not by a posteriori coun-
termeasures when the railway embankment and the
superstructure have been already built and the line
starts to work.
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5 CONCLUSIONS

The propagation of ground vibrations caused by high
speed trains traveling on superficial lines has been
numerically analyzed by a 2-D model solved in time
domain and by the finite element technique. Validation
of the model has been carried out by simulating a
real case-history represented by the HST passages on
a Belgium railway track (Degrande & Schillemans,
2001). Albeit the simplifications in the vibration
source simulation, the adopted model provided a sat-
isfying prediction of the decay of the PPV versus the
distance from the rail track and, in some cases, pre-
dictions were able to match well also the frequency
content of the recorded signals.

Open trenches and concrete barriers have been
investigated as possible countermeasures to mitigate
HST vibrations. Even though these isolating systems
have been successfully adopted to reduce vibrations
induced by machine foundations, the wider frequency
range characterizing the HST vibrations makes them
less performable for the particular problem in hand. In
particular, the presence of very low frequencies (�5 Hz)
in the HST ground vibrations penalizes the design of
this type of isolating system since too deep (and too
expensive) screens are required to assure a satisfying
level of vibration mitigation. This statement should
address railway companies to solve ground vibration
problems a priori during the railway design stage.
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1 INTRODUCTION

The effect of earthquake-induced horizontal force has
the potential to cause failure of slopes, retaining walls,
and many other types of geo-structures. Such a ground
motion can induce significant inertia forces both in a
soil stratum and in the structure. Therefore, the result-
ing “dynamic” normal and shear stresses along the
potential failure surfaces need to be taken into account
in a geotechnical earthquake design.

Past and most of the current practice in the seismic
design of earth structures involves a pseudo-static
analysis and the classical limit equilibrium method is
usually employed (Kramer 1996). In this method, the
effects of earthquake shaking are represented by hor-
izontal and vertical inertia forces, khW and kvW, which
act through the centroid of the assumed failure mass.
Note that W is the weight of the failure mass and kh
and kv are known as horizontal and vertical pseudo-
static coefficients and are defined by ah � khg and
av � kvg, where ah and av are horizontal and vertical
accelerations. In practice, the values of kh and kv to be
used may be found in earthquake design codes or
selected on the basis of past experience. The limita-
tion of the pseudo-static approach is clear as the com-
plex, transient, dynamic effects of earthquake shaking
are replaced by static horizontal and/or vertical forces.
Nevertheless, the approach has continued to be used
by geotechnical earthquake engineers mainly because
it is easier to apply in design practice.

The pseudo-static limit equilibrium method presup-
poses collapse is triggered by large relative movements

along a predefined failure surface and that, simulta-
neously, the stresses on this surface reach limiting
values which are governed by soil strength parameters.
The solution is then found by invoking equilibrium
and then optimizing the geometry of the failure surface,
either analytically or numerically, to give the lowest
load. An inherent limitation of the pseudo-static limit
equilibrium method is the need to define the general
shape of the failure surface in advance, as this may
affect the accuracy of the solution obtained (Chen
1975).

Much research effort has been spent on the devel-
opment of analytical upper bound limit analysis tech-
niques for static and pseudo-static seismic loadings
(Chen 1975; Michalowski 1995). Although it is a use-
ful technique in its own right, using upper bound limit
analysis alone yields unconservative estimates of the
limit load. A more attractive approach for analysing
the stability of geotechnical structures is to use the
finite element upper and lower bound techniques, such
as those developed at the University of Newcastle
(Lyamin and Sloan 2002a,b). These techniques can be
used to bracket the exact ultimate load from above
and below, and therefore provide reliable values for
use by design engineers.

The bounding techniques developed at Newcastle
have yet to be applied to the seismic stability of 
geotechnical structures. It is thus the main objective of
this paper to incorporate the pseudo-static approach
into the current codes so that the effect of earthquake
loadings can be considered in the analysis. A few
examples will be presented in this paper.

Application of pseudo-static limit analysis in geotechnical
earthquake design

Jim Shiau
Faculty of Engineering and Surveying, University of Southern Queensland, Toowoomba, QLD, Australia

Andrei Lyamin and Scott Sloan
School of Engineering, The University of Newcastle, Newcastle, NSW, Australia

ABSTRACT: Based on the classical limit theorems of upper and lower bounds, the numerical procedures
developed at Newcastle utilise finite elements and non-linear programming and has proven to be both effective
and efficient in solving many geotechnical stability problems. The bounding techniques have yet to be applied
to the seismic stability of geotechnical structures. In this paper, both seismic bearing capacity of footings located
near slopes and seismic earth pressures on retaining walls will be examined.
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2 SEISMIC STABILITY OF A FOOTING
RESTING NEAR SLOPES

2.1 Statement of the problem

The first example presented in this paper consists of the
seismic bearing capacity problem of a rigid foundation
resting near slopes, as illustrated in Figure 1. A strip
footing of width B is placed on a homogeneous soil
with the slope angle b, the slope height H and the dis-
tance L from the edge of the slope to the footing edge.
The soil is assumed to follow the Mohr-Coulomb yield
criterion with the shear strength properties c and f. The
coefficients of horizontal acceleration and vertical
acceleration due to an earthquake are denoted by kh and
kv respectively. The limit behaviour under the pseudo-
static seismic condition is expected to be influenced by
the earthquake inertia of the soil, the structural founda-
tion, and the applied surcharge. It would also be
expected to be affected by the problem geometry such
as the slope angle b, the slope height H, the footing
width B and the distance L. The ultimate bearing
capacity solution to the seismic stability problem can
then be stated as

(1)

where p is the average limit pressure under the footing,
q is the surcharge load, g is the soil unit weight and
tanu � kh/(1 � kv). The problem reduces to the static
one when tan u � 0. All results of the computations are
presented in the dimensionless form as in equation (1)
and are functions of b, L/B, c/gB, q/gB, f and tan u.

Except those mentioned in the paper, the earthquake
acceleration for the soil, the structure, and the surcharge
is assumed to be the same. The earthquake load on the
structural foundation is represented by the shear load
acting at the foundation level which leads to a problem
similar to the bearing capacity solution under inclined
loading. The overturning moment induced by the
earthquake force on the structural foundation is not

considered in this study. The shear strength of the soil
is assumed to be unaffected by the earthquake loading
and the effect of pore water pressure is not included.

2.2 Results and discussion

A comparison of the lower and upper bound limit
analysis results against the limit equilibrium results
by Bishop (1950) and Narita and Yamaguchi (1990)
and the upper bound results by Kusakabe et al. (1981)
is shown in Figure 2. It is found that results from the
limit equilibrium method of Bishop (1950) are close
to our numerical upper bounds while those analytical
upper bound results of Kusakabe et al. (1981) are close
to the averaged values of our upper and lower bound
results. However, results from the limit equilibrium
method of Narita and Yamaguchi (1990) using log-
spiral sliding surfaces tend to be non-conservative. As
can be seen in this Figure, a built-in error check on the
accuracy of the limit solution is automatically pro-
vided by using the present lower and upper methods.
By using either the limit equilibrium method or the
conventional upper bound method alone, the range of
true solutions can not be justified. This matter is espe-
cially important for complicated geotechnical problems
where the true solution is unknown.

To investigate how the bearing capacity p/gB is
affected by earthquake inertia forces (tanu), numerical
lower and upper bound estimates are presented graph-
ically in Figure 3 for a 60 degree slope with L/B � 0.
It indicates that the existence of earthquake forces
tend to decrease the bearing capacity of foundations.
As the value of tanu increases, the bearing capacity
decreases for all friction angles. Numerical results
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Figure 1. Problem notation for seismic bearing capacity of
footings on slopes.

Figure 2. Comparisons of numerical bounds with other
results under a static condition.
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that are bounded by the lower and the upper solutions
represent the range where the true limit loads are. It is
interesting to see that the range of true solutions can
always be closely bracketed and that the accuracy of
bounding solutions increase as the value of tan u
increases. The upper bound velocity diagrams for
tan u � 0 and tanu � 0.4 are shown in Figure 4.
Owing to a horizontal inertia force, the proportion of
the velocity fields tends to decrease as tanu increases
indicating a reduction in p/gB.

The existence of surcharge on the slope surface
could either decrease, increase or has no effect on the
seismic bearing capacity of the footing, depending on
parameters such as b°, L/B and q/gB. As shown in
Figure 5 for the case with L/B � 0 and tan u � 0.3,
the increase in q/gB has very little effect on p/gB. But
a slight decrease in p/gB is observed for a vertical
slope. This is because for a vertical slope, the surcharge

on the slope surface contributes a driving force to the
slope failure causing a reduction in the footing bearing
capacity. As seen from the upper bound velocity dia-
grams in Figure 6, the proportion of deformed area is
increased due to the existence of surcharge for a ver-
tical slope with footing location L/B � 0. However, for
cases with low slope angle, the contribution to failure
of the footing-slope system due to a surcharge is very
little and thus the value of p/gB remains constant as
q/gB increases.

To ascertain the effect of soil inertia kh on the bearing
capacity of footings near slopes, the results in Figure 7
show the variation of p/gB with kh for cases with and
without khW. A comparison of these results for various
slope angles indicates that by ignoring the effect of
earthquake inertia of the soil slope, an unsafe estimate
of the ultimate bearing capacity can be obtained. This is
true irrespective of any soil slope angle.
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Figure 4. Upper bound velocity diagrams for tan u � 0
and tan u � 0.4.

Figure 3. Effect of tan u on p/gB for various f (b � 60°).

Figure 6. A comparison of upper bound velocity diagrams
for the surcharge effects of a vertical cut.

Figure 5. Effect of q/gB on p/gB for various b (tanu � 0.3).
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3 SEISMIC EARTH PRESSURE PROBLEMS

3.1 Statement of the problem

The seismic lateral earth pressure problem considered
in this paper is illustrated in Figure 8. The back of the
wall has an angle a to the horizontal and the surface
of the backfill has a slope of b to the horizontal and a
uniform surcharge q. In determining the passive earth
resistance, a rigid retaining wall of height H is pushed
horizontally into the soil. To induce active failure, the
wall is allowed to move away from the backfill. The
soil is taken to be c � f Mohr-Coulomb material with
a unit weight g.

It is convenient to use soil-wall friction angle d and
adhesion ca for representing the wall roughness. For a
c � f backfill, d � 0 and ca � 0 indicates a perfectly
smooth wall while a perfectly rough wall can be mod-
elled by adopting d � f and ca � c. In a similar manner
to the bearing capacity equation of Terzaghi, the total
active and passive thrust acting on the wall, Pa and Pp,
are defined in terms of earth pressure coefficients Kg,
Kc and Kq according to

(2)

(3)

Equations (2) and (3) are governed by the geometric
parameters a and b, the soil-wall friction angle d and
adhesion ca, the surcharge q, and the backfill frictional
angle f. Note that the line of action of Pa and Pp is
inclined at d to the normal from the wall back. To
consider the seismic effects, the coefficients of hori-
zontal acceleration and vertical acceleration due to an
earthquake are denoted by kh and kv respectively and
a new factor tan u � kh/(1 � kv) is defined.

Given the above parameters, the total active and
passive thrusts are computed from the finite element
upper and lower bound analyses. Accordingly, the
coefficients of earth pressure can be determined from
equations (2) and (3).

3.2 Results and discussion

Results shown in Table 1 are calculated by putting c � 0
and q � 0 in equation (2). For a f � 35° backfill soil,
we studied the effect of tanu on the active earth pressure
coefficient Kag for five values of soil-wall friction (d/f).
As previously discussed, the line of action of Pa is nor-
mal to the vertical wall back for a smooth wall (d � 0)
and, for rough walls, Pa is assumed to act at an angle of
d to the normal from the wall back Accordingly, Kag

values shown in Table 1 are calculated from

(4)

where Pa,h and Kar,h are the horizontal active thrust
and the coefficient of horizontal active earth pressure
respectively.

It is clear that the introduction of seismic factor
tanu is to increase the active earth pressure. Note that
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Figure 7. Effect of soil inertia kh on p/gB.

Figure 8. Problem notation for seismic earth pressures.

Table 1. Values of Kag for various tan u and d/f.

(f � 35°)

d/f 0 1/3 1/2 2/3 1

tan ' � 0 UB 0.266 0.245 0.241 0.242 0.247
LB 0.272 0.268 0.260 0.257 0.261

tan ' � 0.1 UB 0.323 0.306 0.302 0.301 0.315
LB 0.329 0.325 0.319 0.316 0.325

tan ' � 0.2 UB 0.386 0.376 0.377 0.381 0.403
LB 0.399 0.396 0.392 0.393 0.412

tan ' � 0.3 UB 0.469 0.464 0.471 0.482 0.525
LB 0.487 0.485 0.486 0.494 0.532

tan ' � 0.4 UB 0.573 0.581 0.596 0.617 0.691
LB 0.597 0.602 0.611 0.629 0.699

Note: UB and LB are upper and lower bound results.
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the increase is approximately 2.5–3 times for a value
of tan u from 0 to 0.4. For higher values of tan u (for
example tan u � 0.4), the increase in d/f results in an
increase of Kag. This trend is not observed for lower
values of tan u in which the Kag value may firstly
decrease and then increase. The velocity diagrams
shown in Figure 9 indicate that the failure plane is lin-
ear for all values of tan u.

For passive cases, on the other hand, we present a
simple upper bound study to demonstrate the effect of
tanu (Figure 10). For a static condition (tanu � 0), the
analysis gives a value of Kpg � 11.50. This value is
decreased to Kpg � 8.02 by introducing a “positive”
tanu � 0.4 (acting to the right of the soil mass). As
expected, the passive pressure can be increased by
applying a “negative” (acting to the left of the soil
mass) tanu. Also shown in Figure 10 is a comparison
of velocity contour plots for the three cases. Note that
the right hand edge of the mesh needs to be checked

carefully to ensure that the failure mechanism is con-
tained within – a case especially for “positive” values
of tan u.

4 YIELD ACCELERATION OF SEISMIC 
SLOPE STABILITY

In the fifth Rankine Lecture, Newmark (1965) proposed
a sliding block theory for the design of seismic slope
based on the evaluation of permanent displacement
due to earthquake excitation. In the sliding block
method, the earthquake inertia force is represented by
a horizontal seismic coefficient using conventional
pseudo-static approach in which the yield or critical
acceleration for the soil slope at the limit state is deter-
mined. If the earthquake acceleration exceeds this crit-
ical value, slide occurs. The permanent displacements
are then obtained by double integrating the difference
between the design accelerogram and the computed
yield acceleration. As pointed out by Seed (1966), the
evaluation of permanent displacement depends on the
accurate solution of yield acceleration. Most of the
solutions currently available for estimating the yield
acceleration of seismic slope stability are based on the
limit equilibrium approach with the assumption of
potential failure surface due to earthquake inertia
forces. Very few rigorous analyses have been proposed
to determine the seismic yield acceleration.

4.1 Statement of the problem

Yield acceleration is defined in this paper as the critical
horizontal acceleration at which it produces a limit
state of the slope stability under the pseudo-static earth-
quake forces. As illustrated in Figure 11, the seismic
force is assumed to be proportional to the weight of
the potential sliding mass W and the horizontal seismic
coefficient kh. The slope stability problems can then
be evaluated under the combined effects of the weight
W and the seismic force khW. To consider the effect of
vertical earthquake inertia force, the weight W can be
simply replaced by (1 � kv) W in which kv is the verti-
cal seismic coefficient and has positive value when it
acts upward.
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Figure 9. A comparison of velocity plots for different tan u
(d/f � 1).

Figure 10. A comparison of velocity plots for the effect of
tanu on passive earth pressures.

Figure 11. Problem notation for seismic stability analysis.
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For a given slope of height H and inclination angle
b, there exists a critical value (kh)

yield which will cause
slope failure under the Mohr-Coulomb yield criterion
with the strength parameters c and f. The limit solution
to the seismic coefficient (kh)

yield of the proposed
problem can then be stated as

(5)

where g is the soil unit weight and c/gH is termed as
the stability number. In all the analyses, the shear
strength of the soil is assumed to be unaffected by the
earthquake loading and the effect of pore water pres-
sure is not included.

4.2 Results and discussion

Numerical studies for the yield acceleration are for a
vertical slope with stability factor c/gH � 0.33 and
kv � 0. Shown in Figure 12 are velocity diagrams for
various soil friction angles (f � 0–40°). As expected,
the (kh)

yield value increases with increasing soil fric-
tion angle. The soil gains more strength and therefore
the proportion of failure mechanism becomes smaller
as f increases.

5 CONCLUSIONS

Three numerical models have been created for geo
technical seismic stability problems using numerical
limit analysis techniques developed at Newcastle.
They are for seismic footing on slope, seismic earth
pressures, and seismic yield acceleration for slopes.
Numerical upper and lower bounds have been reported
in most cases and they typically bracket the true solu-
tion within ,10% or better. Based on the associated
flow rule, it is expected that solutions based on any
available method should yield results that are located
between our upper and lower bounds. More bounding
results for a wide range of parameters should be
reported in the near future to facilitate the design
practice of geotechnical earthquake problems.
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1 INTRODUCTION

Since Biot’s (Biot 1956) contribution to dynamic
poroelasticity, the problem of wave propagation in
poroelastic materials has been extensively studied.
There is a number of authors presenting results
revealing the effect of boundaries and the influence of
saturation on seismic wave propagation in homoge-
neous domains, see e.g. (Deresiewicz and Wolf 1964;
Yang and Sato 2001; Lin et al. 2005). A review of
methods applied to investigate the 2D site effects
within elastodynamics is given in (Alvarez-Rubio 
et al. 2004). The usage of Biot’s wave equations for
seismic wave propagation in multilayered regions with
complex geometry is still limited due to the complex-
ity of the boundary value problem (BVP) which has
to be solved. In most of the cases which have practical
importance only numerical solution can be obtained.
Among different numerical methods the BIEM is
well proved in solving dynamic problems in infinite
geological media. Although its well known advan-
tages (Beskos 1991), the BIEM application in seismic
wave problems for fluid saturated materials is still
limited. The reason is the lack of fundamental solu-
tion in a simple form, which is easy to implement in a

BIEM code. The fundamental solutions have complex
mathematical form due to the multiphase nature of the
poroelastic models (Schanz and Pryl 2004). The poro-
elastic and viscoelastic materials have similar dynamic
response (Simon et al. 1984) that hints at the possibil-
ity to use one phase model with special properties
instead of multiphase one. An linear Kelvin-Voigt
viscoelastic material which has equivalent to the Biot
low frequency poroelastic dynamic response is pro-
posed in (Bardet 1992).

The main purpose of this work is to develop an
efficient and accurate BIEM for solution of 2D seis-
mic wave propagation problems in multilayered fluid
saturated geological region based on the viscoelastic
isomorphism (Bardet 1992). The main advantage
of the proposed technique is that it combines effi-
ciently the simplicity of the viscoelastic monopha-
sic formulation to describe the poroelastic dynamic
response and all the benefits provided by the BIEM in
solving wave propagation problems. BIEM advan-
tages are: (i) reduction of the problem dimensionality;
(ii) implicit satisfaction of the radiation condition in
infinity; (iii) semi-analytical character of the method
and (iv) discretization only on the boundaries of the
considered domain.

The presented results are not aimed to reveal the
physics of the phenomena but to demonstrate the

BIEM for seismic wave propagation in fluid saturated multilayered media

Petia Dineva
Institute of Mechanics – Bulgarian Academy of Sciences, Sofia, Bulgaria

Maria Datcheva* & Tom Schanz
Laboratory of Soil Mechanics, Bauhaus-Universität Weimar, Germany

ABSTRACT: An efficient methodology is developed for solution of two-dimensional frequency dependent
elasto-dynamic problems, related to seismic wave propagation in fluid saturated multilayered geological regions
with accounting for complex geometry such as non-parallel layering and relief peculiarities. The proposed
approach is based on the combined usage of both: (i) viscoelastic isomorphism to the Biot’s dynamic poroelas-
ticity and (ii) boundary integral equation method (BIEM) in frequency domain. Validation of the viscoelastic
isomorphism and verification of the proposed BIEM are done by solution of benchmark examples. The exam-
ple applications reveal that the developed method is able to depict the sensitivity of the obtained seismic signals
to the existence of both fluid saturated material layers and surface topography. It is concluded finally, that the
viscoelastic isomorphism implemented in an efficient BIEM software provides a straightforward tool for solv-
ing seismic wave propagation problems in multilayered fluid filled geological regions with complex geometry.
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validity of the proposed methodology for solving wave
propagation problems accounting for 2D site effects.

2 CONCEPTUAL MODEL AND PROBLEM
FORMULATION

2.1 Governing equations in frequency domain

It is well known that due to the correspondence princi-
ple (Christensen 1971) no difference is made between
elastic and viscoelastic media when dynamic time-
harmonic problems are treated. In the following, the
dynamic problem is analyzed in two dimentions and
therefor plane strain condition is considered. The
governing equations in the frequency domain for a
time harmonic excitation of type eivt are:

(1)

where ux � Ux e�ivt, uy � Uy e�ivt (ux, uy are the dis-
placement components). Hereafter we consider that
attenuations jP and jS and angular frequency w are
such that &#P �� 1 and & jS �� 1. In this case the
approximated expressions for the wave numbers kS
and kP read:

(2)

where CP and CS are the P- and SV-waves velocities.
Bardet (Bardet 1992) stated a poroelastic-viscoelastic
similarity by equating the wave numbers in (2) with
wave numbers in Biot’s poroelastic model. It results
an equivalent to the poroelastic material linear Kelvin-
Voigt viscoelastic material with velocities and attenu-
ations of longitudinal and shear waves related to the
poroelastic parameters as:

(3)

(4)

Here r~ � (1 � n) rg � nrf , n is the solid skeleton
porosity, rf and rg are the fluid and the solid grain

densities, b � n2grf /k� is the dissipation constant, k� is
the fluid conductivity, g � 9.81 m/s2 is the gravita-
tional constant. The Biot constants P, Q, N and R are
related to the dry bulk moduli of the skeleton Kdry,
soild grain Kg and fluid (water) Kf, porosity n and the
Poisson’s ratio n by the following expressions:

It has to be emphasized that the relations (3) and (4)
hold only in case vr~/b �� 1, which is usually satis-
fied for the range of angular frequency and fluid con-
ductivity encountered in earthquake engineering
problems. Thus the two phase poroelastic dynamic
behaviour is approximated by the dynamic response
of one phase viscoelastic material. Following this
approach it is not possible to account for boundary
conditions for the pore fluid pressure. The proposed
viscoelastic isomorphism is applicable for solving
drained problems and it is verified in section 3.

2.2 Boundary conditions

The BVP comprises a finite, multilayered fluid satu-
rated geological region with nonparallel boundaries
and with topographic irregularities. A sketch is shown
in Figure 1. The different material layers and the half-
plane where the soil/rock deposit is situated may have
different properties. The incident time-harmonic seis-
mic wave with angular frequency v is a plane longi-
tudinal P-wave and it impinges under arbitrary angle
uP according to the upward vertical direction.

The BVP consists of the governing equations (1)
with wave numbers (2), velocities (3) and attenuation
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coefficients (4). Traction ti, i � x, y at a given point of
the surface element with normal ni is defined as:

where

The following boundary conditions are to be satis-
fied: (a) on the free surface of the half-space tractions
are zero; (b) at infinity Sommerfeld radiation condi-
tion holds; (c) on the boundary between two soil/rock
layers displacement continuity and traction equilib-
rium are satisfied; (d) on the boundary between the
finite layered region and the rest of the half-space the
displacement continuity is satisfied:

(5)

where Ui
free–field are the free field displacement 

components.

2.3 BIEM solution

The formulated BVP is solved by the BIEM. The gov-
erning boundary integral equations (BIEs) in fre-
quency domain for each of the N layers 2m (m � 1,2,
…, N) are:

(6)

Cij are constants depending on the geometry at the
collocation point; {x, y} and {x0, y0} are the position
vectors of the field and the source points respectively;
.2m

is the boundary of the m-th layer, U*ij is the fun-
damental solution of equations (1) and T*ij are the corre-
sponding tractions. The system of integral equations (6)
has to be solved with respect to unknown displace-
ments Ui and tractions ti.

The numerical solution of the problem follows the
standard BIEM procedure. The boundary is descritized
into quadratic boundary elements using piecewise
polynomial approximations of the boundary geome-
try, displacements and tractions. After overcoming
weak and strong singularities in the obtained integrals
and satisfying the prescribed boundary conditions, an
algebraic system according to the unknown displace-
ments and tractions in the Fourier domain is obtained
and numerically solved.

3 VALIDATION AND VERIFICATION

The aim of this section is: (a) to evaluate the appl-
icability of the described in section 2 viscoelastic iso-
morphism for solution of seismic wave propagation
in fluid saturated soil/rock regions (test example 1);
(b) to study the accuracy of the proposed solu-
tion strategy and BIEM procedure (test examples 2
and 3).

3.1 Test example 1

Two analytical solutions for seismic wave propaga-
tion in half-space are compared. The first is the ana-
lytical solution given in (Lin et al. 2005), where the
poroelastic dynamic problem is solved for drained
boundary conditions in case the filling fluid is invis-
cid, thus the dissipation constant b is zero. The second
solution is obtained solving the same problem as in
(Lin et al. 2005) but for the viscoelastic material which
is isomorphic to the poroelastic one. To find this solu-
tion we use (a) the analytical solution for free–field
motion in elastic half-space subjected to incident 
P-wave, (Achenbach 1973) and (b) the correspondence
principle between elastic and viscoelastic models.

The material is sandstone and the material properties
are taken from (Lin et al. 2005): Kg � 36000 MPa;
rg � 2650 kg/m3; rf � 1000 kg/m3; Kf � 2000 MPa.
The porosity is n � 0.3 and Kdry � 6167 MPa. Four
different values are taken for the Poisson’s ratio,
namely 0.1, 0.2, 0.3 and 0.4. The frequency is
f � 4 Hz (v � 8p s�1).

Figure 2 shows the horizontal and the vertical com-
ponents of the displacement at the free-surface versus
the incident angle uP for different Poisson’s ratios.
The displacements are normalized by kP, which is the
displacement intensity of the incident P-wave. Figure 2
demonstrates that both models have very close and
almost identical solutions. This means that the simpler
equivalent viscoelastic model can be used success-
fully as an approximation to the solution of complex
poroelastic dynamic problems.

3.2 Test example 2

The geological structure model given in Figure 3 is used
for the second test example. The local geological region
T1L1R1P1 is placed in a half-space. This test example
verifies the method of superposition of the analytical
solution for the infinite homogeneous half-space and
the BIEM numerical solution for the embedded finite
region. The mechanical properties of the local geo-
logical region are the same as the properties of the
half-space. In this case there are no re-flections and
refractions on the boundary T1L1R1P1 and as a matter
of fact the problem for fluid-saturated porous half-
space subjected to incident P-wave is solved. The
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coordinates of the corner points (in meters) are:
T1(100, 0), P1(�100, 0), L1(110, 270), R1(�110,
270). The Poisson’s ratio equals to 0.3 and the other
constants are the same as those in test example 1. In
fact the same problem as in 3.1 is solved but this time
applying the BIEM. In Figure 5 a comparison is done
between the obtained BIEM results and the given in
(Lin et al. 2005) analytical solution. The two solutions
are very close and this reveals both the applicability of
the viscoelastic isomorphism in such type of dynamic
problems and also the accuracy and convergence of
the applied numerical method.

3.3 Test example 3

As a third example the geological structure model given
in Figure 4 is considered. This example gives verifi-
cation of the BIEM procedure for solution of seismic
wave propagation in finite multilayered domains. The
geological region consists of four layers. The coordi-
nates (in meters) of the points indicating the geomet-
rical boundaries of the layers are: T0(30, 0), T3(60, 0),
T2(90, 0), T1(100, 0), P0(�30, 0), P3(�60, 0),
P2(�90, 0), P1(�100, 0), L1(110, 270), L2(90, 180),
L3(60, 90), R1(�110, 270), R2(�90, 180), R3(�60, 90).

The soil/rock layers and the rest of the half-space
have the same mechanical properties equal to those
used in 3.2. This simulates free field motion in fluid sat-
urated porous half-space subjected to incident P-wave.

Figure 5 shows the displacements on the free sur-
face versus the incident wave angle uP. Three types of
solutions are compared: (a) analytical solution of
Biot’s wave equations for saturated poroelastic half-
space from (Lin et al. 2005); (b) numerical BIEM
solution of the same problem but using the viscoelas-
tic isomorphism for the geological structure model in
Figure 3; (c) numerical BIEM solution of the same
problem using the viscoelastic isomorphism for the
geological structure model in Figure 4. The three
solutions are very close and this fact proves that it is
reasonable to use the discussed viscoelastic isomor-
phism for synthesis of theoretical seismograms at the
free-surface of geological region with complex mor-
phology and geometry. The obtained BIEM solutions
almost cover the analytical one, which demonstrates
the good accuracy of the numerical method.

4 EXAMPLE APPLICATIONS

4.1 Example 1

This example aims to show the effect of fluid saturation
on the free-field motion of a homogeneous halfspace.
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The amplitudes of the displacement components ux
and uy versus incident wave angle uP for elastic and
porous materials are compared. The dynamic response
of the saturated porous media is obtained employing
the viscoelastic isomorphism. For comparison, the
problem is solved for elastic media and it results the
elastodynamic solution. In this case dry material prop-
erties are used. Figure 6 shows the results for materials
with equal Poisson’s ratio (� � 0.2) and four different
porosities, namely 0.1, 0.2, 0.3 and 0.33. Figure 7
depicts results for materials with the same porosity
n � 0.3, but having different Poisson’s ratios. Dry bulk
moduli are calculated using the expression given in (Lin
et al. 2005) and stated there to be valid for sandstone:

(7)

where Kcr � 200 MPa is the bulk modulus at critical
porosity ncr � 0.36. All the other material parameters
are the same as in 3.1.

Figures 6 and 7 reveal the following effects: (a) in
case Poisson’s ratio is constant, the amplitudes of ux
decrease with increasing the porosity and for viscoelas-
tic materials they are smaller than for the elastic ones;
(b) the sensitivity of uy to the presence of fluid is very
little, but there is a tendency to increase with porosity
increase; (c) in case Poisson’s ratio does not change, the
elastic dynamic response is not sensitive to the change
of porosity, as it is expected for the range of angular fre-
quences used here; (d) the amplitudes of uy for elastic

and poroelastic materials at higher values of Poisson’s
ratio are almost the same; (e) in case the porosity is the
same, the difference in amplitudes for both elastic and
poroelastic cases is greater for low Poisson’s ratios.
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Figure 5. Test examples 2–3: lines – analytical solution; � –
BIEM solution (test example 2); * – BIEM solution (test
example 3).
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4.2 Example 2

For the purpose of this example the geological struc-
ture model in Figure 4 is used. The local geological
region is with three non-parallel layers and its free sur-
face holds a semi-circular gorge with a radius a � 30 m
(contour T0R0P0). Poisson’s ratio equals to 0.2 for all
the materials, used for this example. Three different
cases are investigated and compared. In case 1 all
three layers have the same porosity n � 0.1 and in
case 2 the porosity of the layers is 0.32. In case 3 layer
1 (21) and layer 3 (23) have porosity 0.1, while the
porosity of layer 2 (22) is 0.32. The bed rock has in all
three cases porosity 0.2. Dry bulk moduli are calcu-
lated regarding (7). All the other properties of the
materials are the same as in test example 3.1.

Figure 8 presents the surface displacement ampli-
tudes versus x/a for normal incident plane time-
harmonic P-wave with v � 61 s�1. These results clearly
demonstrate both the site effects and the influence of
porosity of the layers composing the finite geological
region on the dynamic response. The components of
the scattered displacement depict very exactly the
gorge existence and its size. The important role of
gorge’s and layers’ edges in the created diffraction
wave field is also evident. The amplitudes of the sur-
face displacements are different in the three cases.
Numerical results show that there is an amplification

of the seismic signal on the free-surface of the multi-
layered strata and in our case this is due to the exis-
tence of layers with different porosities and specially
due to the layer with higher porosity, respectively
lower wave velocity, than the bed rock. Results of this
application example qualitatively and quantitatively
evince the importance of considering in detail the 2D
site properties.

5 CONCLUSIONS

Based on the viscoelastic isomorphism a BIE
methodology is presented for solving seismic wave
propagation problems in finite multilayered fluid sat-
urated medium embedded in infinite half-space. The
proposed technique benefits from combining effi-
ciently: (A) the advantages of the viscoelastic isomor-
phism that are: (*) reduction of the complex two
phase poroelastic model to simpler viscoelastic one
that can assess the changes of stiffness and damping
due to fluid flow; (**) the simpler mathematical form
of the fundamental solution for viscoelasticity in
comparison to poroelastic one, which contributes in
efficiency and accuracy of the BIEM; (B) BIEM’s
facilities for solution of wave propagation problems
in finite multilayered geological regions embedded in
infinite domains.

The parametric study reveals that the developed
method is able to depict the sensitivity of the wave
field to both the existence of fluid saturated layers
and free surface peculiarity. The proposed numerical
BIEM tool can be extended further for: (a) synthesis
of theoretical seismograms for finite multilayered fluid
saturated geological regions; (b) modeling the dynamic
behavior of soil-structure system with accounting for
the poroelastic properties of the soil. It can be also
used for verification of numerical codes based on the
Biot’s porodynamics.
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Numerical modeling of the soil structure interaction during
sinkholes
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ABSTRACT: This article focuses on the simulation of soil-structure interactions during a sinkhole by the use of
a coupled numerical approach. The 2D model uses a Finite Difference computer code coupled with a Distinct
Elements code (FLAC2D and PFC2D from Itasca Consulting Group) to optimize the performances of both softwares.

1 INTRODUCTION

Sinkholes are caused by natural or man-made cavities.
The very sudden nature of this phenomenon may be
damaging for the buildings and endangers the life of the
population. The soil-structure interactions occurring
during this phenomenon are not well understood. The
commonly employed approach (in which the soil move-
ments obtained in greenfield condition are applied to a
structure) is not satisfying.

The main purpose of this paper is the presentation
and the validation of a numerical model allowing a satis-
fying modeling of the soil-structure interactions during
this phenomenon (Figure 1). Two codes are used jointly:
FLAC2D uses the Finite Differences Method whilst
PFC2D is based on the Distinct Element Method. The
results obtained in greenfield condition will be com-
pared with those taking into account a building on the

ground surface. Moreover a relevant comparison can be
made between this numerical simulation and the results
of an experimental campaign carried out on a small-
scale model, illustrated by Figure 1 (For more details on
this experimentation, the reader can refer to Caudron
et al. 2006).

2 THE CASE STUDY

The experimental small-scale model uses a geometric
scale of 1/40 to model a 10 m wide and 2 m high gallery
with a 8 m thick cover. It corresponds to the usual
dimensions of the Parisian quarries that are responsible
for several disorders each year. The soil mass modeled
is 30 m wide and 20 m high.

The ground cover is composed of several different
layers that can be roughly considered as two homogen-
ous layers from a mechanical point of view: a 6 m
thick cohesionless material overlies a 2 m thick cohesive
layer. Their mechanical characteristics are presented in
Table 1. In the small scale physical model, the cohesion
of the material is reproduced by the addition of an

Table 1. Soil properties of the documented case study.

Granular soil Cohesive soil

E (MPa) 50–100 50–100
� 0.30 0.30

 (kg/m3) 2200 2200
� (°) �26 �26
c (kPa) 0 �100

Figure 1. Laboratory small-scale model.
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aqueous solution of glue to cohesionless metallic Sch-
neebeli rods – Caudron et al. 2006.

The structure corresponds, with a 1/40 scaling factor,
to a dwelling with three spans and two stories. Its total
width is 10 m, each story is 2.7 m high and it comprises
a crawl space of 1.2 m in height (more details are given
in Table 2). The left foundation is located directly above
the center of the cavity. The structure is made of standard
steel beams and columns and the applied payloads are
determined in order to induce stresses on the founda-
tions corresponding to the Serviceability Limit State.

The creation of the cavity follows a simple procedure
and five steps are necessary to obtain the 10 m total
opening. The first step implies the creation of a small
cavity: 2 m in width with the nominal 2 m height. Then,
for each of the four following steps, one meter of cavity
is opened on each side of the cavity until the final width
is reached.

3 THE COUPLED NUMERICAL MODEL

The use of a coupled numerical approach based on two
different numerical schemes (in the present case DEM
and FDM) presents two main advantages:

On one hand, it is possible to refine the description of
the behaviour of a soil mass in certain locations where
large strains, displacement or shear stresses will develop
(in the present case, the whole soil mass located above
the cavity and in the vicinity of the structure).

On the other hand, it can reduce computation times by
using a faster numerical resolution algorithm (such as the
Finite Difference Method) in the rest of the soil where
only small deformations will appear and for the model-
ing of the building and structural elements such as
beams.

Figure 2 shows a schematic view of the coupled
model that uses FLAC2D and PFC2D (both softwares
have been developed and are commercialized by Itasca
Consulting Group – 2005).

FLAC2D uses a Finite Difference formulation applied
to a continuum, whereas PFC2D is based on the Distinct
Elements Method. They can exchange informations
with one another through a socket connection, in par-
ticular the data required to satisfy at any step of the
calculation the interface conditions between the FD
mesh and the particle assembly. The simple coupling

procedure illustrated on Figure 4 can be strictly fol-
lowed in a “simple” case, i.e. when no loss or creation of
contact can occur between the particles and the border
elements.

Nevertheless, in the present case, it is necessary to be
able to take into account major modifications in the
geometry of the border elements (when the cavity is
gradually created by deleting FLAC2D grid elements)
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Figure 4. Basis for the FLAC-PFC coupling scheme.

FLAC

PFC

30 m

8 m

10 m

Figure 2. Schematic view of the coupled model.

10 m

1.8 m 

3.2 m 2.7 m

1.65 m

Figure 3. Dimensions of the considered building.

Table 2. Characteristics of the building.

Beam length 3.2 m
Foundation width 1.65 m
Story height 2.7 m
Crawl space 1.2 m
Element section (m2/m) 0.051 m2

Element inertia (m4/m) 60.4 10�4m4

Number of spans 3
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and also losses or creations of contacts of the border
elements with moving particles.

Therefore, a specific scheme has been developed.
This scheme includes the basic one (presented in
Figure 4) and determines automatically when it is
necessary to update the list of slave particles (PFC2D

particles linked to FLAC2D border elements).

Step 1: The user specifies a total number X of calcula-
tion cycles to compute.

Step 2: A specific Fish function determines the max-
imum value of the particle velocities in the assem-
bly, Vmax. Given the smallest particle radius in the
assembly, the program then determines the number
of cycles x that can be safely achieved:

(1)

In Equation 1, it is assumed that in x cycles the dis-
placement of the fastest particle can not exceed a max-
imum value arbitrarily taken equal to the smallest
particle radius in the assembly, otherwise the list of
slave particles has to be updated.
Step 3: y calculation cycles are computed using the

coupling scheme detailed above where y is the min-
imum of x and X.

Step 4: PFC2D frees the slave particles, get the new
border elements list from FLAC2D and defines the
new list of slaves particles.

Step 5: The procedure goes back to Step 2 after
replacing X by X-y. The loop is followed until the
total number of calculation cycles X introduced in
Step 1 is achieved.

When the FLAC2D grid has to be modified during cal-
culations, the same scheme is used: the required modi-
fications of the border elements and their geometry are
performed between Steps 4 and 5.

Between two stages of the creation of the cavity,
stabilization of the soil is ensured: the maximum particle
velocity in the assembly should be smaller than
10�11m/calculation cycle.

Finally, Figure 2 shows that the structure represented
by FLAC2D beam elements is not directly in contact with
PFC2D particles but via small FLAC2D grids. This
modeling enables to cope with the limitation of the
coupling scheme to the exchange of data between PFC2D

particles and FLAC2D grid elements.

4 INTERPARTICLE CONTACT PARAMETERS
(PFC2D)

The determination of the interparticle contact param-
eters required by the DEM and PFC2D is based on the
results of biaxial tests (q – 
1 and 
v – 
1 curves) per-
formed on the cohesionless and cohesive materials

(Caudron et al. 2006). The main parameters describing
the behaviour of the particles are:

– kn and ks, the normal and tangent stiffness of the
contact between two particles,

– fric, the intergranular coefficient of friction,
– c_n and c_s, the normal and tangent strength of the

contact bonds used to represent the overall soil cohe-
sion (Potyondy & Cundall 2004).

For the sake of simplicity, two assumptions are
made reducing to 3 the number of independent
parameters: the ratio kn/ks is supposed to be equal to 2
and the ratio c_n/c_s to 1.

Two sets of parameters are determined (Table 3),
respectively for the granular soil (standard metallic
Schneebeli rods assembly) and for the cohesive material
(Schneebeli rods soaked in an aqueous glue solution).
Figure 5 gives an example of the results obtained for the
cohesive soil.

The evolution of the deviatoric stress during biaxial
compression is generally accurately reproduced, in par-
ticular the initial modulus and the deviatoric strength (as
shown in Figure 5). The comparison of the experimental
and computed volumetric strains presents more discrep-
ancies. The DEM and its implementation in PFC2D lead
to an initial contractancy of the sample under shear
stress whereas in the experiments dilatancy is observed
even in the early stages of the loading. Nevertheless,
after 1 or 2 % of axial strain, the same dilatancy angle is
observed.
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Figure 5. Deviatoric stress and volumetric strain for the
cohesive soil (biaxial test performed with 50 kPa confining
stress).

Table 3. PFC parameters.

Parameters Granular material Cohesive material

kn (MN/m) 16.0 16.0
ks (MN/m) 8.0 8.0
Fric 0.50 0.45
Density 7.85 7.85
c_n & c_s (N) 0 1000
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5 SIMULATIONS AND RESULTS

Two subsidence tests have been performed:

– one corresponds to greenfield conditions, i.e. with-
out any structure, and will be considered as a refer-
ence,

– in the second one, the small scale model of building is
positioned at ground level, with its left foundation
located directly above the center of the cavity, in
order to observe soil-structure interaction effects.

Deck (2002) showed that several main parameters
are representative of the potential damage to a build-
ing induced by the soil movements induced by sink-
holes. They include the maximum subsidence or
vertical displacement, the shape of the settlement
trough, the differential horizontal displacements and
the slope of the ground surface in the vicinity of the
building (or where it should be positioned if one
explicitly takes soil-structure interaction).

5.1 The greenfield case

The cavity is created in five steps, it remains stable as it
is observed in experimental test. The cohesive layer is
then locally weakened in order to cause failure. Weak-
ening is induced in the middle of the cavity roof by
simultaneously applying a reduction factor to c_n and
c_s the normal and tangential strength limits of the
contact bonds in this area. When the crack development
reaches a critical state, collapse appears in a very brutal
manner and total failure of the cavity is observed.

Figure 6 illustrates the stress distribution at the end of
the creation of the cavity when a stable state is obtained.
The stress concentration on the vertical walls of the
cavity is obvious, as the presence of tensile stress in the
central lower part of the stiff bench and in its upper part
above the side walls of the cavity.

Figure 7 shows the final state, i.e. after failure, and
the induced ground surface deformation. The corres-
ponding subsidence or settlement trough is presented

on Figure 8 and compared with the results of the
experimental test and with a semi-empirical approach.

The latter is a modified version of Peck’s semi-
empirical approach proposed by Caudron et al. 2004 for
rectangular shaped cavities. The total volume of the
settlement trough is computed from the volume of the
cavity multiplied by a factor depending on the expansion
coefficient K (K � 0.5 in this particular case study):

(2)

An equivalent cavity radius Req is also calculated
from the trough volume. Caudron et al. 2004 have shown
that this enables the computation of i, the distance from
the center of the settlement trough to the point of inflex-
ion using Oteo & Sagaseta’s empirical expression (1982).

(3)

and Smax the maximum subsidence above the center of
the cavity by:

(4)

where H is the cavity cover.
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Figure 6. Stress distribution in the soil mass.

Figure 7. Final state after failure for the greenfield test.

Figure 8. Subsidence troughs for the FLAC-PFC model, the
physical test and the Peck approach.
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Table 4 summarizes the main parameters of the settle-
ment troughs resulting from the experimental, semi-
empirical and coupled numerical approaches. It appears
that:

– the numerical simulation gives a better description of
the overall volume of the settlement trough,

– the width of the predicted trough is smaller than
that resulting from the semi-empirical approach and
closer to the observed experimental value,

– therefore the maximum settlement and the maximum
slope observed on the trough are in closer agree-
ment with the experiments.

However, it must be noted that the failure mechanism
observed in the physical test (shown on Figure 9) is
different from that considered in the numerical and
semi-empirical approaches (leading to symmetric set-
tlement trough). Only the left part of the cohesive layer
felt into the cavity, the right part remained overhanging.

5.2 Soil-structure interaction

The coupled model that explicitly considers the pres-
ence of a building at ground surface uses the same

procedure for the cavity creation and the weakening of
the cohesive layer. The final state reached is illustrated
on Figure 10. The failure is quite similar to the one
observed in greenfield conditions.

It appears that the left foundation is not completely
resting on the particles. A void is clearly visible under
this foundation as well as in the upper part of the rigid
bench directly above the cavity sidewalls.

The subsidence trough is plotted on Figure 11 with the
position of the three foundations laying in the particles
assembly. The results of the physical test with the struc-
ture on the ground surface are compared with the out-
come of the coupled numerical simulations a) in
greenfield condition and b) with the building. The main
differences are located on the right part of the curves
where the building model is situated. Table 5 summarizes
the main characteristics of the observed and computed
settlement troughs.

The computed trough volumes are smaller than the
average value obtained from the physical tests. The
values of Smax, i and the maximum slope predicted by
the numerical model with structure are closer to the
experimental results than the greenfield simulation.
Both numerical models predict a maximum differen-
tial settlement between foundation 2 and 3, i.e. in the
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Table 4. Geometric characteristics for the troughs in green-
field condition.

Physical Semi-empirical FLAC-PFC
Characteristic test approach model

Smax 176 cm 108 cm 120 cm
I �3.5 m �5 m �4 m
% of Vcavity 60% 66% 58%
Maximum 39% 13% 24%
slope

Figure 9. Partial failure during the small-scale physical
test in greenfield condition.

Figure 10. Final state for the model with the building.

Figure 11. Subsidence trough for the computation with the
soil-structure interaction.
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central span. However, in the case with structure, the
predicted maximum slope is smaller than that observed
value in the greenfield case and also smaller than the
experimental value. This can be partly explained by the
stiffness of the link between the right foundation (foun-
dation 4) with the FLAC2D grid (Figure 10).

Figure 12 illustrates the impact of the structure on the
distribution of the horizontal displacements: the numer-
ical simulation roughly reproduces the reduction in
horizontal displacements in the vicinity of the structure
and the dissymmetry of the distribution. On the left part
of the trough, the experimental and numerical results
almost coincide with the greenfield semi-empirical
approach.

The induced stresses and efforts in the structure may
be analyzed from a qualitative point of view. It appears
that the two left columns concentrate the maximum
efforts and more particularly their lower part (between
the foundation and the first floor): an increase of bend-
ing moments of about 13 kN.m is observed. Moreover,
the opposite signs of the moments indicate that the left
span is subjected to horizontal compression during the
test. This is confirmed by comparing the horizontal dis-
placement vectors on Figure 12.

For the horizontal elements of structure, the coupled
numerical approach predicts that the maximum induced
bending moment is localized in the central span of the
lower floor (more exactly near the junction with the third
column). Similar results have been obtained in the phys-
ical test: it appeared that the maximum stress (measured
by strain gauges) is located in the column 1 and 2 and in
the span F1–F2 of the lower beam.

Finally, during the simulation, the total force acting
on the sidewalls and away from the cavity can be com-
puted. Figure 13 clearly shows that each step of the
creation of the cavity leads to an increase of this vertical
force and that the effect of the stress redistribution is
limited a 2 to 3 m thick zone from the sidewalls. The
computed values presented in Figure 13 are relevant
with the conclusions of the small-scale test (Caudron
et al. 2006).

Nevertheless, it should be mentioned that in both
numerical and physical tests, the walls of the cavity

are largely stiffer than the soil which is generally not
true in real situations where the deformability of the
material constituting the walls leads to smaller stress
concentration.

6 CONCLUSION AND PROSPECTS

This paper demonstrates that a coupled FLAC2D-
PFC2D approach can be used to reproduce in a satisfying
manner the soil-structure interaction phenomena
induced by sinkholes.

Further research should improve the ability of the
model to quantitatively describe the volume of the
subsidence trough (smaller than the experimental val-
ues in the present analysis). Even if the efforts
induced in the structure by the soil movements are
complex, the coupled approach gives qualitatively
similar results to the experimental observations. An
in-depth analysis of the stresses and efforts induced in
the structure is required to the global understanding
of the phenomenon.

After improvement, the FLAC2D-PFC2D numerical
model will be used for parametric studies in order to
determine the influence of each parameters of the prob-
lem: geometry of the cavity and position with respect
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Table 5. Quantitative results for the models with the building.

Physical
test with FLAC-PFC FLAC-PFC

Characteristic SSI in greenfield with SSI

Smax 127 cm 120 cm 151 cm
i �4.5 m �4 m �4 m
% of Vcavity 64% 58% 54%
Maximum slope 35% 24% 34%
Maximum slope �18% �15.3% �11%

on the building
Situation (span) F2�F3 F2�F3 F2�F3

Figure 12. Horizontal displacement profiles (compared
with the semi-empirical approach in greenfield condition).

Figure 13. Vertical forces acting at the level of the roof of the
cavity.
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to the building, mechanical characteristics of the soil
mass and nature of the structure.
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1 INTRODUCTION

Smoothed particle hydrodynamics (SPH) was first
developed to simulate astrophysical fluid dynamic
problems (Lucy 1977, Gingold & Monaghan 1977)
then it has been successfully applied to a vast 
range of problems. These include elastic-plastic flow
(Libersky et al. 1991), quasi-incompressible flow
(Monaghan & Takeda 1994), and fracture of brittle
solids (Benz & Asphaug 1993), etc. SPH is fully
Lagrangian and mesh free method, computational
domain in SPH is represented by particles, typically
fixed mass. Each particle carries all field variables
information like density, pressure, velocity, etc., and
moves with the particle velocity in Lagrangian frame.
Therefore, particles themselves can be considered as
geometrical grids of computational domain. SPH has
some advantages over the grid based techniques
because its concept is simple and it is relatively easy
to incorporate complicated physical effects into the
SPH formalism. Especially, it has a potential to han-
dle the problems of extremely large deformation
whereas the grid based techniques require additional
computational effort.

In this paper, such above advantages of SPH will
be applied to simulate the behavior of soil material in
order to resolve the problem of grid distortion in the
traditional FEM calculation. Modeling of dry soil and
saturated soil are presented in which, the dry soil is
assumed as an elastic-perfect plastic material and the
stress states of solid particles in plastic flow regime

are described in terms of the Mohr-Coulomb failure
criterion, the saturated soil is modeled by superim-
posing the dry soil and water into the same calcula-
tion domain, the interactions between solid soil particles
and water is then calculated by means of the seepage
force, which is introduced into the momentum equa-
tion as an external force. Simulations of dry soil col-
lapse and erosion process in soil excavation by water
jet are carried out in this research to verify our SPH
models. Numerical results will be presented and dis-
cussed after some brief descriptions of simulation
method.

2 SPH SIMULATION METHOD

2.1 Basic concept of SPH

The foundation of SPH is interpolation theory. The
conservation laws of continuum mechanics, in the
form of partial differential equations, are transformed
into integral equations through the use of an interpo-
lation function that gives the “kernel estimate” of the
field variables at a point. The term “kernel estimate”
refers to a weight function and defines how much of
each field variable contributes to the field variable at
a point.

Consider a function f, the kernel estimate of f can
be defined using its values and a chosen kernel func-
tion W within a compact kernel support 2, which is
proportional to a smoothing length h. We thus write,

Smoothed particle hydrodynamics for soil mechanics

H.H. Bui & R. Fukagawa
Department of Civil Engineering, Ritsumeikan University, Japan

K. Sako
Center for Promotion of the 21st COE Program, Ritsumeikan University, Japan

ABSTRACT: An elastic-perfect plastic model associated with the Mohr-Coulomb failure criterion is applied
to describe the behavior of soil material in the framework of smoothed particle hydrodynamics (SPH).
Numerical tests of dry soil collapse and erosion process in soil excavation by water jet are carried out in this
study in order to verify our SPH models. Treatment of frictional boundary condition when applying SPH to sim-
ulate the behavior of soil material is also presented and discussed. As a fully Lagrangian and mesh free tech-
nique, SPH presents an advanced technique for simulation of soil material in comparing to the current
traditional numerical approaches. Advantages of the method are its robustness, simple concept, ease of incor-
porating new physical effects and ability to handle large deformation in a pure Lagrangian frame.

Copyright © 2006 Taylor & Francis Group plc, London, UK



(1)

where W � smoothing function having three follow-
ing properties. The first one is the normalization con-
dition that states,

(2)

the second condition is the Delta function property,

(3)

and the third condition is the compact condition,

(4)

with k is a constant and defines the influence domain
of the kernel estimate. There are many possible
choices of kernel functions, which satisfied (2)–(4).
This research prefers to use the cubic spline interpo-
lation function proposed by Monaghan et al. (1985).

The kernel estimation for the spatial derivative of f
can be estimated by applying equation (1) and
neglecting the surface integral term using the com-
pact support property of W, leading to,

(5)

Since the calculation domain in SPH is represented
by a finite number of particles that carry individual
mass and occupy individual space, the continuous
integral equations (1) and (5) can be rewritten in the
form of discretized particle approximation as follows,

(6)

(7)

Equations (6) and (7) will be used to convert the par-
tial differential equations into the SPH formulations.

2.2 Conservation equations

The conservation equations for continuum mechanics
generally consist of a set of partial differential equa-
tions, which state the conservation of mass and
momentum as follows,

(8)

(9)

where a, b � the Greek superscripts used to denote the
coordinate directions; r � density; n � velocity;
sab � total stress tensor; f a � external force. Using the
concept of SPH approximation as described in section
2.1, the system of partial differential equations (8)–(9)
can be converted into the SPH formulations, which
allow solving the motion of particles without using a
grid system. Considering the continuity equation, the
right hand side of equation (8) can be rewritten as,

(10)

Replacing equation (10) into equation (8) and apply-
ing the SPH particle approximation to the gradients,
the continuity density equation of particle i in the
SPH formulation becomes,

(11)

Deriving the SPH formulations for particle approxima-
tion of momentum evolution is somewhat similar to the
continuity density approach. The first term in the right
hand side of equation (9) can also be rewritten as,

(12)

applying the SPH particle approximation leads to,

(13)

Equations (11) and (13) will be used in this research
as the conservation equations for both soil and water
simulation; however, the calculation of stress tensor
for water will be different from that of soil. For
Newtonian fluids like water, the stress tensor consists
of two parts: one part of isotropic pressure (p) and the
other part of viscous shear stress (t),

(14)

The viscous shear stress is proportional to the shear
strain rate denoted by e through the viscosity m,

(15)

where

(16)
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The water pressure (p) appearing in equation (14) can
be estimated using the approach proposed by
Monaghan (1994) as,

(17)

where l � constant, and l � 7 is used in most cir-
cumstances; ro � reference density; B � problem
dependent parameter, which sets a limit for the maxi-
mum change of the density. If we choose B such that
the density fluctuation of water is 1% and the sound
speed of water is assumed to be,

(18)

then B will be calculated as,

(19)

where Vtyp � typical bulk velocity of water.

2.3 Soil constitutive modeling

The stress tensor of soil is composed of the isotropic
pressure (p) and the deviatoric shear stress (s) as,

(20)

The pressure (p) in SPH is normally calculated using
“equation of state”, which has a function of density
change. In the current research, the pressure equation
for soil is derived as follows,

(21)

where �V/V � volumetric strain; K � bulk modulus;
ro � reference density. It is straightforward to calculate
the pressure for soil using equation (21). However,
simulation tests have shown that using the real value
of K will result in a “stiff behavior” for soil. Therefore,
K should be chosen as small as possible in order to
ensure the nearly incompressibility condition and to
avoid the stiff behavior. This study chooses
K � 50rogHmax.

The deviatoric shear stress in equation (20) can be
estimated using the following equation,

(22)

where G � shear modulus; 
�strain tensor; (�) denotes
the time derivative. In order to get the material frame

indifferent strain rate, the Jaumann rate is adopted
here with the following constitutive equation as,

(23)

where v � rotation rate tensor. The strain rate tensor
and rotation rate tensor are defined as,

(24)

The plastic flow regime is determined by the Mohr-
Coulomb failure criterion and the deviatoric shear
stress components in this region are scaled back to the
maximum shear stress defined by,

(25)

The above soil constitutive model used three basic
soil parameters: cohesion (c), internal friction (f) and
shear modulus (G).

2.4 Modeling of saturated soil

Natural saturated soil consists of soil particles and
water mixing together. To simulate this material using
SPH, one has to assume that saturated soil is composed
of two single layers, which are water layer and solid soil
layer as shown in Fig.1. Using this assumption, the
motion of particles on each layer will be solved sepa-
rately using its own SPH governing equations. These
two layers are then superimposed together and the inter-
action between particles from two different layers will
be taken into account as follows. Considering the
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Soil particle
Water particle

solid soil layerWater layer

Fully saturated
soil domain

Saturated soil is divided
into two layers

Seepage
force

Figure 1. Schematic of saturated soil model in SPH 
simulation.
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underground water flow, when water is seeping through
the pores of a soil, viscous friction will produce a fric-
tion drag acting on the soil particles in the direction of
water flow. Such force was called seepage force. The
seepage force acts on the soil particles in addition to
the gravitational force therefore, in this simulation the
seepage force is introduced into the momentum equa-
tion as an external force when the soil and water par-
ticles are interacted each other as,

(26)

where N � number of neighboring particles which
have the same phase with particle i; M � number of
neighboring particles which are different phase from
i. The seepage force is estimated as follows,

(27)

with k � soil permeability and it is specified through
experiment, this paper chooses k � 0.05 cm/s.

2.5 Boundary conditions and implementation

Full exploitation of SPH has been hampered by the
problem of particle deficiency near the solid bound-
ary. To resolve this problem, Libersky (1993) has first
proposed to use ghost particles. These particles are
generated by reflecting the real particles, which are
located within the distance of kh from the boundary,
through the solid boundary. The ghost particles have
the same properties with the real ones except the
velocity. This method works well for the simulations
of elastic-plastic flow, fluid flow; however, it is not
enough to simulate the behavior of soil material
whereas the friction force between the soil particles
and the solid boundary is needed to implement. To
simulate this force, this research proposed a new
approach from which the frictional boundary condi-
tion can be estimated. Our approach is mainly based
on the following two assumptions:

1. There is a line of virtual particles located right on
the solid boundary. These particles will not con-
tribute their properties into the SPH summations.

2. Both real particles and virtual particles are sup-
posed to have a virtual radius, which equal to half
of the initial smoothing length.

The above assumptions lead to the collisions between
the real particles and the virtual particles when the
real particles approaching the solid boundary. The

interaction between each real particle and virtual par-
ticle can be considered as the collision between two
spherical particles that results in two forces in radial
and tangential directions. The force in radial direc-
tion, so-call the normal force, can be estimated by
using the Hertzian contact theory as,

(28)

with kn � constant and it is defined based on the
material properties between two particles as,

(29)

where r � radius of particle; 3 � Poisson’s ratio,
E � Young’s modulus; dn � overlap distance between
two particles in radial direction.

The force in tangential direction, so-called the fric-
tion force, can be estimated by using the following
equation as,

(30)

where kt � constant and it is taken approximate value
to kn; ��t � relative displacement in tangential direc-
tion. In order to limit the value of friction force obtained
in equation (30), a Coulomb-type friction law is incor-
porated as follows. If the following relation is satisfied,

(31)

then the friction force is given by,

(32)

where m � wall friction coefficient, Vt � tangential
component of relative velocity between two particles.

Our proposed boundary method is used not only
for treatment of the frictional boundary condition, but
also for preventing the penetration of particles
through the solid boundary. This method can work
well for even a complicated boundary.

2.6 Time integration

Equations (11), (13), (23) and (26) are integrated
using a standard Leap-Frog (LF) algorithm with the
following integration schemes,

(33)

(34)
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(35)

(36)

where �t � time step; n indicates the current time t;
(n � 1) indicates the advanced time (t � Dt). The sta-
bility of LF scheme is guaranteed by several criteria
for time step, the first one is the Courant-Friedrichs-
Levy (CFL) condition,

(37)

and additional constraints due to the magnitude of
particle acceleration fi (Monaghan 1992),

(38)

and viscous diffusion (Morris et al. 1997),

(39)

Finally, the time step �t for simulation should be cho-
sen as a minimum value of equations (37)–(39).

3 CALCULATIONS AND DISCUSSION

3.1 Simulation of dry soil collapse

Simulation of dry soil collapse using SPH is described
in this section in comparison with SPH simulation for
water flow. The same approach proposed by Monaghan
(1994), except the treatment of boundary condition, is
applied to describe the behavior of water particles. A
total of 4500 water particles were used in this simula-
tion to form a rectangular water column of 30 m in
length and 15 m in width. The initial smoothing
length of water particles was chosen to be 0.3 m. The
process of water collapse after immediately releasing

the gate is shown in the upper four images of Fig.2
(left to right) at representative time. The particles
keep an orderly configuration until they meet the
right wall, forming the waves and finally staying at an
equilibrium state.

In the dry soil collapse simulation, the soil consti-
tutive modeling and the pressure calculation formula-
tion, described in section 2.3, are implemented into
the momentum equation in place of the formulations
for water. The frictional boundary condition is also
applied for the solid boundary. Initially, 2500 soil par-
ticles were arranged uniformly in a square volume
with the initial smoothing length of 0.5 m. These par-
ticles have following properties: density 2.7 g/cm3,
Young’s Modulus 150 MPa and Poisson’s ratio 0.3.
The internal friction angle used in the Mohr-Coulomb
failure criterion was taken as 27° and the cohesion of
soil was assumed to be zero. The friction coefficient
between the soil particles and the solid wall was chosen
to be 0.3. The process of soil collapse is shown in the
lower four images of Fig. 2 at representative times. It
could be seen that the behavior of soil particles in this
simulation are completely changed in comparison with
the water particles. The reposed angle of soil collapse at
the final state is found almost the same with the internal
friction angle used in the Mohr-Coulomb failure cri-
terion. Reasonable results have been obtained for the
dry soil collapse simulation through SPH.

3.2 Erosion process in soil excavation 
by water jet

Simulation of erosion process in soil excavation by
water jet is carried out on two different soil models,
one is the dry soil and the other is the saturated soil.
The dry soil is modeled by one particle layer, having
the same material properties, filled in a rectangular
reservoir of 0.5 m in length and 0.2 m in width. The
particles on this layer have the same material proper-
ties with the particles used in the soil collapse simu-
lation. The saturated soil is generated by overlapping

279

t = 0s t = 2.8s t = 11.2s t = 52.4s

t = 0s t = 1.2s t = 2.5s t = 5.2s

 ≈ 27°

gate

water

dry soil

Figure 2. Snapshots of water and soil particle configurations in SPH simulation. The upper four images (left to right) rep-
resent the process of bursting dam while the lower ones show the results for soil collapse simulation. (The ghost boundary
particles were used but not shown in this figure).
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the above soil layer and one water layer into the same
calculation domain. The particles on the water layer
have density of 1 g/cm3 and viscosity of 0.001 Ns/m2.
There are total of 4000 particles were generated regu-
larly on each layer with the initial smoothing length
of 0.005 m. The water jet is generated on the water
layer using the same smoothing length and material
properties with the water particles. Excavation
process was done by ejecting the jet flow into the soil
domain at a speed of 25 m/s.

The erosion process of soil excavation by water jet on
the dry soil is shown in Fig.3 in comparison with the
results on the saturated soil. The upper four images rep-
resent the results on the dry soil while the lower ones are
the results for the saturated soil. As the seepage force
was implemented into the momentum equation, trans-
mission of energy from the water jet to the soil particles
could be simulated. The soil volume was easily eroded
by the jet flow and the soil particles were spattered
together with the water particles. Furthermore, the ero-
sion is also expanded during the excavation process
due to the overflow of water in both simulations. 

In comparison between two numerical results, it
could be seen that the erosion process on the dry soil
model could be done more easily than on the saturated
soil model. This phenomenon can be computationally
explained due to the presence of water layer on the sat-
urated soil model. In the dry soil, the energy of water jet
is directly transmitted to the soil particles through the
seepage force; however, this energy has to share with
the water particles in the water layer, which was over-
lapped with the dry soil layer to form the saturated soil
model. The difference between two simulation results
can also be seen in the behavior of soil particles in the

reservoir. The particles in the saturated soil tend to
run over the reservoir after a long time of excavation
while the particles in the dry soil are not. This again can
be explained due to the effect of water layer in the sat-
urated soil in which the seepage force is main factor.

4 CONCLUSIONS

The development of smoothed particle hydrodynamics
to simulate the behavior of soil material has been
described through this paper. Modeling of the dry soil
and the saturated soil has been presented through the
simulations of dry soil collapse and erosion process in
soil excavation by water jet. Numerical results obtained
in this study have shown that SPH can simulate the
large deformation without difficulties. Reasonable
results have been obtained when applying SPH to sim-
ulate the behavior of soil material. Although the calcu-
lations results in this paper have not been quantitatively
compared with experimental data, the proposed
approached are stable and the results are acceptable.
We are encouraged by these preliminarily results
obtained in this paper, but recognized the need for
improvement to the constitutive modeling of soil mate-
rial in order to get more accuracy of calculation results.
Advantages of SPH are its robustness, simple concept,
ease of incorporating new physics and ability to handle
the large deformation in a pure Lagrangian frame.

REFERENCES

Benz, W. & Asphaug, E. 1993. Explicit 3rd continuum frac-
ture modeling with smoothed particle hydrodynamics,

280

water jetdry soil 

saturated soil

solid boundary

nozzle

Figure 3. Snapshots of particle configurations in SPH simulation of excavation by water jet. The upper four images (left to
right) show the erosion process of soil excavation on the dry soil model while the lower ones show the erosion process on the
saturated soil model. The water jet has speed of 25 m/s and the diameter of nozzle in 2 cm. Time increases from left to right;
t � 0.005s, 0.01s, 0.015s and 0.02s. (The ghost boundary particles were used but not shown in this figure).

Copyright © 2006 Taylor & Francis Group plc, London, UK



Proceedings of 24th Lunar and Planetary Science
Conference in Lunar and Planetary Institute: 99–100.

Benz, W. & Asphaug, E. 1995. Simulating of brittle solid
using smoothed particle hydrodynamics. Computer
Physics Communication 87:235–265.

Bui, H.H., Sako, K. & Fukagawa, R. 2006. Large deforma-
tion simulation of geomaterial using smoothed particle
hydrodynamics (SPH), National Congress of Theoretical
and Applied Mechanics Japan 55: 151–152.

Colagrossi, A. & Landrini, M. 2003. Numerical simulation
of interfacial flows by smoothed particle hydrodynamics.
Journal of Computational Physics 191: 448–457.

Cundall, P.A. & Strack, O.D.L. 1979. A discrete numerical
model for granular assembles. Geotechnique 29: 47–65.

Gingnold, R.A. & Monaghan J.J. 1977. Smoothed Particle
Hydrodynamics: Theory and application to non-spherical
stars, Monthly Notices of the Royal Astronomical Society
180: 375–389.

Monaghan, J.J. 1994. Simulating free surface flows 
with SPH. Journal of Computational Physics 110:
399–406.

Morris, J.P., Fox, P.J. & Zhu, Y. 1997. Modeling low
Reynolds number incompressible Flows Using SPH.
Journal of Computational Physics 136: 214–226.

Libersky, L.D. & Petschek, A.G. 1991. Smoothed Particle
Hydrodynamics with Strength of Material, Proceedings
of The Next Free Lagrange Conference 395: 248–257.

Libersky, L.D., Petschek, A.G., Carney, T.C. & Hipp, J.R.
1993. High strain Lagrangian hydrodynamics: A three-
dimensional SPH code for Dynamic Material response.
Journal of Computational Physics 109: 67–75.

Liu, G.R. & Liu, M.B. 2003. Smoothed Particle
Hydrodynamics: A Meshfree Particle Method. World
Scientific.

Lucy, L.B. 1977. A numerical approach to the testing of 
the fission hypothesis. Astronomical Journal 82:
1013–1024.

Randels, P.W. & Libersky, L.D. 1996. Smoothed Particle
Hydrodynamic: Some recent improvement and applica-
tions. Computational Method in Applied Mechanics and
Engineering 139: 375–408.

Takeda, H., Miyama, M. & Sekiya, M. 1994. Numerical
simulation of viscous flow by Smoothed Particle
Hydrodynamics. Progress of Theoretical Physics 92(5):
939–960.

Tsuji, Y., Tanaka, T. & Ishida, T. 1992. Lagrangian numeri-
cal simulation of plug flow of cohesionless particles in
horizontal pipe. Powder Technology 71, pp. 239–250.

281

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

283

1 INTRODUCTION

Discontinuity is the general term of faults, joints,
beddings, etc. in the rock masses. The simulation of
discontinuities is a crucial problem in the study of the
deformation and stability of rock foundation, slope
and underground cavern. Composite element method
(CEM) is intended to solve the problem (Chen, S.H. &
Qiang, S. 2004, He, Z.G. & Qiang, S. 2004, Qiang, S. &
Chen, S.H. 2004). The main advantages of the compos-
ite element method is that it can be incorporated into the
conventional finite element analysis procedure, and the
mesh generation of the large scale rock structures with
considerable number of discontinuities requiring
explicit treatment in the calculation will not be
restricted by the number, position and orientation of
the discontinuities.

The main advantage of CEM is the convenient and
effective pre-process compared with FEM. When ana-
lyzing rock structure, mesh may be generated firstly
without considering the discontinuities. Then the incli-
nation, direction and coordinates of corner points of the
discontinuities should be inputted. After operation of
pre-process, the information of intersection between
discontinuities and mesh will be got. Because of the
arbitrary of discontinuities, intersection situations may
be very complex: an element may contain several dis-
continuities intersected with each other and an element
may be divided into several odd blocks. The geometry
information should be judged and recorded exactly so
that CEM computation will run successfully. By this
way mesh can be kept unchanged, which means more
convenient to use such a method in the three dimen-
sional situations.

There is no much profound innovation on the CEM
pre-process theory, but it is perplexing to realize
those functions and the workload is not less than writ-
ing the computation code. The application of pre-
process program on the BaoZhusi complicated dam
foundation shows the merits.

2 PRE-PROCESS FLOW

The purpose of CEM pre-process for jointed rock,
which includes finding composite elements, getting
relation between point and area or volume, identify-
ing arbitrary block and defining the material domains
etc. shown in Figure 1, is to get the data that will be
used in computation.

The composite element is defined as the element
intersected with discontinuity, and the other ones in
the mesh are still finite elements.

3 MAIN ALGORITHMS

The algorithm in the CEM pre-process is designed by
such rules: less CPU time and easier realization.
Sometimes a balance way has to be chosen if the two
rules conflict.

3.1 Algorithm for finding composite element

The element intersected with discontinuities is regarded
as a composite element. The operation between line and
plane is easier than plane and plane or volume and plane
(Wang, J.G. & Fu, R.N. 2003). Define the line between

Research on the pre-process of three dimensional composite element
method for discontinuous rock

Sheng Qiang, Yang Zhang & Yueming Zhu
College of Water Conservancy and Hydroelectric Engineering, Hohai University, NanJing, China

Shenghong Chen
School of Water Resource and Hydropower Engineering, Wuhan University, Wuhan, China

ABSTRACT: Composite element method (CEM) is a new way to simulate the behavior of discontinuity in
rock, which has the merits of generating mesh without considering the discontinuities. The pre-process of CEM
means to treat with the relation between the mesh of structure and the faults and joints in it. The pre-process
flow of CEM for jointed rock and the main algorithm are presented in this paper. Then the application of the
corresponding program to the BaoZhusi complicated dam foundation shows the robustness of the pre-process.
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node A and node B in the mesh as line AB whose vec-
tor along X, Y, Z axes is:

AB
→

� (l,m,n) � (XB � XA, YB � YA, ZB � ZA).

So line AB may be expressed by parameter equation
as follows:

(1)

Any discontinuity may be regard as one or more
planes whose vector of the normal direction is:

F
→

� (A,B,C)

So plane F may be expressed by equation as follows:

AX � BY � CZ � D � 0 (2)

Intersecting node C will be got by cutting line AB by
plane F (Figure 2). Parameter tC is calculated by sub-
stituting equation (1) into equation (2):

(3)

Criterion 1: If the cross product of vector AB and
vector F is zero, that is, the denominator of equation
(3) is zero, which means line AB is in plane F or par-
alleled with it. At the same time, if the numerator of
equation (3) is also zero, which means line AB is in
plane F. Then line AB is defined as an effective line.

Criterion 2: If tC ∈ [0,1], which means intersecting
node C is between node A and node B, or coincide
with one of them, that is, line AB intersects with
plane F. Then line AB is defined as an effective line.

The number of effective lines in every element can
be calculated according to criterion 1 and 2. Distinctly
the element includes two or more effective lines should
be a composite element.

3.2 Algorithm for finding the relation between
point and polygon

Because the boundary of discontinuity is limited, it
should be a polygon. The question whether a point is
in a polygon or not will appear.

Several algorithms are mentioned in different mas-
ters (Chen, S.H. 2001, Sun, J.G. 1995), in which the
following one is universal with the advantage of suit-
able for both convex and concave polygon.

For arbitrary polygon and point P, a horizontal
radial with P as the start point can be drawn.

If the number of intersection points created by the
radial and polygon is even (including zero), P is out of
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the polygon, which are shown in Figure 3(a) and (b).
Otherwise P is in the polygon (Figure 3(c)).

There are two special situations. First, the radial
coincides with line AB of polygon, here whether P is
in line segment AB should be judged further, refer-
ring to Figure 3(d). Second, the intersection point is
on the apex B of polygon, here the relation between
the radial and another endpoint A or C of the lines
whose one endpoint is the apex. If point A and point
C are on the same side of the radial, count one inter-
section point, else count two (Figure 3(e) and (f)).

3.3 Algorithm for identifying arbitrary block

Automatic identification method for three dimensional
rock block systems has been presented, which provides
some efficient algorithms for recognize rock block
(Wang, W.M. & Chen, S.H. 1998). The new algorithm
mentioned in this paper is easier to be understood and
applied in program.

The initial block is the composite element itself.
New points and lines will be created if discontinuities
are intersected with the initial block. Check all faces
on the block after every cutting.

If there is no new point on a certain face, so as one
point on the face belongs to hanging side or lower side
of the joint, the face belongs to the hanging side or
lower side (Figure 4).

If there is new point on a certain face, then the face
will be divided into two faces. Judge the lines on the
two faces. If the endpoint of a line belongs to hanging
side or lower side, the line should belong to hanging
side or lower side. Sort anticlockwise the lines and
points that belong to the same side.

As for the cutting face, which is the face between the
two new blocks, belong to both sides (Figure 4). The
outline of the cutting face is composed anticlockwise
with the cutting lines that are the new lines on faces.

Apparently, the faces formed by the lines on hanging
side or lower side should belong to the corresponding
side naturally.

If an element intersects with several discontinuities,
every discontinuity should cut the existed blocks sepa-
rately. For example, a hexahedron element intersects
with three joints (Figure 5). Two blocks will are created
by the cutting of first joint, then two will become four
after second joint, four will become eight after third
joint at last.

Sometimes one or more joints may thin out in an
element, which will make the block concave. Then
the blocks cut devilishly must be glued.

Have to mention here, new virtual node number
should be created for every new block according to
the topological relation of various blocks. The virtual
nodes of block are not the physical points, but the cor-
responding nodes to the element node. Therefore the
shape of block will not affect its virtual node number.

3.4 Algorithm for finding material number

A rock structure model is usually divided into many
material volumes by discontinuities, which contain
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finite elements and composite element blocks. The
material parameters of a finite element are same as
the data of the material volume that contains it. But as
for a composite element that includes several blocks
of different materials, it is not an easy question. So
designing an algorithm to find the material number for
every finite element and composite element blocks is
necessary.

First, confirm the model information about vol-
umes, faces, lines and points. With the help of com-
mon software, such as ANSYS, a model including the
necessary information can be created easily.

Second, suppose every volume contain a certain
kind of material, and then the volume number should
be the material number.

Third, get the shape center coordinates of finite
element and composite element blocks. Find which
volume the shape center is in, accordingly the finite
element or the composite element block will get its
material number that is just the volume number.

In the third step above, the problem to find the
relation between a point and an arbitrary volume
turns up. To solve the problem, the algorithm in sec-
tion 3.2 is extended to the three dimensional situation,
which will be always effective whatever the shape of
volume is like. Defining the shape center point as P, 
a horizontal radial started with P can be drawn.
Whether point P is in the volume or not can be judged
according to the number of the intersection points
created by the horizontal radial and the volume. If the
number of intersection points is even (including
zero), P is out of the volume, else in. Point P will not
be on the face or line of volume because P is the
shape center of finite element or composite element
block, which reduces many complicated special situ-
ations and simplifies the judging greatly.

The algorithm is implemented as follows:
The horizontal radial may be expressed by param-

eter equation:

(4)

In the above equation (l,0,0) is the vector of the radial
that is calculated by:

(l,0,0) � (999999 � XP,0,0) (5)

Every volume is enclosed by many faces whose vec-
tor of the normal direction is. F

→
� (A,B,C). So face

may be expressed by equation as follows:

AX � BY � CZ � D � 0 (6)

Parameter t is calculated by substituting equation (5)
into equation (6):

(7)

Criterion 1: If A in equation (7) equal zero, which
means the face is paralleled with X axes and the hori-
zontal radial, so the intersection point number is zero.

Criterion 2: If t ∈ (0,1), which means there is one
intersection point created by the radial and the plane
that the face is on. Here the outline of the plane is
unlimited but the face is a polygon. Therefore a fur-
ther judging should be done to find whether the inter-
section point is in the polygon or not with the
algorithm in section 3.2. If it is in the polygon, the
intersection number is surely one.

No special situation should be considered here.
Add the intersection point number on every face of

the volume. If the total number of intersection points
is odd, the shape center is in the volume, else out.

4 EXAMPLE OF APPLICATION

To certify the algorithms and program of the pre-
process for discontinuous rock CEM, BaoZhusi gravity
dam model with the base containing 11 faults and 1
material interface is established (Chen, S.H. & Qiang, S.
in press). Model section with the thickness of 1 meter
is shown in Figure 6. The 11 faults and 1 material
interface divide the model into 12 material volumes.

Without considering the influence of the disconti-
nuities, generate the mesh of the model with 4897
elements, referring to Figure 7.

Cutting the mesh with the 12 discontinuities, 479
composite elements are found, 969 blocks are created.
Figure 8 shows some of typical composite elements
and the blocks within.

The 12 material volumes containing finite ele-
ments and composite element blocks are shown in
Figures 9–20.
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Figure 7. Composite element mesh.

Figure 8. Typical composite elements.

(a) Composite element blocks (b) finite elements

Figure 9. Elements in material volume 1.

(a) Composite element blocks (b) finite elements

Figure 10. Elements in material volume 2.

(a) Composite element blocks (b) finite elements

Figure 11. Elements in material volume 3.

Figure 12. Finite elements in material volume 4.

(a) Composite element blocks (b) finite elements

Figure 13. Elements in material volume 5.

(a) Composite element blocks (b) finite elements

Figure 14. Elements in material volume 6.

(a) Composite element blocks (b) finite elements

Figure 15. Elements in material volume 7.

(a) Composite element blocks (b) finite elements

Figure 16. Elements in material volume 8.
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5 CONCLUSIONS

The research presented in this paper illustrates the pre-
process of composite element method for discontinuous
rock mass. Compared with traditional finite element
method, the main advantage of CEM is the high-activity
pre-process. When analyzing rock structure, mesh may
be generated firstly without considering the discontinu-
ities. Then the inclination, direction and coordinates of
corner points of the discontinuities should be inputted.
The program of pre-process will find out the composite
elements in the mesh, identify the blocks created by

joints intersecting with composite elements, value the
virtual node number according to the topology of adja-
cent blocks, get the material number of every finite 
element and composite element blocks, output the
necessary data for computation of CEM at last. The
algorithms in the main flow are formulated separately.

Because of the arbitrary of discontinuities, inter-
section situations may be very complex: an element
may contain several discontinuities intersected with
each other and an element may be divided into several
odd blocks. The geometry data structure is also com-
plicated which should be recorded exactly to ensure
the successful running of CEM computation.

The gravity dam with a challenging base studied in
this paper shows the reliability and the advantage of
the CEM pre-process program. It is easy to realize
that the using of the composite element can simplify
the pre-process greatly. The large scale discontinu-
ities will not be necessarily modeled by the special
regular elements, the mesh generation work can be
concentrated on the other important aspects such as
the structure configuration, the stress gradient, etc. In
the practical application when there are many large-
scale faults in a complicated three dimensional struc-
ture, this advantage should be very attractive.
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Figure 18. Elements in material volume 10.
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Figure 19. Elements in material volume 11.
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Figure 20. Elements in material volume 12.
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1 INTRODUCTION

Estimating tunnel induced building deformation is a
key issue in the planning and construction process of
any new underground construction within an urban
development. For recent and currently planned tunnel
projects in London, a three stage approach was applied
which, in the first two phases, evaluates the settlement
from the expected greenfield settlement trough,
described by a Gaussian curve (Mair et al., 1997). If
necessary a more detailed analysis of the tunnel-soil-
building interaction problem has to be carried out in the
third phase. Such an assessment now often involves
Finite Element (FE) analysis.

Over recent years a large number of numerical stud-
ies on tunnel induced settlement has been published
showing a wide variety of approaches. The FE models
range from simple two dimensional (2D) FE models
with simplified buildings to detailed 3D analyses in
which various details of the building and the tunnel
construction method are modelled. Although this var-
iety highlights the flexibility of FE analyses compared
to other methods such as physical tests, there are diffi-
culties in modelling tunnel construction, especially 
in stiff overconsolidated clay, such as London Clay
(Franzius et al., 2005). It is therefore debatable how
detailed soil-stucture interaction problems have to be

modelled in order to be utilised in engineering prac-
tice (Franzius & Potts, 2005).

A relative simple model was presented by Potts and
Addenbrooke (1997) in which the building was mod-
elled as an elastic beam in a suite of plane strain FE
analyses. The study revealed the importance of includ-
ing the building’s stiffness into the building damage
assessment process. The conclusions from their study
have been used to estimate tunnel induced settlement
during construction of the Jubilee Line Extension in
London (Mair & Taylor, 2001).

Based on their work, Franzius (2004) presented
results from both 2D and 3D FE analysis which incorp-
orated more details of the building and the tunnel con-
struction. The study revealed that some of these building
details have only a small influence on the tunnel induced
building settlement (Franzius et al., 2006).

This paper focuses on how a variation in the prop-
erties of the interface between building and underlying
soil affects the building deformation. Different consti-
tutive models are adopted to model the interface and
both normal and shear interface stiffness are changed
independently. The study discusses the stress regime
between building and soil for different constitutive
interface models and shows how the introduction of
building weight changes the mechanism at the soil-
structure interface.

The influence of the soil-structure interface on tunnel induced
building deformation

J.N. Franzius
Geotechnical Consulting Group, London

D.M. Potts
Imperial College, London

ABSTRACT: Tunnel construction in an urban environment can deform overlying structures. This deform-
ation is often estimated by assuming that a structure follows the greenfield settlement profile. The deformation
of the building is, however, influenced by various building characteristics. This paper investigates how the
nature of the building-soil interface affects tunnel induced building deformation. The tunnel construction
beneath the building is simulated in a 2D Finite Element (FE) parametric study. The building is represented by
an elastic beam while interface elements are included to model the behaviour between soil and building foun-
dation. The paper discusses the application of both linear elastic and elasto-plastic constitutive models for the
soil-structure interface.
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2 DETAILS OF ANALYSES

The 2D FE study was performed using the Imperial
College Finite Element Programme (ICFEP). Reduced
integration was used, with an accelerated modified
Newton-Raphson solution scheme with an error-
controlled substepping stress point algorithm for solv-
ing the nonlinear FE equations (Potts & Zdravkovic,
1999, 2001).

2.1 Geometry

The tunnel depth z0 was 20 m with a tunnel diameter
of D � 4.146 m. The building had a width of 100 m and
was located centrally above the tunnel. Figure 1 shows
the FE mesh adopted. Due to symmetry only half of the
problem was modelled. The beam simulating the build-
ing is not visible in the mesh.

2.2 Building model

The building was modelled as an elastic beam with a
Young’s modulus E, a second moment of area I and
cross sectional area A. These parameters were derived
assuming that an n-storey building consists of n � 1
slabs with a vertical spacing of 3.4 m. Assigning a cross
sectional area and Young’s modulus for each slab, the
overall values of E, I and A were calculated adopting
the parallel axis theorem (Timoshenko, 1955) assuming
the neutral axis to be a the mid-height of the building.
In this study a 5-storey building was used with a bend-
ing stiffness of EI � 7.0 � 108kNm2/m and an axial
stiffness of EA � 2.1 � 107kN/m. More details of this
building model are given in Franzius et al. (2006).

The building was modelled both with and without
weight. Franzius et al. (2004) showed that the building
weight only has a small influence on the structure’s
deformation compared to the effect of its own stiffness.

2.3 Tunnel construction

Tunnel construction was simulated over 15 calculation
increments. The stress that act on the tunnel boundary

within the soil was evaluated and then incrementally
applied in the reverse direction. Elements within the
tunnel boundary were not included in the analysis
during this procedure. After each increment the volume
loss VL was calculated. The volume loss is the volume
(per metre length) of soil moving into the tunnel
divided by the original cross section of the tunnel (per
metre running). Results were taken from that increment
in which the desired volume loss of approximately
VL � 1.5% was achieved which was the case after the
7th increment.

2.4 Soil properties

The soil profile consists of London Clay represented
by a non-linear elasto-plastic constitutive model. The
non-linear pre-yield behaviour is based on the model
described by Jardine et al. (1986) employing trigono-
metric functions to describe the reduction of G/p� and
K/p� with increasing shear strain and volumetric strain,
respectively. G is the secant shear modulus, K is the
secant bulk modulus and p� is the mean effective stress.
More details about this model and its input parameters
can be found in Franzius et al. (2006).

A non-associated Mohr-Coulomb surface modelled
the plastic behaviour with a cohesion of c� � 5 kPa, an
angle of friction of f� � 25° and an angle of dilation
of � � 12.5°.

The initial stress conditions in the ground were con-
trolled by the saturated bulk unit weight of the soil g �
20 kN/m3 and by the depth of the water table of 2 m
below ground surface. A hydrostatic pore water pres-
sure distribution was applied with a zone of suction in
the top 2 m of the clay. The coefficient of lateral earth
pressure at rest was K0 � 1.5.

2.5 Soil-structure interface

There are different approaches to model the soil-
structure interface in FE analysis: the use of continuum
elements (using standard constitutive laws); linkage
elements (discrete springs); or special interface elem-
ents. The latter type, interface elements with zero
thickness, have been implemented into ICFEP (Day &
Potts, 1994). The shear strain gif and the normal strain

if within these elements is defined as the difference
in displacement between the bottom and the top of the
element, i.e.

gif � ubottom � utop (1)


if � vbottom � vtop (2)

where u and v are the displacement in the longitudinal
and the normal direction of the interface element.

It follows from these definitions that the dimen-
sion of interface strain is [length] rather than being
dimension-less.Figure 1. Finite element mesh.
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ICFEP offers both elastic and elasto-plastic material
laws to model the interface behaviour. In the linear elas-
tic model the shear strain is linked with the shear stress
by the interface shear stiffness Ks while the interface
normal stiffness Kn links normal strain with normal
stress. Note that the dimension of the stiffness moduli
is [ force/length3]. The elastic constitutive matrix is
such that normal and shear behaviour are uncoupled
from each other.

The elastic-plastic material model used in this study
adopts a Mohr-Coulomb failure criterion. The input
parameters required are the cohesion cif, angle of fric-
tion, fif and the angle of dilation �if. In this study the
dilation was set to �if � 0°.

3 ELASTIC ANALYSES

Analyses with elastic interface elements were per-
formed modelling a weight-less 5-storey building. In
a first step the normal interface stiffness was varied
from Kn � 103 to 107kPa/m while the shear stiffness
was kept to a low value of Ks � 5 kPa/m. Figure 2
shows the surface settlement profiles for these analyses
between the centre line and the edge of the building.
The graph shows that a low value of Kn � 103kPa/m
compensates the tunnel induced settlement leading to
a wide shallow settlement trough. As the normal stiff-
ness increases the settlement curve approaches the
shape of the settlement trough obtained from a building
analysis without interface elements. The settlement
trough for greenfield conditions (i.e. no building
present) is also shown for comparison.

Figure 3 plots the normal interface strain 
if obtained
from the same set of analyses. Normal strains reduce as
Kn increases. However, all distributions of 
if along the
building have the same pattern (although the 
if- varia-
tions for Kn � 106 and 107kPa/m are not visible in the
scale of this graph). It can be seen that tensile normal

strains develop around the centre line of the building
while compression can be found towards the edge of the
structure. The position where the normal interface strain
changes from tension to compression occur slightly out-
side the point where the building settlement in Figure 2
has the same magnitude as the greenfield settlement.

The interface shear strain in these analyses varied
between 2.7 � 10�3 and 3.1 � 10�3kPa/m. This rela-
tive small change (within 16%) shows that the shear
strain is little affected when the normal interface stiff-
ness is varied over an order of 4 magnitudes.

Conversely, when changing the interface shear stiff-
ness from 5 to 105kPa/m while keeping the interface
normal stiffness constant at Kn � 105kPa/m the inter-
face shear strain reduces from 3.1 � 10�3 to 4.3 �
10�6kPa/m as shown in Figure 4. The normal interface
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strain and the settlement profile remain relatively
unaffected.

4 ELASTO-PLASTIC ANALYSES

Analyses with elasto-plastic interface elements between
building and soil were performed to investigate the
influence of both interface cohesion cif and angle of
friction fif. The elastic stiffness parameters were Kn �
105kPa/m and Ks � 104kPa/m. The elastic analyses
showed that increasing these values would only mar-
ginally change the relative displacement between soil
and structure. However, higher values of interface stiff-
ness can lead to numerical instability depending on the
difference in stiffness between interface and adjacent
soil and/or beam elements and on the element size
(Day & Potts, 1994).

Figure 5 shows the interface shear strain gif obtained
from analyses with fif � 0° and cif varying between
0 kPa and 7.5 kPa (note that for numerical reasons 
values of cif � 10�3kPa and fif � 0.001° were used
instead of 0 kPa and 0°, respectively). The same weight-
less 5-storey building as in the elastic analyse was mod-
elled. The graph demonstrates that gif reduces as cif
increases. The curves for cif � 5 kPa and 7.5 kPa coin-
cide with the shear strain from the elastic analysis for
Ks � 104kPa/m (the same value as adopted in the
elasto-plastic analyses), shown in Figure 4. This indi-
cates that no plastic strain occurs for values of cif �
5 kPa or greater.

Plastic strain, however, develops as cif reduces to
2.5 kPa with a zone of plastic strain approximately
between 4 m and 30 m distance from the tunnel centre
line. As cif decreases further to 0 kPa plastic strain
develops along the whole width of the building. The

results for cif � 0 kPa are similar in pattern and mag-
nitude to those obtained for Ks � 5 kPa in the elastic
analysis, shown in Figure 4.

In the next set of analyses, cif was kept constant at
2.5 kPa while fif was increased from 0° to 25°. Figure 6
shows the magnitude of gif along the building. One
would expect that an increase of fif would lead to a
reduction in plastic strain (i.e. the same pattern as
observed for cif). However, the opposite trend occurs.
As fif increases, the peak interface shear strain also
increases. Outside 20 m distance from the centre line,
the behaviour is different and the interface shear
strain reduces as fif increases.

To investigate this behaviour further, additional
analyses were performed with a load of 10 kPa being
applied to the building (note that all analyses presented
up to this point included a weightless structure). The
results are plotted in Figure 7. For fif � 0° the distri-
bution of shear strain is similar to that obtained from
the corresponding weightless analysis (Figure 6). As
fif increases, gif reduces – the opposite trend com-
pared to the no-load scenario.

The reason for this behaviour can be explained when
plotting the stress paths developing in the interface
during tunnel excavation. Such a diagram is given in
Figure 8 for the non-load scenario. The horizontal
axis represents interface normal stress while the ver-
tical axis denotes shear stress. Three suites of stress
paths are given for points at x � 0 m, 10 m and 25 m
distances from the tunnel centre line. Each data point
represents the result of one increment of the FE analy-
sis, corresponding to the stress removal at the tunnel-
soil circumference. The initial point is for increment 0.

For the different geometric positions, stress paths
are given for an elastic analysis with Kn � 105kPa/m
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and Ks � 104kPa/m and for elasto-plastic analyses with
the same elastic parameters, a cohesion of cif � 2.5 kPa
and fif � 0°, 12.5° and 25°. The corresponding failure
criteria are also plotted.

The stress paths for x � 10 m show the development
of tensile normal stress, as expected from Figure 3
where tensile strain (positive sign) was found over
approximately the first 20 m distance from the tunnel
centre line. For the elasto-plastic cases plastic strain
occurs when the stress paths reach the different fail-
ure criterions. For the fif � 0° this occurs in the 6th
increment, thereafter plastic strain develops. As fif
increases, the failure criterion is reached in earlier
increments: for fif � 12.5° in increment 5 and for
fif � 25° already in the 4th step. Consequently, as fif
increases from 0° to 25°, plastic strain develops over
more and more increments.

This explains why in Figure 6 an increase in fif
leads to an increase in plastic strain over a zone of 20 m
distance from the tunnel centre line: In this zone tensile
normal interface strain develops, and, consequently, the

stress paths reach the failure envelopes with high angles
fif at earlier stages than those with low values of fif.

For locations closer to the tunnel centre line, the
stress paths become flatter. The stress path for x � 0 m
(only the elastic and one elasto-plastic path are dis-
played) travels nearly horizontally (in theory nor shear
stress should develop at x � 0 m due to symmetry;
however, the results plotted are from the nearest inte-
gration point with a small value of x). As the elasto-
plastic stress path encounters the failure criterion it
travels down the failure surfaces until it eventually
reaches the horizontal axis at a normal interface stress
of sif � cif/tan(fif). At this point it is not possible to
exceed this normal stress magnitude. Instead the joint
between structure and soil opens and plastic normal
strain accumulates.

In the compressive zone (i.e. approximately 20 m
from the tunnel centre line and beyond) a different
behaviour can be found, as shown by the stress paths
for x � 25 m, shown in Figure 8. The stress path of the
elasto-plastic analysis with fif � 0° has the shortest
distance to the failure criterion followed by the fif �
12.5° case (both analyses reach the failure line in the
last increment). The fif � 25° case does not encounter
the failure criterion and, consequently, no plastic strain
develops at this position.

The application of building load shifts the initial
stress condition prior to tunnel construction into the
compressive stress regime. This situation is shown in
Figure 9 which plots stress paths due to tunnel con-
struction for a 5-storey building, subjected to a load
of 10 kPa. The paths are presented for positions of
x � 0 m, 10 m and 25 m from the tunnel centre line.
For clarity only results from the elastic analyses are
represented (as they show the general direction of the
stress paths). The stress paths have a similar shape as
those from the no-load analyses. However, no tensile
strain develops for the x � 0 m and 10 m paths as the
initial stress situation is far enough in the compres-
sive stress regime. In this context, an increase in fif
leads to a larger distance for the stress path to travel
before reaching the failure criterion. This explains
the behaviour found in Figure 7 where plastic strain
decreased as fif was increased.
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As noted above the situation when the stress path
reaches the intersection of the failure criterion with
the horizontal axis leads to the development of normal
plastic strain, i.e. a gap opens between structure and
soil. Figure 9 shows that such a scenario is unlikely to
develop when a building load is applied in the analysis.
The value of 10 kPa imposed on a 5-storey building is
low and when a higher, more appropriate value was
considered, the stress path was well within the com-
pressive stress regime. It can therefore be concluded,
that an open joint between building and soil is a con-
sequence of assuming no building load – clearly an
unrealistic scenario.

5 BUILDING DEFORMATION

The above analyses have shown that a gap between
building and soil is unlikely to develop. The interface
normal stiffness Kn has, therefore, only a minor influ-
ence on the deformation of the building, as long an
extremely low value is not adopted. The horizontal rela-
tive movement, in contrast, depends on the interface
shear stiffness Ks. Assigning a low value of Ks allows
slippage between the building and the ground. This
slippage results in a vast reduction of horizontal strain
within the building as Figure 10 shows. This graph
compares the maximum horizontal strain in the
5-storey building obtained from an analysis with elastic
interface elements of varying shear stiffness with the
corresponding results from an analysis without inter-
face elements by normalising them against each other.
The figure shows that reducing Ks from 104kPa/m to
102kPa/m drastically reduces the horizontal strain (to
below 10% of the non-interface value).

In their study, Potts & Addenbrooke (1997) showed
that the horizontal strain experienced by a building is

low when compared with greenfield values. For their
building scenarios – which are comparable to the one
presented here – the maximum horizontal building
strain was below 5% of the corresponding greenfield
value. Similar conclusions were drawn by Standing
(2001) who presented horizontal building strain meas-
urements during the construction of the Jubilee Line
Extension in London.

The reduction in strain shown in Figure 10 has to
be compounded with the decrease in horizontal strain
due to the building stiffness. Compared to the vast
reduction in horizontal strain due to the building’s
stiffness, the further reduction caused by slippage is
of only small significance.

6 CONCLUSIONS

This paper presented a study of 2D FE analyses in
which the tunnel-soil-building interaction was mod-
elled by introducing interface elements between the
base of the building and the soil. Both elastic and
elasto-plastic constitutive models were assigned to
the interface elements while the building was mod-
elled as an elastic beam.

The study showed that when modelling the interface
elements elastically, a change in normal interface stiff-
ness changes the vertical settlement profile of the
building while the horizontal movement between struc-
ture and soil is essentially unaffected. Conversely,
when varying the interface shear stiffness, the relative
horizontal displacement between building and soil
changed while the building settlement profile was
only marginally influenced. This indicates that verti-
cal and horizontal building movement are relatively
uncoupled from each other.

When modelling the building as weightless, intro-
ducing a low normal interface stiffness led to relatively
large normal tensile strains between building and soil
in a zone adjacent to the building and tunnel centre
line (the building was concentric with the tunnel). In
this zone a gap opened between the structure and the
soil while further away from the tunnel/building centre
line compressive strain occurred at the interface. Similar
conclusions were drawn when modelling the interface
elasto-plastically.

It was shown, however, that the introduction of a rela-
tively small building weight is sufficient to change
the normal interface stress adjacent to the centre line
from tension into compression. In this situation it was
concluded that no tension gap opens between the
building foundation and the underlying soil.

It was concluded that allowing for full or partial
slippage between building and soil only has a small
effect on the horizontal building strain compared to
the influence of the structure’s own stiffness.
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1 INTRODUCTION

The correct formulation of boundary conditions, is
a key parameter in analyzing any engineering prob-
lem. Numerical analysis of geotechnical problems is
generally worked out using the plane strain condition
hypothesis, since software supporting three dimen-
sional models are still expensive in time and sometimes
difficult to interpret. Dealing with tunnel analysis, the
plane strain hypothesis is generally acceptable, in
the cross plane, only far from the advancing front where
the strain field, due to the presence of the soil core,
becomes three dimensional.

The current method of analysis is to “force” the 2D
numerical solution to take into account the presence
of the front face using the convergence-confinement
method introduced by Panet & Guenot (1982). At the
excavation boundary a pressure reproducing the “at
rest” condition is applied, which is then reduced
through the deconfinement coefficient. For shallow
tunnels excavated in urban areas, care must be taken
in defining boundary conditions because the plane
strain hypothesis may be inappropriate even far from
the face: due to low covers and short lengths, the stress
state is highly influenced by topographic effects. The
presence of the slope standing above the portal allows
a three dimensional state in the first part of the tunnel
before the excavation takes place which will result in
a preliminary strain field different from that expected
in a 2D cross section analysis.

The more the soil element is close to the slope, the
more this effect becomes important (resulting in a set-
tlement up to three times greater in the present case

study). The result is that, while when dealing with
support design the 2D simplification may be conser-
vative, in settlement curve prediction the plane strain
hypothesis may lead to an unsafe evaluation.

Bearing in mind the points mentioned above, in the
following, a simplified (with reference to geometries,
materials and boundary conditions) FEM model, is
presented in order to enhance the comprehension of
monitoring data from S. Martino Tunnel. Furthermore,
the model is used for a sensitivity analysis with refer-
ence to the problem of the morphological effect.

2 ANALYSIS OF CASE RECORD

2.1 Description of San Martino tunnel

The San Martino tunnel has been driven through
a stiff clay deposit beneath one of the main hills
where the Ancona old city has expanded. It connect
the port area (Vanvitelli building) with the city center
(S. Martino square). Figure 1 gives a schematic layout
of the tunnel which is characterized by an about 100 m2

excavation section and a 536 m length. The liner
consists of a primary steel rib and jet grout lining at
the advancing face and a secondary reinforced con-
crete internal layer cast in place at about a 2 diameter
distance.

The tunnel ends were already present to a depth of
50 m and as such they served as bomb shelter during
the Second War years. The former excavation section
in these zones was about 85 m2 and was supported by
a brick lining.

Morphological effects on settlements induced by shallow tunnelling

D. Segato & G. Scarpelli
Technical University of the Marche Region, Ancona, Italy

ABSTRACT: Stress and strain fields near the ground surface are strongly influenced by ground morphological
conditions, so that sometimes, in the case of shallow tunnel design, numerical predictions of the induced subsidence
are required to account for an initial stress which may not be simply geostatic. In this paper, this problem is studied
with reference to a real tunnel excavated in a stiff clay deposit under the most intensively urbanized area of the
city of Ancona (Italy). The results of the monitoring show that, displacements at the ground surface caused by
tunnel excavation can be only explained if soil morphology is taken into account. In this particular problem, the
morphological effect arise as a consequence of the sloping that characterize the ground surface at the beginning
of the tunnel. A numerical, finite element model of the tunnel problem is presented to clarify such a behavior
through parametric analysis.
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The “Vanvitelli” side of the tunnel (left on fig. 1),
has been studied in the present paper. It must be
observed however that, except for the slope facing the
sea which dipped 45° upward from the portal, the tunnel
underlay, at an average height of 50 m, an intensely
urbanized area.

Before the excavation started, a surface monitoring
has been set and some holes along the tunnel axis were
instrumented with both magnetic extensometers and
slope indicators for vertical and horizontal displace-
ments respectively. Piezometers were also installed
for pore pressure measurements. In the following some
result of topographic monitoring will be examined so
as to identify the influence of morphological effect on
the results.

2.2 Results of field monitoring

As the excavation progressed, surface monitoring
showed the development of a zone along the tunnel
center line were high vertical settlement were observed
compared to adjacent sections. Such a behavior was not
in agreement with internal convergence measurements,
which in turn did not show unexpected volume loss, and
neither was observed any local change in mechanical
properties of the mass.

Figure 2 provides a plot of longitudinal settlements
recorded after the excavation completion. Transverse
settlement profiles taken parallel to the top slope edge
and illustrated in figure 3 show a typical Gaussian
trend; the theoretical settlement pattern based on the
methods proposed by Peck (1969) and Mair et al.
(1993) and matching each profile with the proper
cover, indicate a subsidence volume increasing while
approaching the slope. Plotting pore pressure and
vertical settlement vs tunnel advancement allows an
appreciation of how, the subsidence response is that
of a drained continuum (fig. 4).

This can be explained as the consequence of the
macro structural features of the clayey deposits crossed
by the tunnel. It can be also noted that, even though

the tunnel lining was water tight, for the whole obser-
vation period the pressure didn’t come back to the
former value as the hydrographic basin was of small
extension.
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Figure 1. Tunnel layout.
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3 SOIL PROPERTIES FOR ANCONA 
STIFF CLAY

From the geomechanics point of view, in the considered
mass portion, the two main soil strata can be identified
from the ground surface:

– S: clayey sandy silt about 8 m thick;
– C: stiff overconsolidated clay deposit, typically

found in the area dating back to the Pliocene period.

Due to the aim of the present study, it appeared to be
useful to adopt models which have to be simple, but
still are able to give a correct representation of the
phenomena which are present in the soil mass. To
reach this goal, the whole mass has been assumed as
having the same mechanical properties of the C layer.
For sake of simplicity, in the FE analysis, soil behavior
has been modeled through the use of the so called
Hard Soil model, an elastic/plastic relationship with
deviatoric isotropic hardening which takes account for
plastic deformations (both volumetric and distortional)
and is implemented in the FE codes PLAXIS 7.2 and
3D Tunnel (Vermeer & Brinkgreve, 1998). In the HS
model, the stress strain relationship is hyperbolic and
the adopted tangent stiffness E� (which controls the
material stiffness at each strain level) has been related
to the shear stiffness at small strains G0; this value has
been chosen, on the base of a wide bibliography avail-
able on such materials (Scarpelli, 1995), equal to
150 MPa. From E�, the reference stiffness values to be
entered in the model are defined through FE simulation
of triaxial CID tests and the comparison with tests
results on real soil samples; it is pointed out that, being
interested in small strain behavior, special care has
been used in reproducing the initial part of q-
 curves.

Typically, stiff clays in the Ancona geological con-
text have medium/high OC rates in the first 20 ÷ 25 m,
decreasing with depth; in the following analysis, to
represent the behavior of the soil element which is
involved in subsidence phenomena, an OCR � 3 at
the gravity loading stage has been taken for the whole
mass which corresponds a 1.18 value for K0 OC (tab. 1).

4 DETAILS OF THE ANALYSIS

4.1 Preliminary morphological considerations

Since the free surface constituted by the slope in the
first part of the tunnel, is a boundary condition for the
principal stress flow, the shallow layer stress pattern
will arrange parallel to this plane.

Owing to this fact, horizontal stresses in the driving
direction taken at different distances from the slope
top edge will be variable and generally different from
that expected in K0 conditions (which are instead
reached far from the slope). It must be remembered
that in this case, the final configuration of the principal
stress field will be also dependent on the mass stress
history. This will affect obviously the amount the K0
value in the transverse direction, and will induce a
rotation of principal stress thus modifying vertical
and horizontal (in the driving direction) stresses in the
mass (fig. 5). When in the considered case the plane
strain excavation at different distances from the slope
edge is analyzed, the variability of the out of plane
stress (and strain) field can not be taken into account
leading to an identical stress state and thus same trans-
verse settlement trough.

4.2 Plane strain conditions

In order to match the 2D settlement trough, the FG
array data were taken as reference and a simple FE
problem model has been created which is showed in
figure 6.

The tunnel excavation is simulated in a 2D green-
field FE analysis. The parameters utilized for the HS
model are reported in table 1, and formerly discussed.
A circular excavation section has been considered with
a 10 m diameter (D), an H vs. D ratio of 5 have been
considered as cover height. Since the pore pressure
drop recorded during monitoring can be associated
to a generalized phreatic lowering, at the tunnel axis,
(thus not affecting the shape of the settlement profile)
for sake of simplicity the presence of the water was
neglected.

Construction sequence was modeled using the
convergence-confinement method. During the first
phase of the analysis, a � value equal to 0.5 has been
used and in the following phase a circular lining
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Table 1. Summary of general soil properties.

Soil property Stiff clay

Unit weight (kN/m3) 20
OCR (at gravity loading stage) 3
K0 1.18
G0 (MPa) 150
E� (MPa) 360
E�50 ref (MPa) 40
E�oed ref (MPa) 30
c� (kPa) 80
�� (deg) 26
! (deg) 5

Figure 5. Mean stress contours and principal stress orien-
tation along the tunnel axis.

Copyright © 2006 Taylor & Francis Group plc, London, UK



modeled by an elastic beam has been activated bringing
the � value up to a value of 1.0. Being the analysis in
drained conditions, the volume (per running meter) of
the surface settlement trough equal to that measured
in the real case was taken as matching criteria.

A volume loss higher than that expected was calcu-
lated, which may be partially due to the inability of the
hyperbolic relationship to reproduce the plastic soft-
ening of the stiff clay experienced by soil close to the
tunnel profile and partially to the reduced excavation
area used in the model. As the analysis purpose is to
study the strain field far from the excavation area and
being the mass mainly in pre failure conditions except
a small area around the excavation, such an approxi-
mation was considered acceptable. The Calculated and
measured settlement trough are illustrated in figure 7.

The inaccuracy of the matching between measured
and computed settlement trough when the initial stress
profile is characterized by high values of the coefficient
of lateral earth pressure at rest K0, has been discussed
by several authors (Addembroke et al., 1997; Gunn,
1993; Simpson et al., 1996; Lee & NG, 1996; Franzius,
Potts & Burland, 2005) but a feature which is able to

improve significantly the computed settlement pro-
file has not yet been defined.

4.3 Three dimensional model

The 3D FE model shown in figure 8 has been devel-
oped using PLAXIS 3D Tunnel code by extruding the
former 2D model and excavating the tunnel in the z
direction. The 45° slope has been created after the
gravity load phase by removing soil elements. In the
following, coordinates will be referred to the origin of
z axis set below the slope top edge and normalized to
the height of the hill (50 m). The analysis has been car-
ried on in drained conditions as for the previous case.

When introducing the third dimension in the prob-
lem, the convergence-confinement method in plane
strain conditions has to be substituted by the step by
step modeling sequence (Katzenbach & Breth, 1981).

Since the excavation sequence is not volume loss
controlled, an excavation length of about 20 m (2D)
with the contemporaneous activation of the lining has
been chosen, which gives in plane strain conditions,
the same radial convergence as in the 2D case. As the
tunnel heading is advancing, the longitudinal settlement
profile on the top of the slope develops as shown in
figure 9. Different curves are given for every advance-
ment step.
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Figure 6. Plane strain model for FE analysis.
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Figure 8. FE mesh for 3D analysis of San Martino tunnel
excavation.
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The figure demonstrates that for the reference case,
in addition to the cumulative error curve shape across
the tunnel face (which moves forward as the heading
advances), a permanent influence zone 2H wide close
to the slope edge is produced where settlements are
amplified. In the 3D model this influence results in
an amplification of the gaussian shape settlement
curve approaching the slope top edge. It must be noted
that similar behavior may be obtained if a volume loss
is applied to the excavation section in a single step;
this implies that the observed surface settlement trough
may be attributed to the lack of confinement in the
slope influence area.

4.4 Parametric analysis

A series of parametric analyses to investigate the
influence of various parameters was carried out. The
first one illustrates the influence of slope steepness.
Three cases are shown in figure 10 where for an ini-
tial K0 � 1.18, 45°, 35° and 27° sloping hill sides are
considered and vertical settlement are normalized to
the value recorded in plane strain conditions.

The figure highlights two effects: in this stress state
conditions the effect of the slope on the settlement
through is negligible for slopes under 27°. Furthermore,
the extension of the influence area doesn’t change being
linked to the hill height H.

Since a link of the observed behavior with stress
state can be guessed, a further set of analyses were
conducted to evaluate the K0 effect. The reference
model with a 45° steep slope was studied at different
initial stress states: K0 � 1.18 (OCR � 3), K0 � 0.873
(OCR � 2) and K0 � 0.562 (NC). Besides two addi-
tional analysis were run: the first at K0 � 1.18 for a
material having an higher friction angle (35°) thus
applying an OCR � 5 at the initial stage. The second
one was again the case K0 � 1.18 (OCR � 3), but a
supplementary slope dipping 22° along the xy plane
was introduced in the model.

Results of this set of analysis are shown in figure 11.
Again the extension of the influence area is still the
same and inside it high K0 values emphasize the slope
effect being the NC case unaffected. The case with
higher friction angle resulted in less influence in terms
of maximum settlement ratio because of the smaller
extension of the plastic zone around the excavation.
When an additional surface is introduced, the stress
rotation reduces again the influence of the main slope.

4.5 Synthesis of the results

The former results show an invariability in the exten-
sion of the influence zone regardless the initial stress
state and the inclination of the slope.

If only the excess settlements with respect to the
plane strain conditions is considered, it is possible to
plot the normalized profile over the typical settlement
profiles for spandrel type excavations for cantiliver
walls. In figure 12, the computed excess profile for
the care which have resulted sensitive to the influence
zone are overlapped to the curves proposed by Hsieh &
Ou (1998). It is interesting to note that the extension
of the primary influence zone is the same as that pre-
dicted by the tunnel FEM analysis.

5 THE SAN MARTINO TUNNEL FEM MODEL

5.1 Settlements time history

Before comparing the fem model results with those of
the case study, a consideration must be done concern-
ing the settlement time history.

At the time the monitoring started, the mass had
already been disturbed by the excavation of the bomb
shelter in the first 50 m. The monitoring cannot account
for the deformation phenomena already developed so
the analysis results have to be processed before com-
paring prediction and measured data.
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5.2 FEM analysis results

The existing excavation section being comparable with
that of the new tunnel, the FEM analysis settlements
were reset after the first two advancement steps.

Due to the non-orthogonal arrangement between
tunnel axis and slope edge a better matching between
computed and measured settlements can be achieved
if distance orthogonal to the slope edge is taken
into account instead of distance along the tunnel axis
(fig. 13).

6 CONCLUSIONS

A simplified tree dimensional numerical model was
realized to investigate the results of monitoring from
the excavation of S. Martino Tunnel in Ancona (Italy).

Morphological effects have been recognized playing
an important role in the stress field reconstruction.
A sensitivity analysis, based on the numerical model
developed, allowed to identify an influence zone induced
by the presence of a steep slope over the tunnel portal
which extension is proportional to the eight of the slope
itself. The study demonstrates that longitudinal settle-
ment curve can be predicted by adopting the profiles
proposed in literature for cantilever excavation.
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1 INTRODUCTION

With Eurocode 7 (EN 1997-1:2004) (CEN 2004a)
being introduced as standard in Europe, its application
in connection with numerical methods is being dis-
cussed (e.g. Schweiger 2005). Tunnels and other
underground structures can be considered as retaining
structures: The section about retaining structures of EN
1997-1 begins with “The provisions of this Section
shall apply to structures, which retain ground compris-
ing soil, rock or backfill and water. Material is retained
if it is kept at a slope steeper than it would eventually
adopt if no structure were present. Retaining structures
include all types of wall and support systems in which
structural elements have forces imposed by the
retained material.” Following this definition, the design
concept of the Eurocodes with its semi-probabilistic
approach using partial safety factors should be applied
to the design of underground structures.

In the following some characteristics of cyclically
excavated underground with shotcrete as primary sup-
port in connection with their ultimate limit state design
(ULS) will be highlighted. This type of structures is fre-
quently analysed by means of two- or three-dimensional
finite element or finite difference models. Applicability
of the three Design Approaches of EN 1997-1 and their
variants will be investigated. An “implicit design” using
a constitutive model which itself limits the stress level
to values bearable by the material at the current instant
of time allows an economic design because the poten-
tial of stress redistribution within sprayed concrete and
soil is utilised. The ultimate limit state design of the 

primary lining of a metro station serves as an example
and will be discussed in some depth.

2 ULTIMATE LIMIT STATE DESIGN OF
NATM TUNNEL LININGS

2.1 Design concept of EN 1997-1

According to EN 1997-1, ultimate limit states have to
be investigated: “Where relevant, it shall be verified
that the following limit states are not exceeded: (…)

– internal failure or excessive deformation of the
structure or structural elements, including e.g.
footings, piles or basement walls, in which the
strength of structural materials is significant in
providing resistance (STR);

– failure or excessive deformation of the ground, in
which the strength of soil or rock is significant in
providing resistance (GEO); (…)”

For these types of limit states, design actions Ed
have to be smaller or equal to design resistances Rd.
Both may depend on material parameters. Design
actions and design resistances, respectively, are derived
from representative values with the help of partial
safety factors. In EN 1997-1 three different Design
Approaches (DA) are listed with which an ULS design
of a geotechnical structure can be performed. They
differ in the way how partial safety factors are applied.
Design Approach 1 requires two separate analyses
which are denoted DA1-1 and DA1-2 in Table 1 below.

Eurocode-based ultimate limit state design of NATM tunnels using
nonlinear constitutive models for sprayed concrete and soil

Herbert Walter
IGT – Geotechnik und Tunnelbau, Consulting Engineers, Salzburg, Austria

ABSTRACT: Numerical methods are a standard tool for the design of tunnels. An economic design of a sprayed
concrete tunnel lining requires the application of constitutive models which cover the time-dependent properties
of sprayed concrete and allow an “implicit design”: The constitutive model ensures, for each instant of time, stress
states which are bearable by the material; if required the loads are redistributed to neighbouring regions as long as
the overall collapse load is not reached. In order to perform an ultimate limit state design according to Eurocode 7
(EN 1997-1), partial safety factors on actions and resistances or strength parameters, respectively, have to be intro-
duced in the analysis. Which of the Design Approaches of EN 1997-1 is applicable in connection with numerical
methods is discussed and illustrated by means of the design of the primary lining of a metro station.
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Table 1 contains partial safety factors for unfavourable
actions, gF, for effects of unfavourable actions, gE, for
earth resistance and bearing capacity, gR, and for
material parameters cohesion c� and friction angle f�,
gc� and gf, respectively, as they are listed in Appendix A
of EN 1997-1 for retaining structures (some of the
partial safety factors have been omitted in the table
for simplicity). One has to keep in mind that every
country which introduces EN 1997-1 may prescribe
the use of specific design approaches (depending on
the type of structure, if appropriate) and may modify
the safety factors of Appendix A.

EN 1997-1 permits to apply the safety factor for
actions either directly to the actions, or to the effects
of actions. Frequently, a design approach in connec-
tion with the application of partial safety factors to
effects of actions is denoted with an asterisk, e.g.
DA2* (using gE) versus DA2 (using gF) (Frank et al.
2004). This convention will also be used in this paper.

2.2 Characteristics of numerical models
for cyclic excavation

One essential aspect of tunnels driven by cyclic exca-
vation or NATM (New Austrian Tunneling Method) is
that the excavation is usually immediately followed
by support measures like applying anchors and/or a
sprayed concrete lining. Especially in soft soil, the
sprayed concrete lining plays a main role in support-
ing the structure being excavated.

2.2.1 Modelling excavation
Generally speaking, modelling excavation means
modelling geometry changes. (This subsection is not
only valid for tunnel excavation, but for excavations
supported by retaining walls as well.) These geometry
changes are considered as actions. The problem with
this type of action – and with actions like dead load
of the soil or earth pressure – is that there is no easy way
of applying partial safety factors to these actions
(Schweiger 2005, Schuppener & Vogt 2005). The only
obvious option for factorising actions directly would
be multiplying the forces acting on the boundary of
the volume to be excavated by a partial safety factor
before applying them to the surrounding soil when
performing the actual excavation. Although such a
procedure is possible – an analogous technique has

been implemented in various 2-D-finite element codes
in order to simulate the so-called pre-relaxation – it
requires special provisions which may not be available
in the analysis tool at hand.

Additionally, like in slope stability analysis, increas-
ing the dead load of the soil by a partial safety factor
would not necessarily result in increased safety mar-
gins. In connection with numerical methods applying
partial safety factors to effects of actions is favoured
against applying partial safety factors directly to actions.
Proceeding in this way has been recommended e.g. in
FVS 2004, DIN 2005.

2.2.2 Sprayed concrete properties
Linings made of sprayed concrete exhibit a number of
specific properties in addition to characteristics which
are similar to those of concrete:

– Immediately after application, sprayed concrete
has practically no stiffness and does not carry any
loads (“stress-free application”).

– Stiffness and strength increase rapidly at young age
– Young sprayed concrete has high ductility in com-

pression due to creep at high stress levels.

2.2.3 Implicit design of sprayed concrete linings
Considering running tunnels, established design pro-
cedures for 2-D-models are available which have been
adapted to the design concept with partial safety factors
in a straight-forward manner (FVS 2004). In these
design procedures, sprayed concrete is simulated as
linear elastic material, with different values for the
stiffness in young age and later on.

For the design of tunnel intersections, like in the
example below, relying on a linear elastic material
model for sprayed concrete would result in uneco-
nomic lining thicknesses and amounts of reinforce-
ment. This is a result of overestimating the stresses in
the sprayed concrete lining and of neglecting the
potential of stress redistribution.

Advanced constitutive models for sprayed concrete
cover all required features and allow an “implicit
design”: Like nonlinear soil models, also the shotcrete
model limits the stress level in accordance with pre-
defined strength parameters.

In connection with an ULS design the question
arises which partial safety factors for sprayed concrete
have to be chosen in order to be in agreement with the
requirements of EN 1997-1.

According to EN 1992-1 (CEN 2004b), the design
resistance of reinforced concrete structures has to be
calculated applying a partial safety factor for the
compressive strength of concrete of gc � 1.5 and for the
yield strength of the reinforcing steel of gs � 1.15.
These requirements can be adopted for the nonlinear
sprayed concrete model by scaling the time dependent
failure envelope by a factor of 1/1.5.
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Table 1. Design approaches and partial safety factors.

gF � gE

Design approach Permanent Variable gR gc� � gf�

DA1-1 1.35 1.5 1.0 1.0
DA1-2 1.00 1.3 1.0 1.25
DA2 1.35 1.5 1.4 1.0
DA3 1.00 1.3 1.0 1.25
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However, this is correct only if the acting stresses
are design stresses, i.e. stresses resulting from design
actions (which themselves contain a partial safety
factor). As already stated, applying partial safety fac-
tors on the effects of action is favoured in numerical
analyses against partial safety factors applied directly
on the actions. Stresses and strains result from char-
acteristic actions, and the partial safety factor on
actions has to be introduced immediately before com-
parison with the material resistances.

The first guess for an implementation would proba-
bly be: Let us – at the integration point level – increase
the acting stresses by the partial safety factor on actions,
and compare them with the stresses the failure envelope
permits. Unfortunately, this does not work with most
finite element programs: At the integration point level,
the constitutive law yields stresses as functions of the
strains. Limitation of the stress level to admissible val-
ues is automatically fulfilled by the constitutive law.
Stresses and, as a result, sectional forces are limited to
values bearable by the material. An artificially increased
stress level is not possible. Increased strains cause add-
itional plastification or rupture and, if possible, stress
redistribution to other parts of the structure.

2.2.4 Applicability of the design approaches
Before deciding what to do instead, let us consider
Table 1:

Design Approaches DA1-2 and DA3 have a nice
property: The partial safety factor for permanent
actions is 1.0. The higher safety factor for variable
actions can be introduced in most cases by scaling the
variable loads by the factor 1.5/1.35 in advance (factor
1.3 in Appendix A of EN 1997-1 is not consistent with
the other partial safety factors) in order to incorporate
the difference in safety factors between variable and
permanent actions.

Hence, acting stresses at integration point level need
not be factorised when using Design Approaches
DA1-2 or DA3. The implicit design of the sprayed
concrete lining can be applied directly, just by using
an appropriately scaled failure envelope.

DA1-1 and DA2 would work with the implicit
design of the lining; however, DA1-1* and DA2* are
preferred for geotechnical problems, as already men-
tioned. In order to cope with these approaches, the
following remedy has been taken: The failure enve-
lope is scaled down by two factors: Firstly, by the
safety factor for permanent actions, and secondly by
the partial safety factor for the material sprayed con-
crete. This procedure is a deviation from EN 1997-1
in that the whole safety is put to the side of the resist-
ances, and resembles the old global safety concept.

Design Approaches DA2 (and DA2*) specify partial
safety factors greater 1.0 for resistances like bearing
capacity and earth resistance. In numerical analyses,
it is difficult to handle these resistances in a versatile

manner. It seems that the application of DA2 (or DA2*)
in connection with continuum mechanics approaches
is restricted to a limited number of problem types
where the possible failure mechanisms are known
beforehand.

Summarising, for retaining structures – including
tunnel linings – analysed by numerical methods with
nonlinear behaviour of the material of the retaining
structure, there are restrictions on the use of the
Design Approaches of EN 1997-1:

– Application of partial safety factors directly on
actions is frequently not possible or would require
sophisticated numerical implementation. As a
result, Design Approaches should be used which
do not contain safety factors on permanent actions
(DA1-2, DA3), or the partial safety factor should
be applied on the effect of actions (DA1-1*,
DA2*).

– Application of partial safety factors on effects of
actions (as required for DA1-1* and DA2*) does
not work in connection with nonlinear constitutive
relations which yield stresses as a function of
strains. As a remedy, the strength parameters of the
material of the retaining structure can be reduced
twice, once for the effects of actions, and once for
the safety required for the material.

– DA2 and DA2* are not generally applicable because
the ground resistances bearing capacity, sliding
resistance and earth resistance cannot be easily
identified in continuum mechanics approaches.

3 EXAMPLE – METRO STATION

In the course of the extension of the metro line U2 in
Vienna the station Taborstraße is under construction.
Client is the “Wiener Linien”, the Vienna Transport
Authority (Wiener Linien 2002). The line will go into
operation in 2008.

The station consists of two parallel single track
platform tunnels with a cross section of 74 m2 each.
The platform tunnels are linked by a connection tun-
nel (cross section 59 m2) from which an escalator tun-
nel (cross section 63 m2) provides access to the street
level. Two shafts, a large one at the western end of the
station and a small one at the eastern end between the
platform tunnels, have been constructed as open cut
prior to the platform tunnels. The tracks lie about
18 m below street level. The tunnels run partly below
5-7-storey-buildings, partly below streets. Figure 1
shows a plan of the station.

The tunnels are driven through sediments of the
Quarternary and Tertiary following an NATM excava-
tion scheme. Each tunnel is subdivided into top head-
ing, bench and invert. Primary support of the tunnels
is a sprayed concrete lining with a thickness of 30 cm.
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The linings will be reinforced with two layers of 
wire mesh.

Three-dimensional finite element (FE) analyses
have been performed in order to predict the settle-
ments due to the excavation of the tunnels and to
design the sprayed concrete lining (Walter 2006). Of
special interest are the stress concentrations in the lin-
ing which develop at intersections in the course of the
excavation process.

3.1 Constitutive relations, material properties

3.1.1 Soil
The soil has been modelled by linear volume elements
using the Mohr-Coulomb-material model. Three dif-
ferent soil layers are distinguished. At a level of about
4 m below TOR the groundwater table (which has been
lowered ahead of the construction) has been assumed.

The parameters have been chosen as cautious esti-
mates of the mean value in the sense of EN 1997-1.

The soil above the level of the basements of the
buildings has not been modelled. Instead, the dead
load of the soil and the buildings, respectively, have
been specified as distributed loads at the level of the
basements.

3.1.2 Sprayed concrete
The sprayed concrete lining consists of layered shell
elements. A constitutive model developed by Meschke
and Mang (Meschke 1996, Meschke et al. 1996), and
extended by additional creep and shrinkage terms, has
been applied: It contains a strain-hardening Drucker-
Prager loading surface with a time dependent harden-
ing parameter in the compressive regime. Cracking of
maturing sprayed concrete is accounted for in the
framework of the smeared crack concept by means of
three Rankine failure surfaces, perpendicular to the
axes of principal stresses. The increase of elastic stiff-
ness during hydration of sprayed concrete as well as
the time-dependent increase of compressive strength,
tensile strength, and yield surface are all considered.

The original Meschke-Mang-model describes creep
effects with one single parameter, the viscosity. In the
course of a research project the model has been
adapted to experimental results by additional creep
terms. Details of the model can be found in Walter
(1997). The material parameters for sprayed concrete
have been chosen in a way to match the time-depend-
ent properties of sprayed concrete type SpC 25(56)/J2
(ÖVBB 2003). Different amounts of creep have been
specified in the course of a parameter study. The 
values chosen for the analysis yield a relatively small
amount of creep strains and little stress reduction due
to creep. Thus, a conservative stress level is achieved.

The chosen material parameters for the described
analyses have been described more in detail in Walter
(2006).

3.2 Excavation sequence, discretisation in time

The excavation of the tunnels is modelled by removal
of the finite elements representing the excavated soil.
In order to keep the size of the model at a reasonable
level two rounds, with a length of 1 m each, of the real
excavation scheme have been combined to one ficti-
tious round. In general, only one layer of finite elem-
ents has been used to simulate such a fictitious round.
The size of the time steps in the analyses has been cho-
sen as one time step per round, the size of one time step
being 24 hours.

Sprayed concrete support is applied by stress-free
activation of the shell elements simulating the newly
added lining. It has been assumed that every newly
excavated fictitious round is without sprayed concrete
support and that the time of 24 hours is used just for
excavation and mucking. The second round behind
the face already contains sprayed concrete support.
The sprayed concrete age at the end of this second
round has been set to 18 hours, i.e. the hardening of
the sprayed concrete starts 6 hours after the end of
excavation and mucking. These assumptions result in
a very conservative estimate of the deformations and
the strength of the sprayed concrete support.

Perfect bond between soil and lining as well as
between older and newer parts of the lining has been
assumed.

Other means of support, like jet grouting, fore-
poling rods, lattice girders or temporary support of
the face, have been neglected in the analyses.

3.3 Ultimate limit state design

Considering design approaches DA1-2 (in this case
equal to DA3) and DA1-1*, for the ULS-design of the
metro station the following two sets of partial safety
factors have been applied.

Both analyses showed convergence for all time
steps investigated. On the following figures typical
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Figure 1. Station layout and model boundary.
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results can be compared (more details can be found in
Walter 2006): Figures 2a and 2b show equivalent plas-
tic strains in the soil after a few rounds of excavation
of the connection tunnel. The displacements are
amplified by a factor of 25, the sprayed concrete lining
is not displayed. Analysis 1 shows more pronounced
displacements of the free surfaces at the face and larger
plastic strains of the soil than analysis 2, as had to be
expected. The face of the bench is less confined than
the face of the top heading which results in larger
deformations and plastic strains. Figures 3a and 3b
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Table 2. Safety factors for the analyses.

Analysis 1 Analysis2
Partial safety factor for (DA1-2, DA3) (DA1-2, DA3)

Permanent actions 1.0 1.0
Soil strength parameters 1.25 1.0
Shotcrete strength 1.5 1.5*1. 35�2.0
Parameters

(a) (b)

Figure 2. (a) DA1-2 and DA3: Equivalent plastic strains in the soil. Displacements of the soil. (b) DA1-1*: Equivalent plas-
tic strains in the soil. Displacements of the soil.

(a) (b)

Figure 3. (a) DA1-2 and DA3: Normal stresses in circumferential direction in the middle layer of the lining. Displacements
of the lining. (b) DA1-1*: Normal stresses in circumferential direction in the middle layer of the lining. Displacements of the
lining.
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show, for the same viewpoint and the same stage of
excavation, the normal stresses in circumferential
direction of the middle layer of the sprayed concrete
lining. At the corners of the intersection, the relatively
old and stiff sprayed concrete lining has to carry a
considerable amount of additional loads due to the
excavation of the connection tunnel. Comparison of the
two analyses shows that in analysis 2 the sectional
forces in the sprayed concrete lining are limited to
smaller values than in analysis 1.

The overall stiffness is more influenced by the soil
properties than by the sprayed concrete properties:
The surface settlements after the end of excavation,
depicted in figures 4a and 4b, show a considerably
softer behaviour for the analysis with parameters
according to DA1-2 and DA3 than with the second
analysis matching DA1-1*.

4 SUMMARY AND CONCLUSIONS

It has been shown at the example of cyclic tunnel
excavation that numerical simulation using nonlinear
constitutive models for soil and retaining structure
can be applied for an ultimate limit state design in the
sense of Eurocode 7 (EN 1997-1). Care has to be taken
in applying constitutive models which limit the stress
level to values bearable by the material and therefore
allow an “implicit design”: DA1-2 and DA3 (which
are equal in the case of retaining structures) appear to
be most appropriate for this type of analysis. DA1-1*
can be useful if comparisons with the safety concept
with global safety factors are requested or if the ultim-
ate limit state is dominated by failure of the retaining
structure and not by failure of the soil. In connection
with an implicit design, instead of augmenting the
effects of actions the strength parameters of the

retaining structure have to be reduced by a larger
amount. DA2* contains safety margins on ground
resistances which are difficult to implement in con-
tinuum models.

As an example, the construction of a metro station
in soft soil has been investigated. Two analyses, one
applying the partial safety factors of DA3, and one
applying DA1-1*, have been compared. In both cases,
convergence has been achieved in all analysis steps
investigated. The overall behaviour of the structure is
more governed by the soil than by the sprayed con-
crete. At tunnel intersections the stresses in the lining
locally reach the specified strength limits and cause
stress redistribution.
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1 PROJECT

The tunnel is constructed according to NATM princi-
ples. Excavation of heading is followed by excava-
tion of bench and invert. Between shotcrete lining and
cast-in place inner lining a waterproofing membrane is
installed. A drainage system will prevent any water
pressure from acting on the lining. The inner lining has
to take over the loads resulting from the traffic in the
tunnel, the loads of the electrical–mechanical installa-
tions of tunnel and of the deterioration of shotcrete, as
well as the loads of the primary shotcrete lining and
of the anchors which will corrode with time.

In the area discussed, the tunnel is situated in the
transition zone of Tertiary (TER) and weathered rock
mass (RM) of chalk marl. The interface was predicted
to be monotonous, both in longitudinal and transverse
direction. Numerical analyses for verifying the stabil-
ity of the tunnel were done prior to the construction
based on the geotechnical report. The geotechnical
parameters were verified and improved by back
analyses. The main input parameters, for the finite
element calculations, modulus of elasticity E, and the
undrained parameters cohesion cu and angle of fric-
tion wu could be determined quite well. Supervision
of the tunnel drive was done by comparing and inter-
preting the geotechnical measurements on site with
the calculated displacements.

2 EXCAVATION OF HEADING, BENCH
AND INVERT

In the area discussed the overburden is about 25 m
thick. According to the prognosis, the foundation of the

shotcrete lining of the heading was situated on rock
mass. The FE model used for calculation is shown in
Figure 1. The material law of Tertiary and of the rock
mass is Drucker Prager. Input parameters are listed in
Table 1. Differentiation in the chalk marl (TER1 to

Numerical investigation of the failure of a shotcrete lining

R. Pöttler
ILF Consulting Engineers, Rum/Innsbruck, Austria

ABSTRACT: In the course of a 7-km-long railway tunnel, which is situated mainly in weathered chalk marl,
covered by Tertiary over a length of about 500 m, the tunnel traverses a transition zone of chalk marl, weathered
chalk marl and Tertiary. In a specific area with a length of 100 m, the deformation during tunnel drive did not cease
and exceeded the predicted values considerably. About one year after the installation of the primary lining, cracks
occurred in the shotcrete lining of the invert. Many different geotechnical models have been discussed to explain
this special ground behaviour and the failure. Numerical calculations based on extensive geotechnical investiga-
tions were performed, aiming at detecting the cause of this failure. It was only when the real ground behaviour and
reasons of failure had been understood that the secondary lining could be designed in an optimised way.

Figure 1. Numerical model for FE calculation.
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TER3) takes into account that the weathering of rock
mass nearer to the surface was expected to be higher.

The thickness of the shotcrete lining was 280 mm.
In addition to the lattice girders, anchors with a length
of 6 m spaced every 2 m � 2 m were installed. For the
excavation of the heading the following ranges of dis-
placements were calculated (Figure 2):

– Roof settlement (RS) 45 mm–50 mm
– Horizontal convergency (HC) 10 mm
– Settlement of footing (SF) 25 mm–30 mm

As there was no prognosis on long-term behaviour of
the ground it was expected that displacements due to
tunnel drive would cease 1–2 diameters behind the
face. The normal force in the shotcrete lining was
2.1 MN/m, resulting in stresses of 3.5 MN/m2 in the
footing of the lining. Although these stresses are well
below the sustainable stresses of the rock mass, addi-
tional numerical analyses were performed to investi-
gate the influence of a enlargement of the shotcrete
lining at the footing (“elephant footings” – Figure 3)
up to 800 mm to reduce the stresses in the footing of
the heading. This investigation was done by using the
c/w reduction method. As can be seen from Figure 4
there is only very little influence on the displacements
of the lining. The x-axis shows the reduction factor
(h), the y-axis shows the roof settlements. Figure 4
also shows that the factor of safety h, which can be
calculated

is well over the required factor of safety according to
the relevant standard. The difference of the partial
factor of safety in the shotcrete lining FNM (Pöttler
1992) with and without enlargement of the lining was
less than 5% (Figure 5), FNM being the factor of sus-
tainable normal force and normal force. The sustain-
able normal force is calculated taking account of the
bending moment and the shotcrete strength divided
by the factor of safety according to the relevant stan-
dards (DIN 1045). Thus in case FNM is higher than
1.00, there is a safety margin.
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Table 1. Geotechnical parameters for numerical analyses
prior to excavation.

E Load E Unload cu wu g
[MN/m2] [MN/m2] [MN/m2] [°] [MN/m3]

TER1 6 18 0.010 25 0.020
TER2 16 48 0.015 25 0.021
TER3 80 240 0.015 25 0.021
RM 100 200 0.100 30 0.022

Figure 2. Observation of displacements.

Figure 3. Additional support measures (elephant footing,
vertical anchors).

Figure 4. Result of c/w reduction.

Figure 5. Calculated and measured roof settlement (RS).
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Enlargement of the shotcrete lining has only minor
influence on the stress-strain behaviour of the tunnel.
The same investigation was done for the placement of
additional vertical anchors at the footing. This addi-
tional support measure also had no major influence
on the overall stability of the heading. Therefore there
was no reason to carry out both support measures
from an engineering point of view.

In the course of the tunnel driving, the measured
displacements became bigger than the calculated dis-
placements (Figure 6). This was mainly because the
transition zone of Tertiary and rock mass was located
lower than in the prognosis. Numerical analyses with
reduced values for the geotechnical parameters (Table
2) resulted in higher allowable displacements. No dif-
ferentiation between RM1 and RM2 was done in the
numerical model.

For the excavation of the heading the following
ranges of displacements were calculated:

– Roof settlement (RS) 75 mm–85 mm
– Horizontal convergence (HC) �10 mm–60 mm

(- .. divergence)
– Settlement of footing (SF) 65 mm–80 mm

It was assumed that the displacements would cease
1–2 diameters behind the face. But the results of the
measurements showed no abatement of displacements

at that distance (Figure 6). As the geotechnical param-
eters of the weathered rock mass have been assumed
to be almost the same as for the Tertiary, from a geot-
echnical point of view the ground behaviour could not
be explained. Additional support measures had to be
installed based on engineering judgement to prevent a
collapse of the tunnel. In a 1st step these consisted of
enlarging the shotcrete lining at the footing, in a 2nd
step of installing vertical anchors at the basement and in
a 3rd step a temporary invert of the heading, 5 m wide
and at a distance of 15 m. The 1st and 2nd step did not
have any influence on the deformation behaviour of
the heading. Thus the numerical investigations done at
the beginning, showing no major influence of these
support measures, have been proved. Deformations only
ceased after installing, in the relevant section, a tem-
porary invert arch in a 3rd step. Excavation of bench
and invert had to be done close to the excavation of
the heading. Also, in the invert a shotcrete lining with
a thickness of 250 mm was installed.

3 STOP OF CONSTRUCTION WORK –
ADDITIONAL GROUND INVESTIGATIONS

After the shotcrete invert had been placed, the work
on site was stopped for about 1.5 years. During this
time additional ground investigations were per-
formed. As the tunnel was situated in karst, geologi-
cal anomalies due to karst phenomena located in the
vicinity of the tunnel had to be detected, which may
have an influence on the permanent stability and ser-
viceability of tunnel for a service life of 100 years.
These investigation were done by geophysical meas-
urements and drilling in an area of about 15 m around
the tunnel (Pöttler 2004).

Using these investigations, it was possible to gen-
erate a realistic geological 3D model. The 3D model
of the area under discussion is shown in Figure 7. A
major discrepancy between the geological model in
the prognosis stage and reality is evident. A main dis-
crepancy is that the weathered rock mass is not situ-
ated in the area of the heading but under the invert.
The surface of the weathered rock mass is quite irreg-
ular both in longitudinal and transversal direction.

4 UNPREDICTED EVENT

During this period of no construction, regular inspec-
tions of the shotcrete lining were undertaken by the
site management. One year after the construction
works had been stopped, cracks appeared in the invert
lining and additional settlements occurred (Figure 8).
The settlements could only be stopped when the tunnel
was partly refilled with material and wooden columns
placed to support the shotcrete lining of the heading.
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Figure 6. Measured displacements.

Table 2. Geotechnical parameters for adopted numerical
analyses.

E Load E Unload cu wu g
[MN/m2] [MN/m2] [MN/m2] [°] [MN/m3]

TER1 6 18 0.010 25 0.020
TER2 16 48 0.015 25 0.021
TER3 80 240 0.015 25 0.021
RM 50 100 0.030 25 0.022
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Due to the large settlements of up to 150 mm, the tun-
nel lining had to be reconstructed to provide enough
space for installing the inner lining. Additional
drilling had been performed to get even more infor-
mation on the ground in this area. The main questions
to be answered were:

– What is the reason for the unpredicted restart of
movements?

– What is the realistic load on the inner lining caused
by shotcrete deterioration?

Different scenarios to explain the behaviour of the
tunnel have been discussed:

Scenario 1: Change of location of geological strata:
The tunnel is situated in Tertiary and the weathered
rock mass is about 10 m below the invert. The same

geotechnical parameters as listed in Table 2 have been
used for the numerical analyses. Taking account of the
excavation sequence, the numerical analyses yielded
the same results in terms of displacements which were
measured (Table 3), therefore it could be assumed that
the ground behaviour and the excavation process were
modelled realistically.

But the numerical analyses showed no failure of the
shotcrete lining in the invert section. The stresses in the
shotcrete lining were considerably lower than the sus-
tainable stresses. The actual location of the geological
strata differed from the prognosis, but this could not
be the reason for the unpredicted event.

Scenario 2: Influence of rock “peak”: As can be
seen from Figure 4, the weathered rock mass forms a
peak in the vicinity of the area where the crack in the

316

Figure 7. Geological situation in reality.
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shotcrete lining appeared. This geological situation
was also analysed, assuming a great difference in the
stiffness behaviour between Tertiary and rock mass. The
modulus of elasticity of the rock mass was assumed to
be 300 MN/m2. The influence of this rock “peak” on the
stresses in the shotcrete lining was minor. No failure of
shotcrete lining occurs.

Scenario 3: Influence of the rock “peak” and addi-
tional weathering of ground in the invert. It is assumed
that the Tertiary under the shotcrete lining of the invert
weathers due to water ingress from inside the tunnel,
cohesion decreases to zero and the modulus of elastic-
ity is considerably lower. This scenario is rather unre-
alistic as no water was in the tunnel and only a small
wet zone of Tertiary of about 100 mm was detected
when the shotcrete lining in the invert was replaced.
The numerical analyses based on this model (Figure
9) showed that a failure of shotcrete lining would
occur only if the weathered zone was very large.

Scenario 4: Influence of excavation procedure of the
heading: The heading was driven without applying an
enlarged footing of the shotcrete lining. Scenario 4
shows that because no enlarged footing was con-
structed, the amount of vertical displacement of the
heading was so great that a loosening of the Tertiary at
the crown occurred, resulting in the total load of over-
burden resting on the lining. The geotechnical parame-
ters of the Tertiary have been proved and the numerical
analyses based on these parameters made it possible to
model the overall behaviour very realistically. These
numerical analyses also showed that the influence of a
enlargement of the footing of the lining has only
minor influence on the behaviour and on the factor of

safety. This was in addition proved by geotechnical
measurements.

Scenario 5: Long-term behaviour of rock mass:
The geological formation of the Tertiary and Chalk
Marl does not show any aspects of creeping or
swelling. The tunnel is situated well above the perma-
nent groundwater level. No change in groundwater
conditions occurred in the relevant period.

Scenario 6: Pore water pressure: The change of
stresses and strains due to the excavation process also
changes the pore water pressure and thus the effective
stresses of the ground. In case of low permeability
this process takes a long time. The permeability of the
Tertiary is high so that this process, even if it had had
occurred, would have taken only a few days. From
this point of view, the change of pore water pressure
as the reason for the unpredicted event can be
excluded.

Twelve different possible scenarios with different
numerical methods and models were investigated to
ascertain the reason for the failure and thus to be able
to answer the two questions above in a satisfactory
manner. Some of these scenarios are more unrealistic
than the one described, such as heave of the tunnel
due to groundwater and change of temperature. But
every scenario that was brought up by an involved
expert was discussed. None of the investigated twelve
geotechnical models could answer the question in a
satisfactory manner.

In summary, the discussion and investigation
showed that a reason for the unpredicted event could
not be identified, not even after a lot of additional
numerical analyses and additional ground investiga-
tions. The dimensioning of the inner lining was there-
fore done in a very conservative way. The lining was
designed so that it could sustain the entire loads of the
overburden. The thickness of the lining is 550 mm,
concrete grade B45 (DIN 1045) and reinforced by
23.2 cm2/m on both sides.
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Figure 9. Numerical model for FE calculations.

Figure 8. Cracks in the shotcrete lining of the invert.

Table 3. Comparison of numerical analyses and geotechni-
cal measurements.

RS [mm] HC [mm] SF [mm]

Numerical analysis 114 75 100
Measurements 125 80 125
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5 CONCLUSION

The prognosis of the geological situation was done
based on the well-known geological mapping and
additional drillings spaced every 500 m over the
course of the tunnel. After problems as described
appear, “experts” may state that a greater number of
ground investigations have to be carried out before
tunnel driving. It goes without saying that the better
the ground investigations are before the construction
starts, the lower the risk of an unpredicted event. The
amount and quality of ground investigation represent-
ing the state of the art is found in the relevant stan-
dards. But even if the standard is met, like in the
described case study, unpredicted events may occur.
In this case study, the reason for the unpredicted event
could not be defined in a proper way, although a far
greater number of ground investigations were per-
formed than ever done in a tunnelling project and
although the geological situation was well known.

As numerical analyses were used to a great extent,
and as there was time for a lot of discussion and meet-
ings after the completion of the tunnel, at the end of

the process one had to become aware that, for the
present, the limit of understanding and numerical
modelling has been reached. It becomes evident that
tunnelling in such ground conditions can be done
only by an experienced team. The numerical analyses
are helpful but not the only tool for success.

There was no complete collapse of the tunnel and
no loss of life. This section of the tunnel was expen-
sive, but all in all economic with regard to other pos-
sible and realistic scenarios. This was thanks to the
proper work done on site by the client, construction
company, site supervision and designer.
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1 INTRODUCTION

Increasing the capacity of motorways requires the
widening of the existing tunnels. In general it is impor-
tant to keep the roads in operation during the works,
protecting the traffic. For soil with poor mechanical
properties, in order to ensure the stability of the cavity,
ground improvement in advance is required, ahead of
the face, before the widening excavation starts. To this
aim, a protective fibro-reinforced concrete shell – real-
ized by filling an opening (the pre-cut) previously cut
by a specifically designed machine – is placed ahead
of the generic tunnel face section to be widened. An
example of tunnel excavation adopting the pre-cutting
technique is the construction of Baldo degli Ubaldi
Station of the Rome Underground (Lunardi &
Focaracci, 1998). Another example is the widening of
the Nazzano tunnels on the Milan-Naples A1 highway
in which case the works were carried out while main-
taining the traffic load (Lunardi & Focaracci, 2003).
The aim of this paper is to investigate the evolution of
the stress-strain field around the wider tunnel during
the construction stages associated with the pre-cutting
technique. Three-dimensional (3D) numerical analyses
were carried out to study the problem; in fact, 3D
analyses are more appropriate in modelling tunnel
excavation (Miliziano & Soccodato, 2003) and, in par-
ticular, tunnel widening by pre-cutting.

Different soil properties and two different modalities
of realizing the pre-cutting and its subsequent filling
with shotcrete were considered. Numerical analyses
were also carried out by progressively reducing the
cohesive strength of the soil, in order to evaluate, for

each of the two pre-cutting modalities, the minimum
value of the cohesive strength which ensures stability.

In the following, the main construction stages which
are necessary to widen a tunnel using the pre-cutting
technique are briefly illustrated. After the description of
the model used in the numerical analyses (geotechnical
model, structural elements properties and simulation of
construction steps), the results of the different analyses
carried out are presented, compared and discussed with
reference to the evolution of the displacement fields
during the widening excavation steps.

2 THE PRE-CUTTING TECHNIQUE

Appropriate protective measures must be designed
when construction works are to be carried out while
maintaining the traffic load in the tunnel to be widened.
A solution may be a steel protection shell placed inside
the tunnel (see Fig. 1) which obviously means reducing
the width of the lanes. The main steps of the widening
process are shown in Figure 2. The first stage involves
the realization of the mechanical pre-cut; it consists of
a mechanical cut around and above the future permanent
lining of the widened tunnel, slightly inclined outwards
(Fig. 2a). The pre-cut is filled with fibro-reinforced
shotcrete characterized by fast curing time, in order to
secure good stiffness and strength properties in a short
time (Fig. 2b). The soil is excavated and then the lining
of pre-existing tunnel is removed (Fig. 2c). The last step
of the construction cycle, before starting with a new
pre-cut, is the erection of the permanent lining of the
new tunnel (Fig. 2d).

Three-dimensional modelling for the widening of existing tunnels

G. Altamura & S. Miliziano
Dept. of Structural and Geotechnical Engineering, University of Roma “La Sapienza”, Italy

ABSTRACT: This paper presents the results of a number of three-dimensional numerical analyses regarding the
simulation of the widening of existing tunnels using the pre-cutting technique. This technique consists in the
construction, ahead of the generic tunnel face section to be widened, of a fibro-reinforced shotcrete shell, by
filling up an opening which has been previously cut by a specifically designed machine. The shell is thus placed in
advance, as a temporary lining, and it is completed before the tunnel widening excavation begins. Three-dimensional
numerical analyses have been carried out to study the problem; different soil properties and two different modalities
for carrying out the pre-cut, and its subsequent filling with shotcrete, have been considered. In the paper, the results
of the analyses are presented in terms of evolution of the displacement fields during the widening excavation stages,
highlighting the effects produced by the two different methods for the construction of the shotcrete shell.



The realization of a fibro-reinforced shotcrete shell
is possible by filling up the whole pre-cut when the soils
have appropriate mechanical properties (cohesion).
Instead, in the presence of soils with poor mechanical
strength (low cohesion), the shotcrete shell can be real-
ized by progressively filling continuous but small open-
ings which have been previously cut. When a single

tunnel is present, the construction of the new invert
requires closing the tunnel to traffic for a short time.
Instead, in the case of the widening of two twin tunnels,
the widening works can be designed so as to guarantee
the traffic flow in one of the two tunnels. Furthermore,
depending on the geotechnical conditions, it may not be
necessary to construct a new invert for the widened
tunnel; in this case only a structural link between the
final lining of the widened tunnel and the existing invert
may be realized.

3 NUMERICAL MODEL AND ANALYSES

Finite difference numerical analyses of the widening of
one of two twin tunnels were carried out using a com-
mercial code, FLAC3D (ITASCA, 2002). Figure 3 shows
the mesh adopted to carry out the analyses. The trans-
verse dimension of the mesh is 15 times the existing
tunnel width, or 10 times the width of the widened
tunnel. Preliminary numerical analyses were carried out
to select the best longitudinal dimension of the mesh,
which is the minimum size for which the effects of a
perturbation at the boundaries of the excavation do not
produce appreciable stress-strain effects on the reference
(central) section. In the studied case there are two twin
tunnels whose axes 24 m apart. The existing tunnels are
about 12 m wide, and the widening consists in the exca-
vation of about 3.5 m of soil around the tunnels, thus
producing a final width of about 20 m.

The crown of the widened tunnels is 30 m below
ground level. All soils were modelled as being elastic
and perfectly plastic with the Mohr Coulomb yield
criterion. The final lining is modelled with shell ele-
ments, glued to the mesh without interfaces. Prior to the
widening stages, the construction of the existing tunnels
was simulated by the following steps: removing the
corresponding soil elements for an excavation length of
2 m, reaching equilibrium, and then installing the lining
using shell elements. The two existing tunnels were
excavated in succession. During the widening process
(Fig. 4), the pre-cut was simulated by removing the
corresponding soil elements (4 m long and 0.30 m
thick). The construction of the fibro-reinforced shotcrete
shell was modelled by activating the previously remo-
ved elements (during the pre-cutting stage). For the
shotcrete shell, an elastic model was adopted, with an
initial reduced stiffness. During the subsequent advance-
ment of the widening (i.e., the next calculation cycle),
the stiffness value corresponding to the final curing
time was assigned to this section of the shotcrete shell
(see Tab. 1).

The geometry of the pre-cut was modelled without
the slight inclination in order to simplify the mesh,
without however any major influence on the results (cfr.
Fig. 4 vs Fig. 2). The shotcrete shell was modelled as a
longitudinal continuum. The widening of the tunnel
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Figure 1. Cross section of the tunnel during widening.



was modelled by removing the corresponding soil ele-
ments between shotcrete shell and existing lining
shell, and then by deleting the existing lining. An exca-
vation step consists of a 2 m advancement of the
widening. The permanent lining is linked to the existing

invert by shell elements (Fig. 4). The widening simula-
tion and the above described geometry were adopted in
three different analyses. The first run was character-
ized by a soil cohesion of 40 kPa and the pre-cut stage
was modelled by removing all corresponding soil ele-
ments at the same time. In the second run a lower
cohesion value (12 kPa) was adopted. In the third run,
with soil cohesion being maintained equal to 12 kPa,
the pre-cut was modelled by removing the correspon-
ding elements in successive steps. The simulation con-
sists in removing approximately 2 m elements at a
time, reintroducing them as an elastic medium, and then
proceeding with the next approximately 2 m stretch
until the entire shell is completed.

Table 1 summarises the main physical and mechani-
cal properties that were adopted in the analyses.

4 RESULTS AND DISCUSSION

Figure 5 presents the settlements along three vertical
lines located in the reference section, for four positions
of the front of the excavation widening. Two vertical
lines are located very close to the widened section of the
tunnel, 2m away from the extrados of the new lining; the
third vertical line is located at the tunnel axis, above
the crown. Results refer to the analysis with c � 40 kPa
and the pre-cut realized in a single step (reference
analysis).

Above the axis of the tunnel, the settlements are
very small before the passage of the excavation front;
then, the amount of settlements rapidly increases. At the
end of the widening process, when the position of the
excavation front is far away from the reference section,
the settlements range from 22 mm to 13 mm, respec-
tively near the crown and at the surface. Similar fea-
tures may be observed for settlements at the edge of the
tunnel; the maximum value is about 12 mm, at the
crown. Settlements became negative (heave) with a
maximum value of about 7 mm reached at about 10 m
below the invert. Also in this case, the amount of dis-
placements increases as the excavation proceeds. Due to
the presence of the second tunnel located very close to
the tunnel to be widened, results are not perfectly sym-
metrical. Settlement contours and displacement vectors
are reported in Figure 6 at the end of the pre-cut,
before filling with spritz beton. The displacements are
essentially vertical; appreciable horizontal displace-
ments are observed only near the precut in the transverse
section; therefore, no appreciable extrusion phenomena
are observed. Heaves of the same order of magnitude as
the settlements develop below the invert (see Fig. 6a).
Similar results are reported in Figure 7 in the reference
section when the front of the excavation is far away:
displacements are essentially vertical and heaves at the
invert are similar in magnitude to the settlements at the
crown.
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Figure 3. Mesh used in the analyses.

Figure 4. Widened tunnel during the pre-cutting phase;
A: existing lining; B: new lining; C: pre-cutting, D: fibro-
reinforced shotcrete shell.

Table 1. Properties of the soil and structural elements.

Soil Existing Widened Fibro- Link new
tunnel tunnel reinforced lining-old
lining lining shotcrete invert

� (kN/m3) 20 24 25 24 24
E (MPa) 400 28500 33600 33600 22000
v 0.2 0.2 0.2 0.2 0.2
� (°) 36 – – – –
c (kPa) 12–40 – – – –
Model Elasto- Elastic Elastic Elastic Elastic

plastic
Thickness – 0.8 m 0.6 m 0.3 m 0.4 m
(m)
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Figure 7. Settlement contours and displacement vectors on
a transverse section when the widening is far away.

Figure 5. Settlement during excavation along three vertical lines placed around the widened tunnel.

Figure 6. Settlement contours and displacement vectors
on a longitudinal section (a) and on a transverse section
(b) after pre-cutting.

As soil strength decreases (cohesion from 40 kPa to
12 kPa), displacements increase; performing the pre-cut
in small progressive steps rather than in a single stage
appears to be effective in reducing displacements
(Fig. 8). The extent of the plastic zone at the end of the
construction of the shotcrete shell is reported in Figure 9
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Figure 9. Zones in yield conditions just after simulating the construction of the fibro-reinforced protective shell; 
(a) c � 40 kPa (reference analysis); (b) c � 12 kPa; (c) c � 12 kPa and stepwise pre-cutting.



for the three different analyses carried out. As expected,
the extent of the plastic zone increases as strength
decreases; small cohesion associated with the single
stage pre-cut (see Fig. 9b) produces two distinct and
very large yield zones: conditions very close to col-
lapse are reached and the distribution of plastic zones
indicate the mechanism of failure. Progressive step-
wise pre-cutting, is effective in limiting the extent of the
yield zones (Fig. 9c) and in limiting the displacement
field, also (Fig. 8): the maximum settlement at the
crown drops from 24 mm to 14 mm (it is almost halved).

In order to evaluate the safety factors against failure
(stability), the approach of progressively reducing the
soil strength parameters was adopted. In detail, with
reference to the two different precutting modalities
(pre-cutting the segment in a single stage or in pro-
gressive steps), the cohesive component of the strength
was progressively reduced until collapse conditions
were reached. The results obtained show that for pre-
cutting in a single stage, a minimum soil cohesion of
11 kPa is needed; on the other hand, only 5 kPa of
cohesion are sufficient to excavate the pre-cut in several
steps (for each step, the length of excavation considered
is about 2 m).

5 CONCLUDING REMARKS

In order to realistically simulate the construction process
of the widening of an existing tunnel, the use of 3D
analyses is undoubtedly appropriate. 3D analyses also
provide information about the evolution of the state of
stress and strain of the soil and of the different structural
elements during each stage of the construction process.
Furthermore, by progressively reducing the numerical
values of the strength parameters of the soil, in a model
where the real geometry is satisfactorily reproduced, the
3D analysis is able to furnish a useful estimate of the
safety factor against failure and of the geometry of 
the mechanism at collapse.

Due to the high computational power of personal
computers and to the continuous improvement in soft-
ware interfaces, thanks to which both pre-processing
(mesh generation) and post-processing (visualization of
the results) operations are more user-friendly nowadays,
3D numerical analyses are being increasingly used in
geotechnical engineering practice. For example, for
the case presented in this paper, the calculation time
was about 300 hours for each analysis using a 2.4 GHz
Pentium processor.

With reference to the problem studied, the main con-
clusions are the following:

– in the widening of existing tunnels using the pre-
cutting technique, the most delicate stage of the
whole process is the pre-cutting excavation which is
critical for stability and, also because induced dis-
placements develop mostly in this stage;

– pre-cutting can be carried out in different steps, by
progressively excavating a limited segment which
is immediately filled with spritz-beton before
excavating the next adjacent segment; this specific
method ensures stability also when the excavation
is carried out in soils having poor geotechnical
properties; due to the significant reduction in the
extent of the yield zones, pre-cutting in progressive
steps is capable of limiting settlements;

– for the case at hand, in order to carry out the whole
pre-cut in one single phase, the minimum soil
cohesion is 11 kPa; on the other hand, only 5 kPa of
cohesion are sufficient if the pre-cut excavation is
carried out in several stages;

– when the mechanical properties of the soil were
fairly good (high cohesion, sufficient self-supporting
capacity), similar results in terms of displacement
fields were obtained independently of the way in
which the pre-cut was carried out; in this case,
therefore, in order to minimize construction time,
pre-cut excavations in a single phase are more
convenient;

– displacements are essentially vertical in each con-
struction stage; appreciable horizontal displace-
ments are observed only very close to the tunnel;
therefore, no appreciable extrusions are observed.
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1 INTRODUCTION

The time-dependent behaviour of rocks is among the
possible causes leading to difficult conditions in the
tunnelling works. At great depth, the large deviatoric
stresses induced around the opening during the exca-
vation may lead to the so called squeezing condition
(Barla, 1995). When this occurs, non reversible devi-
atoric strains develop at a constant or increasing rate,
often combined with volumetric strains associated to
plastic dilatancy. Large convergences and high pres-
sure on the tunnel boring machine and on the supports
are then expected in the short and long term (Einstein
& Bobet, 1997).

This behaviour usually affects weak and altered
rocks, but it can be observed also in hard rock masses at
great depth (Dusseault & Fordham, 1993; Ladanyi,
1993; Malan, 2002).

A variety of results has been discussed in the liter-
ature, mainly focused on the constitutive models and
on their calibration based on laboratory tests, and on
numerical analyses (e.g. Rock Mech. Rock Engng.,
1996; Italian Geotech. J., 2000).

A common drawback of the constitutive models
for creep behaviour of rock masses is the calibration
of their mechanical parameters, which would require
seldom available data from in situ creep tests. These
parameters could be identified through a back analysis,
provided that an extensive measurement is made of
closure and stress variation around the opening dur-
ing the tunnelling works (Boidy et al., 2002; Dalgiç,
2002). An alternative procedure could be to perform
an easier laboratory testing, hence to calibrate the intact

rock parameters, and then to empirically relate them to
the parameters characterizing the rock mass behaviour.

Here, the excavation process of a deep tunnel in
squeezing conditions has been approached by means
of the finite element method, aiming at evaluating the
role of the tunnel face advance on the tunnel closure and
on the stress redistribution around the opening. Two-
dimensional analyses have been carried out in axisym-
metric and plane strain conditions that concern,
respectively, the longitudinal and cross sections of the
tunnel.

An elasto-visco-plastic rheological model has been
adopted that accounts for the time-dependent effects
associated with tertiary creep (Gioda & Cividini,
1996). The parameters have been first calibrated on
the basis of laboratory creep tests and then suitably
corrected by means of empirical relations and of a
measure of the rock mass weathering.

Some comments will be drawn on the contribution
of tertiary creep in the prediction of the tunnel closure
and on the effects of the advancing tunnel face in the
short and long term conditions. A comparison between
the results from plane strain and axisymmetric analy-
ses will point out the limits of the plane strain analysis.

2 RHEOLOGICAL MODEL

When a rock sample is subjected to a deviatoric con-
stant stress, time dependent deviatoric strains could
develop even at low stress levels.

The nature of these strains depends on the stress
applied: below a given threshold, they are fully

Squeezing effects in the excavation of deep tunnels

D. Sterpi
Department of Structural Engineering, Politecnico of Milano, Milan, Italy

ABSTRACT: Difficult conditions in mechanized tunnelling can be met when the rock mass behaviour is time
dependent and the so called squeezing condition develops. In this case, large radial pressures on the tunnel bor-
ing machine and on the supports are expected in the short and long term. The results of some finite element
analyses, in plane strain and axisymmetric regimes, are here discussed concerning the full face excavation of a
deep circular tunnel. An elasto-visco-plastic constitutive model that accounts for tertiary creep has been
adopted and calibrated on the basis of laboratory test data. Some comments are drawn on the effects of tertiary
creep and on the influence of the tunnel face advance on the closure of the opening and on the stress redistrib-
ution around it.
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reversible and increase with decreasing rate (primary
creep). For a stress level that overcomes the threshold,
the deviatoric strains assume an irreversible nature
(visco-plasticity) and increase with constant (second-
ary creep) or increasing rate (tertiary creep). The ter-
tiary creep is responsible for the sample delayed failure.

Moving from the basic elasto-plastic constitutive
model, consisting of an elastic element for the immedi-
ate, reversible, deviatoric and volumetric response and
a yield condition F(�) � 0 for the time-independent
failure, for a comprehensive rheological model a vis-
cous component should be added, accounting for the
time-dependent response which is deviatoric and only
partially reversible (Fig. 1).

The visco-elastic element consists of a deviatoric
dashpot and a deviatoric elastic substance, both con-
nected with a plastic slider that imposes the limit
Fve(�) beyond which viscosity occurs. Under a constant
stress the visco-elastic strains increase with time with
decreasing rate, thus leading to an asymptotic value
of strain that depends on the stiffness of the elastic
substance. The viscosity of the dashpot governs the
decay of the visco-elastic strain rate.

The visco-plastic element is the connection of a
dashpot, that can carry only deviatoric stress, and a
plastic slider, introducing the visco-plastic limit enve-
lope Fvp(�) � 0. A constant stress exceeding this
threshold induces secondary creep, as long as the
parameters are constant. The strain rate depends on the
value of viscosity and on the portion of deviatoric stress
carried by the dashpot.

If a loss of viscosity or a reduction of the stress
threshold are applied, the strain rate increases, yield-
ing the tertiary creep phase and the eventual failure.
The variation of these mechanical characteristics,
between peak and residual values, is governed by the
cumulated visco-plastic strains, similarly to what is
customarily referred to as softening.

Due to its various features, such a constitutive
model turns out to be characterized by a large number
of parameters, even in the simplest case of isotropic
material.

A simple model (Fig. 2) has been proposed in
(Gioda & Cividini, 1996) neglecting the time-
independent failure condition F(�) and the visco-
elastic stress threshold Fve(�).

Figure 2 lists also the mechanical parameters asso-
ciated with the model. Explicit reference is made to 
a visco-plastic non-associated envelope of Mohr-
Coulomb type by specifying cohesion, friction angle
and dilatancy. In the case of tertiary creep, these
parameters must be characterized with reference to
both peak and residual conditions and the two limit
values of visco-plastic strains governing the onset and
the completion of the visco-softening must be added
to the set of parameters.

The constitutive equations in matrix form can be
worked out considering an additive decomposition of
the vector collecting the components of the total
strain tensor:

(1)

The above components represent, respectively, the
elastic, visco-elastic and visco-plastic strains, which
depend on the applied stresses through the constitutive
relations. It is convenient to express them through volu-
metric and deviatoric components of stress and strain:

(2a)

(2b)

where the entries of vector m are equal to 1 or to 0 if
they correspond to normal or shear stress. The three
elements of the rheological model are described by
their constitutive relations:

(3a)

(3b)

(3c)

where the dot indicates the time derivative and svp is
the portion of the deviatoric stress carried by the
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Figure 2. Simplified elasto-visco-plastic model and asso-
ciated parameters.
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Figure 1. Rheological model accounting for elastic, plas-
tic, visco-elastic and visco-plastic constitutive behaviour.
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visco-plastic dashpot. This can be determined by
introducing the total stress carried by the plastic
slider �vp, which includes the entire volumetric stress
component and fulfills the visco-plastic limit condition:

(4a)

(4b)

(4c)

In addition, the visco-plastic flow rule requires that:

(5)

where Q(�) is the visco-plastic potential function and
l the visco-plastic multiplier. Its expression is readily
worked out by substituting Equation (5) into Equation
(2b), written for the visco-plastic strain rate, and mul-
tiplying by the transpose of vector �evp:

(7)

The finite element formulation of the elasto-
visco-plastic problem and the iterative scheme for the
time integration procedure is omitted here for sake of
briefness (Gioda & Cividini, 1996).

3 IDENTIFICATION OF THE PARAMETERS

The rock mass parameters for the deep tunnel prob-
lem were obtained as a suitable correction of parame-
ters calibrated on laboratory uniaxial creep tests on
intact rock samples.

In presence of biaxial state of stress, the equations
governing primary and secondary creep assume a
simple analytical form, thus permitting a straightfor-
ward estimation of the associated mechanical param-
eters. On the contrary, the tertiary creep is defined by
parameters that cannot be expressed in analytical form
and should be calibrated by trial and error numerical
analyses.

The lack of biaxial creep tests, as in the case
at hand, forces to introduce some additional hypothe-
ses. Assuming that the intact rock strength is known
from standard laboratory testing, the shear strength

parameters, for instance cohesion and friction angle,
are given. The ratio RCS between the uniaxial stress
that activates visco-plasticity and the rock unconfined
compression strength can be estimated.

If one assumes that the difference between the
thresholds of failure and of visco-plasticity is due
only to a difference in the cohesive contribution, the
parameter flim is equal to the friction angle, while clim
can be obtained by applying the same factor RCS to
the cohesion.

The symbols in Figure 3 show the variation of
axial strain with time for 5 uniaxial compression tests
on schist samples, carried out at different levels of
constant load (Cristescu & Hunsche, 1998).

For this example, a value �c � 54 MPa was consid-
ered for the rock unconfined compression strength.
From the experimental data the uniaxial stress �lim
was estimated equal to 32 MPa, i.e. approximately
60% of the strength �c (RCS � 0.6).

The results of the numerical simulation, repre-
sented in solid lines in Figure 3, were obtained with
the values of parameters listed in Table 1. In the cali-
bration, the two tests carried under the same stress,
that yielded quite different results, were replaced by a
single curve averaging them.

Note that the contribution of visco-elastic strains is
not relevant compared with the purely elastic strains,
since they reach approximately the 10% of the elastic
strain in the tests conducted with low axial stresses. As
a consequence, the tangential stiffness is much larger
in the visco-elastic element than in the elastic one.
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Figure 3. Experimental data (symbols) vs. numerical results
(solid lines) for uniaxial creep tests on schist (laboratory
data after Cristescu & Hunsche, 1998).
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Besides some discrepancies arising on the purely
elastic component of the total axial strain, the curves
well fit the test results for both visco-elastic and
visco-plastic contributions, including the tertiary
creep phase.

In order to estimate the values of the rock mass
parameters, some additional information is necessary
on the conditions in situ, which is often restricted to
the assessment of the specific rock mass quality
indexes. Usually, the squeezing potential of the rock
mass is established on the basis of empirical relations
between these indexes and the tunnel depth or the in situ
stress (e.g. Singh et al., 1997; Hoek, 2001; Barla, 2002).

The Rock Quality Designation RQD and Rock
Mass Rating RMR have been considered here as
measures of the rock mass weathering and the values
of, respectively, 70 and 48 have been assumed.

Empirical relations (Hendron, 1968) suggest reduc-
ing the stiffness by a factor of 0.25 when the rock
mass is characterized by an index RQD � 70. This
correction can be applied to the stiffness parameters
belonging to both elastic and visco-elastic elements.

Resorting to Hoek-Brown criterion for the rock
mass with RMR � 48, the unconfined compression
strength and associated parameters can be worked out
(Hoek, 1990). Adopting the same ratio RCS of the intact
rock and following the same procedure, the parameters
clim and flim can be estimated also for the rock mass.

A greater uncertainty affects the viscosity coeffi-
cients. The visco-elastic coefficient hve is not cor-
rected here, since field data seem to point up that the
visco-elastic strains develop in situ at a rate compara-
ble or even lower than that measured in laboratory
(Starfield & McClain, 1973; Chin & Rogers, 1987).
While the visco-elastic coefficient influences only the
strain rate, the visco-plastic coefficient governs also
the strain magnitude. Therefore, like the parameter
clim, it should be reduced with respect to the value
characterizing the laboratory sample. For hvp, the
same reduction factor affecting clim is here suggested.

Finally, the residual condition of the rock mass can
be considered the same that characterizes the labora-
tory sample. The visco-plastic coefficient only under-
goes a reduction, applying the same factor found for
the intact rock.

4 FINITE ELEMENT ANALYSIS OF A DEEP
TUNNEL EXCAVATION

In order to verify the applicability of the rheological
model to the analysis of a tunnel excavation, a simple
representative problem has been considered, which
could be solved by means of a 2-dimensional finite
element model.

The problem consists of the full face excavation of
a circular tunnel (radius R � 4.5 m), in a homoge-
neous, isotropic rock mass, subjected to an isotropic
state of stress (�0 � 10 MPa). This choice may corre-
spond to a tunnel depth of approximately 400 m.

A first series of 2-dimensional analyses has been car-
ried out with reference to the tunnel longitudinal sec-
tion, for which axisymmetric conditions apply. The face
advance rate, here set equal to 6 m/day, is accounted for
by removing a group of elements of total given length
in a given time span. In the axisymmetric analysis, the
explicit representation of the advancing tunnel face
permits one to directly evaluate the face effects.

Figure 4 shows the adimensional tunnel closure in
the section located at a distance of 20 m from the grid
border, obtained from the various viscous analyses
and from perfectly elastic and elastic perfectly plastic
analyses. For the latter, the parameters clim, flim of the
rock mass in Table 1 have been assumed as strength
parameters.

The negligible difference between elastic and
visco-elastic solutions is the consequence of the high
value of parameter Gve compared with Gel.

For constant values of the visco-plastic parameters
(VP analysis) the elasto-plastic solution is retrieved in
the long term, since the viscous substance of the
visco-plastic element acts only to delay the elasto-
plastic solution governed by the slider. This solution,
for the axisymmetric tunnel problem, always reaches
convergence, i.e. a stable value of tunnel closure.

The results appear markedly different if tertiary
creep is allowed for (VPS analysis). Note that, theo-
retically, the convergence is reached also in this case,
but at a higher value of tunnel closure, which depends
on the residual values of visco-plastic parameters.

The convergence of the tunnel closure to a stable
value is pointed up also by the stress invariant path
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Table 1. Mechanical parameters for the intact rock and the in situ rock mass.

Elastic Visco-elastic Visco-plastic (peak values) Visco-plastic (residual values)

Bel Gel hve Gve hvp clim flim clim hvp clim flim clim
Material (MPa) (MPa) (MPa�d) (MPa) (MPa�d) (MPa) (°) (°) (MPa�d) (MPa) (°) (°)

Intact rock 5880 2714 49470 23390 4800 7.88 37.6 20 2400 0 20 0
Rock mass 1470 678 49470 5848 706 1.16 32.3 14 353 0 20 0
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induced at an integration point close to the opening
during the excavation process (Fig. 5).

In the VP analyses, the stress path reaches the visco-
plastic limit envelope (peak value), i.e. the exceeding
portion of deviatoric stress carried by the dashpot
vanishes, and the tunnel closure tends to a constant
value. A different response is obtained if the visco-
plastic envelope comes to the residual value (VPS
analysis): in this case the viscous substance carries a
large part of the deviatoric stress even in the long
term, thus leading to a large tunnel closure.

The effect of the advancing tunnel face consists of
a remarkable increase of isotropic stress, which
attains a maximum value when the section at hand
coincides with the face section. This yields a tempo-
rary increase of resistance in the vicinity of the tunnel
face. Looking in detail at the variation of the various
stress components, it could be observed that this
effect is mainly due to a large increase in the stress
component directed along the tunnel axis.

A series of analyses of the tunnel cross section has
been also conducted, in plane strain conditions. This
scheme entails to choose the time span in which the
whole excavation takes place, i.e. to choose the rate of
reduction of the ground pressure acting on the tunnel
boundary. This rate depends on the actual advance
rate and on the extent of the zone of influence of the
tunnel face in the tunnel axis direction, which can be
only roughly estimated. In this case, a length equal to
30 m was estimated, corresponding to approximately
3 times the tunnel diameter.

This led to a 5 days time span necessary to remove
the ground pressure on the excavation boundary.

In addition, the pressure reduction is customarily
applied linearly with time, whereas the effects of the
advancing face on the tunnel section are increasingly
relevant as the face approaches it and tend to gradu-
ally loose their relevance after the face has crossed.

Due to these approximations, the plane strain analy-
ses lack of accuracy in the short term condition, within
the zone of influence of the tunnel face. Conversely,
they can provide a correct prediction of the long term
condition, as shown for instance in Figure 6 in terms
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Figure 4. Tunnel closure with time and with distance XF
from the tunnel face, for axisymmetric analyses: elastic (EL),
elasto-plastic (EP), visco-elastic (VE), visco-plastic with sec-
ondary (VP) and tertiary (VPS) creep (R � tunnel radius).

Figure 5. Stress invariant paths at a point close to the open-
ing, for axisymmetric visco-plastic with secondary (VP) and
tertiary (VPS) creep analyses (XF: distance from the tunnel
face).

Figure 6. Tunnel closure with time and with distance from
the tunnel face, for plane strain analyses (notations as in Fig. 5).
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of tunnel closure. Note that the curves in the time
range of 0–5 days coincide with the tunnel conver-
gence-confinement curves.

As for the axisymmetric analyses, the variation of
ground stresses induced by the tunnelling is shown
with reference to the stress invariant path (Fig. 7).

The local effects of the face advance on the stress
redistribution clearly appear by comparing Figure 5
with 7. In particular, the plane strain analyses do not
indicate any increase of isotropic stress, but rather a
decreasing value up to the end of the excavation,
beyond which the path covers what already obtained
with axisymmetric analyses.

5 CONCLUSIONS

The excavation process of a deep tunnel has been
approached by means of the finite element method,
aiming at evaluating the role of the tunnel face
advance on the tunnel closure and on the stress redis-
tribution around the opening, in the presence of
squeezing rock.

Two-dimensional analyses have been carried out in
axisymmetric and plane strain conditions and an
elasto-visco-plastic rheological model that accounts
for tertiary creep effects has been adopted.

The calibration of the mechanical parameters
becomes a crucial point of the analysis. In fact, this
should be carried out with reference to data from in
situ creep testing. The lack of this information induces
to resort to parameters obtained from laboratory tests
that are suitably corrected by means of empirical rela-
tions and of a measure of the rock mass weathering.
However, reliable empirical relations still have to be
defined for the parameters describing the creep
behaviour.

The numerical results show that the contribution of
tertiary creep is crucial for the correct prediction of
the tunnel closure.

The effects of the advancing tunnel face are rele-
vant especially in the short term, but could affect also
the long term conditions, whenever a constraint has to
be applied in the proximity of the tunnel face, such as
the action exerted by the TBM shield or by the tunnel
supports. The axisymmetric scheme is definitely advis-
able in order to correctly predict the rock-structure
interaction.

Finally, the constitutive model has shown a rather
good potential for tunnel applications, provided that
an accurate calibration of the mechanical parameters
is carried out. Additional numerical analyses should
be also required, introducing the effects of an internal
support and evaluating the pressure that the surround-
ing rock is able to exert on it in the short and long
term.
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1 INTRODUCTION

The risk of tunnel fires increases as traffic volumes
rise and in turn, as the number of tunnels continues to
grow. Several accidents have recently tragically and
clearly underlined the catastrophic effects that may be
caused by tunnel fires. Fires in Mt. Blanc Tunnel
(France/ Italy), the Tauern Tunnel (Austria), the
Gotthard Tunnel (Switzerland), the Kaprun Tunnel
(Austria), the Metro of Daegu (South Korea), and
most recently in the Fréjus Tunnel (France/Italy) are
instances of such incidents. These fire accidents gave
rise to intensified multinational efforts to improve the
safety level for tunnel users and for the tunnel struc-
ture itself (Haack 2005).

The implied hazards for users and the impact of the
breakdown of vital infrastructure for months are con-
sidered to be more and more important. Tunnel lining
made of Reinforced Concrete (R.C) can explosively
spall at fires with high heat release rates and temper-
atures. Due to its economic and politic impact, the
question’s answer of whether and when a tunnel is
reopened for traffic after a fire is very important.

For many years, structural fire performance stud-
ies for concrete members focused mainly on build-
ings; not much work has been done regarding tunnels
although release rates are typically more severe in
tunnel fires than in building fires.

2 MECHANICAL BEHAVIOR OF R.C AT
HIGH TEMPERATURE

The mechanical characteristics of concrete and rein-
forcement, which include compressive and tensile
strength, Poisson’s ratio and modulus of elasticity etc.,
are highly influenced by high temperature. The changes
depend on the peak temperature, the time and rate
of heating, the type of concrete and reinforcement.
Under fire conditions, material are subjected to tran-
sient processes and therefore the mechanical properties
should be determined under transient temperature con-
ditions and should be distinguished from other prop-
erties derived under steady state conditions. For high
temperature experimental tests, three main test param-
eters should be considered: the heating process, the
application of the load and the control of the strain
(Schneider 1982).

During the last decades, many investigators have
reported test results about compressive strength of nor-
mal and high strength concrete when subjected to ele-
vated temperature. A comprehensive report about “Fire
Design of Concrete Structures” had been reported by
a group of investigators in Europe (CEB 1991). It was
reported that the compressive strength decreases with
the increase of the temperature and a set of design
curves for normal and light weight concrete was sug-
gested. Similar curves are also suggested by Eurocode 2

Numerical modeling of tunnel lining at high temperature
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Civil Engineering Department, Minia University, Minia, Egypt

G. Swoboda
University of Innsbruck, Innsbruck, Austria

ABSTRACT: This paper presents a model to investigate the behavior of tunnels lining during fire on a struc-
tural level. Further emphasize has been drawn to the condition and stability of the supporting elements after
fire. A numerical approach using the Finite Element Method is used to predict the lining internal forces before
and after fire. The proposed modeling for investigating capacity of the tunnel lining during fire combines a heat
transfer analysis and a non-linear structural analysis that includes type of fire, temperature-induced material
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protection systems on lining has been investigated and included in the numerical model. The results give more
help to understand the structural behavior of tunnel lining under high temperature and also give guidelines that
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(Eurocode 2003). Both sets of design curves are illus-
trated in Figure 1 where a considerable reduction of
concrete strength is noticed beyond 1200°C. Similar
design curves for the concrete tensile strength and
modulus of elasticity are reported by the CEB and the
Eurocode where the general trend is the reduction of
the strength and the modulus of elasticity with ele-
vated temperature.

Experimental tests showed that all types of steel
reinforcement sustain a reduction in its yield and ulti-
mate strengths at high temperature. The typical relative
elastic modulus of reinforcement is reduced gradually
with the increase of temperature. The suggested design
curves for the modulus of elasticity of steel at high
temperature by (CEB 1991) and Eurocode 2 (Eurocode
2003) are shown in Figure 2. The accurate analysis of
any structural element exposed to fire should include
the material degradation due to high temperature.

3 EFFECTS OF FIRE ON TUNNEL LINING

Due to the characteristics of burning vehicles and the
geometrical nature of tunnels, the fire impact in tunnels

differs significantly from fires in buildings. In the event
of a fire in an unprotected tunnel, the main damage
occurs by concrete spalling due to the steep tempera-
ture gradient, in particular during the initial phase of
the fire. Moreover, in case of burning vehicles, there is
the very long duration of the fire involving extremely
high temperatures of up to ca. 1200°C. Concrete
spalling develops due to various damage mechanisms,
resulting from the interaction between working loads
and thermally induced additional strains (Both et al.,
2003). At the later stages, of the fire a major issue is
the material degradation, because an increase in struc-
tural demand and simultaneous decrease of structural
capacity during fire event can result in serious struc-
tural damage.

3.1 Tunnel fire rating curves

Different fire rating curves are developed for tunnels
representing extreme fire events. These curves are
mainly used for structural fire rating (PIARC 1999),
and are not a function of the size of the tunnel or ven-
tilation system, or the burning of a single vehicle.
Figure 3 shows the most fire rating curves used in
Europe. These curves are classified by (Kusterle 
et al. 2004) as follows:

HC-curve: The Hydrocarbon-curve should be used in
case of hydrocarbon fire. The maximum temperature
reaches 1100°C without any cooling process.
HC-incr.-curve: The Hydrocarbon-increased-curve is
similar to HC-curve with a maximum temperature of
1300°C.
RABT-curve: For cases of fire caused by benzene or
petroleum products. The maximum temperature is
1200°C with cooling process.
EBA-curve: The curve is similar to RABT curve
except that the cooling process will start after 60 min.

334

0

20

40

60

80

100

120

0 200 400 600 800 1000 1200

EC (with siliceous aggregates)

EC (With calcareous aggregates)

CEB(Normal Dense Concrete)

CEB(Lightweight Concrete)

Temperature ˚C

f c 
 / 

f c 
%

T

Figure 1. Reduction of compressive strength of concrete
under elevated temperature.

0

20

40

60

80

100

120

0 200 400 600 800 1000 1200

EC (Hot rolled)
EC (Cold worked)
CEB (Cold worked)
CEB (Hot rolled)

Temperature ˚C

E
s 
/ E

s %
T

Figure 2. Reduction of elastic modulus of reinforcement
under elevated temperature.

0

200

400

600

800

1000

1200

1400

0 30 60 90 120 150 180

HC
HC increased
RABT
EBA
ETK
RWS

T
em

pe
ra

tu
re

 ˚
C

Time [min]

Figure 3. Temperature-Time curves used in European 
tunnels.

Copyright © 2006 Taylor & Francis Group plc, London, UK



ETK-curve: The curve can be used for ordinary con-
crete structures and it is not recommended to be used
in tunnelling.
RWS-curve: The curve was developed in the Nether-
lands, and simulates the burning of a fuel tanker with a
fire load of 300 MW.

3.2 Temperature distribution in concrete

The temperature profile across the depth of any con-
crete member can be calculated using the analytical
solution for a1-D heat conduction problem. This solu-
tion however does not account for temperature depend-
ency on the thermal properties of concrete and other
nonlinearities. The temperature distribution through
tunnel lining thickness is commonly calculated by lab-
oratory tests by exposing concrete specimens to high
temperature and measuring the temperature at differ-
ent distances through the specimen.

Figure 4 illustrates the variations of temperature over
the thickness of the concrete specimens at various times
during heating and cooling phases. These curves and
similar curves are used by many investigators for tunnel
fire calculations (Kusterle et al. 2004). It should be
noticed that the curves for times 30, 60 and 120 min-
utes describe the heating phase and the curves for times
180 and 240 minutes represent the cooling phase during
and after fire extinguishing.

4 MODELING OF TEMPERATURE LOAD

The temperature load can be modelled in two steps;
the first is the effect of temperature on the structural
element itself which produces stresses and strains 
due to the temperature changes. The second step is 
to account for the material degradation which means
the variation of concrete and steel mechanical proper-
ties such as the ultimate strength and the modulus of

elasticity. This can be achieved by using a two dimen-
sional (2-D) layer-based model, Figure 5. In this model,
the concrete section is divided into several layers
depending on the temperature distribution. For every
layer a constant temperature load and material proper-
ties are assigned. The Linearly varying Strain Triangu-
lar (LST) element can be used to simulate the concrete
layers whereas the BEAM2 element is used to simu-
late the steel reinforcement.

The typical load vector for indirect loading such 
as temperature and shrinkage can be determined as
follows:

(1)

where 
0 and �0 are the initial strains and stresses
respectively while the matrices D and BT contain the
material constants and the derivatives of the shape
function respectively. It should be noticed that the ini-
tial strains and stresses as well as the D matrix and
consequently the K matrix will be different for each
layer and the resulting strains and stresses will take a
linear distribution over the layer thickness.

During fire, the temperature changes across any
layer with time. For an element i the elastic modulus
changes with the temperature variation which means
that stress redistribution takes place. At time t1, the
stress of an element i will be:

(2)

At time t2, the temperature and the elastic modulus
change and the stress will be:

(3)
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Thus, the extra stress in this element to be redistrib-
uted will be:

(4)

The respective redistribution factor (1�E2/E1) should
be considered in the load cases.

5 APPLICATIONS AND CASE STUDIES

Two case studies with different construction methods
and different site conditions will be considered.

5.1 Schönberg tunnel

In order to overcome the problem of traffic conges-
tion in the town of Schwarazach located on the road
Salzburg-Zell am See (Austria), a by-pass road with a
length of 5170 m has been constructed. The by-pass
includes a tunnel of 2988.6 m length which goes
through the “Schönberg” mountain. The tunnel had to
be constructed in a heavily jointed phyllite rock. A
small pilot tunnel of diameter 3.6 m was excavated
first using a Tunnel Boring Machine (TBM) for more
geological investigation of jointed rock mass. Then,
the NATM is followed to complete the tunnel profile
using shotcrete outer lining of 20 cm thickness and
inner lining of 25 cm thickness. The FE mesh used to
get the lining stresses due to construction steps and
typical situation (without temperature load) is illus-
trated in Figure 6.

Another 2D layer-based model is used to investigate
the fire load case on tunnel lining, Figure 7. The inner
lining is modeled using 10 layers of thickness 2.5 cm
each and the outer lining is modeled using 4 layers of
thickness 5 cm each. The relatively small elements sizes
depict a very fine mesh in lining zone and enlarge grad-
ually in the soil zone. Both concrete and soil elements
are modeled using LST elements whereas the steel
reinforcement is modeled using BEAM2 elements. Due
to symmetry, only one half of the tunnel will be consid-
ered. The calculation is performed using FINAL code
(Swoboda 2001) to simulate the fire load case on the
tunnel.

The used fire scenario or rating curve was the rela-
tively recent BEG-curve used for the calculation of fire
on “Unterinntaltrasse” (Mauracher 2004). This curve is
similar to EBA-curve, Figure 3, except that the cooling
phase starts at 120 min. The considered load cases are:

Loading 1: Dead load of tunnel lining.
Loading 2: Temperature load from 0 to 60 min.

Loading 3: Temperature load from 60 to 120 min.
Loading 4: Temperature load after 120 min. (cooling

or fire extinguishing).

During heating and cooling process, the tempera-
ture for each layer as well as the modulus of elasticity
were calculated according to the experimental, (CEB
1991) and Eurocode 2 (Eurocode 2003) data.
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Figure 6. FE mesh for construction phase of Schönberg
tunnel.

Figure 7. FE mesh for fire load case of Schönberg tunnel.
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The resulted additional lining stresses due to tem-
perature load compared with typical situation at dif-
ferent cross sections are presented in Figure 8. The
additional higher stress values due to fire loading are
nearly five times the stresses of the typical situation.
This dictates general review to check lining safety.

5.2 El-Azhar road tunnels

El-Azhar Road tunnels project in Cairo is located in
the Fatimide area of Cairo which is one of the histor-
ical popular market center and features architectural
treasures, with its mosques and ancient famous palaces
such as Khan El Khalily. Tunnels had been constructed
as one of the planned solution to overcome the problem
of traffic jams especially in the congested city center
zone. The project is composed of twin tunnels deigned
to carry two lanes and two sidewalks in each direction.
The total length of each tunnel is about 2.7 Km includ-
ing nearly 1.0 Km portals. The tunnels had been driven
using the bentonite slurry pressurized closed face
Tunnel Boring Machine (TBM) with an external diam-
eter of 9.40 m. The supporting rings are prefabricated
reinforced concrete segments of 1.5 m width and 0.4 m
thickness. FE plane strain analysis is performed with
the help of a model containing the soil layers, water
pressure and the construction sequences to get the
primary stresses on concrete segments.

To investigate the effects of fire load on tunnel seg-
ments, a 2D layer-based model is used. Figure 9 shows
a half symmetric cross section where the lining is sim-
ulated using 10 layers of thickness 2.5 cm each fol-
lowed by 3 layers of 4 cm and the last one is 3 cm
thickness to exactly simulate the reinforcement posi-
tion. The same element types, the temperature rating
curve, temperature distribution, material degradation
and assignment of material properties for every layer
in every loading case used in the previous case study
is also used here.
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The relatively fine mesh used gave rise to LST ele-
ments to 7758 and BEAM 2 elements to 400 with a
total of 8158. The number of freedoms to be deter-
mined in each loading step is 31622. Reviewing the
resulting stress in concrete section and the forces in
the reinforcement, the safety of tunnel lining is ques-
tionable. Figure 10 illustrates the development of prin-
cipal stresses in concrete during and after fire. It should
be noticed that some inner layers of concrete had been
completely damaged. The capacity of the remaining
section and the whole stability of tunnel lining are
severely affected.

During construction, it was decided to protect the
internal face of the concrete segments by using an
isolation material, Fire Barrier 135 (NAT 1999). The
experiments show that a thickness of 47 mm of Fire
Barrier 135 prevents the temperature of the concrete
at the interface to rise above 200°C. Another calcula-
tion is performed to investigate the effect of the isola-
tion material on the developed stresses on lining during
and after fire. The results are impressive due to a tem-
perature of 200°C, only a relatively small amount of
stresses had been developed in the concrete section
and no damaged layers are recorded, Figure 11.

A comparison of concrete principal stresses at the
crown of the tunnel due to fire load is illustrated in

Figure 12. Both cases of isolated and unprotected lin-
ing for each case are considered. The impact of using
isolation materials to protect tunnel lining during fire
is very clear. Further research for developing special
types of concrete resisting more temperature load
(Dorgarten et al. 2004) compared to the relatively
expensive isolation material is highly recommended.

6 CONCLUSION

The Finite Element Method can be used to investigate
the structural behavior of tunnel lining during and after
fire. The proposed 2D layer-based model is capable of
taking into account the material degradation due to
temperature load. The non-linear fire calculations per-
formed for the two case studies reflect the importance
of checking the stresses developed in lining. The struc-
tural capacity of the remaining R.C section and the
whole stability of tunnel lining are severely affected
by fire. The impact of the fire protection systems on
reducing the lining stresses is clarified. The analysis
helps to answer the question of whether and when a
tunnel is reopened for traffic after a fire and gives
guidelines that help the decision-makers to put the
necessary regulation for tunnels’ safety.
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1 INTRODUCTION

The reinforcement of tunnels walls by bolts is a very
effective way of improving their stability and reduc-
ing the strains in the surrounding ground. “Bolting”
refers to a wide range of techniques, that have differ-
ent objectives according to the ground: it is used to
prevent block falls in tunnels built in rock masses, or
to limit the strains induced around the tunnel for shal-
low tunnels in soft grounds. It is also worth recalling
that the mechanical role of the bolts is different if
bolts are sealed to the ground on their whole length or
if they just act as anchors sealed on both ends: depend-
ing on the situation, bolts can be submitted to traction
forces or to traction forces and bending moments.

In what follows, we deal with passive radial bolts
grouted to a ground considered as a continuous mate-
rial. The efficiency of the technique has given rise to
considerable work aimed at providing design tools giv-
ing the optimal positions and number of bolts.

It was first suggested that the confining role of bolts
could be taken into account by applying a fictitious
pressure on the tunnel wall (Stille and et al., 1989,
Peila, 1994), this fictitious pressure depending on
factors such as the volume fraction of the bolts and on
their traction resistance.

Another technique of modelling the efficiency of
the bolts, available in most finite elements (or finite

differences) codes, consists in including in the model
beam elements, in order to take into account the role of
the bolts. In this approach, the preparation of the mesh
may rapidly become tedious, especially for three-
dimensional analysis (see Laigle, 2001, for instance),
while at the same time the computational time may
increase considerably.

This is why some authors have proposed to replace,
for modeling purpose, the bolt-reinforced ground 
by a homogeneous material characterized by improved
mechanical properties, in terms of resistance
(Indraratna and Kaiser, 1990, Grasso and et al., 1991,
Oreste and Peila, 1996) or both stiffness and resist-
ance, with more or less detailed analyses of the
ground-bolt interaction (Greuell, 1993, and after him
Bernaud et al., 1995, Wong and Larue, 1998, among
others). De Buhan and Sudret (2000) and Bennis and
de Buhan (2003) have proposed a model belonging to
this family, called “multi-phase model”, in which two
distinct displacement fields and two distinct stress
fields are taken into account for the ground and the
bolts which are “diluted” in the equivalent homoge-
nized medium. This model has given rise to a simpli-
fied version, in which both displacement fields are
identical. This simplified version is now available in
the standard version of the finite element software
CESAR-LCPC, and was used to discuss the displace-
ments of tunnel faces (Bourgeois et al, 2002), the

A “multi-phase” model for finite element analysis of traction forces
in bolts used in the reinforcement of tunnel walls

E. Bourgeois, C. Rospars & P. Humbert
Laboratoire Central des Ponts et Chaussées, Paris, France

P. de Buhan
Institut Navier, ENPC, Marne la Vallée, France

ABSTRACT: This paper presents a mechanical model, called “multiphase model”, designed to deal with ground
reinforced by a network of regularly distributed linear inclusions. The main improvement of this model with respect
to previous homogenization-based models for bolt-reinforced grounds lies in a better description of the mechanical
interaction between the ground and the bolts, taken into account through the attribution of different kinematics for the
ground and the reinforcements. The model has been implemented in a “research” version of the finite element code
CESAR-LCPC, and used for the simulation of the construction of a tunnel under plane strain conditions. Results are
compared with those obtained with two other approaches: the first one consists in treating the bolts as 1D bar ele-
ments, while the other is a standard homogenization procedure. Results show that, while the deformation pattern
around the tunnel is more or less the same regardless of the model used, the tensile forces in the bolts predicted by
the multiphase model appear to be in much better agreement with those given by the calculation with bar elements.
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behaviour of a pile-reinforced embankment (Bourgeois
and Borel, 2003) and of an experimental reinforced
earth wall (Rospars et al., 2004).

Recently, the original model proposed by de Buhan
and Sudret (2000) and Bennis and de Buhan (2003)
has been implemented in a research version of the
same finite element code. This communication pres-
ents the first results of this numerical tool, applied
to the simulation of the construction of a tunnel,
under plane strain conditions, using the convergence-
confinement method. The more specific aim of the
paper is to compare the forces in the bolts computed,
for the same problem, by introducing bar elements in
the mesh, by using the simplified homogenized
model, and eventually the multiphase model.

2 MECHANICAL MODEL

The main features of the multiphase model are briefly
recalled hereafter. More details can be found for
instance in Bennis and de Buhan (2003) or Rospars
et al (2005).

A ground reinforced by bolts can be described, at the
scale of the bolts (“microscopic scale”), as a composite
material whose constituents are located in geometri-
cally separated domains (figure 1a). When the number
of bolts is large enough, the multiphase model consists
in adopting a different viewpoint: it is assumed that the
reinforced ground as a whole, at a larger (or “macro-
scopic”) scale, can be seen as the superimposition in
space of two continua, called “phases”. The “matrix
phase” stands for the ground between the bolts, while
the “reinforcement phase” stands for the network of
bolts. According to such a description, two material
particles are located simultaneously at every point of
space, each attached to one of the phases, and in mutual
mechanical interaction. Each phase has its own dis-
placement field (figure 1b): we denote the displace-
ment field for the “matrix phase” by jm and the
displacement field for the “reinforcement phase” by jr.

Within this framework, and taking into account the
fact that bolts are linear inclusions, the application of

the virtual work method and related principles lead to
the definition of a stress tensor for each phase, and to the
corresponding equilibrium equations. If we omit the
volume forces (specific weight) for the sake of sim-
plicity, these equations are:

(1)

where ��
m denotes the stress tensor associated with the

“matrix phase”, and I the force volume density exerted
by the reinforcement phase on the matrix phase. It
must be noted that the stress tensor associated with
the “reinforcement phase” is uniaxial, and that the scalar
sr can be interpreted as the axial force in the bolts
calculated per unit area perpendicular to the direction
of the bolts, defined by the unit vector er.

The equilibrium equations are supplemented with
boundary conditions. According to the multiphase
model, these conditions are defined separately for the
matrix and the reinforcement phases.

The last element of the model is the constitutive
behaviour of both phases, that is :

– the constitutive law of the matrix phase, treated as
an elastoplastic continuum endowed with the same
characteristics of the ground:

(2)

(3)

where ––

mdenotes the strain tensor of the “matrix phase”,

––

m
p its plastic component, Cm the tensor of elastic mod-

uli; while f m and gm are the yield function and plastic
potential, respectively, and l�m the plastic multiplier.

– the constitutive law of the reinforcement phase,
which is similar but simpler given the fact that the
stress tensor is uniaxial, and therefore described by
a unique scalar sr:

(4)

(5)

where 
r denotes the axial strain of the “reinforce-
ment phase” along its direction, 
r

p its plastic compo-
nent. Ar is the axial stiffness of the reinforcement
phase, that can be computed as the product of the
Young’s modulus of the bolts constituent material
(steel) by the reinforcement volume fraction. f r is the
yield function of the reinforcement phase, and l�r the
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plastic multiplier for the reinforcement phase (the flow
rule being associated).

– the description of the matrix/reinforcement inter-
action, in the form of a relationship between the
component of body force volume density I along
the reinforcement direction, and the relative dis-
placement of the reinforcement with respect to
the matrix, projected onto this same direction, and
denoted by:

(6)

This relationship is of the elastoplastic type, that is:

(7)

(8)

where �p is the plastic component of �, cI a stiffness
coefficient associated with the interaction, f I the cor-
responding yield function, which controls the onset of
an irreversible relative displacement between phases,
and l�I the plastic multiplier.

The main interest of the model with respect to a
classical homogenization technique, in which the rein-
forced ground is modeled as one single equivalent
continuum, lies in the introduction of the relative dis-
placement � between phases. However, selecting the
appropriate values of the interaction stiffness coeffi-
cient and the threshold value of I where an irreversible
relative displacement between phases occurs, remains
a difficult task, as will be illustrated hereafter.

3 NUMERICAL IMPLEMENTATION

The numerical implementation of the model in a 2D
finite element code requires the introduction of a new
type of elements, with three degrees of freedom per
node (two displacements for the matrix, and one addi-
tional degree of freedom for the displacement of the
reinforcement along its spatial direction).

The elementary stiffness matrix is the sum of three
contributions attached to the matrix, reinforcement
and interaction, respectively. In the non-linear regime,
out-of-balance forces due to plastic strains in the phases
or in the relative displacement, also lead to computing
the sum of three independent contributions. However,
the algorithm used to compute plastic strains is basi-
cally the same as for usual plasticity computations
(Bennis, 2003).

Besides the implementation of the computation
itself, special attention must be paid to the prepro-
cessing of data, and to the post-processing of the

specific results produced by the model (namely the
additional displacement field in the reinforcement
phase, the interaction force I, and the axial forces in
the bolts that can be derived from the values of s r).

To date, the implementation has been carried out in
a “research” version of the finite element software
CESAR-LCPC, for two-dimensional analyses only.
In its current state, the software makes it possible
to take into account various spatial layouts of bolts,
allowing for instance to model radial bolts in a tunnel
vault.

4 EXAMPLE OF SIMULATION

4.1 Geometry and characteristics of the tunnel

The example discussed hereafter is a plane strain simu-
lation of the excavation of a tunnel reinforced by radial
bolts. The example is fictitious, and in order to illustrate
the differences between the multiphase model and other
modeling techniques, no lining is taken into account.

The meshed zone is included in a rectangle of 50 m
in width by 100 m in height. The tunnel section is not
circular, as shown by figure 2: the radius of the upper
half is 5 m. The tunnel axis lies at a depth of 50 m. Rows
of bolts are placed in the crown and in the walls. The
mesh includes 8000 nodes and 4000 elements.

The tunnel construction is simulated by the succes-
sion of two steps:

– the first step sets the initial stress field, and a par-
tial relaxation of the in situ stresses is exerted on
the tunnel wall: the stress relaxation rate is 40%;
there are no bolts in the ground;
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– the second computation consists in activating the
bolts and completing the stress relaxation simulat-
ing the excavation.

The ground behavior is described by a linear
isotropic elasticity combined with the Drucker-Prager
yield criterion (without hardening), with the follow-
ing values of the parameters:

E � 150 MPa , � � 0,25;
c � 120 kPa ; � � 26.3 degrees; 	 � 0 degree

Bolts are assumed to be made of a material with a
Young’s modulus of 200 GPa and their diameter is
equal to 20 mm. It is assumed that the spacing between
two bolted planes (in the direction of the tunnel axis)
is equal to 2 m.

In what follows, all displacements are reset to zero
at the beginning of the second step, and we compare
the results obtained for three different models for the
bolt-reinforced ground:

– in computation 1, bolts are taken into account by
means of 11 rows of special linear elements pro-
viding additional stiffness in the direction of the
bolts: these special elements are represented by tri-
angular symbols in figure 2. Note that the analysis
is carried out under plane strain conditions, which
means that the inclusions are continuous in the
direction perpendicular to the mesh plane (i.e. are
modeled asplates rather than bolts).

– computation 2 resorts to a simple homogeniza-
tion technique, which corresponds to the simpli-
fied version of the multiphase model, as already
mentioned above, in which both phases are per-
fectly bonded.

– computation 3 uses the multiphase model. In this
case, additional parameters are required for the
simulation, namely the interaction coefficient as
well as the maximum value of the interaction force.
It is assumed here that there is no irreversible rela-
tive displacement between the matrix and the ground
(which means that there is no limitation on the
interaction force density I). As regards the value of
the interaction coefficient, we started from the
analytical estimate given by Sudret (1999), which
relates this coefficient to the ground’s shear modu-
lus m, reinforcement volume fraction h, and spac-
ing s between two rows of bolts (see figure 2):

(9)

In what follows, to account for the progres-
sive decrease of the shear modulus as plasticity
occurs in the ground, we have assumed a reduced
value corresponding to one sixth of the theoretical
estimate. Computations are thus carried out with
cI � 60 MPa.m�2.

5 RESULTS

5.1 Displacements

In the first place, we compare the horizontal displace-
ments computed in the ground surrounding the tunnel
for the three computations. Figure 3 shows the con-
tour lines of the computed horizontal displacement
(for the three models, line 1 corresponds to 40 mm, line
2 to 35 mm, down to 5 mm for line 7).

In the results of computation 1, the contour lines
show the variations of the displacements between two
rows of bolts. (As mentioned before, the variations of
the displacements between two bolted planes in the
direction perpendicular to the mesh cannot be estimated
in plane strain in the simulation with bar elements). The
maximum computed horizontal displacement is 40 mm.

Computation 2 seems to underestimate the maxi-
mum horizontal displacement of the tunnel wall,
since the maximum computed displacement is 25 mm.
It is recalled that in this model, the displacement field
is the same for the ground and the bolts that are
“diluted” in it. This is a well-known feature of the
simplified homogenization model.

For computation 3, the figure shows the contour
lines of the horizontal displacement computed in the
matrix, which can be considered as an average value
of the displacement in the ground between the bolts,
and is no longer equal to the displacement of the rein-
forcement phase standing for the bolts. The introduc-
tion of an additional degree of freedom leads to
computed displacements that are relatively close to
those given by computation 1. In particular, the max-
imum value of the horizontal displacement is 33 mm.

More precisely, the wall displacement computed
with the three models used here is shown in figure 4
(displacements are magnified by a factor 150).
Computation 1 yields the only non-smooth profile,
given that the heads of the bolts have smaller displace-
ments. The calculation with the simplified homoge-
nization procedure gives a good estimate of the
displacements of the wall in the vicinity of the bolt
heads, but the multiphase model gives in addition the
amplitude of the displacements between the bolts.

5.2 Traction forces in the bolts

Finally, we analyse the traction forces in the bolts
derived from the different calculations. Bolt 1 is the bolt
placed vertically in the crown. Results are also given
for bolts 5 and 8, which are horizontal.

The main shortcoming of the simplified version of
the multiphase model (computation 2), which is equiv-
alent with the classical homogenization technique, lies
in the fact that it leads to maximum values of the trac-
tion forces at the tunnel wall, thus overestimating the
actual values (see notably bolt 5), which has important
consequences from a practical design viewpoint.
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Conversely, the complete multiphase model (com-
putation 3) leads to much more realistic estimates for
the traction forces in the bolts, which appear to be
much closer to the results obtained by a discretized
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a- Computation 1: special linear elements in the mesh

b- Computation 2: simplified homogenization approach

c- Computation 3: multiphase model (“matrix” phase)

Figure 3. Contour lines of the horizontal displacements.
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Figure 4. Displacements computed with the three models.
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Figure 5. Traction force in bolt 8 (horizontal).
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Figure 6. Traction force in bolt 5.
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approach (computation 1), both in terms of the value
and location of the maximum tensile force.

In the last place, the use of the multiphase model
makes it possible to use less refined meshes, since it is
no longer necessary to precisely specify the position
of the bolts, when elaborating such a mesh. Moreover,
it becomes much easier to undertake parametric stud-
ies on the various characteristics of the bolting system,
without it being necessary to modify the mesh in each
calculation.

6 CONCLUSION

Results show that the general strain pattern around
the tunnel is more or less the same for all approaches.
However, the simplified homogenization procedure
leads to results that are acceptable for the displace-
ments, but quite unsatisfactory as regards the evalua-
tion of the traction forces in the bolts.

It is worth noting that the computation carried out
with linear bar elements to account for the bolts can-
not be considered as the reference computation, since
it does not take into account the fact that the bolts do
not provide a continuous reinforcement in the direc-
tion of the tunnel axis. A complete three-dimensional
analysis, with an explicit description of the bolt-
ground interface, would be necessary to get such ref-
erence solution, but this is obviously out of reach with
current computation tools.

The multiphase model, though it does not provide
the local variations of the displacements of the ground,
may be, at least from a theoretical point of view, more
representative of the actual mechanical system. In any
case, it is encouraging to observe that computations 1
and 3, although based on different modeling techniques
regarding the bolts, provide quite convergent results.
In addition, the multiphase model allows for a signif-
icant reduction in the number of nodes needed to model
a bolt-supported tunnel, thus leading to an important
reduction of the computation times.

The next steps of the implementation as well as of
the validation of the multiphase model would consist
in incorporating this model into three-dimensional
finite element analysis, and discussing the validity of
the approach for the analysis of the failure of the bolt-
ing system. More specifically, the role played by the
limited strength of the grout sealing the bolts to the
ground, on the stability of tunnel faces remains to be
investigated by such a numerical tool.
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1 INTRODUCTION

When considering the long-term behavior of plugged
and abandoned solution mined caverns filled with
brine the question arises, if these caverns will be safe at
any point in time after plugging. Here safety has to be
investigated in terms of stability of the rock mass and
changes of the environment due to fluid migration or
brine disposition.

As a consequence of the creep behavior of rock salt,
the stressing of the rock mass and the geometrical lay-
out of the cavern a pressure build up in the fluid due to
volume convergence of the cavern will increase with
time. This leads to a state of stressing especially at the
cavern roof where the fluid (brine) pressure approaches
a level equal to or above the initial (primary) stresses
of the rock mass. Figure 1 shows a schematic sketch
of this pressure increase and a possible equilibrium
state. The factor x in figure 1 is close to 0.5*h for an
impermeable rock mass. Observations in field tests
and laboratory investigations however showed that a
permeation of fluid occurs, which is dependent on the
initial permeability and an increased secondary per-
meability. This fact may reduce the factor x signifi-
cantly and leads to an infiltration area of brine around
the cavern as shown qualitatively in the figure.

When taking into account an additional pressure
build up due to the reheating of the brine, which may
have a lower temperature than the rock mass at the time

of plugging, an intermediate state develops, before the
final equilibrium is reached.

Figure 2 shows, that this intermediate state can lead
to internal pressures significantly above the lithostatic
state of stresses.

From a rock mechanical and engineering point of
view the following questions have to be investigated
and evaluated:

• Can the pressure build up lead to the formation of
macroscopic fractures with subsequent rapid loss
of fluid and loss of the rock mass integrity?

Abandonment of caverns in rock salt mass

K. Staudtmeister & D. Zander-Schiebenhöfer
Institut für Unterirdisches Bauen, Universität Hannover, Hannover, Germany

ABSTRACT: When abandoning and sealing a cavern in rock salt mass after storage or brine production oper-
ations the cavern will usually be filled with brine. Cavity closure by creep of the salt rock mass and thermal
expansion of the brine lead to a pressure build-up, while infiltration of brine into the rock mass reduces the
internal cavern pressure. The internal pressure development of the cavern has to be calculated by a simultane-
ous computation of the state variables of all three systems involved (rock matrix, temperature, pore space)
assuming a coupling via the internal pressure of the cavern.

In order to cover all significant influencing factors the mechanical and thermal state variables of the rock
matrix as well as the pore pressure distribution have to be taken into account. The description of the infiltration
behaviour of the rock salt under stress conditions as existing under cavern abandonment conditions is based on
the results of the laboratory tests as well as on the results of field tests.

The main goal of the paper is to compare the results of numerical computations with respect to different cav-
ern configurations and abandonment conditions and to describe the effects of the results regarding the long-
term behaviour.
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Figure 1. Pressure build-up in a sealed brine filled cavern.
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• How can the interdependence between internal
cavern pressure and fluid loss into the rock mass be
described?

• What is the amount and extend of brine infiltration
into the rock mass due to an increased secondary
permeability?

2 BASIC MECHANISMS

In order to cover all significant influencing factors
the mechanical and thermal state variables of the rock
matrix as well as the pore pressure distribution have to
be taken into account. Figure 3 shows the most signif-
icant variables and mechanisms. Further the pressure
change in a sealed cavern is a coupled mechanism.

Cavity closure by creep of the salt rock mass and
thermal expansion of the brine lead to a pressure build-
up, while infiltration of brine into the rock mass reduces
the internal cavern pressure. Therefore the internal pres-
sure development of the cavern has to be calculated by
a simultaneous computation of the state variables of
all three systems involved (rock matrix, temperature,

pore space) assuming a coupling of all the systems of
state variables via the internal pressure of the cavern.

3 INFILTRATION CRITERIA

From laboratory tests different stress dependent crite-
ria for permeability development in rock salt have
been developed. The criteria describe the influence of
the stress state in terms of steff on the evolution of a
raised or secondary permeability.

(1)

st is the local tangential stress, which is the smaller
stress component tangential to the flow direction. p0
is the local pore pressure.

The IUB criterion states that a raised infiltration of
the cavern fluid starts as soon as one component of the
local principal stress state acting perpendicular to the
spreading direction of the infiltration is lower in level
than the internal cavern pressure acting at that point
in time, which is equal to the pore pressure at the cav-
ern boundary. The graphical representation of the cri-
terion is shown in figure 4.

kinit and ksec correspond to the initial permeability
and secondary permeability, respectively. steff is the
difference between the minimal principal stress act-
ing perpendicular to the flow direction and the pore
pressure p0. steff-min and steff-max are the limits of the
transition sector TS in which the development from an
initial to a secondary permeability takes place.

Two alternative criteria are depicted in the figures
5 and 6. They show similar characteristics leading to
an increase of permeability above a certain limit of
tangential effective stress.

4 COMPUTATIONS

For the software implementations DARCY’s law is
assumed for the brine flow. The treatment of the stress
permeability criteria was carried out on the prerequi-
site that there is only a coupling from the stress state
to the hydraulic parameters but not vice versa. Therefore
the stress state can be treated as input parameter in the
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Figure 2. Influence of the thermal expansion of the brine.
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form of the principal stresses for each element and time
step. In the hydraulic calculations each time step the
criterion is checked. The permeability at each point in
time is taken into account according to the formulation
of the chosen criterion. With respect to plugged cavern
investigations the variables of state for the three differ-
ent states of the rock mass (mechanical and thermal state
of the rock mass and pore pressure state in the pore
space of the rock mass) have to be calculated. As the
pore pressures and the variables of state in the rock
matrix are coupled from that point in time the cavern is
plugged, they then have to be calculated simultaneously.

During the time of plugging the variables of state
of each system (mechanical, hydraulical) are ruled by
the condition of the pressure build up in the cavern.
This internal cavern pressure build up is controlled by
the balance of the pressure changes due to

• cavern volume convergence,
• thermal expansion of the brine in the cavern and
• the infiltrated volume of the brine into the rock mass.

In a plugged cavern the state variables of the three dif-
ferent systems (mechanical variables of state for the
rock matrix, rock matrix temperature, pore pressure
in the pore spaces) influence each other by changing
the pressure level in the cavern. This is valid for every
point in time simultaneously as soon as the cavern is
sealed. This coupling can be expressed by a balance
in terms of pressure changes in the cavern within each
time interval from point in time ti�1 to ti.

(2)

with:

Dpi change of internal cavern pressure with respect
to the end of the time interval

Dpi
C change of internal cavern pressure due to cavern

volume convergence with respect to the end of
the time interval

Dpi
T change of internal cavern pressure due to ther-

mal expansion of the brine in the cavern as a
consequence to the warming up with respect
to the end of the time interval

Dpi
Q change of internal cavern pressure due to brine

infiltration into the rock mass with respect to
the end of the time interval

Dpi
S change of internal cavern pressure due to dis-

solution effects of salt in water under different
pressure and temperature effects with respect
to the end of the time interval

The theoretical determination of the individual pres-
sure changes is described in /13/. For conditions of
saturated brine at the time of plugging Dpi

S can be
neglected. The individual basic equations for heat
conduction and finite element formulations are com-
piled in some basic literature (Carlslaw & Jaeger
1978, Lewis & Schrefler 1987).

These changes in internal cavern pressure are cal-
culated for every time interval. But, due to the time
dependent material behavior of rock salt the solution
for the variables of state with respect to the rock matrix
have to be calculated by a time iteration scheme. Here
an implicit Newton- Raphson- formula is applied.
After every completed time iteration the variables of
state in the rock matrix are updated and the resulting
changes of the internal cavern pressure are calculated
again and updated. This second overlying iteration
scheme for the determination of the cavern pressure
change is continued until the calculated step by step
changes in internal cavern pressure are below an error
limit which is an input parameter.

Within this calculation process the pore pressures
are always calculated simultaneously with the variables
of state for the rock mass, because the permeabilities
are assumed to be dependent of the rock matrix stresses
via the tangential effective stress according to the three
different criteria.

5 SENSITIVITY STUDY

5.1 Procedure

Within a sensitivity study the influences of the vari-
ous boundary conditions and influencing parameters
for a plugged and abandoned cavern filled with brine
have been investigated. Starting with a reference model,
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built for a typical cylindrical cavern, for each case
study only one boundary value or parameter is varied.
The investigated cases of cavern configurations are
subdivided into four groups of study:

• geometrical parameters
• mechanical parameters
• hydraulic parameters
• thermal parameters

This paper gives by the way of example the results of
the reference case and the variation of initial temper-
ature conditions.

Geometric description
The assumed reference model is a cylindrical cavern
with a radius of 25 m and a height of 300 m, giving
geometrical volume of about 556,000 m3. The depth
of the cavern roof is located at 1,000 m. The cavern is
assumed to be a single cavern. The calculation model
starts at a depth of 700 m and spreads downwards to
the depth of 1,600 m.

Geologic description
The geologic formation is assumed to be entirely salt
within a range of depth between 700 and 1,600 m.
Geological layers other than salt are not considered in
the calculation model.

Rock mechanical material parameters
The salt material is assumed to have a Young’s Modulus
of 20,000 MPa with a Poisson’s ratio of 0.35. The creep
behavior is described by the material law LUBBY2
with a set of parameters as shown in table 1, that rep-
resent a medium creep ability against the background
of experience (Rokahr et al. 2002).

Hydraulic Description
The basic hydraulic parameters for the brine are taken
into account as follows (Durup 1994):

• brine density r � 1.208 t/m3

• dynamic viscosity of the brine m � 1.2 � 10�3Pa�s
• compressibility of the brine in the cavern

k � 2.7�10�41/MPa

Stress-Permeability Criterion
The permeability development with the tangential
effective stress is described by the IUB-Criterion.
Herein the following parameters are used:

• Starting point for the development of a secondary
permeability at tangential effective stresses steff
above 0 MPa.

• Maximum permeability is reached above steff �
2.5 MPa.

• Initial permeability is set to k � 10�22m2.
• Induced secondary permeability to k � 10�19m2.

Thermal description
The thermal conditions in the rock mass remain
unchanged with time. The temperature of the brine in
the cavern is considered equal at every depth to the state
of temperature in the rock mass at the cavern wall. The
brine in the cavern has already been reheated due to a
long time interval with the cavern filled with brine.
The coefficient of thermal expansion for the brine in
the cavern is assumed with aT � 4.75 � 10�41/K.

Primary state conditions
The primary state of stress is set equal to the stresses
according to the overburden with the average density
of the overburden rsalt � 2.18 t/m3. In the rock salt the
primary state of stress is assumed to be isotropic, i.e. the
primary stresses in all directions are equal at the same
depth.

As for the primary pore pressures they are consid-
ered to be equal to the halmostatic pressure (i.e. equal
to column of saturated brine) with the brine density
rbrine � 1.208 t/m3. The primary state of rock temper-
atures is calculated from the assumption that the tem-
perature in the rock mass at 1,000 m depth is 323 K
and the temperature gradient with depth is 0.03 K/m.

Loading conditions
Prior to plugging of the cavern the internal pressure is
equal to the brine column up to surface for approxi-
mately 3 years. This is necessary for the calculation of
a realistic stress state of the rock mass for the point in
time the cavern is plugged.

The investigated plugging interval is assumed with
100 years. This does not mean that caverns can only
be plugged for 100 years. In case the calculations
show still a pressure build up after this time interval
of plugging, the investigated time has to be extended.

Calculation results
After plugging the most part of internal pressure build
up in the cavern happens within the first 10 years. From
then on only marginal internal cavern pressure changes
occur. This can be observed in the principal stress vs.
time spread out in figure 7 for a point in the cavern roof
section. Close to the axis of symmetry two (tangential)
stress components must be very similar. One principal
stress component is equal to the internal cavern pres-
sure. After approximately four years this stress compo-
nent is equal to the circumferential stress component
��. After this point in time the internal pressure exceeds
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Table 1. Reference parameter set for LUBBY2 material law.

Parameter LUBBY2 – medium creep ability

h�*M, d � MPa 1.4 � 1014

m, 1/MPa �0.31
l, 1/K �0.05

Copyright © 2006 Taylor & Francis Group plc, London, UK



the circumferential stress. As proof of the coupling
rule the internal cavern pressure at the cavern wall has
to be equal to the pore pressure p0 and vice versa.

Along with the build up of the internal cavern pres-
sure the infiltration volume of brine develops as a
result of two effects:

• First the pressure itself produces a higher pressure
difference compared to the far field pressure and

• secondly the stress situation in the rock mass
changes with the circumferential stress at the cavern
wall being lower in level than the internal cavern
pressure.

Consequently, due to the adopted tangential effective
stress related permeability criterion, higher perme-
abilities are calculated for this specific area in the
rock mass and hence the flow of brine is accelerated.
Figure 8 shows the calculated values of the effective
tangential stress for the rock mass along the cavern
wall contour. After 100 years of plugging tensile tan-
gential effective stresses (positive values) are pro-
duced over the upper 170 m of the cavern contour.

The zone of enhanced permeabilities expands into
the rock mass with respect to time. This is shown in
figure 9 at 100 years after plugging. In the roof sec-
tion the zone of increased permeabilities at this point
in time extends about 4.5 m into the rock mass.

Finally the cavern volume convergence rate and
the accumulated brine infiltration volume have been
calculated. While the rate of cavern volume conver-
gence is down to below 0.1%/year, the flow rate of

brine infiltration is about 0.0016 m3/d. In total about
100 m3 of brine moved into the rock mass.

5.2 Variation of thermal initial condition

In this paper the following case will be presented in
comparison with the reference case. It considers a pre-
cooling of the rock mass as a consequence of a brine
temperature at a temperature level of 30 K below the
far field primary rock mass temperature during a time
period of 10 years before plugging.

After 100 years of reheating/plugging the brine tem-
perature approaches the level of the primary rock mass
temperature up to 3.1 K. Principally, when temperature
effects are included the plugging phase can be charac-
terized by three phases.

In the first phase immediately after plugging the
pressure in the cavern builds up faster than in the refer-
ence cavern configuration. About 10 years after plug-
ging the peak level is reached. The area in the rock mass
where the permeability is enhanced extends into the
rock mass and downwards along the cavern contour.
The greater the assumed initial gap of brine temperature
with respect to initial primary rock mass temperature
the higher this peak level of internal cavern pressure
develops.

The maximum values of the tangential effective
stress are higher compared with those for the reference
cavern configuration and are increasing with the differ-
ence between brine temperature and primary rock mass
temperature assumed at the beginning of sealing. For
the chosen example �T � 30 K the value for max steff
is 4.9 MPa. Figure 10 shows a plot for different points at
the cavern contour versus time.

The second phase of the plugging interval starts
around the point in time when the peak of the internal
cavern pressure is reached. The build up rate due to
thermal reheating declines, but the stresses immedi-
ately behind the cavern contour and along the cavern
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height are of such a state that leads to volume enlarge-
ment of the cavern. At a specific point in time of plug-
ging this divergent volume development consumes
the pressure build up by thermal reheating. Thus the
pressure in the cavern begins to decrease.

In the subsequent third phase of plugging the cav-
ern volume convergence starts again from the deeper
parts. While the cavern pressure is still decreasing, at
a certain point in time, starting from the cavern sump
the rock matrix stresses in the vicinity of the cavern
wall become higher than the internal cavern pressure.
At the same time the influence of the thermal induced
cavern pressure build-up fades out, because the
changes in temperature become smaller and smaller.
The investigated plugging interval was assumed to be
100 years. At the end of this time interval the vari-
ables of state in terms of cavern internal pressure and
rock mass temperature nearly reach the same level
compared with the reference cavern configuration.

6 CONCLUSIONS

As part of a concept for an abandoned brine-filled cav-
ern, confirmation is required that no macro-fracture
can develop starting from the inner wall of the cavity.
However, because brine infiltration into the rock cannot
be prevented, the volume of infiltrating brine and its
spread into the rock mass needs to be estimated.

It was revealed on the basis of the results of the lab-
oratory tests that the effective tangential stress �teff can

be utilized to describe zones of increased permeability
in the salt rock to indicate the start and extent of an
increased secondary permeability. Zones of these
increased secondary permeabilities can then be local-
ized as infiltration zones. The total amount of brine
injected into the rock mass serves as a measure of the
infiltration process.

If the reheating is taken into account considerable
higher values for the tangential effective stresses are
calculated. At the same time the pressure build-up time
for the maximum calculated cavern pressure is shorter.
But the peak levels for the tangential effective stresses
as well as for the internal cavern pressure are of an inter-
mediate state. After the peak level of the cavern pres-
sure is reached it decreases down to that level that has
been calculated for the cavern configuration where the
thermal effects of reheating are neglected.

The greater the temperature difference between
brine and the far field rock mass at plugging time the
higher the effective tangential stress will be. The
extension of the zones of enhanced permeabilities are
extended deeper into the rock and as well as deeper
down along the cavern wall. But again this is intermedi-
ate with plugging time and will level with the long-term
state for the same cavern configuration, if thermal
aspects can be neglected.

Consequently every cavern, which is to be aban-
doned, needs to be investigated on a project-specific
basis.
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1 INTRODUCTION

The long-term settlements of embankment could be
rather significant in soft and compressible soils in
coastland of Southeast China. The dissipation of
excess pore pressure produced during embankment
filling usually takes quite long time because of the
low permeability of soft soils. Consequently, the post-
construction settlement usually lasts as long as sev-
eral years and even several decades. Therefore, the
long-term behavior of shield tunnel, which is con-
structed crossing the new-built embankment, should
be concerned considering the evolution of post-
construction settlement with time in soft soils. Besides,
the post-construction settlement of embankment usually
leads to additional load applied on shied tunnel. The
post-construction settlement of new-built embankment
and result additional load will inevitably results in
longitudinal differential settlement of tunnels as well
as the additional bending moment and axial force of
tunnel lining.

Based on a case study, the long-term behavior of
shield tunnel crossing new-built embankment is stud-
ied using 2D FEM as well as in-situ monitoring data.

2 CASE STUDY

2.1 Introduction of the case study

The new-built embankment is 7.5m high above the
ground surface and with a trapeziform cross section of
79.7 m and 91 m wide in the upper and lower bound-
aries respectively. The underlying soils are characterized
by high water content and very low bearing capacity.

Eight shield tunnels are excavated with an eternal
diameter of 4.2 m crossing the embankment about
200 days after the embankment was finished. The
average depth of the tunnel center is about 12 m
beneath the ground surface. The shield tunnels are
used as water supply and drainage facilities for a
power plant. The plan relationship between the tun-
nels and the embankment is shown in Figure 1.

Long-term behavior of shield tunnel crossing the new-built 
embankment in soft soil

Jing-Ya Yan, Dong-Mei Zhang & Hong-Wei Huang
Department of Geotechnical Engineering, Tongji University, Shanghai, China

ABSTRACT: The significant influence of the post-construction settlement and additional load due to the
excessive settlement of embankment on the shield tunnel in long term is studied with numerical modeling. The FEM
code of Plaxis is adopted in the numerical simulation. The long-term longitudinal settlement as well as the bending
moments and axial forces of the tunnel lining are calculated considering the construction procedure of the embank-
ment. The influence of the post-construction settlement of the embankment on the long-term behavior of the tunnels
are studied and compared with in-situ measurements. Some conclusions are finally presented.
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Figure 1. Plane of the power plant.



The in-situ measurements of settlement have been
carried out. The measured data demonstrates that the
post-construction settlement is quite large and will
need long time to reach the stability.

2.2 Geological conditions

The tunnel studied here is the topside drainage tunnel
shown in Figure 1. The profile of embankment and
the tunnel is presented in Figure 2. The shield tunnel
of 4.2 m in external diameter was lined with pre-cast

concrete segments of 0.9 m long and 300 mm thick.
The total length of this tunnel is 306 m. The left head
of the tunnel was fixed with the pump shaft and right
one was located beneath the seabed. The distribution
of subsoil is shown as Figure 2. The subsoil is charac-
terized by a relatively low degree of consolidation and
high water content, and the undrained shear strength
is correspondingly low. The prefabricated vertical
drain method (PVD) was employed to accelerate the
dissipation of the excess pore pressure cause by the
embankment filling in the vertical direction.
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Table 1. Material properties adopted in the numerical analysis.

Layer Mud Muddy clay Clay Silty clay Rock Staunch soil

Constitutive model Soft soil creep model Mohr-Coulomb model

Water content v (%) 63.4 63.3 47.4 31.7 – –
Unit weight g (kN/m3) 16.3 17.5 19.2 19 27 19.2
Young’s modulus E (MPa) 5.76 8.64 16.92 19.2 6.7E�04 16.82
Poisson’s ratio v 0.35 0.35 0.35 0.3 0.2 0.3
Cohesion c (kPa) 8.7 10.2 20.1 9.1 35 17.7
Angle of shearing (°) 13.6 14.7 17.7 26 7.18 20.1
resistance f

Permeability coefficient kh (m/d) 1.47E�04 2.59E�04 2.16E�03 4.00E�03 – 2.16E�03
Permeability coefficient kv (m/d) 1.47E�04 2.59E�04 2.16E�03 4.00E�03 – 2.16E�03
Modified compression 0.06 0.05 0.037 – – –
index l*

Modified swelling index k* 0.007 0.0075 0.006 – – –
Secondary compression 0.0008 0.0008 0.0008 – – –
index m*



3 NUMERICAL SIMULATION

Numerical analysis in the current investigation was
conducted using the two-dimensional FEM PLAXIS
(Brinkgreve and Bermeer, 1998). Fifteen node trian-
gular elements were adopted in all finite element 
calculations.

3.1 Longitudinal settlement of tunnel

The behavior of the embankment stone is assumed to
be governed by a linear-elastic relation with a Young’s
modulus E � 4500 MPa and a Poisson’s ratio n � 0.2.
The tunnel was assumed to be a very soft beam for its
large slenderness ratio. The upper three layer soils
were modeled using soft soil creep model to consid-
ering the creep behavior. The staunch soil of embank-
ment and the lower two layers subsoil were supposed
to be governed by an elastic perfectly-plastic constitutive
relationship based on the Mohr-Coulomb criterion.
Table 1 gives the parameters of the different material.

The dimensions of the mesh are given in terms of
tunnel length and embankment height. The bottom
boundary is fixed in all direction, and nodes on the
two lateral boundaries are only allowed to move in
vertical direction. The upper surface is free in dis-
placement. Due to the pile foundation of the pump
shaft, the pump shaft is assumed to be fixed; the left
extent of mesh is located at the pump shaft. As for the
consolidation boundary of the model, the bottom and
two lateral boundaries are modeled as undrained. The
finite element mesh used in numerical modeling is
presented in Figure 3.

In the analysis, the embankment construction was
modeled adopting consecutive filling to 1 m, 2.5 m,
4.2 m, 5.5 m, 6.5 m and 7.5 m similar to that followed
during field construction.

3.2 Internal force of tunnel lining due to excessive
settlement of embankment

In the analysis, three sections were chosen according
to the different height of embankment. The locations
of three sections are given in Figure 2. In order to
consider the influence of the post-construction settle-
ment of embankment, two simulations are carried out.
One is that the embankment was modeled according to

the field construction process of the embankment. And
in the other calculation, the embankment was assumed
to be additional load according to its weight to obtain
the force diagram of tunnel lining without influence
of long-term behavior. Then the comparison between
two calculations was presented.

The soils parameters, boundary conditions and the
cases of simulation are all refer to that adopted in the
modeling of longitudinal settlement. The finite ele-
ment mesh used in numerical modeling is presented
in Figure 4.

4 NUMERICAL MODELING RESULTS AND
COMPARISON WITH MEASUREMENTS

4.1 Embankment base settlement

The monitoring program involved the measurements of
(1) the vertical displacement of the embankment base
and (2) the settlement of the tunnel. Only one set of the
measurements was represented in Figure 2 correspon-
ding to point A. Figure 5 compares the computed and
monitored time-settlement curve of point A at the
embankment base. The monitored data is from begin-
ning of embankment construction to 233 days after
completion of construction, total 653 days. Figure 5
shows a good agreement between the computed and
monitored response and demonstrates that the post-
construction settlement is quite large and will need
long time to reach the stability.

4.2 Longitudinal settlement of tunnel

The settlement along tunnel is shown in Figure 6. The
post-construction settlement of new-built embankment
resulted in longitudinal differential settlement of tun-
nel. In Figure 6, one can find the maximum settlement
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Figure 3. The finite element mesh used in numerical 
modeling.

Figure 4. The finite element mesh used in numerical 
modeling.



of 463.3 mm was attained at the location beneath the
middle of embankment.

Figure 7 presents the comparison development
between the computed and monitored settlements cor-
responding to 40 days after completion of tunnel con-
struction. It shows a great agreement between the
computed and monitored curve along the middle two
quarters of the embankment base, which are of major

concern. However, the computed settlement is less than
the monitored settlement near the embankment toes.

4.3 Internal force of tunnel lining due to excessive
settlement of embankment

Table 2 gives the comparison of the bending moment
and axial force of tunnel lining between with- and

356

-6000

-5000

-4000

-3000

-2000

-1000

0

0 5000 10000 15000 20000

S
et

tle
m

en
t (

m
m

)

Time (day)

2D FEM (point A)
Monitoring

Figure 5. The time-settlement curve of point A.

-500

-400

-300

-200

-100

0 50 100 150 200 250 300

S
et

tle
m

en
t (

m
m

)

Length (m)

(105.8, -463.3)

Factory Embankment SeaPumping house

Figure 6. The final settlement trend along tunnel.

-18
-16
-14
-12
-10
-8
-6
-4
-2
0

0 20 40 60 80 100 120 140 160 180

2D FEM

Monitoring

S
et

tle
m

en
t (

m
m

)

Length (m)

Middle of embankment

Figure 7. The comparison of calculated and measured tunnel settlement.



without-considering the influence of the embankment
construction process corresponding to three sections.

It can be found that the bending moment and axial
force distribution is similar regardless of considering
the influence of the post-construction settlement of
embankment or not. The maximum bending moment
occurred at bottom of tunnel while the maximum axial
force occurred at spring-line. The larger of the post-
construction settlement of tunnel, the bigger increase
of the bending moment of tunnel lining. However, com-
pared to the bending moment, the axial force is less
changed.

5 CONCLUSIONS

The influence on the shield tunnel of the post-
construction settlement and additional load due to the
excessive settlement of embankment in long term was
studied based on numerical analysis and in-situ data.
The main conclusions can be drawn as follows:

1. The long-term settlements of embankment in soft
and compressible soils in coastland of Southeast
China is quite large and need long time to reach the
stability.

2. The post-construction settlement of new-built
embankment resulted in large longitudinal differ-
ential settlement of tunnel crossing the embank-
ment. And the maximum settlement occurred at
the middle of embankment. Some actions have
already been taken to minish the differential settle-
ment such as ground improvement beneath tunnel
and design an original curvature for tunnel during
the construction.

3. The post-construction settlement and differential
settlement of tunnel can also result in the addi-
tional bending moment and axial force of tunnel
lining besides the additional load of embankment.
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Table 2. Bending moments and axial forces in the tunnel lining.

Mmax (kN�m/m) Nmax (kN/m)

Considering Considering

Completion of Stable Completion of Stable
Without tunnel state Without tunnel state

Section 1 A 47.39 59.29 94.93 �210.59 �269.49 �232.66
B 48.72 60.44 97.38 �238.63 �297.69 �261.63
C �49.68 �60.76 �96.69 �306.47 �382.46 �400.64

Section 2 A 78.98 79.74 136.95 �391.12 �370.03 �309.44
B 80.48 80.94 141.74 �420.38 �399.48 �339.40
C �82.76 �81.05 �139.55 �542.88 �513.78 �541.51

Section 3 A 103.56 105.83 181.76 �530.62 �453.88 �374.53
B 105.05 106.62 188.16 �559.86 �483.58 �405.83
C �108.26 �106.05 �183.65 �724.84 �631.87 �665.76

C

B

A
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1 INTRODUCTION

Real estimation of mechanical parameters, analysis of
materials behavior during and after excavation, using
appropriate excavation methods based on material
types and available technology and finally, adequate
design and performance of preliminary and secondary
support systems are most important considerations for
underground projects. Reliable and accurate estimation
of these factors could increase safety and construction
rate and reduce costs and risk of projects. Among these
parameters selection of appropriate analytical method
has important role in design stage. For the most of tun-
nel projects, it seems that using of two-dimensional
methods is suitable and compatible with real condition
and the results are comparable with instrumentation
outputs. Using three dimensional methods needs an
extremely large number of numerical efforts and steps
(Vermeer et al., 2001). However, for some under-
ground projects application of three-dimensional (3D)

geometry is required. Underground control rooms and
caverns are examples. The geometry of such structures
makes it necessary to perform 3D analysis.

In this paper back analysis of an underground control
room for a dam project is performed using 3D numeri-
cal method based on observed data and appropriate
strength parameters and excavation details and
sequences are proposed.

There are 3 main focuses of tunnel analyses
(Vermeer et al., 2001), i.e.

A tunnel heading stability
B surface settlements
C loads on lining.

The main focus will be on tunnel heading stabil-
ity and loads on lining. For this purpose, a 3D sequen-
tial excavation is simulated and results have been
discussed for optimizing excavation plan and prelimi-
nary support design with considering safety and cost.

Excavation plan and preliminary support design of an underground
control room using 3D analysis in soft and weathered rocks

F. Vahedi Fard & M. Talebi
Abgeer Consulting Engineers, Tehran, Iran

F. Jafarzadeh
Sharif University of Technology & Abgeer Consulting Engineers, Tehran, Iran

M. Dianat Nejad
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ABSTRACT: In this paper, proper and safe planning of excavation method and design of support system in
very weak rocks with case study of control room of Silveh dam are discussed. Silveh earth-storage dam, with
102 m height; is under construction in North-West of Iran.

Due to numerous and various tectonic occurrences, the area of dam site is known as a high activity zone of
Iran. In purposed location of control room, bedrock contains mostly weathered and crushed Shale and Schist.
60 m overburden and finite aquifers are another specific concern of this project.

In this paper by using 3D finite element modeling, different stages of excavation and support system instal-
lation have been analyzed for the explained control room. In this manner, stage excavation method (in accor-
dance with NATM) is proposed. Finally, it is shown that allowable factor of safety is achievable by careful
observing of all components of proposed support system. Plaxis 3D Tunnel software is applied for all of numer-
ical modeling and analysis.
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2 CASE OF STUDY

2.1 Project specification

Silveh dam project is located in the Northwest of Iran
on the Lavin River and mainly consists of:

– An embankment dam with a clay core, 102 m high
and 750 m long at the crest elevation (1589.0 masl.);

– A diversion tunnel on the left bank with 5 m diam-
eter and 841 m length;

– A ventilation shaft, 5 m diameter;
– A spillway on the right bank, 564 m long and 50 m

wide and
– A control room in intersection of the access gallery

and diversion tunnel, 12 m long and 13 m height.

The construction operation started on March 2004
with excavation of diversion tunnel. Due to complex
geology and tectonic conditions, this tunnel has its
share of problems during construction. Convergency
measurements have been installed at 5 stations along
diversion tunnel. Measured data showed that there
was a considerable deformation in the walls at tunnel
outlet, resulting in cracks in shotcrete. The prelimi-
nary strength parameters of materials have been mod-
ified by considering convergency measurement data
in a 3D back analysis process (Ledeama et al.).

In detailed design phase of project studies, a control
room has been proposed in intersection of the access
gallery and diversion tunnel, with 12 m long and 13 m
height. Like diversion tunnel site, in this area, bedrock
contains mostly unequal frequency of weathered and
crushed Shale and Schist that has been induced by
activity of major and minor existing faults in vicinity
of dam site. These faults cause to crushing and intense
reducing in bedrock quality. 60 m overburden and finite
aquifers make other serious concerns for construction
of this cave.

In this paper proper and safe excavation method and
design of support system in very weak rocks with case
study of control room of Silveh dam are discussed.
Silveh earth-storage dam, with 89 m height and 750 m
dam crest length; is under construction in North-West
of Iran. At the moment water diversion system is car-
ried out with excavating a tunnel with 841 m length
located at the left abutment of dam valley. The valve
chamber of Silveh dam is planed at control room
located in intersection of the diversion tunnel with
inspection gallery underneath of dam body axis. This
chamber has spherical shape, 12 m length, and 13 m
height of excavation (Abgeer Consulting Engineers,
1998 & 2004)

2.2 Site geology

The area is located in the Sanandaj-Sirjan geo-structural
zone where both mountain ranges and the main faults

have Northwest-Southeast trend. Many tectonic activ-
ities such as strong folding and faulting accompanied
by low metamorphism have affected this zone. Lavin
fault is the main active fault of the concerned area
passing along the Lavin River.

Control room is located in the left bank of the river
and oblique faults branching out of the Lavin fault cross
the diversion tunnel alignment. A thick overburden has
covered the abutment and slopes; therefore, exact
location of the faults cannot be determined easily.

The area consists of intercalation of Shale, Schist and
dolomitic limestone. The rock mass, which is affected
by faulting, folding and metamorphism are highly frac-
tured and well jointed.

Three boreholes were drilled and 23 geo-electrical
profiles carried out along and perpendicular to the
diversion tunnel alignment. The specifications of major
and minor faults were clarified based on the results of
these explorations (Abgeer Consulting Engineers,
2002 & 2004).

3 EXCAVATION AND TEMPORARY
SUPPORT SYSTEM

Due to poor quality of faulted zone in left abutment,
an extensive soft rock support system has been fore-
seen during the detailed design stage. It will be pro-
posed to excavate the control room in accordance
with NATM method by sequential construction of top
heading followed by bench and invert.

After each stage, shotcrete in section and front plane,
radius grouting with 5 to10 m depth and installation
of steel frames at 0.5 m spaces are planed for tempo-
rary support of cave. Also, the drainage system has
been proposed for increasing the short-term safety.
Cross section of the control room is shown in Figure 1.
(Abgeer Consulting Engineers, 2002 & 2004).
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Figure 1. Designed section of the control room.
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4 NUMERICAL ANALYSIS

4.1 Plaxis 3D tunnel

The Plaxis 3D tunnel program is a geotechnical finite
element package specifically intended for the 3D
dimensional analysis of deformation and stability in
tunnel projects. In this program using of advanced
constitutive models for simulation of the nonlinear,
time-dependent and anisotropic behavior of soils and
rock is possible (Brinkgreve et al., 2001). It offers a
convenient option to create circular and noncircular
tunnel sections composed of arcs and lines.

4.2 Geometrical model

Geometrical section of control room is shown in
Figure 1. According to Figure 2, length of this room is
about 10 m that is excavated in four 2.5 m stages.

Three dimensional wedge type elements with 15
nodes are used and total numbers of the elements
were 1920 in numerical models. As seen in Figure 2,
for increasing the accuracy of calculation, the FEM
mesh is finer near tunnel and is coarser outward.

Geometrical section of control room simulated in
this analysis has been presented in Figure 3. The section
has been divided into 3 parts representing excavation
stages (Abgeer Consulting Engineers, 1998 & 2004).

Sequential excavation has been presented in Figures
3 and 4. First, top segment then middle segment and
finally lower segment of cave is removed accordingly
excavation process. After each stage, temporary sup-
porting was performed. Therefore, stability of control
room along excavating is kept.

4.3 Geotechnical parameters

Major parameters used in this paper are listed in Table 1.
These parameters are based on field and laboratory
geotechnical explorations. Ground water level is pre-
sumed in depth of 20 m below the ground surface. This
assumption was presumed based on excavating in dry
season.
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Figure 2. Generated mesh for numerical modeling.
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Figure 3. Geometrical section of control room.

Figure 4. Sequential excavation modeling.

Table 1. Geomechanical parameters of material (resulted
from back analysis).

High fractured, Schist
Parameter/material type and Shale

Ed (MPa) 294
Cohesion, c (MPa) 0.195
Friction angle, � (Degree) 16
At rest parameter ratio, K0 0.7
Natural density, � (kN/m3) 22
Saturation density, �sat (kN/m3) 23
Poisson ratio, � 0.3
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To estimate the parameters, following cases was
considered:

1. Sequential excavations of section of control room;
2. Shotcrete of section and front plane of tunnel after

each stage;
3. Support installation at excavated section immedi-

ately after excavating;
4. Draining in order to decrease pore water pressure

by constructing proper radial drainage;
5. Radial consolidation grouting, 5 to 10 m length.

The sequential excavations of front plane and tunnel
were analyzed with the elastoplastic Mohr-Coulomb
(MC) model. Its major parameters are cohesion, c;
and friction angle, �. Other parameters of this model
are Young’s modulus, E; and Poisson ratio, �.

4.4 Results

Vertical deformation contours of control room at the
end of excavation have been shown in Figure 5. As is
clear from this figure, maximum displacement has been
occurred in bottom of the cave and its value exceeds
11 cm upward demonstrating necessity of floor support
installation. In top of the tunnel, maximum settlement
is about 9 cm (Figure 5). Due to high depth of tunnel,
displacement of ground level as can be seen in Figure 6,
is low and equals to 12 mm.

In Figure 7, longitudinal deformation of tunnel head-
ing has been shown at the end of the excavation process.
Maximum corresponding value as can be seen in
Figure 7, occurs at the center of front plane and equals
to 24 cm toward removed zone. In Figures 8 and 9,
vertical and total displacement contours at section pass-
ing from control room axis has been presented; respec-
tively. This is clear that maximum movement take
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Figure 5. Vertical displacement contours at the end of
excavation (max: 11 cm).

12 m
m

Figure 6. Settlement of ground level due to control room
construction (max: 12 mm).

Figure 7. Heading longitudinal displacement at the end of
construction (max: 24 cm).

Figure 8. Vertical displacement at section passing from
control room axis (max: 11 cm).
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places at front plane. With regarding to results of
analysis and wall improvement operation immediately
after excavation, one of the most important subjects
in evaluation of performance of tunnel construction is
front plane behavior. This evaluation could not be
observed in 2D analysis because 2D analysis is 
conducted by plane strain assumption that is unable to
simulate longitudinal movement.

Therefore one of the most important results of this
analysis is movement of front plane and its effect on
excavation stability that can be modeled only in 3D
analysis

Variations of maximum movement of supporting
structure at the end of construction that can be seen in
Figures 10 to 13 indicate that movements are relatively

small and in acceptable range. It should be mentioned
that this maximum displacement occurs at the entrance
of control room and decreases gradually toward the
inside of chamber.

363

Figure 9. Total displacement at section passing from con-
trol room axis (max: 24 cm).

E

D

Figure 10. Crown support displacement at the end of con-
struction (max: 14 cm).

C 

D 

Figure 11. Top bench support displacement at the end of
construction (max: 17 cm).

C 

B

Figure 12. Bottom bench support displacement at the end
of construction (max: 17 cm).
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5 SAFETY FACTOR

To investigate the stability of control room after excavat-
ing, stability analysis in order to determine of safety
factor against failure was conducted. There is an option
in Plaxis to compute safety factor. This option is Phi-c
reduction in which strength parameters tan � and c of
soil are successively reduced until failure of the struc-
ture occurs. In this approach, the factor of safety is
defined as (Vermeer et al., 2002):

(1)

where cfailure and tan ffailure are values at failure
obtained by reducing the real shear strength parame-
ters stepwise down to failure in an elastoplastic
FE-analysis. According to results of this analysis, the
factor of safety is about 1.78. The results are shown in
Figures 14 and 15. As can be seen in Figure 14, criti-
cal instability is caused by front plane movement that
has a significant effect on stability of excavation. This
shows therefore that cave instability begins from front
plane.

6 DISCUSSION AND CONCLUSION

In this paper, stability of temporary supports of con-
trol room with regard to real conditions and reports of
Silveh dam project were investigated. Accordingly
the following conclusions were obtained:

– It has been shown that a full 3D analysis of tunnel
excavation is needed for the prediction of move-
ment of front plane which can not be found in a 2D
calculation.

– The current situation of control room located on
fault axis, due to high tectonic activity has risky
and unpredictable conditions. According to previous
experience and results of analysis, construction of
control room with 12 m height in this area is hard
and dangerous. Accordingly, it is recommended to
change (if possible) the location of control room
and construct it in an area with better conditions.
Otherwise, if the location of control room does not
change, all practical concerns should be noticed
and optimized along excavation process.

– Because of unpleasant effect of water in decreasing
strength parameters that can clearly be seen in
analysis, it is recommended that excavation process
is conducted at dry seasons and excavating and
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B 

A

Figure 13. Invert support displacement at the end of 
construction (max: 11 cm).

Figure 14. Displacement at section passing from control
room axis in stability analysis (S.F. � 1.78).

Figure 15. Performed calculation in stability analysis
(S.F. � 1.78).
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supporting of control room with a proper schedule
is completed from 2 to 3 months after beginning.

– In each section, excavation process is conducted in
3 stages including crown segment, bench segment
and invert segment. After each stage, temporary
support with regard to all proposed practical order
is performed. Sequential excavations and support-
ing have significant effect on increasing safety of
excavation and temporary stability of control room.

– Due to safety problem, permanent support installa-
tion is necessary immediately after primary sup-
port installation.

– Based on the details presented in this paper, perma-
nent installation for control room is performed in
three stages:
– Steel ribs installation every 50 cm
– Shotcrete
– Radial consolidation grouting, 5 to 10 m length
with regard to cement absorption.

For all presented numerical simulation results in
this paper, it is assumed that all of the aforementioned
stages are conducted in a convenient quality by an
experienced contractor. Otherwise safety and stability
is not satisfied.

Deformation control of the structure is very impor-
tant for stability of the excavation in all sequences.
Therefore, instrumentation and monitoring of the

structure is essential. Based on instrumentation obser-
vation and results, back analysis may be performed to
update parameters and also primary and permanent
support details.
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1 INTRODUCTION

The multi-purpose hydraulic system of Socorridos,
located in Madeira Island, is composed of a vast net-
work of reservoirs, tunnels and channels with the pur-
pose of producing electric energy and supplying water
to the region. The Socorridos pumping station belongs
to this system and has four powerful pumps that, dur-
ing low-consumption periods, send the water back to a
reservoir located 460 m above in order to be reutilized
by the turbines of an existent hydroelectric plant.

Due to its high complexity, particular care was
assigned to the design and construction of the cavern
for the pumping station (Fig. 1).

The main concerns were the geological and geotech-
nical characterization of the rock mass, the complete
numerical modelling of the construction process and

the observation scheme to be adopted during the exe-
cution of the relevant works (Cenorgeo, 2005).

In this article, after a brief description of the pro-
ject, special attention is given to the numerical mod-
elling used for the design and to the confrontation of
the predicted results with the observed ones during
the construction works.

2 PROJECT CHARACTERISTICS

2.1 Location and geometry

Due to functional specifications, the location of the
pumping station inside the volcanic rock mass was
conditioned and so the portal is levelled with the
embankment platform at the base of the slope, as seen
in Figure 1a. Consequently, the cavern has a max-
imum cover of 22 m.

The dimensions of the cavern (Figs 2, 3), defined
to allow the placement of the four pumps, as well as
all the needed accessories, are 26 m (height), 12 m
(width) and 44 m (length).

2.2 Geological-geotechnical characterization

Apart from the initial surface geological survey, the
characterization of the rock mass included the execu-
tion of six rotary boreholes (f76 mm). These allowed
the recovering of rock samples for laboratory testing,
the definition of the stratigraphy and the execution of
six Lugeon tests and 20 dilatometer tests (LNEC), in
order to characterize the permeability and the deforma-
bility of the rock mass, respectively.

Socorridos pumping station – numerical modelling

António Pedro & Jorge Almeida e Sousa
Department of Civil Engineering, University of Coimbra, Coimbra, Portugal

António Ambrósio & José Mateus de Brito
Cenorgeo, Lisbon, Portugal

ABSTRACT: The Socorridos pumping station is located in Madeira Island, Portugal, and is part of a system
conceived to reutilize the water flow from a hydroelectric plant. This underground structure is 26 m high, 12 m
wide and the rock mass at the site is of volcanic origin. In this article a brief description of the main character-
istics of the project is presented and the results predicted by the design are compared with the values given by
the instrumentation.

Figure 1. General view of the Socorridos pumping station
– a) exterior; b) interior.
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With the recovered samples, 11 uniaxial compres-
sion tests were performed to evaluate the mechanical
characteristics of the material. Further tests were con-
ducted to determine its unit weight and porosity.

The rock mass zoning was established according to
the geological survey, the results obtained during the
drilling and the subsequent testing results and the experi-
ence of the designer in projects in similar materials.

Two distinct complexes with an almost horizontal
interface were defined in the zone of the cavern excava-
tion (Fig. 4). The first is located in the roof arch of the
cavern and is constituted by consolidated and hetero-
geneous recent deposits – alluvia. The second, where
most of the excavation is going to be performed, is
composed of a mass of vulcanic breccia.

The geotechnical parameters defined as being the
most representative ones for the two complexes are
presented in Table 1 (Ambrósio et al. 2006).

2.3 Construction method and support system

Due to the geological and geotechnical characteristics
of the hillside where the portal of the pumping station

is located, the construction works started with its 
consolidation.

When this phase ended, the excavation of the sta-
tion was started from the top by levels. Limits to the
progression of the excavation were prescribed accord-
ing to the geotechnical characteristics of the materials
found during the works.

Because the roof arch has a small cover and is
totally located in alluvia, the excavation of the cross
section in the upper part of the cavern had to be done
in more than one stage, as seen in Figure 3a. Firstly, a
pilot tunnel was built with excavation steps of 1 m,
which allowed to verify and validate the assumed
geological and geotechnical conditions. Then, the
complete top heading and the first bench were excav-
ated, leaving a 12 m distance between each section.

The primary support used in the top heading 
(Fig. 3b) consisted in 20 cm thick of shotcrete with
fibre reinforcement and steel ribs (HEB200) spaced
1 m, supported at the base by 9 m long rockbolts (self-
boring MAI R38N). For the pilot tunnel, it was used a
support consisting of shotcrete with fibres (15 cm
thick) with HEB140 steel ribs spaced 1 m. All the upper
zone of the cavern, excavated in recent deposits, was
executed under the protection of a group of three sets
of f73 mm SCH40 forepoles, spaced 30 cm, each
with a total length of 12 m.

The lower levels of the station were built in levels,
3 m high, allowing excavation steps of 3 m (12 m
apart between different levels) in the longitudinal
direction. The primary support for this part of the
structure consisted of shotcrete with fibres (20 cm
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Figure 4. Geotechnical and geological profile.

Table 1. Geotechnical parameters.

g f� c� E 
Complex (kN/m3) (°) (kPa) (GPa) y K0

Alluvia 21 32 60 1 0.38 0.65
Breccia 22 36 80 1.5 0.38 0.65

Figure 2. Top view and monitoring profiles.

Figure 3. Geometry and instrumentation profiles – a)
cross section; b) longitudinal profile.
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thick) and a rockbolt mesh of 1.5�2.0 m, to prevent
the rock mass from decompressing causing, eventu-
ally, blocks from falling. For the upper levels, self-
boring, 9 m long MAI R38N rockbolts were adopted
while for the lower levels, 6 m long Super Swellex
bolts were chosen (Figs 3, 5b).

For the top walls, it was used shotcrete with fibres
(20 cm thick). Also rockbolts were applied in the
same pattern and kind as described for the transverse
direction.

2.4 Instrumentation and observation

Considering the specific aspects of the project, the
geotechnical and geological conditions of the site, and
the spatial configuration of the cavern, an instrumen-
tation plan was defined in order to allow: i) evaluation
of safety during construction works; ii) comparison
between the design assumptions and the observed
behaviour; iii) extrapolation of the behaviour from the
early stages of excavation to the later ones, in order to
modify and adapt, if necessary, the construction
methodology and the structural solutions according to
the observed displacements of the rock mass.

In order to achieve this purpose, six instrumenta-
tion profiles were defined, with a distance of 7 m
between them, which allowed measuring the follow-
ing quantities: i) superficial settlements – 24 settle-
ment gauges; ii) sub-surface vertical movements – six
extensometer rods with two reading points each; iii)
lateral movements – four inclinometers; iv) and con-
vergences – through the use of several survey points.
The location of these instruments is shown in Figure 3.

3 NUMERICAL MODELLING

3.1 General aspects

Due to the complex geometry and stratigraphy, 3D
and 2D analyses were conducted in order to verify
both the construction method and the chosen primary
support. The 3D analyses were performed by the
Finite Element Method software package PLAXIS
3D TUNNEL v1.2, which enabled the modelling of
the soil-structure interaction and the complete excava-
tion sequence. In Figure 5a, the finite element mesh
used for stage 127 is shown. The entire calculation of
the structure included a total of 142 phases, taking
almost 16 hours to run (29000 elements mesh).

The behaviour of the rock mass was modelled by
the Mohr-Coulomb model with the parameters pre-
sented in Table 1.

Particular care was given to the 3D modelling of
the support where shell elements were used to model
the vertical walls and the roof arch; solid elements
were used to model the top walls and the forepoles
and geotextile elements for rockbolts (Fig. 7).

Tables 2 and 3 present the properties of all mater-
ials used to model the primary support.

The performed calculations characterized the
expected displacements, used to define the warning
levels for the structure, the stress state during the 
construction sequence and the forces in the structural
elements of the support and, in particular, in the 
rockbolts.

369

Figure 5. a) Finite element mesh (phase 127); b) adopted
construction sequence.

Figure 6. Primary support model of the pumping station.

Figure 7. Terrain modelling – a) excavation; b) embank-
ment; c) final aspect.
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3.2 Initial stress state

Because of the irregular terrain profile, it’s difficult to
simulate in PLAXIS 3D TUNNEL the initial stress
state. To overcome this difficulty, two solutions were.
In the first one, the initial stress state was determined
by the unit weight of the terrain (and K0) for the
whole mesh. Then, the alluvia were excavated in
sequence until the desired terrain profile was
obtained. In the second solution, the initial stress state
was only generated for the breccia, followed by the
staged construction of an embankment until the
desired profile was reached (Fig. 7).

In Figure 8 the relative shear stresses for the two
models are presented and it can be seen that the excava-
tion procedure leads to higher stress levels and even
to some plastification (Fig. 8a). The embankment
model has, in general, lower stress levels, except near
the portal zone where some of the stress points have
reached the failure criterion (Fig. 8b).

3.3 Comparison between the two models

Eventhough the two models depart from different 
initial stress states, the results obtained after the 

excavation of the cavern were quite similar, especially
for deformations.

The calculated vertical displacements for the last
phase of the calculation are shown in Figure 9, where
no significant differences between the two models
can be pointed out. In both models, the maximum
vertical displacement occurs at the top of the roof
arch, in a section 15 m from the end of the cavern.
Another important conclusion is that the excavation
of the cavern doesn’t seem to influence the stability of
the hillside because no internal relevant displace-
ments were obtained in the calculations.

From Figure 10 it is possible to conclude that the
vertical displacements are similar for the two models,
not only for the last phase but also during the com-
plete excavation process. Another conclusion is that
the largest percentage of displacements happens
when the pilot tunnel is widened to the top heading.
This effect tends to be reduced when the points are
closer to the surface (point A0). After the conclusion
of the top heading, it can be observed that the evolu-
tion of the displacements is almost constant in depth.

For horizontal displacements, a difference, although
very small, resulted from the two calculations. The
larger deformations were obtained when the terrain
profile was generated by excavation (Fig. 11).
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Figure 9. Vertical displacements – a) excavation model; 
b) embankment model.

Figure 10. Evolution of vertical displacements – Profile P4.

Table 2. Rockbolts properties.

Dext e A EA Qfail
Designation (mm) (mm) (mm2) (�103) (ton)

MAI R38N 37 9.5 717 150.6 50
S. Swellex 54 3.0 480 100.9 17

Table 3. Structural elements properties.

g EA EI 
Designation (kN/m3) (�106) (�103) y

BP20 24 5.80 19.3 0.2
BP15 � HEB 25 5.25 11.3 0.2
BP20 � HEB 25 7.44 31.3 0.2
Forepoles – 1.60 85.3 0.2

Figure 8. Relative shear stresses (initial stress state) – a)
excavation model; b) embankment model.
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From the results of the 3D calculations, it can be
concluded that rockbolts are indeed very important to
maintain the stability of the vertical walls of the cav-
ern. Due to this fact, several parametric studies were
conducted in order to determine the influence of
some parameters (both geotechnical and geometrical)
in the rockbolt’s mobilized axial force. In Figure 12
the result of one of these studies is shown for the two
models. It can be concluded that if the rockbolt’s
spacing is changed from 1 to 2 m, the axial force
becomes larger, but still far away from the failure
loads (Table 2). It can also be seen that the mobilized
forces are equivalent in both models, mainly in the
upper levels. In the lower levels, the excavation model
originates larger values.

From the economical and structural point of view,
this parametric study allowed the designer to achieve
an optimal solution for the bolt mesh.

4 COMPARISON BETWEEN THE PREDICTED
AND OBSERVED RESULTS

As shown in the previous sections, no relevant differ-
ences between the two models were found and so the
comparisons will only regard the observation data
and the results given by the embankment model.

Figures 13 to 15 show both the vertical displace-
ments yielded by the 3D calculation and the observa-
tion data from two profiles (P2 and P4).

The first figure has the results for profile P2. It can
be concluded that the final displacements estimated
by the numerical analysis agree well with those that
have been observed (the latter ones are only a bit
larger).
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Figure 11. Transverse horizontal displacements – a) excava-
tion model; b) embankment model.
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Figures 14 and 15 show the evolution of the verti-
cal displacements for two distinct points of profile P4.
At the axis (extensometer 0), the vertical displacements
predicted by the calculation are smaller than the
observed values. In extensometer 2, points B and C,
the opposite occurs and the calculated displacements
are larger. The biggest difference is found in point A,
located at the surface, where the measured displace-
ment was very large, especially when compared with
the points at greater depths.

Finally, in Figure 16, the horizontal displacements
recorded by the inclinometers located at profile P4
are compared with the results of the 3D numerical
modelling.

In Figure 16a, the transverse horizontal displacement
(x direction) are shown and good agreement between
the calculations and the measured values can be seen,
especially in the excavation zone where a maximum

displacement of 6.0 mm was obtained, against the
5.5 mm predicted by the numerical modelling.

The horizontal displacements in the longitudinal
direction returned by the calculations were very small
and in Figure 16b it is shown that they are in fact
smaller than those obtained by the instrumentation.

5 CONCLUSIONS

The analysed project, concerning the Socorridos
pumping station, presents a unique set of topo-
graphic, geotechnical, geological and geometrical
characteristics. Due to this fact, special care was
given to the geological and geotechnical characteriza-
tion, to the numerical modelling of the construction
sequence and to the observation system to monitor
the construction works. After defining adequately the
mechanical characteristics of the different forma-
tions, the 3D finite element analyses performed dur-
ing design were able to predict with good accuracy
the observed behaviour.
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1 INTRODUCTION

A substantial portion of the cost of excavations, espe-
cially in urban environments is related to the protection
and/or repair of adjacent structures and utilities that
may be damaged as a result of excavation-induced
ground movements. The choice of a particular method
of underground construction is often based, at least in
part, on the potential ground movements associated
with that scheme and the anticipated behaviour of
nearby structures in response to those ground move-
ments. So from the point of view of engineering design,
planning and consultation purposes, the assessment of
the degree of risk of damage, in terms of estimation of
the magnitude and distribution of the excavation-
induced ground movements, is highly important.

To estimate the total cost of a project involving
underground construction more reliably, the engineer
must evaluate the impact of the excavation on the sur-
rounding properties. To perform this function, engin-
eers require information that will enable them to do
the following:

1. Estimate the range of typical ground movements for
particular soil conditions and underground con-
struction procedures.

2. Evaluate the response of the affected structures and
utilities to the anticipated ground movements. This
forms a basis for estimating the potential for 

damage, selecting protection schemes and develop-
ing a system for monitoring and remedial measures.

The focus of this paper is devoted to Point 1. The con-
clusions drawn out from this study are based on the
results that were obtained by the following sequence:

a. Documented field data for cantilever retaining
walls was compiled from the literature published
over the last three decades.

b. A finite element model was constructed using
ABAQUS software. The inputs of the model were
validated by the compiled field data.

c. A centrifuge model for a cantilever retaining wall
in dry sand was tested and the results were com-
pared with field data and the finite element model
from points a & b above.

d. Using the same input parameters obtained from
point b above, a prop was added at the top of the
retaining wall. The prop was introduced in stages
with increasing level of complexity until a reason-
able simulation had been reached.

2 METHODOLOGY

The methodology followed in this study is described
in Sections 2.1 to 2.4 below. The sections correspond
to the four points (a to d) mentioned above.

Excavation-induced ground movements behind a single-propped wall
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2.1 Field measurements of soil movements at
greenfield sites

The first practical approach for estimating movements
for in-situ wall systems was proposed by Peck (1969).
Peck’s chart defines three categories of behaviour, with
the smallest movements indicated for sands, stiff clays.
The maximum settlements near the wall for Category 1
(stiff clay and sand) are 1% of the excavation depth
while those for Category 2 (very soft to soft clay) are
2% of the excavation depth.

Clough and O’Rourke (1990) updated the available
data at that time in terms of the new wall construction
technologies that had emerged since earlier periods.
They had found that for in-situ walls in stiff clays,
residual soils and sands:

• The value of the maximum wall deflections tend to
average about 0.2% of the excavation depth and
could reach 0.5% of the excavation depth.

• The soil settlements tend to average about 0.15%
of the excavation depth.

Long (2001) reported that average maximum hori-
zontal wall deflection (dmax ) values for cantilever walls
wholly embedded in stiff soils were about 0.4% of the
excavation depth. He also considered maximum ground
settlements behind the walls and found that average val-
ues were about 0.2% of the excavation depth.

The field data compiled over the past three decades,
as summarised above, was used to validate the finite
element model input parameters.

2.2 Finite element modelling

All geotechnical problems involving retaining structures
are three-dimensional and ideally, a three-dimensional
analysis of fully incorporating the structures’ geome-
tries, loading conditions and variations in ground con-
ditions across the site should be undertaken. With
current computer hardware this is not a practical prop-
osition, except for a very limited number of cases. It is
therefore necessary to make a number of simplified
assumptions. It is common to conduct two-dimensional
plane strain analyses. It is frequently assumed that there
is an axis of symmetry about the centre-line of an excav-
ation and that only a half section needs to be modelled.
In this study construction process of a cantilever retain-
ing wall was simulated using ABAQUS finite element
software. The aim of this FE analysis was to construct
a computational model that predicts the wall and 
soil deformations reasonably well when compared to
field data.

2.2.1 Problem geometry, boundary conditions 
and initial conditions

The complete problem together with the finite elem-
ent model adopted for analysis is shown in Figure 1.

The geometry of the problem (excavation depth and
height of the retaining wall) was chosen so as to have
a factor of safety (for strength) against overturning of
about 1.5. In practice, walls are usually designed for
such values for temporary works. The initial condi-
tions for the model were:

• The density of the soil is 1800 kg/m3.
• Earth pressure coefficient at rest Ko is 1.5 (simu-

lating over-consolidated soil).

2.2.2 Soil constitutive model
2.2.2.1 Model elasticity
A porous elastic model (a built-in model in
ABAQUS/CAE and ABAQUS/standard software)
was used for modelling the elasticity of the soil elem-
ents. It is a stress-dependent isotropic elastic model in
which the mean stress varies as an exponential func-
tion of volumetric strain.

The elastic part of the volumetric behaviour of
porous materials is modelled using the following
equations:

(1)

where d
v � infinitesimal change in volumetric strain;
k � logarithmic bulk modulus; p� � effective mean
stress and v � specific volume. The shear behaviour of
the model is defined by:

(2)

where G � the shear modulus and y � Poisson’s
ratio.
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2.2.2.2 Model plasticity
The Drucker-Prager plasticity model (a built-in
model in ABAQUS) was used to model soil plasticity,
which has the following characteristics:

• The yield criterion is written as:

F � q � p� tan f� � 0 (3)

where q � deviatoric effective stress and f� � crit-
ical state soil friction angle.

• It generally allows for soil dilation: the flow rule,
defining the plastic straining, allows simultaneous
plastic dilation (volumetric increase) and plastic
shearing using a dilation angle c.

The effect of the dilation angle was found to be min-
imal behind the retaining wall; this is mainly because
the shear strains, at 8 m-excavation depth, behind the
wall are small in contrast to the strains at the bottom of
the excavation where the angle of dilation is expected
to have a large effect on the soil movements.

2.2.3 Simulating the excavation process
The excavation process was modelled by removing
elements in front of the wall to the required depth of
excavation. The excavation was divided into several
steps and at the end of each step two metres of soil were
excavated. (For further details see Elshafie, 2004).

2.2.4 Summary of model input parameters
The sand and concrete model properties adopted in the
finite element analysis are summarised in Table 1. Two
points need to be mentioned here: The first is that a
typical value of k used for sand is 0.015, but this lead to
unrealistic soil settlement profiles due to the lack of
small strain stiffness model in ABAQUS. Therefore, a
modified value of 0.0015 was used. This value was
obtained by comparing the FE results for soil and wall
displacements with field data described earlier in the
paper.

The second point is that two different soil friction
angles (25° and 35°) were adopted while keeping all
other input parameters the same. This was done to
examine how the soil strength influenced the distribu-
tion and magnitude of soil displacements.

2.2.5 Finite element model results for a cantilever
wall in dry sand at greenfield conditions

The surface settlement predictions in greenfield condi-
tions are shown in Figure 2 with the x-axis representing
the horizontal distance behind the wall (x) normalised
by the depth of excavation (H) and the y-axis represent-
ing the soil settlement (Sv) normalised by the depth of
excavation (H). The figure also shows the development
of the soil settlement profile at different excavation
depths. The soil settlements extended to a distance of
1.4 times the excavation depth with a cantilever shape

profile. At 8 m-excavation depth, the maximum set-
tlement immediately behind the wall is about 0.2% H,
which agrees quite well with field data that were pre-
sented in Section 2.

The horizontal soil surface displacements (Sh)
versus the horizontal distance behind the wall are shown
in Figure 3 with both axes normalised by the depth of
excavation (H). The horizontal displacements were
generally higher than the surface settlements and
extended to a distance more than 3 times the excav-
ation depth. Figure 3 shows a maximum horizontal
displacement of 0.35%H compared to a maximum
settlement of 0.19%H as shown in Figure 2.

The wall deflection (w) curves for the first eight-
metres of excavation are shown in Figure 4, with the
horizontal axis normalised by the excavation depth.
The normalised maximum wall deflection of 0.37%H
at 8 m-excavation depth compares well with the value
reported by Long (2001) mentioned earlier.

2.3 Centrifuge model

A centrifuge test of a cantilever retaining wall in dry
sand was performed on the 10-metre beam centrifuge
at the Schofield Centre, Cambridge University. The
model wall was 225 mm high and the test was carried
out at a scaling factor of 75 (Elshafie et al., 2006). It
is well worth noting here that the dry sand used in the
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Table 1. Properties of the model materials.

Property Sand Concrete

Kappa (k) 0.0015 –
Poisson’s ratio (y) 0.2 0.15
Dilation angle (c) (deg.) 17.5 –
Voids ratio (e) 0.6 –
Density (r) 1800 kg/m3 2400 kg/m3

Elastic modulus – 20 GPa
Critical state friction angle (deg.) 25 & 35 –
Soil/concrete interface angle of – 25
friction (deg.)

-0.25%

-0.20%

-0.15%

-0.10%

-0.05%

0.00%

0 0.5 1

(S
v/

H
) 2m Excavation

4m Excavation
6m Excavation
8m Excavation

 (x/H)

Figure 2. Normalised surface settlement versus normalised
horizontal distance behind the wall.



centrifuge model had a critical state angle of friction of
32 degrees, whereas the finite element analyses per-
formed earlier was for dry soil of angles of friction of
either 35 or 25 degrees.

Figure 5 shows the comparison of soil surface settle-
ment with the centrifuge test results and the finite elem-
ent predictions at an excavation depth of 8 metres.

It is worth noting here that all the FE analyses were
completed before any of the centrifuge tests were done.

The soil settlement profile obtained from the cen-
trifuge results fits between the FE predictions using
angles of friction of 25° and 35°. The curvatures of the
curve for the centrifuge data and the FE prediction for
f� � 35° show reasonably good agreement. The nor-
malised maximum soil settlement recorded in the cen-
trifuge test at a depth corresponding to 8 m in prototype
is 0.28%H, which compares well with the field data
mentioned earlier.

2.4 Single-propped wall

The same input parameters adopted for the cantilever
wall were used for simulating the excavation for the
single-propped wall. The prop was initially simulated
simply by applying a zero displacement boundary
condition. The prop was located at the top of the wall
and was introduced in the analysis after four meters of
excavation. This study aims to investigate the soil dis-
placements from a single-propped wall at working
conditions (i.e Factor of Safety (for soil strength)
against overturning � 1.5). Therefore soil displace-
ments are reported here for an excavation depth of 12
meters.

The normalised greenfield soil settlement profile
is shown in Figure 6. The maximum settlement
occurred at some distance (0.2�0.3 H) behind the
wall with the curve having sagging and hogging
zones. Generally the soil settlements were smaller
than the cantilever wall and they extended up to 1.6
times the excavation depth (similar range of can-
tilever wall). The normalized horizontal displace-
ments profile in Figure 7 shows a similar profile to
the settlements with the values as large as 2.5 times
the settlement values. Compared to the cantilever hori-
zontal movement profile, the values of Figure 7 are
smaller. The wall deflections at different excavation
levels are shown in Figure 8. After the prop was
installed, a ‘bulging’ appeared at a distance from the
top of the wall and increased as the excavation went
on. Before installing the prop, the wall deflects in a
cantilever shape as seen in Figure 8 for the first four
meters of excavation. Figure 9 shows the normalised
wall deflections at an excavation depth of 12 meters.

In stead of using a zero-displacement option as
described above, a ‘realistic’ prop was included in the
analysis in order to simulate the excavation process
realistically.

The prop was included in the analysis by using a
structural element that had a circular cross-section
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with a diameter of 0.25 m. The structural element has
two ends, one connected to the retaining wall with the
connection allowing rotation only. The other end was
not allowed to rotate even though it was allowed to
displace vertically only.

The normalised soil settlement, horizontal dis-
placements and wall deflection can be seen in Figures
10 to 12. When the results are compared to the previ-
ous simulation results, the flexibility of the prop
resulted in extra soil and wall deformations.

The soil maximum settlement and maximum hori-
zontal displacement for the realistic prop are about an
order of magnitude larger than the case of the rigid
prop. The maximum wall deflection increased from
0.16%H to 0.22%H but showing less curvature com-
pared to the rigid prop case.

The influence of the stiffness of the retaining wall
was also studied. Figure 13 shows 10 case histories
reported by Long (2001) for single propped walls in
sand. The figure shows the normalized maximum wall
deflections versus the system stiffness. The figure
includes data points obtained from the finite element
analysis for rigid prop and a realistic prop with the
retaining wall thickness being 0.8 m as well as a data
point for a realistic prop with the retaining wall thick-
ness being 1.5 m. The system stiffness as defined by
Clough and O’Rourke (1990) is calculated as follows:

(5)
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where s is the distance between the props, gw is the unit
weight of water and EI is the flexural rigidity of the
wall. From the figure the average value of the nor-
malised maximum wall deflections falls between 0.1
and 0.2%H if we exclude the exceptional cases reported
by Kastner (1982) and Gignan (1984). It was reported
by Long (2001) that for these cases, the excessive
movements were due to an overly flexible retaining
system, structural yielding of a sheet pile wall, failure
of the propping system etc, so they can be treated as
special cases.

Figure 13 shows three data points (marked 1, 2 and 3)
of three analyses with different prop types and wall
thickness. The three points compare well with the
average maximum wall deflection from field data.
Points 1 and 3 give the maximum wall deflection for
a flexible and rigid prop respectively (The retaining
wall thickness � 0.8 m was kept the same). It shows
that stiffness of the prop can have a significant effect
in wall deflections. Point 2 shows the maximum wall
deflection for a 1.5 m thick retaining wall using the
same realistic prop used to obtain point 1. Comparing
points 1 and 2 shows that the wall deflections
decreased with wall thickness but with a smaller
effect compared to the prop stiffness.

3 CONCLUSIONS

Finite element analysis together with field measure-
ments from previous construction sites in similar
ground conditions together with centrifuge modelling
provide valuable information for future designs.
Based on the finite element analyses results, field
data and centrifuge modelling data, a number of con-
clusions can be drawn about excavations retained by
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single-propped walls in sand. At working conditions
(for which the factor of safety for strength against
overturning is 1.5):

• The maximum surface settlement was found to be
within the range of 0.08�0.1%H (H � excavation
depth).

• The settlements extended to about 1.6 times the
excavation depth with the maximum settlement
being in the range of 0.2�0.3 H.

• An important feature of the settlement profile is its
sagging and hogging curvature which plays an
important role in predicting likely damage for
structures.

• The horizontal displacements at the ground surface
were found to be around 2�2.5 times greater than
the settlements and extended to about 3�3.5 times
the excavation depth.

• The maximum horizontal wall deflection was
found to have an average value of 0.2%H.
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1 INTRODUCTION

The introduction of the Eurocode system will unify the
procedures for limit state design across Europe. The
limit state design approach is well established for
conventional building structures but has not generally
been applied to the design of earth retaining struc-
tures. One area of interest is the use of the limit state
principles in the structural design of earth retaining
walls. In particular, whether it is safe to allow the for-
mation of plastic hinges in the wall at the Ultimate
Limit State (ULS) and how to verify that the behav-
iour of the wall zone, undergoing plastic deformation
is within acceptable limits. The following article
presents some results from an extensive study of
the impact of wall plasticity in soil-structure interac-
tion problems involving steel sheet pile (SSP) and
reinforced concrete (RC) embedded retaining walls.
Conditions at the Serviceability Limit State (SLS) are
not addressed in this paper.

2 DESCRIPTION OF WALL PLASTICITY

2.1 Steel sheet pile sections

The general requirements for the limit state design of
steel structures are covered by Eurocode 3: Design of
steel structures (EC 3), where Part 5 outlines the limit
state principles relating to the structural design of
bearing piles, sheet piles and other wall elements
made from steel. The major European producers of
steel sheet pile products have sponsored a number of
projects in order to develop design rules consistent
with the new codes and to assess how the develop-
ment of wall plasticity may modify the behaviour of
such wall systems when compared with established
understanding.

Theoretically, the plastic moment, Mpl is defined
as the bending moment resistance developed when
the entire cross-section of the member is at yield, fy.
However, in practice, the bending resistance of SSP

Elastic-plastic flexure of embedded retaining walls

P.J. Bourne-Webb
Cementation Foundations Skanska, United Kingdom

D.M. Potts
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S. Godden
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ABSTRACT: A number of cases have been examined using the finite element method, where the flexural
behaviour of an embedded retaining wall has been considered. Steel sheet pile and reinforced concrete wall sec-
tions have been considered and modelled using simple and more realistic models. The study has concluded that
the assumption of perfect plasticity in steel sheet piles does not capture the important effect of post-peak
moment resistance softening which occurs in response to web buckling in steel sheet pile sections and current
plastic rotation capacity values, proposed in Eurocode 3 should be treated with caution. In any event, the study
has also shown that it is very difficult to mobilize wall plasticity, due to the well-known effect of bending
moment reduction caused by wall flexure and soil arching effects. This effect, which can be captured reliably in
calculation may lead to greater design economies than invoking full plastic design which is much more difficult
to predict.
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can increase to a peak value a few percent higher than
Mpl. As rotation within the member increases beyond
that required to mobilise the peak resistance, buckling
effects within the cross-section begin to dominate,
Fig. 1 and the bending resistance reduces, tending to
zero resistance at large rotations.

Plastic global analysis can only be used if the mem-
bers are capable of forming plastic hinges with suffi-
cient rotation capacity, )pl,c (Fig. 1) to enable the
required redistribution of bending moment to develop.
Only members with cross-sections classified as Class 1
or 2 can be considered for use in plastic design. Class 3
and 4 sections have insufficient buckling resistance to
enable the theoretical plastic moment resistance to be
mobilised. While these classifications have been estab-
lished for general steel sections for some time, no such
work had been undertaken in relation to SSP sections
and this was completed as part of the development of
EC 3: Part 5 (Hartmann-Linden et al, 1997).

If moment redistribution and, therefore, plastic
rotation is allowed to occur, then one of two approaches
can be used to verify the member cross-section at the
limit state being considered:

1 Assuming perfect plasticity, consider only Class 1
and 2 sections, with a separate check to verify that
the rotation demand is less than the design rotation
capacity. This approach is incorporated in Eurocode 3
and could be used in a Subgrade Reaction (SGRM)
type calculation but is not considered appropriate
for Finite Element (FEM) type models.

2 Use plastic-zone or plastic-hinge type models in
combination with SGRM and FEM type models in
which the plastic rotation demand is verified impli-
citly. In the FE calculations presented in this paper,
a simplified plastic zone model has been used, in
which the moment-curvature characteristic for the
wall section is described explicitly rather than
being calculated as part of the analysis.

Based on the SSP bending data used to develop
Eurocode 3, a set of generic SSP moment-plastic
rotation data was developed, which were representa-
tive of sections available commercially, Fig. 2
(Bornarel et al, 2001). The base data are presented in
a non-dimensional form, which can then be scaled to
the various generic SSP’s, using the value of Mpl and
EI associated with each section.

2.2 Reinforced concrete sections

The bending response of reinforced concrete (RC)
sections is strongly influenced by the non-linear
stress-strain behaviour of the concrete and depends
on the amount of steel reinforcement. It is usual to
design the section so that a ductile failure occurs, i.e.
the tension steel yields as the ultimate concrete
strength is mobilised. Given this, the moment-curvature
response can be described in three idealised stages as
follows:

1 Linear response up to first cracking of the concrete
in tension (fct � 0.1 fc).

2 Softer, near-linear response up to first yield of the
tension steel.

3 Near perfectly plastic response until the onset of
concrete crushing, when softening may develop.

As well as its immediate mechanical behaviour,
concrete exhibits creep under constant load and the
effective elastic modulus reduces depending on the
loading conditions and environment the concrete is
maintained under. Thus, the effective stiffness applic-
able at the ultimate strength, in the long-term, may be
as little as 25% of the short-term, uncracked concrete
stiffness. Typically, when reinforced concrete wall
sections are modelled using the FEM, current prac-
tice is for linear elastic behaviour to be assumed with
an effective stiffness modulus equal to the uncracked
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Figure 1. Idealised non-linear behaviour of SSP and mem-
ber classification for plastic design of SSP. Figure 2. Comparison of generic SSP with commercially

available sections, in terms of available moment resistance
and wall system flexibility.
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concrete stiffness, in the short-term, reducing to 50%
of this value in the long-term.

Moment-curvature characteristics representative
of a range of rectangular section thickness and steel
ratios were generated and for the analyses presented
here, it was assumed that the bending capacity
remained constant once the ultimate bending strength
was reached (Godden, 2001).

2.3 Presentation of structural resistance

For this paper, resistance characteristics for the SSP and
reinforced concrete wall sections are presented via
‘Structural curves’ (similar to Rowe, 1952) which have
been developed by normalising the plastic moment
resistance, Mpl for each wall section by the bending
moment calculated using the limit equilibrium method,
MLE based on the procedures and factors-of-safety
outlined in Eurocode 7 – Geotechnical design (EC7).
This ratio is plotted against either the wall system
flexibility coefficient, r � (h � f )4/EI (Rowe, 1952)
or the revised flexibility coefficient, r* � (h � f)4Esoil/
EI (Potts & Bond, 1994) where Esoil is the average soil
stiffness over the height (h � f) of the wall, based on
the initial free-field stress state conditions modelled
prior to excavation, h the exposed height of wall and f
the wall embedment depth.

The structural curve for the generic SSP sections is
compared to the equivalent curves for Arbed and
Frodingham (recently discontinued) type z-pile sec-
tions, Fig. 2.

Structural curves for the reinforced concrete sec-
tions at the ULS are compared to the generic SSP in
Fig. 3. Two examples (solid square symbols) of
instantaneous curves illustrating the variation in sys-
tem stiffness between the onset of cracking and the
ultimate moment resistance are also shown (the initial
stiffness already having been softened by 50% to
allow for long-term creep effects).

2.4 Numerical implementation

The program ICFEP, developed at Imperial College over
the last 25 years was used in this study. Within this pro-
gram, one-dimensional, curved, 3-node iso-parametric
Mindlin beam elements have been implemented with a
tri-linear Elastic-plastic constitutive model which allows
hardening or softening of the element force parameters
to a residual value (Day, 1990, Potts & Zdravkovic,
1999). The data describing the moment-plastic curvature
characteristic curves for the SSP and reinforced concrete
sections have been used within a modified version of
this model (Bourne-Webb, 2004) where the beam elem-
ent constitutive model was modified to allow more com-
plex moment-plastic curvature to be described using a
user-defined piece-wise linear relationship.

Verification exercises, modelling a 4-point bend-
ing test were undertaken when testing the model. The

predicted response of a generic SSP is compared to
the input data in Fig. 4 with good agreement. The FE
model has been modified to extrapolate to zero to
reflect the ongoing loss of section resistance at very
large curvatures, beyond the range of the test data
used to develop the generic base data for the model.
Similar accord was found when testing the RC model.

3 INVESTIGATION OF WALL PLASTICITY

3.1 General aspects

The analyses discussed in this paper are drawn from
PhD and MSc theses completed at Imperial College
(Bourne-Webb, 2004 and Godden, 2001), where the
basic model comprises a wall embedded to a depth of
20 m bgl and a single prop located about 1 m bgl.
Varying ground conditions were considered and are
summarised in Table 1.
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Figure 3. Comparison of RC sections and generic SSP in
terms of available plastic moment resistance and wall sys-
tem flexibility.

Figure 4. Verification of revised beam element model
against generic plastic moment rotation response.
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Zero pore water pressures (pwp) were initially
assumed for the dense sand case and all the cases con-
sidered by Godden. Later analyses for the sand and all
stiff clay cases incorporated differential pwp in order
to examine plastic wall behaviour under such condi-
tions. In the stiff clay cases, fully drained conditions
were assumed as when only partial drainage during
excavation was modelled, mobilisation of wall plas-
ticity was not achieved until sometime after the excav-
ation was completed.

3.2 Presentation of action effects

Each completed analysis produces a wealth of infor-
mation and, in order to be able to present and compare
the various results with clarity, bending moment
demand curves (Rowe, 1952 called them ‘operational
curves’) have been generated using the revised flexi-
bility coefficient, r* to define the wall system’s stiff-
ness and the moment ratio, M/MLE. Where the
bending moments, M are the maximum values pre-
dicted at various excavation stages.

It should be noted that normalising values, i.e. MLE,
are taken from the limiting equilibrium case (Factor-of-
safety, FoS � 1), i.e. not for each level of excavation
(varying FoS) as used by others (Rowe, 1952 and
Potts & Bond, 1994). This was done for presentational
purposes, to allow comparison with a single structural
curve only. Therefore, while similar in form, the oper-
ational curves presented here differ somewhat from those
presented in previous papers (Bourne-Webb, 2004).

3.3 Bending moment demand and wall plasticity
3.3.1 Analyses with zero and differential pwp
Comparison of bending moment demand and struc-
tural curves, such as those shown in Fig. 5 show that
mobilisation of wall plasticity proved very difficult
when dense dry sand was modelled (Bourne-Webb,
2004). It should be noted that the wall section was
assumed to be elastic for the analyses used to gener-
ate the moment demand curves.

This was the case irrespective of the soil-wall
interface shearing resistance assumption made and
the results for a fully rough wall are shown in Fig. 5.

Full mobilisation of the theoretical plastic moment
resistance is only predicted at excavation ratios larger
than those allowed by an equivalent LE type calcula-
tion (In this case; hLE/(h � f) � 0.81) and the weak-
est/most flexible SSP wall sections.

In relation to the occurrence of SSP wall plasticity,
Table 2 summarises results for intermediate soils where
the wall section was predicted to yield (Godden, 2001),
i.e. bending moment, M ∃ My where fy � 355 MPa.
Based on these results, it would seem that, in the
absence of differential pore water pressures, yield of
the SSP sections will occur in the most flexible wall
sections (except where high angles of shearing resist-
ance are applicable) and stiffer SSP sections when
lower shear strengths and/or higher initial stress con-
ditions are applicable.
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Table 1. Summary of ground conditions assumed in analyses.

g c� f� K0

Description kN/m3 kPa deg – FE Model Reference

Dense sand 19 0 40° �0.36 Lade’s double cap model (Lade, 1977; Potts & Bourne-Webb 
Zdravkovic, 1999) (2004)

Stiff Clay 20 5 23° 1.5 Mohr-Coulomb with pre-yield non-linear 
small strain model (Potts & Zdravkovic, 1999)

Intermediate soils 20 0 25° 1, 2 Mohr-Coulomb with soil stiffness increasing Godden (2001)
20 0 32° 0.5, 1 linearly with depth (Potts & Zdravkovic, 1999)
20 0 40° 0.5

Figure 5. Potential for SSP wall plasticity through compari-
son of demand and structural curves.

Table 2. Occurrence of SSP wall plasticity (Godden, 2001).

nr
K0

(deg) 0.5 1.0 2.0

25° – SSP 2 SSP 2 & 5
32° SSP 2 SSP 2 & 5* –
40° none – –

*Moment demand just less than My in SSP5.
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Following the assessment of wall behaviour in the
absence of water pressures, differential pore water pres-
sures acting on the wall were introduced into the analy-
ses (Bourne-Webb, 2004). In all cases, the water level
behind the wall was maintained 4 m below ground level
(bgl) while on the dredge side of the wall the water
level was maintained at or below the excavation level.
Analyses were coupled and, initially, steady-state (fully
drained) pore water pressure conditions were assured
throughout the analysis by using large time steps.

In the presence of these differential pwp, plasticity
can be mobilised in most SSP wall sections in dense
sand and all SSP & RC sections in stiff clay (Fig. 6).

Unlike the cases discussed above, wall plasticity
can be mobilised within the limiting depth defined by
limit equilibrium considerations.

In the cases presented here, water pressures represent
about 45% of the bending moment demand in the
stiffest wall sections and this proportion increases with
increasing wall flexibility (as a percentage of a redu-
cing total). The very nature of hydrostatic loading
means that water pressures cannot redistribute and
this becomes important if wall plasticity is reached.

3.3.2 Partial drainage during excavation
A further examination of the effect of the pore water
pressure assumption on the predicted wall system
response has been made by examining the influence
of undertaking excavation over a limited time span
and allowing remaining excess negative pore water
pressures to dissipate to an equilibrium condition.
The predictions are then compared to the case pre-
sented earlier where drained pore water pressure con-
ditions have been assumed throughout.

An analysis assuming drained conditions and an elas-
tic wall section predicts a maximum moment, Mdrained
of about 2300 kNm/m at the end of excavation to 11.5 m
(solid diamonds, Fig. 7). If instead excavation is
assumed to occur over 150 days, the maximum bending
moment at day 150 is about 25% of the equivalent value

from the drained analysis. The plastic moment, Mpl
355 is

reached about 3 years after excavation is completed.
As in the drained analysis, when plasticity is allowed

to occur (open diamonds in Fig. 7), the moment
demand in the main span of the wall peaks at the max-
imum bending moment (about 1150 kNm/m; approx.
1.05 Mpl) then the moment capacity in the plastic hinge
zone drops to zero during the next time step (250 days).

3.4 Impact of wall model assumptions
3.4.1 Perfect-plasticity in SSP response
A realistic plastic moment-curvature response for SSP
was introduced into the analyses. Generally, in the
cases where plasticity could be mobilised in the wall,
geotechnical failure was being approached and the
rate of increase in moment demand was accelerating.

The rate in increase of moment demand with excav-
ation depth was such that if the wall section yielded,
then in the next increment of excavation the potential
moment demand overshot both the theoretical plastic
and the peak moment resistances. When this hap-
pened, the wall system become unstable, as there was
no further scope for stress redistribution and the sec-
tion resistance moved onto the softening arm of the
moment-curvature capacity response curve.

Because of the effects that the softening SSP beam
element model invoked in the analyses, a set of analy-
ses were undertaken to examine the differences
between the assumption of perfect-plasticity and the
strain hardening/softening behaviour of actual SSP
walls. A wall with the same bending stiffness as the
generic SSP 3 wall was assumed but with Mpl reduced
to 350 kN/m, in the dry sand case, to ensure mobiliza-
tion of plasticity and allow comparison of the two
wall plasticity assumptions.

The plastic bending moment-curvature response
for these analyses are compared in Fig. 8. The analy-
sis with the scaled generic SSP response predicts a
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Figure 6. Moment demand and potential for wall plasticity
during excavation in drained, stiff clay.

Figure 7. Comparison of predicted moment demand in
SSP during excavation in stiff clay with partial drainage.
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maximum excavation depth of 17.5 m (coincidentally
having mobilized the peak moment resistance), after
which the SSP softens and the analysis was unable to
reach an equilibrium condition. On the other hand, the
perfectly plastic wall section enables excavation to
reach a depth of 18.5 m but with very large plastic
curvatures, larger than those that would be allowed
under EC 3: Part 5 (lies approx. where the generic
curve crosses the perfectly-plastic curve).

While these analyses demonstrate the effect of the
two wall plasticity assumptions, the comparison is
based on an inconsistent set of SSP stiffness and
bending resistance parameters.

When the same exercise was repeated in the pres-
ence of differential pore water pressures, in which the
section resistance did not need to be reduced artifi-
cially but it was found that an equilibrium state could
not be established in the analyses.

The fixed hydrostatic loading drives the moment
demand through the peak resistance and onto the
softening curve within one excavation step.

3.4.2 Concrete stiffness assumptions
A RC wall section’s characteristic properties are not
constant and vary due to the onset of cracking, as bend-
ing moment demand increases and as a consequence of
creep under constant load demand, with time. In the
long-term, the effective Young’s modulus of the section
may reduce by between 50% and 80% depending on
environmental and loading conditions (Godden, 2001).

RC wall sections with a realistic moment-curvature
response, accounting for the effects of tensile crack-
ing of the concrete were modelled. It was generally
found that bending moments in these analyses were
reduced and deflections increased when compared
with analysis assuming a linear elastic wall section
using uncracked concrete stiffness initially and a soft-
ened value (50% to 25% of the uncracked value)

long-term. This indicates that overall, the system
stiffness in the former case is less than in the latter.

The assumption of an uncracked stiffness in the
short-term does not reflect the true variation in stiff-
ness that occurs as loading increases in this period.

4 EVALUATION AND CONCLUSIONS

4.1 Influence of wall flexure

The effect of wall flexibility should be allowed for in
the assessment of embedded retaining walls, this is
verified implicitly in continuum models while only
flexural effects are recovered in spring type models.
Empirical approaches can be used in limit equilib-
rium methods of calculation.

As a consequence of earth pressure redistribution
and, hence, moment reduction, lower modulus wall
sections could be used but this would be at the
expense of greater deformation.

The magnitude of the wall flexibility effect
depends on the degree of stability of the wall system
(reducing as the wall approaches a state of limiting
equilibrium) and whether there are differential pore
water pressures present.

Reinforced concrete wall sections are charac-
terised by section properties that vary with load and
time. Further investigation of the effect of current
assumptions with respect to the variation of concrete
stiffness is recommended; although this is likely to be
more important for deformation predictions than wall
forces that currently appear to be conservative.

4.2 Wall plasticity in design of embedded walls

Piece-wise linear beam element models can be imple-
mented in order to reproduce realistic structural
behaviour at the ULS and allow for the implicit veri-
fication of plastic design of all types of wall section.

As SSP approach the theoretical plastic moment
resistance, Mpl behaviour beyond this stage appears to
be very sensitive to the rate of increase in moment
demand as excavation proceeds (and soil pressures
redistribute), and the presence of water pressures
which provide a fixed loading which does not redis-
tribute. It should be borne in mind that the peak
resistance of SSP is only about 5% greater than Mpl
and once this resistance is mobilized and a mech-
anism is formed, the wall resistance softens – accom-
panied by uncontrolled failure of the wall system.

For the time being, however, it is recommended
that the full plastic rotation capacity suggested for
SSP, in EC 3: Part 5 is not utilized. Moment resistance
up to the first mobilization of the theoretical plastic
moment, Mpl may be used safely with wall forces at
the SLS being maintained at less than the moment at
first yield of the sections, for verification of deform-
ation limits.
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Figure 8. Comparison of perfectly plastic and generic SSP
moment-curvature response at the ultimate limit.
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Further investigation of the mobilization of plastic
rotations in SSP, beyond this stage is recommended in
order to verify that the plastic rotation capacity values
in EC 3: Part 5 are in fact safe.
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1 INTRODUCTION

Numerical methods are increasingly employed for
analysis of excavation because of their advantages
over classical methods. Actually the advancement and
sophistication in the numerical solution techniques have
exceeded the knowledge of the behaviour of materials
defined by constitutive laws. Thus, one of the most
difficult factors to consider in the numerical analysis of
braced excavations is the constitutive behaviour of the
soil. A number of researchers have reflected this issue
(Grande 1998; Potts & Fourie 1986). As a consequence
physical models are still extremely useful to investigate
various boundary problems in geotechnical engineering
practice. More particularly, they can validate theoretical
and numerical studies, when similarity requirements
are not predominant (Simonini et al. 1998).

This paper presents results from a well-defined large
scale physical model test on a single strutted sheet pile
wall (Tefera, 2004) in medium to loose dry sand and
back calculation of soil parameters for the constitutive
model used. The model used in the back calculation is
the Hardening-Soil model implemented in the PLAXIS
code. The back-calculation made focuses on the use of
different sets of parameters for the chosen material
model. The ground settlement, distribution of moments
and deformation behaviour of the braced sheet pile wall
and the strut load during different stages of excav-
ation have been studied. Results from back-calculation
are presented together with experimentally measured
values.

2 TEST ARRANGEMENT

2.1 Model test bin

The model test facility at the Norwegian University of
Science and Technology, NTNU, consists of a test bin
4 m by 4 m in plan and 3 m in depth, and equipped with
a sand silo, a refill silo, a sand spreader, a crane, a bucket
elevator and conveyors for transporting the model sand,
Figure 1. The size of the test bin allows realistic con-
struction procedures and development of significant
body forces. The sheet pile wall constructed in a sand
bin consisted of series of structural aluminium box
members type 6061, along with four structural support
struts. The sand used in the study was local quarried
sand from Hokksund, Norway. The sand was placed in
the tank by pluviation from a mechanical spreader pass-
ing steadily back and forth over the tank. Pluviation
(raining) is probably the method in the laboratory that
not only provides reasonable homogeneous specimens
with the desired relative density, but also simulates a
soil fabric most similar to the one found in nature
deposits formed by sedimentation.

The sand density (porosity) in the test tank is con-
trolled by the diameter of 456 interchangeable nozzles
located at the bottom of the mechanical spreader. The
nozzle diameter can be varied between 7, 10, 16 or
20 mm, where the larger nozzle diameters give the lower
densities. Previous studies conducted using the same
sand has found satisfactory small variation in density
from the bottom to the top of sand placed (Sandven

Large scale excavation model test on single strutted sheet pile wall
and back calculation of soil parameters

T.H. Tefera, S. Nordal & R. Sandven
Geotechnical division, Norwegian University of Science and Technology, Norway

ABSTRACT: The ground settlement and wall deformation of a single strutted sheet pile wall during different
stages of excavation has been studied using a large scale model test in dry sand. The large scale model sheet pile
wall was constructed in a sand bin 4 m�4 m in plan and 3 m deep. The influence of the side wall friction during
the test was treated by separating the wall into three panel sections. The system reduces the influence of the side
wall friction on the central panel which is instrumented. The different stages of excavation were modelled
numerically using an elastoplastic soil model to back-calculate the soil parameters. The result shows that with
a proper soil model the finite element method is a valuable tool in simulating the ground settlement, the wall
deformation and the moment distribution in the wall. Special attention should be paid to the choice of the mater-
ial model and the model parameters.
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1992). Figure 1. shows a cross section of test tank and
the associated sand handling arrangements. The
Hokksund sand is medium/fine, uniform angular to
semi angular quartz sand.

2.2 Hokksund sand

The Hokksund sand origins from a glacifluvial deposit
at Hokksund near Drammen, Norway. A laboratory test
programme has been performed earlier (Sandven 1992)
to determine the most common geotechnical properties
of the material.

The material may be classified as quartz – rich,
medium/fine, and uniform sand with cubical and angu-
lar grains. A summary of obtained parameters are
shown in Table 1.

2.3 Sheet pile wall arrangement

The sheet pile wall was constructed with a series of
aluminium box members type 6061, along with four
support struts. The description of the sheet pile wall
elements is given in Table 3. The struts were placed

0.5 m from the top of the wall and spaced at 1.0 m
intervals along the 4.0 m length of the wall. Four
struts were used in the model. The aluminium mem-
bers were placed length to length along the 4.0 m
wide tank, 40 members were used to make up the
wall. The height of the aluminium elements from the
top of the wall to the bottom was 2.5 m.

2.4 Strut load arrangement

The strut loads were applied by a beam connected to
the wall and in the other end to a vertical double chan-
nel beam through which the load can be controlled. At
the top of the beam there is a metal eye device with a
threaded rod (Fig. 2).

By tightening the nut to the rod a desired amount
of strut force can be applied. The force in the strut
was measured through a load cell installed at the
beam connection.
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Figure 1. Cross section of test tank and sand handling
arrangements.

Table 1. Common geotechnical properties of Hokksund
Sand.

Grain density, (rs) 2.71 g/cm3

Maximum porosity, nmax 48.7%
Minimum porosity, nmin 36.4 %
Coefficient of uniformity, Cu 2.04

Figure 2. Partial view of the large scale model test set-up.

Table 2. Density and porosity for different nozzle sizes.

Variations in
Nozzle size Density Porosity porosity
openings (mm) (kN/m3) (%) approximately

nmin � 36.4
7 17.1 35.7 , 0.9%
10 16.6 37.6 , 0.8%
16 16.0 39.9 , 0.7%
20 15.1 43.2 , 0.7%

nmax � 48.7

Note that the lowest porosity obtained in the bin is smaller
than the nominal nmin from standard tests.

Table 3. Description of sheet pile wall element.

Type Aluminium (6061)
Young’s modulus (E) 69 � 109Pa
Flexural rigidity (EI) 23.39 kNm2/m
Axial stiffness (EA) 3.2 � 105kN/m
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3 BOUNDARY CONDITIONS

The front and back walls of the sand bin was assumed
not to affect the overall performance of the model sheet
pile wall. The model base boundary condition was dealt
with by two measures. The first measure was to place a
0.5 m layer of sand at the bottom of the bin to provide a
non-restrictive soil-wall boundary interface at the base.
This covered the whole 4 m � 4 m area of the tank. The
second measure in the study was treated by separating
the wall into three separate panel sections, Figure 3. The
wall elements were grouped together into three panel
sections, two being 1 m wide and a central panel 2 m
wide, Figure 3. The three panel sections were able to
move independently thus not restricting movement
amongst them. This system reduced the influence of the
side wall friction on the instrumented central panel
section.

4 INSTRUMENTATION AND TEST
PROCEDURE

4.1 Instrumentation

In the study, instrumentation was placed to measure-
ground settlement, movement of the wall, bending
moment in the wall and load on the strut. Displacements
on the soil surface were measured by means of small
weights on the surface from which thin steel wires went
to special tailored potentiometers. A variable resistor is
used to convert displacement to resistance/voltage. The
basic principle of operation is that a moving wiper
(sensor input) moves a contact along a resistor. The
ends of the resistor are connected to a reference volt-
age. As the wiper moves, the potentiometer acts as a
voltage divider and produces a voltage proportional
to the position. The deformation transducers were cali-
brated and tested and were found to be convenient and
reliable devices for the experiment. Eight deformation

transducers were installed in the model. Five points
monitored the surface settlement, one point on top of
the model sheet pile wall monitored the vertical
movement and another two points on the extended
part of the model sheet pile wall determined top trans-
lation and rotation. The movement of the sheet pile wall
buried in the sand were monitored using strain gauges
glued on the instrumented sheet pile wall element.
Twenty half Wheatstone bridge strain gauges were
glued along the length of each of four wall elements
in the central section of the wall, Figure 3. The strain
gauges were calibrated for bending moment measure-
ments in the wall. In the experiment four struts were
used, i.e., one strut per meter of the model sheet pile
wall. Figure 4 shows the location of the four struts used
in the model test. The two struts in the central panel
were instrumented using two HBM type U9B – 20 kN
force transducers.

4.2 Test procedure

The large scale model single strutted sheet pile wall test
was carried in two phases: Phase I Model construction,
and Phase II Excavation and strutting. Phase I model
construction has three stages. Stage(1) First stage of
filling the test tank up to 0.5 m, Stage(2) Construction
of the sheet pile wall, and Stage(3) Filling 2.5 m more
sand in the test tank. Phase II Excavation and strutting
was performed in 9 stages, see Table 4. In the excav-
ation side of the model, there are three bottom holes
(chutes) located at the bottom of the test tank, through
which sand as allowed to drain out to simulate the
excavation process. A series of tubes were installed in
these bottom openings. The excavation process was car-
ried out by removing parts of the tube corresponding
to the desired excavation depth to drain the sand
above that level. Careful horizontal manual shovel-
ling of the sand to the draining tubes completed each
excavation stage.
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Figure 3. Independent sections of the articulated wall
arrangement with location of strut load application and
strain gauges along four individual wall members.

Figure 4. Section through the model showing the extended
wall element and strut arrangement.
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5 DESCRIPTION OF THE HARDENING-SOIL
MODEL

The basis of a good prediction of stresses and deform-
ation using the finite element method is the choice of
a suitable constitutive model together with a careful
assessment of the model parameters. The latter should
be based on good quality soil investigation data. The
constitutive model used in the back-calculation is called
the Hardening-Soil model available in the PLAXIS
code. The ground settlement, distribution of moments
and deformation behaviour of the braced sheet pile wall
and development of the strut load during different stages
of excavation have been numerically simulated and
studied.

The Hardening-Soil model is formulated in the
framework of classical theory of plasticity. In the-
Hardening-Soil model the total strains are calculated
using a stress-dependent stiffness, different for both
virgin loading and un-/reloading stiffness. The plastic
strains are calculated by introducing a two surface
yield criterion. The hardening is assumed to be
isotropic, depending on both the plastic shear and
volumetric strain. For the frictional hardening, a non-
associated and for the cap hardening, an associated
flow rule are assumed. Hardening-Soil model has a
relatively large number of parameters (Nordal, 2004),
but some of them have default settings that are valid
for a wide range of application. (Schanz et al., 1999,
Brinkgreve, 2002).

6 BACK CALCULATION OF SOIL
PARAMETERS

In the back calculation of soil parameters using PLAXIS,
the domain analysed was the sand bin, Figure 5. The
mesh consists of 643, 15-noded triangular soil elements
with average element size of 13.6 cm. The sheet pile was
modelled by 5-noded beam elements. Interface elements
between the soil and the sheet pile wall were used on
both sides of the wall with an interface strength reduc-
tion coefficient Rinter. This limits the interface vertical

shear capacity to tan d � Rinter � tan w. A fixed-end
anchor, which is a one-node elastic spring element with
a constant spring stiffness, was used to model the
strut load.

The actual construction sequence followed in the
large scale model sheet pile wall test was also fol-
lowed in the back-calculation.

6.1 Before application of the strut load

Three excavation stages were carried out before appli-
cation of the strut load. Simulation results from two of
these, to excavation depth 0.67 m and 0.91 m are pre-
sented in Figures 7 and 8.

The comparison of observed values and calculated
values of horizontal wall movement, bending moment
in the wall and settlement of the ground shows good
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Table 4. Phase II, the excavation and strutting phase.

Stage Excavation depth from top (m)

1 0.35
2 0.67
3 0.91
4 application of strut load (5 kN)
5 1.18
6 1.52
7 1.82
8 2.11
9 2.30

Figure 5. Finite element mesh, 3 m by 4 m used in the back
calculation of soil parameters. for the numerical analysis
with boundaries, 2.5 m long sheet pile wall, strut, soil elem-
ents and interface-elements.

Figure 6. Deformed mesh showing the pattern of ground
settlement and wall deformation at depth of excavation 2.30 m,
displacements scaled up 5 times.
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agreement. In the back-calculation relatively low
interface strength reduction coefficient were used.
Rinter � 0.2 and 0.3 for excavation depth 0.67 m and
0.91 m respectively.

6.2 After application of the strut load

Five excavation stages were carried out after application
of the strut load of 5 kN/m. Simulation results from
these excavation depths are presented in Figures 9–14.

In the simulation after application of strut load rela-
tively higher interface strength reduction coefficient
gives better fit with the observed horizontal wall
movement. As the depth of excavation increases the
simulation gives better fit with increased friction
angle by 2°. A comparison of the measured and simu-
lated strut load during the excavation process with
one set of parameter, rough interface and increased
friction angle by 2°, shows a reasonable fit until the
last excavation phase, Figure 15.

The simulations show rather small inward wall
movements when applying the 5 kN/m strut load, while
the experimental measurements show a considerably
larger inward movement of about 5 mm at the top of the
wall. This discrepancy is some how also reflected in the
simulation results which follows after application of
strut load.

7 DISCUSSION AND CONCLUSION

This paper presented results from a well-defined large
scale physical model test on a single strutted sheet
pile wall and back-calculation of soil parameters. In
the paper a comparison of wall deformation, moment
in the wall, ground settlement, and strut load from the
model test and results from simulation using finite
element method were made.

Comparing numerical simulations to measured wall
behaviour, before application of strut load with rela-
tively low interface strength reduction coefficient for
the model parameters shown in Table 5, gives better
result. With relatively higher interface strength reduc-
tion coefficient comparable results could be achieved
by reducing the soil strength. As the depth of excav-
ation increases after application of strut load, higher
interface reduction coefficient gives better result. The
observed discrepancies indicate that the simulation
shows a response that is too stiff when the soil body is
far from failure, and simulation that is too soft when
failure is approached. Such behaviour suggest that the
unloading stiffness parameters are too high while the
stiffness in the final stage of loading towards Coulomb
yielding is too low. The measure data in the last two
stages of excavation, 2.11 m and 2.30 m, is best cap-
tured using rough interface and with slightly higher
friction angle, 2°.
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Figure 7. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 0.67 m, before application of
strut load.
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Figure 8. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 0.91 m, before application of
strut load.
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Figure 9. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 0.91 m, after application of strut load.
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Figure 10. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 1.18 m.
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Figure 11. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 1.52 m.
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Figure 12. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 1.82 m.
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Figure 13. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 2.11 m.
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Figure 14. Observed and back-calculated horizontal wall
movement, bending moment in the wall, and ground settle-
ment at excavation depth 2.30 m.

0.0 0.5 1.0 1.5 2.0 2.5

Depth of excavation (m)

0

2

4

6

8

10

12

S
tr

ut
 lo

ad
  (

kN
/m

)

measured
back-calculated

Figure 15. Observed and back-calculated values of the
strut load for different stages of excavation.

Table 5. Summary of Hardening-Soil model parameters
used in the back-calculation.

Unit weight, g 15.1 kN/m3

Cohesion, c� 0.05 kN/m2

Friction angle, w� 34°–36°
Dilatancy angle, c 2.5°
Eref

50 20 MPa
Eref

oed 25 MPa
Eref

ur 100 MPa
Rinter. 0.2–1.0
n ur 0.2
pref 100 kPa
Power, m 0.5
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1 INTRODUCTION

The strut loads, moments and displacements of the sup-
porting system for a braced excavation in clay generally
increases with decreasing clay undrained shear strength
or reduced bottom heave stability. This has been
demonstrated through measurements by e.g. Peck
(1969) and Flaate and Peck (1972). A strong correla-
tion between wall displacements and bottom heave sta-
bility was found from field measurements and finite
element parametric studies by Mana and Clough
(1981). The effect of clay shear strength and depth of
the clay layer on the strut loads and wall moment was
demonstrated by Karlsrud and Andresen (2005)
through a finite element parametric study.

The present work uses more of the results from the
study presented by Karlsrud and Andresen (2005).
Results, not only for the final excavation stage, but
also for the intermediate excavation stages are used.
The results are presented against the calculated factor of
safety against basal heave for each stage. The objective
is to establish a correllation between support system
loads and displacements and the potential for basal
heave.

The parametric study is carried out with the PLAXIS
2.D v. 8.2 (Plaxis, 2006) finite element code, and using
a nonlinear anisotropic clay model implemented as a
user defined soil model.

2 BASAL HEAVE

The factor of safety against basal heave for all cases and
construction stages is calculated using the approach

proposed by Bjerrum and Eide (1956) and illustrated
for isotropic clays in Fig. 1. In case of anisotropic
shear strength, the factor of safety is calculated using
the average shear strength su

ave � 1/3(su
C � su

D � su
E).

The shear strength in depth H � 0.5 � Be/�
—
2 is used.

Nc is the bottom heave stability number, depending
on the ratio H/Be between the excavation depth and the
width of the bottom heave failure mechanism. Nc can
be found from the classical diagrams, e.g. Skempton
(1951) and Bjerrum and Eide (1956). The width of the
failure mechanism is taken equal to the excavtion width
except for situations where the depth of the failure
mechanism is limited by a firm layer. The factor of
safety against basal heave obtained in this manner is

Parametric FE study of loads and displacements of braced
excavations in soft clay

Lars Andresen
Norwegian Geotechnical Institute (NGI), Oslo, Norway

ABSTRACT: A parametric finite element study has been carried out to calculate strut loads, bending
moments and displacements of an undrained braced excavation in soft, essentially normally consolidated clay.
The objective is to study how the factor of safety against basal heave affects the results. The material model used
for the clay accounts for nonlinearity and anisotropy both in strength and stiffness. A strong correlation is found
between the factor of safety against basal heave and the loads and displacements of the support system. Both
loads and displacements increase with reduced bottom heave stability.

H
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γ

q

Be / √2  

Nc(H/Be).Su
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FS
γH+q
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Figure 1. Calculation method for factor of safety against
basal heave, after (Bjerrum and Eide, 1956).
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not rigorously correct, however it serves as an index
characterising the basal stability for a wide range of
situations.

3 FINITE ELEMENT STUDY

Figure 2 shows the geometry and material parameters
considered in the parametric study. The soil profile
comprises a layer of fill and dry crust down to a 5 m
depth, and soft clay below that depth. Initial pore pres-
sures are hydrostatic from the groundwater table.

The excavation width and maximum depth are 16
and 10 m respectively. The sheet pile wall (SPW) is
crosslot braced with four struts A–D. The excavation
is performed sequentially with successive installation
of the struts.

A series of cases have been calculated where the
undrained shear strength su, the length of the wall DS
and the depth to the firm layer DF are varied.

Half the symmetric problem was modeled in plane
strain using 15-noded triangular elements to model
the soil and 5-noded beam elements to model the wall.
The bending stiffness of the SPW is given in Fig. 2.
Interface elements were used to model the thin shearing
zone between the wall and the soil. The lower boundary
was taken at the depth of the firm layer with displace-
ments fully fixed to model an assumed rough interface
between the clay and the firm layer. The vertical (right)
boundary was taken at a distance 50 m from the wall.
The struts were modeled using spring anchors with
axial stiffness given in Fig. 2. The struts were allowed
to only carry a compressive force.

The fill and dry crust was modeled as a drained
linear elastic – perfectly plastic material using the
PLAXIS MC model with a Poisson’s ratio n � 0.3 and
with shear modulus G � 10 MPa. Full friction was
assumed between the wall and the soil.

The soft clay from 5 m depth was modeled using the
NGI-ANI2 constitutive model. This model is a modi-
fication of the ANISOFT model presented by Andresen
and Jostad (2002) implemented as a user defined soil
model (UDSM) in PLAXIS. The NGI-ANI2 model
accounts for the nonlinear and anisotropic stress-strain
relationship of clays using a framework of incremental
hardening elastoplasticity and an anisotropic Tresca
yield criterion. Input parameters are the undrained
shear strengths, su � peak[1/2(�1 � �3)] and corre-
sponding shear strains at failure �f � (
1 � 
3)f, for
plane strain compression (C), direct simple shear (DSS)
and plane strain extension (E) mode of loading and an
isotropic initial tangent shear modulus G0. Unloading/
reloading is modeled as being elastic with stiffness
given by G0.

For the base case the normalised undrained direct
simple shear strength is su

D/��v0 � 0.2, where ��v0 is the
initial vertical effective stress, and with failure strains
�C

f � 0.75%, �f
DSS � 2.0% and �f

E � 3.0%. For all cases
the shear strengths in plane strain compression and
extension are a factor of respectively 1.43 and 0.57
times su

D and with an initial tangent shear modulus
G0/��v0 � 200. An example of NGI-ANI2 stress-strain
curves for he base case is given in Fig. 3. The assumed
K0 � 0.55 yields an initial (prior to construction work)
maximum shear stress t0/s�v0 � 0.255. Material param-
eters for the different cases are given in Table 1. The
clay stiffness may be characterised with the normalized
secant shear modulus in direct simple shear at 50%
mobilisation of shear strength G50

DSS/��v0.
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Figure 2. Illustration of the example problem.
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4 RESULTS

Table 1 gives the identification of the cases and the
main results from the final excavation stage of all cases.

In Figs. 4–6 results from all but the first, cantilever,
stage of excavation are plotted against the appropriate
factor of safety against basal heave for each stage. The
total strut force (som of all active struts) is normalised
by the sum of vertical total stresses against the wall
above the excavation level, i.e. Ktot � 4F/0.5�H2. The
maximum horisontal wall displacement � is normal-
ized with the excavation depth H.

There is a strong correlation between the factor of
safety against basal heave and strut force, wall moment
and wall displacement. There is scatter in the results due
to the fact that the cases involve both fixed and free end
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Table 1. Case identification and main results.

Case identification A1 A2 A3 B1 B2 B3 C1 C2 D1

su
DSS/��v0 0.2 0.24 0.28 0.2 0.2 0.2 0.2 0.2 0.2

Safety factor, SFa,b 1.01 1.22 1.42 0.95 1.01 1.04 0.95 1.04 1.01
DS (m) 12 12 12 15 20 20 12 12 12
GD

50/su
D 258 246 234 258 258 258 258 258 258

DF (m) 20 20 20 15 20 30 15 30 20
Strut A (kN/m)b * 5 25 10 * * 12 * 9
Strut B (kN/m) * 182 196 198 235 181 * * 17
Strut C (kN/m) 604 351 260 273 417 454 588 615 493
Strut D (kN/m) 449 265 189 135 273 357 364 464 546
Toe (kN/m) * * * 177 48 * * * *
Sum (kN/m) 1053 803 670 793 973 992 964 1079 1065
Ktotal � 2 Sum/�H2 1.11 0.85 0.71 0.83 1.02 1.04 1.01 1.14 1.12
Moment, M (kNm/m)b 793 323 133 594 631 568 729 807 681
Deflection, �/H(%)b 1.88 0.85 0.51 0.49 0.79 0.94 1.70 1.89 1.73

a SF against bottom heave defined in textb Final stage

Figure 4. Relationship between normalized maximum hori-
zontal wall movement and factor of safety against basal heave.

Figure 5. Relationship between normalized total strut
force and factor of safety against basal heave.
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walls, varying depth of soft clay to the firm layer, vary-
ing wall embedment and varying strut preloading. Strut
force, wall moment and wall displacement all increase
with decreasing basal heave stability. There is a large
increase of both wall moment and displacement when
the factor of safety against basal heave becomes lower
than approximatly 1.4. This indicates increasing zones
of plasticity (yielding).

The wall displacements from the cases with longer
walls (B1, B2, B3) and fixed ends (B1, B2) are con-
siderably lower than for the free end walls at the same
factor of safety against basal heave. The strong correl-
lation between wall displacement and factor of safety
against basal heave has been presented also by Mana
and Clough (1981), however they did not find any
significant difference between free end and fixed end
walls. For the results of strut force and wall moment
there is not a large effect of amount of wall embed-
ment or wall end condition.

There is a small, but not very significant effect, on
the results when the depth to the firm layer DF is
reduced from 20 m to 15 m. Increasing the depth from
20 m to 30 m has essentially no effect. Resulting strut
force from case D1 is somewhat above the trend due
to the applied strut preloading to about 75% of the
maximum load.

The results presented in Figs. 4–6 are all from cases
with the same clay shear stiffness G50

DSS/su
DSS � 258.

The clay stiffness affects the support system load and
displacement also. In Figs. 7–9 results are presented
for the same case as A1 but where the shear stiffness
has been varied. It is seen that for the same factor of
safety against basal heave both wall displacement,
moment and strut forces increases with decreasing
clay stiffness.

5 CONCLUSIONS

Results from the FE parametric study show that a strong
correlation exists between the factor of safety against
basal heave and the strut forces, wall moment and dis-
placement. Results are obtained for several cases of
support systems with the same wall bending stiffness
and excavation width but with varying clay shear
strength, clay shear stiffness and excavation depth, wall
length, wall end condition and depth to firm layer. For
problems of similar conditions as described herein, the
relationships obtained can be used to estimate support
system loading and displacements using the analyti-
cally calculated factor of safety against basal heave
and the normalized clay shear stiffness.

402

0
0

0.5

1

1.5

2

2.5

3

3.5 

200100 300 400

NORMALISED SHEAR STIFFNESS, G50/su

N
O

R
M

. M
A

X
. W

A
LL

 M
O

V
E

M
E

N
T

SF = 1.0 

SF = 1.2

SF = 1.6 

D D

Figure 7. Relationship between normalised wall move-
ment and normalised clay shear stiffness.

0
0

200

400

600

800

1000

100 200 300 400

NORMALSED SHEAR STIFFNESS, G50/su

M
A

X
IM

U
M

  W
A

LL
  M

O
M

E
N

T
 (

kN
m

/m
)

SF = 1.0

SF = 1.2

SF = 1.6

D D

Figure 8. Relationship between wall moment and nor-
malised clay shear stiffness.

0
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

100 200 300 400

NORMALISED SHEAR STIFFNESS, G50/su

SF = 1.0

SF = 1.2

SF = 1.6

N
O

R
M

. T
O

T
A

L 
S

T
R

U
T

 F
O

R
C

E
 K

to
t 

D D

Figure 9. Relationship between normalised strut forces
and normalised clay shear stiffness.

Copyright © 2006 Taylor & Francis Group plc, London, UK



ACKNOWLEDGEMENT

The writer would like to thank Norwegian Geotechnical
Institute and the Research Council of Norway for
funding the work.

REFERENCES

Andresen, L. and Jostad H. P. (2002). A constitutive model
for anisotropic and strain-softening clay. Proc. Num.
Models in Geomechanics – NUMOG VIII, Italy, Rome,
pp. 79–84.

Bjerrum, L. and Eide, O. (1956). Stability of Strutted
Excavations in Clay. Geotechnique, London, England,
Vol. 6, No. 1, pp. 32–47.

Flaate, K. and Peck, R.B. (1972). Braced cuts in sand and
clay. Norwegian Geotechnical Institute Publ. 96, Oslo,
Norway.

Karlsrud, K. and Andresen L. (2005). Loads on Braced
Excavations in Soft Clay Int. J. Geomech., Vol. 5, No. 2,
Special Issue: Soft Clay Engineering and Soft Clay
Improvement, pp. 107–114.

Mana, A. I. and Clough, G.W. (1981). Predictions of move-
ments for braced cuts in clay. J. Geotech. Eng. Div.
ASCE. 107(6), pp. 759–777.

Peck, R.B. (1969). Deep excavations and tunneling in soft
ground. Proc. 7th Int. Conf. on Soil Mech. and Found.
Engr. Mexico City, State-of-the-Art Volume. pp. 225–290.

Plaxis (2006). PLAXIS v. 8.2 Prof. version, update pack 4,
www.plaxis.nl

Skempton, A.W. (1951). The Bearing capacity of clays.
Proc. Building Research Congress. London. p. 180–189.

403

Copyright © 2006 Taylor & Francis Group plc, London, UK

www.plaxis.nl
www.plaxis.nl


Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

405

1 INTRODUCTION

Centrifuge and numerical modeling have been used
independently for many years to study and predict the
behaviour of geotechnical structures. However, by
replicating faithfully the real in-situ conditions and by
offering a very good control of the tests procedures
and parameters, centrifuge modeling appears to be a
useful tool to provide high quality data to calibrate
numerical model. The two methods appear to be com-
plementary and would surely benefit of a deeper
interaction. This is illustrated in this paper where cen-
trifuge results on tests performed on a cantilever wall
were used to calibrate a numerical model which was
afterwards used to investigate parameters influencing
the behaviour of a propped retaining wall. During the
last few years such interaction research has been con-
ducted at the Laboratoire Central des Ponts et
Chaussées (LCPC). The study refers to autostable
diaphragm walls behavior and to their effects on
neighboring foundations. The experimental models
have been modeled afterwards by using FEM (Gaudin
2002; Popa, 2001, 2002, 2003), allowing to calibrate
and validate the numerical model.

1.1 Numerical modeling

The model geometry (corresponding to the proto-
type) is shown Figure 1. The model size is imposed by
the container used for the centrifuge tests. Even if
these limits are closer to the wall than the usual ones
for this type of construction (Mestat, 1997), the numer-
ical results have validated this assumption (Gaudin,
2002). The horizontal displacement for the vertical
boundaries of the numerical model is nil (u � 0),
as well as the vertical displacement along the lower
boundary (v � 0).

Numerical modeling of propped retaining walls – influence of parameters

H. Popa
Technical University of Civil Engineering, Geotechnical and Foundations Department, Romania

L. Thorel
Laboratoire Central des Ponts et Chaussées – Centre de Nantes, France

C. Gaudin
Centre for Offshore Foundations Systems, University of Western Australia, Crawley, Australia

J. Garnier
Laboratoire Central des Ponts et Chaussées – Centre de Nantes, France

ABSTRACT: Diaphragms walls are often used to support deep excavations, especially in urban areas. Their
behavior is a critical point, taking into account the impact on the neighboring buildings. Design methods usu-
ally use limit equilibrium theory. These methods do not take into account the interaction parameters, some of
them with great influence on the wall behavior, e.g. the relative wall – soil stiffness, the initial stress state in the
ground, the wall – soil interface etc. A more reliable modeling can be obtained using the finite element method
(FEM) which has been significantly improved over the past decade to model soil structure interactions. The
paper presents the numerical modeling of a propped diaphragm wall. A parametric study is performed and the
numerical results are compared with those obtained using limit equilibrium methods.
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H
b

= 0 . ..5 m
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Figure 1. Geometry of the numerical model.
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The model mesh and mesh characteristics are pre-
sented in Figure 2 and Table 1.

For both the soil and the wall, rectangular elements
with 8 nodes (MBQ8) have been used.

For the soil – wall contact, special contact finite
elements with 6 nodes (FDQ6) were used and for the
strut a beam element between 2 nodes (BB2).

The strut position was modified in order to cover
more than one depth value, varying from Hb � 0 … 5 m.

1.2 Material characteristics

The soil behavior (Fontainebleau sand) is described
by an elastic – perfect plastic Mohr – Coulomb
with non-associated failure criteria. The geotechnical
parameters used for the calculation are presented in
Table 2. The soil unit weight is gd � 16,0 kN/m3.

Due to the fact that the wall stiffness is much
higher than the soil one, for the wall an elastic law has
been adopted, characterized by an elastic modulus
Ep � 22350 MPa and a Poisson coefficient � � 0.3.
The wall stiffness was modified in order to take into
account its influence on the results.

The soil – wall contact was modeled using a sli-
ding interface with the same parameters for all calcu-
lations: elastic modulus Ec � 75 MPa and tensile
strength Rt � 0 MPa.

The strut was modeled by using a beam ele-
ment initially characterized by an elastic modulus

Eb � 24000 MPa corresponding to reinforced con-
crete and a cross section Ab � 0.1 m2. The strut stiff-
ness was modified in order to evaluate its influence
on the wall behavior and the calculation results.

The numerical simulation has been performed using
the FE code CESAR – LCPC, version 3.3.1. under
Unix.

The calculations were performed in 2 dimensions
(2D), modeling plane strains conditions, similar to the
one achieved by the centrifuge modelling (Gaudin,
2002).

Note that the numerical model refers to the proto-
type retaining wall, that has been investigated at
reduced scale by the centrifuge test.

1.3 Limit equilibrium calculation

The limit equilibrium calculation methods, known
also as classical methods, are wide spread and used
for diaphragm wall design (Delattre, 1999). This paper
presents also some limit equilibrium computations
for the same wall analyzed by FEM. The objective is
to compare the results and to assess the influence of
the various parameters. Three assumptions have been
considered for the limit equilibrium calculations,
called LE1, LE2 and LE3, presented hereafter.

1.3.1 Calculation LE1
For the LE1 calculation (simple passive earth pres-
sure) the wall is considered simply propped on the
strut and supported by the soil above the excavation
bottom. (Figure 3).

In this assumption the limit passive earth pressure
developed above the dredge line is reduced by a safety
coefficient Fs � 2, resulting the design parameters,
e.g. the wall embedment below the dredge line, D, the
maximum bending moment, Mmax and the axial force
in the strut, T. This method is applicable for perfect
rigid walls and, generally, it leads to an overestimation
of bending moments and reactions for flexible walls.

1.3.2 Calculation LE2
LE2 calculation is similar to LE1 and uses the same
static scheme (Figure 3). The difference between the
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Figure 2. Finite elements mesh.

Table 1. Finite elements mesh characteristics.

No. groups No. nodes No. elements Element type

40 3726 1217 1156 MBQ8 � 60
FDQ6 � 1 BB2

Table 2. Geotechnical characteristics.

Es, MPa � c, kPa �,° 	, °

75 0.275 2.6 39.4 16.7

where: Es – soil elastic modulus; � – Poisson coefficient; c –
cohesion; � – friction angle; 	 – dilatancy angle.

He

D

H
b

gLKa gDKp

Lp

T

active pressure

passive pressure

T

M
max

moment deformation

Figure 3. Static scheme for limit equilibrium methods LE1
and LE2.
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two computation methods is that the safety coeffi-
cient is taken equal to 1 for the passive earth pressure.
It results the maximum bending moment and the strut
axial force. The needed safety is obtained by multi-
plying the wall depth by √2

–
.

1.3.3 Calculation LE3
In the third limit equilibrium computation the wall is
considered to be embedded in the soil below the dredge
line (this assumption is closer to the real wall behav-
ior as indicated by FEM). In this case the soil embed-
ment is ensured by a couple of earth pressures, passive
earth pressure – counter passive earth pressure
(Figure 4). The counter earth pressure is replaced by a
force (Ecb) acting in the zero bending moment point.

2 STRUT DEPTH INFLUENCE

The FEM results for bending moment values are
compared with those obtained from the limit equilib-
rium computations (LE1, LE2 and LE3). Figure 5
presents the ratio of the bending moment from the
analytical calculation upon the one from the numeri-
cal analysis.

As shown on Figure 5 the differences are quite
important between the two methods. The bending
moments reports vary between 1.29 and 5.09. LE1
method (diminution of the passive earth pressure)
overestimates drastically the bending moments for all
configurations. LE3 method (embedded wall) gives
the closest results to the numerical ones, but the dif-
ferences are still high MLE/MFEM � 1.29 ÷ 3.07.

The maximum bending moments in the wall versus
the strut or excavation depth is similar for the two
computation methods (Figure 6).

The stability calculations using limit equilibrium
methods give the embedment value considering the
wall to be simply propped below the dredge line (LE1
and LE2) or embedded (LE3). The necessary wall
length Lp is then compared to the fixed length (10 m)
used for FEM (Figure 7), function of the strut and
excavation depth.

It can be noted that only for a deep excavation
(7 ÷ 8 m) the stability calculations give a necessary

wall length of about 10 m. The influence of the strut
position on the wall depth is relatively low, being noted
a small diminution when increasing the strut depth.
Inversely, the excavation depth has an important influ-
ence and the relationship is almost linear (Figure 7).

Figure 8 presents 2 comparisons between the bend-
ing moments diagrams issued from LE3 and FEM
computations for two cases for which the limit equi-
librium wall depth is close to 10 m (Hb � 0.0 m,
excavation depth 7.0 m, respectively Hb � 4.0 m,
excavation depth 8.0 m).

The graphs on Figure 8 show a similar shape for
LE3 and FEM bending moments and close maximum
bending moment levels. As noted here above, the limit
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equilibrium method overestimates the wall bending
moments.

3 STRUT STIFFNESS INFLUENCE

In order to study the influence of the strut stiffness on
the wall behavior, several numerical modeling were
performed considering a stiffness varying from 282
to 90232 kN/m. The stiffness is computed using the
following formula:

where: Eb – strut elastic modulus; Ab � 0.1 m2 – strut
cross section; Lb � 26.598 m – strut length.

The computations were performed using only one
strut depth value Hb equal to 2.0 m.

Figure 9 shows the horizontal displacements of the
top of the wall as a function of the logarithm of the strut
stiffness. One can note an increasing displacement
with the decreasing strut stiffness. Over 10000 kN/m of
stiffness, the influence on the displacements becomes
negligible.

The strut axial forces versus strut stiffness are shown
in Figure 10 for various excavation depths. The graphs
show also the values issued from the limit equilib-
rium computation (LE3). Comparing the values for
the two calculation methods one can note that the
differences depend strongly on the strut stiffness.
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The limit equilibrium calculation doesn’t take into
account the strut stiffness, indicating a constant value
of the strut axial force for a given configuration, while
the FEM computation shows a force diminution when
the strut stiffness decreases. Only for high stiffness
values the FEM and limit equilibrium results are closer.

4 WALL STIFFNESS INFLUENCE

In order to take into account the relative wall – soil
stiffness, the results are expressed as a function of the
flexibility characteristic, 
* computed as follows (Potts
et Bond, 1994):

where: Lp � 10 m – wall depth; Es � 75000 kPa – soil
elastic modulus; Ep � various values – wall elastic
modulus, kPa; Ip � 292.6 � 10�6 m4 – wall inertial
modulus.

The computations were performed for a strut depth
Hb equal to 0.0 m.

Figure 11 shows the maximum bending moments
function of 
*. For comparison purposes, on the same
graphs are shown the results using the limit equilib-
rium method LE3.

It can be observed on the graphs a strong influence
of the wall stiffness on the bending moments, for all
excavation depth values. In fact, the relationship is
similar for the various excavation depths that have
been considered (from 3 to 6 m) and they are corre-
sponding to those obtained by Potts and Bond (1994)
on similar diaphragm walls.

The numerical results are 2 to 10 times higher than
the limit equilibrium ones (depths equal to 6 and,
respectively, 3 m) for the very rigid walls (
* � 10.25)
and become 3 times lower for a very flexible wall
(
* � 1000000) than the LE3 values. It can be affirmed
that for 
* � 105 the limit equilibrium calculation is
more conservative.

The axial forces in the struts as function of the 
*

characteristic for various excavation depths are shown
Figure 12. LE3 results are also shown on the same
graphs.

Comparing the results issued from numerical mod-
eling and limit equilibrium computations one can note,
once again, the strong influence of the wall stiffness,
leading to important differences. For a rigid wall (
* �
10.25) FEM results are 1,4 to 4,5 times higher than
the limit equilibrium ones, while for very flexible
wall (
* � 1000000) is the contrary: the numerical val-
ues are 1.5 times lower than LE3 results. For 
* � 105

the limit equilibrium method is more conservative.

5 CONCLUSIONS

Modelling retaining structures represents a complex
soil – structure interaction problem.

The study presented refers to finite element mod-
elling for a single strutted diaphragm wall.

The numerical model used the same parameters
which have proved to be reliable in the previous mod-
els based on centrifuge tests. The geometry and mate-
rial are also the same as for the centrifuge tests.

A parametric study has been performed for the main
interaction parameters: strut depth, strut stiffness, wall
stiffness. The numerical results have been compared
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with limit equilibrium results, considering several
assumptions.

The strut depth seems to have the strongest influ-
ence on the wall behavior, especially concerning the
horizontal displacements and the bending moments.
The graphical representations show an optimum strut
depth of about 2 ÷ 3 m for which minimum bending
moments and displacements are obtained.

The strut stiffness has also an important influence on
the wall behavior, especially for the horizontal displace-
ments and for stiffness values lower than 105kN/m.
The displacements increase when strut stiffness
decreases, while the maximum bending moments
decrease. The bending moments are less influenced
than the displacements. The bending moments are, on
the other hand, strongly influenced by the strut stiff-
ness, when this one is higher than 600 kN/m.

The wall stiffness strongly influences all results.
For example, in the case of bending moments, the
numerical results are 2 to 10 times higher than the
limit equilibrium ones (excavation depth of 6 m and,
respectively, 3 m) for very rigid walls (
* � 10.25)
and 3 times lower for very flexible walls (
* � 106).
As well, in case of strut forces, for a rigid wall
(
* � 10.25) FEM results are 1,4 to 4,5 times higher
than limit equilibrium ones, while for very flexible
wall (
* � 1000000) the results are inverse and the
numerical values are 1.5 times lower than LE3 ones.

All those results would be helpful in order to design
new centrifuge tests on propped diagram walls.
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1 INTRODUCTION

The use of the finite element method for the design of
retaining walls remains rare, because simpler methods,
for instance the subgrade reaction modulus method,
give good results both in terms of bending moments
and of horizontal displacement. However, such meth-
ods do not provide any information about the dis-
placements induced in the surrounding ground by the
construction of the retaining structure: therefore the
prediction of the impacts of the excavation, and espe-
cially the vertical settlements induced by the excava-
tion behind the wall, remains largely empirical.

One of the advantages of the finite element method
is that numerical solutions include the displacements
of all the nodes of the mesh, and thus give access to the
displacements of the ground and not only those of the
wall itself. However, finite element analyses often lead
to results very different from the observed behaviour of
real structures, or at least very dependent on the tech-
nique used in the simulation to model the mechanical
interaction between the ground and the wall. As is well
known, if no particular simulation technique is used to
model the contact between the ground and the wall, the
vertical response of the ground below the bottom of the
excavation may lead to a displacement of the wall
towards the supported ground, which is not realistic
and makes the simulation results useless. It is therefore
necessary to introduce a numerical technique to model
the interaction between the wall and the ground, the
difficulty being that it is not clear that the choice made
for the interface has no interaction with the constitutive
law of the ground.

Given the wide range of simulation tools available,
and the fact that the determination of the parameters
of the model used for the interface is not always well
documented, it is advisable to validate them by check-
ing the results against measures on full scale struc-
tures. The monitoring of an experimental sheetpile
wall carried out in Hochstetten (Germany) in 1993 by
the university of Karlsruhe (von Wolffersdorff,
1994a) provides a way of testing finite element tech-
niques for the simulation of retaining walls. The wall
was the basis of a prediction contest. Results obtained
by different authors show that, if the overall behaviour
and the horizontal displacements are well reproduced
with simple models for the soil-wall interaction, the
settlements behind the wall remain difficult to repro-
duce (Shahrour et al. 1995, Coquillay et al. 2005).

We discuss here the results obtained with special
elastoplastic joint elements for the soil-wall interface.
First, the formulation of the joint element (Goodman
et al. 1968) is briefly recalled. The numerical imple-
mentation of the element in a “research” version of
the finite element software CESAR-LCPC is briefly
described. In the last place, the results obtained with
the new element are compared with the results of sim-
ulations using a layer of thin elements.

2 FEATURES OF THE JOINT ELEMENT

2.1 General presentation

The explicit modelling of discontinuities using the
FEM and the so-called joint elements goes back to the
works of Goodman et al. (1968), Zienkiewicz et al.

Elastoplastic joint element for the finite element analysis of the
Hochstetten sheet pile wall

F. Elmi, E. Bourgeois, A. Pouya & C. Rospars
Laboratoire Central des Ponts et Chaussées, Paris, France

ABSTRACT: A four-node joint element has been introduced in the finite element code CESAR-LCPC, in
order to model the contact between blocks in fractured rocks. We present here an attempt to model with this 
element the mechanical interaction between a retaining structure and the adjacent ground. The discussion is
based on the comparison of numerical results with measures on a full scale monitored structure, the experi-
mental sheetpile wall built in Hochstetten in 1994. The data available on the ground and the measures make it
a reference for the validation of numerical simulation of retaining structures. Results show that simulations are
in good agreement with measures, and that the new element provides a greater simplicity to the user of the code
and an efficient way of modelling the soil-structure interaction.
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(1970) or Ghaboussi et al. (1973). Goodman et al.
(1968) proposed a zero-thickness element to model the
discontinuities, in which the contact stresses and the rel-
ative displacements follow a linear relationship, with
constant normal and tangential stiffness. Although it was
originally developed for the simulation of joints in frac-
tured rock masses, this element has been used to deal with
problems of civil engineering involving discontinuities.
It must be kept in mind that the discontinuities of the
displacement along the interface between the ground and
a concrete structure may be small in practice, but that
the introduction of a joint element provides a conven-
ient way of controlling (or rather limiting) the stresses
that can be exerted at the interface between materials,
and thus obtain more realistic stress distributions.

The joint element implemented in CESAR-LCPC
is of the same type: it is a rectangular, four-node and
zero thickness element. The degrees of freedom are
the displacements of the nodes. The basic assumption
of the model is that the behaviour of the joint can be
expressed in terms of the normal stress � and the shear
stress � acting on the surface of the joint between two
adjacent blocks, on the one hand, and of the normal
relative displacement un and the tangential relative
displacement ut, on the other hand.

Assuming that the relative displacement can be
splitted into an elastic part and a plastic part, the con-
stitutive law reads:

(1)

where un
p and ut

p are the plastic parts of the normal
and tangential relative displacements, and where the
stiffness parameters Kn and Kt depend on the thick-
ness of the real joint and of the material filling the
space between adjacent rock blocks.

The plastic part of the relative displacement is
described by an elastoplastic flow rule. The yield
function adopted here is the Mohr-Coulomb function,
the flow rule is non-associated. Denoting the yield
function by f and the plastic potential by g, we have:

(2)

(3)

where � and 	 are the friction angle and the dilatancy
angle respectively. The flow rules writes:

(4)

where 
.
� is the plastic multiplier, equal to zero if f � 0

and such that f� � 0 if 
.
� � 0. In the approach used

here, a linear interpolation is used for the relative 

displacements (and the normal and tangential stresses)
along the joint element.

2.2 Numerical implementation

The numerical implementation of the stiffness of the
joint elements is relatively simple. The implementa-
tion of the iterative procedure for the computation of
the plastic relative displacements is also similar to the
algorithms used for standard elements, though the
adaptation must be carried out carefully.

From a practical point of view, the use of joint elem-
ents rise two specific difficulties:

– the introduction of the interface in the mesh; for the
purpose of the study undertaken here, two specific
tools have been designed: one makes it possible to
introduce new nodes in an existing mesh along
lines defined by the user (the difficulty is to define
an algorithm robust enough to deal with intersec-
tions of joints), and the other is relatively simpler,
and makes it possible to introduce joint elements at
the interface between two sub-meshes and to assem-
ble them in a third one;

– the initialization of the stress state in the joint elem-
ent, which is likely to have a significant influence
on the results (especially in the case of an excava-
tion in front of a retaining wall).

Besides, given that we intend to use the model for the
simulation of the excavation of the ground in several
steps in front of a retaining wall, special care must be
taken to ensure that the local stress state in the joint
(�, �) is properly stored and retrieved between two
successive computations.

2.3 Joint element features and expected
performance

The normal stress in the joint is not zero, even if the nor-
mal stiffness is small and/or the normal component of
the relative displacement becomes positive: the model
does not account for unilateral contact – or joint open-
ing, unless no traction stress is allowed by the yield
function (i.e. unless the cohesion of the joint is zero,
which should be avoided for numerical reasons). The
joint element is therefore not means to reproduce the
opening of the joint, seen as the loss of contact between
two solids. In any case, the closure of the “open” joint
can not be properly modelled. It follows that the joint
element should not provide results very different from
what can be obtained with small thickness elements. In
practice, however, the joint element makes the mesh
generation simpler (which can be significant to model
real structures with complex construction process).

In the last place, the choice of the stiffness param-
eters of the joint remains to be discussed, keeping in
mind that these parameters may have different mean-
ings for a contact between rock blocks and for an
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interface between a steel or concrete structure and a
ground with much weaker characteristics.

3 THE EXPERIMENT AND THE SITE

The experimental wall under discussion hereafter was a
7-m long wall built in Hochstetten. Sheetpiles were
vibrodriven down to a depth of 6 m in a sandy unsatu-
rated ground. A row of three struts was placed to ensure
its stability during the excavation (von Wolffersdorff,
1994a). The water table is located 5.5 m below the natu-
ral ground level. The experiment consisted in the fol-
lowing sequence :

(0) installation of the sheet piles;
(1) excavation of the ground in front of the wall

down to a depth of 1 m;
(2) excavation down to 1.75 m;
(3) installation of three struts at a depth of 1.25 m,

with an initial normal force of 10 kN each ;
(4 to 6) excavation down to 3, 4 and 5 m;
(7) application of a 10 kPa load at the ground sur-

face, behind the wall, between 1 and 5 m from the
wall head;

(8) progressive shortening of struts until the normal
force reached a constant value, corresponding to
the limit state of the ground behind the wall.

The monitoring devices made it possible to meas-
ure earth pressures on both sides of the wall, bending
moments in the wall, horizontal displacements of the
wall and of the ground at a distance of 80 cm behind
it. Measures also included settlements behind the
wall, and forces in the struts. Given the large number
of data, and their dispersion, comparisons are made
with averaged values of the measures considered as
reliable. Results of the experiment have been made
public after the prediction contest by von Wolffersdorf
(1994b), and reproduced by Shahrour et al. (1995) and
Coquillay (2005).

The ground is a fine to medium sand, with a dens-
ity index of 58.4 and a dry volume weight of
15.7 kN/m3; the volume weight is 16.5 kN/m3 in the
unsaturated zone and 19.8 kN/m3 in the saturated
zone. Pressuremeter tests showed that the site is made
of three layers: the first two meters are made of fine and
slightly silty sand; between 2.3 and 4 m, the ground is a
fine and slightly silty sand with gravels, and below 6 m
tests showed the presence of a layer of sandy gravel.

4 FINITE ELEMENT SIMULATION OF THE
HOCHSTETTEN PILE WALL

4.1 Finite element simulation

The sheet pile wall is modelled in plane strain. For com-
parison of joint elements with previous simulations,

we adopt the same choices as Mestat et Arafati (1998)
and Coquillay et al. (2005) when possible:

– the mesh includes the monitored wall and the
opposite wall used for the reaction of the struts.
Dimensions of the mesh are 45 m�15 m. It
includes 8000 elements and 5400 nodes (figure 1).
Since only a four-node version of the joint element
is available at present, the mesh is made of “linear”
elements (4-node rectangles and 3-node triangles);

– sheet piles are modelled with 4-node rectangle elem-
ents, with an elastic behaviour and a thickness
notably larger than the actual thickness of the sheet-
piles: equivalent constitutive parameters are chosen
to reproduce the rigidity of the real wall with respect
to bending and to traction. The interface between the
piles and the ground is modelled by four rows of
joint elements (one on each side of the two walls);

– struts are represented by bar elements, with a
reduced section (0.02 m2) to take into account the
horizontal spacing between struts. The horizontal
displacement is zero on the vertical boundaries, and
both displacements are zero on the lower boundary;

– computations are carried out in effective stresses,
and the initial stress field is geostatic, with a volume
weight of 16.5 kN/m3 above the water table (0 �
z � 5.50 m) and 9.8 kN/m3 below (z � 5.50 m). The
coefficient of earth pressure at rest is given by
Ko � 0.35. The parameters obtained above corres-
pond to depths between 1 and 4 m, and have been
adopted for the whole numerical model, except for
the cohesion, set to zero below the water table. The
simulation itself consists in the sequence of steps
described in section 4. The initial normal force in
the strut is taken into account, in step 3, by a force
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Figure 1. Detailed view of the central part of the mesh
used for the numerical simulations – the apparent density is
related to the fact that the elements used are linear.
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applied at both ends of the bar element before acti-
vating the corresponding stiffness. Step 8 is not
reproduced in the simulation presented here.

4.2 Choice of the parameters

The prediction contest showed considerable discrep-
ancy in the parameters used by the participants,
although the same test results were provided to all par-
ticipants. These differences result in part from the fact
that models used for the soil were different. However,
even with the same soil model (linear elasticity with
Mohr Coulomb plasticity) different parameters were
chosen, because of the influence of the model used for
the soil-wall interface, and also because the geotechni-
cal survey included several types of tests (triaxial tests
and plate loading tests).

We have adopted the same friction and dilatancy
angles as Mestat and Arafati (1998), then performed a
parametric study to find the values of the other
parameters that give the best agreement between the
computed displacements and the measures.

We compare the results obtained with the param-
eters resulting from the parametric study with previ-
ous analyses by Mestat and Arafati (1998) and by
Coquillay et al. (2005).

Mestat and Arafati used a mesh with 800 elements
(8-node rectangles) and 2600 nodes, and modelled
the interface is by a 0.5 cm thick layer of elements
with a Coulomb friction behaviour, with � � 20
degrees and no plastic volume change. The sand is
described with a Mohr-Coulomb model.

Coquillay et al. (2005) used the same mesh and
interface model as Mestat and Arafati (1998), but
adopted for the sand the model proposed by Fahey
and Carter (1993), which associates the Mohr-
Coulomb model with a non-linear elastic law (such a
model makes it possible to describe both layers with
the same parameters, because elastic moduli depend
on the stress state). The parameters used by the differ-
ent authors are given in table 1.

The friction angle is very high for the sand of the
site, and the Young’s modulus providing the best
results are not too different from those adopted by
Mestat and Arafati (1998).

However, the friction angle of the interface is sig-
nificantly different depending on the model used: the
value adopted by Mestat and Arafati is roughly the
half of the friction angle in the sand, whereas the sim-
ulation with the joint elements provides better results
if the friction angle associated with the interface is
2/3 of the friction angle in the sand.

4.3 Horizontal displacement of the wall

Figures 2 to 4 shows the horizontal displacements of
the wall for construction steps 3, 5 and 7.
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Table 1. Parameters used by Mestat & Arafati (1998) and
Coquillay et al. (2005).

Upper layer (depth � 5,5 m)

E (MPa) � c (kPa) � (deg) 	 (deg)

Mestat 30 0,25 3 41,6 11,6
Coquillay – – 3,5 40,6 11,5
Elmi 33 0,25 3 41,6 11,6

Lower layer (depth � 5,5 m)

E (MPa) � c (kPa) � (deg) 	 (deg)

Mestat 45 0,25 0 – –
Coquillay – – 3,5 40,6 11,5
Elmi 50 0,25 3 41,6 11,6

Interface

c (kPa) � (deg) 	 (deg) model used

Mestat 1 20 0 thin elements
Coquillay 1 20 0 thin elements
Elmi 3 28 0 joint elements
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For all three simulations, the results for step 3 are not
satisfactory. This has already been discussed in previ-
ously analyses: the initial stress state is probably very
different from the geostatic distribution assumed
here, because pile installation by vibrodriving is very
likely to have a significant impact on the horizontal
earth pressure on the wall. New simulations with an
improved estimation of the horizontal in situ stress
have not been undertaken yet (it seems that measures
are available from step 1 onwards). After the first
steps of excavation, the influence of the initial state
becomes progressively less significant, because
stresses are controlled by the momentum balance and
the resistance of the sand, which explains why com-
putations are in better agreement with measures for
steps 5 and 7.

The results show some common features of the sim-
ulations by Mestat & Arafati (1998) with thin elements
and the simulations carried out with joint elements: the
horizontal displacement of the wall toe tends to be
overestimated, and the maximum displacement pos-
ition is below the maximum measured displacement.
For step 7, the joint elements give a maximum hori-
zontal displacement smaller than that obtained by
Mestat and Arafati (1998), which can be related to the
difference between the values of the friction angle of
the interface in the two models.

It can be pointed out that the use of a more
advanced constitutive model for the sand allowed
Coquillay et al. (2005) give results globally better than
those of the other simulations (as regards the value of
the maximum displacement, its position, as well as
the movement of the wall toe).

4.4 Settlements behind the wall

Figures 5 to 7 shows the horizontal displacements of
the wall for construction steps 3, 5 and 7.

The main weakness of finite element simulation of
retaining walls lies in the fact that the settlements
behind the wall (and more generally the vertical 

displacements) are often poorly estimated. The reason
for this shortcoming is that the excavation process
adds up to exerting on the remaining ground a vertical
force equal to the weight of the removed materials,
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and directed upwards. If a simple constitutive model
is used for the surrounding ground, the computed dis-
placements show a heave of the bottom of the excava-
tion and of the ground behind the wall: this is
commonly observed in simulations carried out using
a linear elasticity associated with a perfect plasticity.
This explains why the analysis by Coquillay et al.
(2005) provides results that are on the whole more
satisfactory than the other approaches.

Horizontal displacements obtained with joint elem-
ents are closer to the measures than those obtained by
Mestat and Arafati (1998), probably because of the
stronger value of the dilatancy angle in the interface.
On the other hand, the estimated vertical displace-
ment are relatively less satisfactory.

It must be recalled that the joint model involves
two elastic parameters, the normal and tangent stiff-
nesses of the joint, that cannot easily be related to the
properties of the ground. The computations presented
here correspond to a normal stiffness 100 times larger
than the tangent stiffness; however, the vertical dis-
placement behind the wall remains poorly estimated.

5 CONCLUSION

Comparing simulation results with measures on a real
monitored structure rises specific difficulties for the
identification of the material parameters, but remains
the better way of evaluating the capabilities of a mod-
elling technique, namely the joint elements for the
simulation of retaining structure in the case under dis-
cussion here.

From a practical point of view, joint elements are
relatively easy to introduce in the mesh and involve a
small number of parameters. However, the determin-
ation of the elastic stiffnesses remains an experimen-
tal challenge. In the case discussed here, which
corresponds to a wall submitted to loads that remain far
from failure, the results are reasonably good and the
iteration procedure associated with plastic strains is sta-
ble and fast, which seems to indicate that the element is
robust and can be used for retaining structures in spite
of the fact that it was primarily designed to deal with
fractures in rocks.

As expected, results remain qualitatively similar to
what can be obtained with thin elements. However, the
model used for the interface seems to interact with the
model used for the ground, in such a way that param-
eters of both models cannot really be chosen independ-
ently. In the case presented here, the variation of the
ground parameters presented in table 1 remains accept-
able, but the value of the friction angle of the interface
is significantly different. This is a strong concern if dis-
placements must be evaluated with some accuracy.

Some additional comments can be made:

– the initial stress state has a major influence on the
simulation results, at least in the early steps of the
construction process, and it would be fruitful to
investigate this question further;

– the discussion here is focused on the displace-
ments, but it remains to discuss whether or not the
bending moments in the sheetpile wall and the nor-
mal force in the strut given by the computations are
acceptable for design purpose;

– the results obtained with an advanced constitutive
model for the sand by Coquillay et al. (2005) seem
to indicate that the soil-structure interaction itself
is not the only problem that must be paid attention
in the modelling of retaining structures;

– computations are carried out in plane strain, which
adds up to assuming that the excavation is of infi-
nite length: in itself, this assumption is likely to have
a greater influence on the results than the choice of
the models for the ground and the interface, or the
choice of the parameters for these models – in the
case presented here, a three-dimensional finite elem-
ent simulation could be undertaken to investigate
this question.
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1 INTRODUCTION

In the framework of the RandstadRail rapid transit
project in the Netherlands, the two existing lines
“Erasmuslijn” (metrolijn in Rotterdam) and
“Hofpleinlijn” (railway track between Den Haag and
Rotterdam) are connected with a new rail link called
“Statenwegtracé” in Rotterdam (see Figure 1). This link
consists of two single track tunnels, each with a total
length of 2.94 km. Around 80% of the total length is
constructed as a hydro shield driven tunnel with seg-
mental lining (outside diameter 6.5 m), while the
remain 20% is constructed as a cut-and-cover tunnel.

Within the scope of a research project funded by the
German Ministry of Education and Research, a monitoring
program was conceived and gauges were installed on
the west side of the excavation pit for the station
Blijdorp (see Figure 1). Pore and earth pressures as
well as deformations (vertical and horizontal) are
monitored in the ground and on the surface during the
construction of the diaphragm wall and the subsequent
excavation of the pit. In addition, temperatures and
pressures are recorded inside the diaphragm wall during
concreting. As well, the deflection of the diaphragm
wall is monitored during the entire excavation process.
Moreover, strut forces are recorded. The research proj-
ect is conducted by the Institute of Soil Mechanics
and Foundation Engineering of the Ruhr-University
Bochum, Germany (RUB) and the Geotechnical
Department of the Ed. Züblin AG.

2 GEOLOGY

A geological cross section of the Station Blijdorp is
given in Figure 2. The underground of Rotterdam can

be subdivided into 4 sub-horizontal layers. At the sta-
tion Blijdorp, the anthropogenic sand fill is 4.5 to 6.0 m
thick, underlain by soft soils from the Holocene. These
peaty and clayey deposits called “Westland Formatie”

Numerical modelling of a diaphragm wall production process in Rotterdam
compared to monitoring data

H.P. Neher & A. Lächler
Ed. Züblin AG, Zentrale Technik, Tunnelbau, Stuttgart

ABSTRACT: The installation of diaphragm walls causes state changes and thus displacements in the adjacent
ground. A diaphragm wall construction in Rotterdam, the Netherlands, is accompanied by an extensive moni-
toring program to analyse the underlying mechanisms. Displacement and stress data are produced during the
construction of the diaphragm wall panels and the excavation of the pit. In this paper the installation of the
diaphragm wall panels is modelled using the Finite Element Methode (FEM) with an elastic-ideal-plastic model
that includes the Mohr-Coulomb yield criterion (the Mohr-Coulomb model). The calculation results are dis-
cussed and compared with recorded monitoring data.

Figure 1. Plan view of Statenwegtracé.
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are of fluvial origin and very heterogeneous. They
reach depths beyond 15.0 to 18.0 m NAP. The sand
layer beneath called “Formatie van Kreftenheye” has
a thickness of about 17.0 to 22.5 m at this location.
Below the sand layer lies the “Formatie van Kedichem”,
which consists of sand, peat, clay and loam layers. Both
the “Formatie van Kreftenheye”, and the “Formatie van
Kedichem” are Pleistocene formations. The phreatic
groundwater level averages about 2.5 m below NAP
(Normaal Amsterdams Peil).

As shown in Figure 2, the diaphragm wall panels
have a depth of 41.0 m and are footed in the “Formatie
van Kedichem”. The width of the panels varies between
1.2 and 1.5 m. In order to stabilise the excavation of
the 22.8 m wide pit, four sets of struts are placed at
different depths. A fifth set of struts is installed at a
depth of 8.75 m. This is done during retrieval of pre-
viously placed struts.

3 MONITORING PROGRAM

Figure 3 shows a plan view of the station Blijdorp
construction site. A detailed location plan of the mon-
itoring gauges is given in Figure 4. The devices are
installed in 5 rows (axes a, b, c, d and e) parallel to the
diaphragm wall with varying spacings. In the orthog-
onal direction there are 7 axes (axes, I, II,…,VI and
VII) having a constant spacing of 3.95 m. Ground sur-
face deformation is recorded at the intersecting points
of the axes.

Additional information is recorded along the two
main axes (axis II and axis VI). Vertical and horizon-
tal displacements, pore pressures and lateral earth
pressures are recorded in the ground at the locations

93 to 96. Slurry and wet concrete pressures as well as
respective temperatures are recorded along axis a
before and during concreting the panels L34 and S36.
The depths of the gauges are shown in Figure 2. In the
middle of the diaphragm wall (axis a) sensors are
placed at a vertical spacing of 5 m down to a depth of
40.0 m NAP. Thus, changes in pressure and temperature
are recorded at 8 points in each panel. After concret-
ing the panels, the inclinometer tube is built into a
steel pipe to record the deflection of the diaphragm
wall during the excavation of the pit. The monitoring
data from the piezometers and ground pressure cells
are recorded at 7 different depths. Moreover, vertical
displacements are obtained from 8-fold extensome-
ters, located at the same depths. Horizontal displace-
ments are recorded with inclinometers. The locations
of the data recording instruments in axis c are similar
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Figure 3. Plan view of the station Blijdorp excavation.

Figure 4. Location map of the monitoring instruments.Figure 2. Geological cross section at station Blijdorp.
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to those in axis b. However, piezometers and pressure
cells are installed only at depths of 1.9 m, 12.5 m and
25.0 m. The position of the different data recording
instruments in the ground is shown in Figure 2.

4 NUMERICAL MODELLING

The diaphragm wall installation is simulated using
the FEM with an elastic-ideal-plastic constitutive
model that includes the Mohr-Coulomb yield crite-
rion (see next section). An overview of the construction
process is shown in Figure 5. The obtained numerical
values will be compared with the recorded data.

4.1 Finite element model

The FE-program TOCHNOG is used for the numeri-
cal simulation. The 3D model consists of 21000 hexa-
hedron elements (23472 nodes) with a linear
interpolation function. It is 62.0 m wide, about 71.0 m
deep, and 46.7 m long. The width is subdivided into
three regions. Due to an assumed symmetry condition
in the center of the excavation, only half of the pit
width (11.4 m) is considered. The modeled diaphragm
wall is 1.2 m wide and behind the wall the mesh
extends for 49.4 m. Figure 6 shows a section through
the diaphragm wall with the adjacent monitoring field.

Vertical rollers define the boundary conditions at
the model base. Horizontal rollers are applied along
the vertical edges. The hydraulic head is assumed for
all layers at �2.5 m NAP (�2.75 m below surface
level). An existing second water level in the Pleistocene
sand layer with a lower hydraulic head is not modelled
to simplify matters. Moreover, drained soil behaviour
is assumed for all soil types, including the soft layers
(clay 2b, peat 3a and clay 4a). The simplification of
drained soil behaviour for the soft soil layers is justi-
fied, because almost no pore pressure changes are
recorded during the construction of the diaphragm
wall in the piezometers.

4.2 Simulation of installation

The installation of the guide wall is modelled after the
generation of the in situ stress state. Thereafter, the
sequential construction steps of panels A32, L33, L34,
L38, L35, L37 and S36 are simulated. The panels are
excavated in three stages (left, right and middle stitch)
except for panel L32 (one stitch). Moreover, only half
of panel L38 is modelled. Each stitch excavation
process is simulated with 10 segments. The same seg-
ments are then used to model the concreting phase.
The hydrostatic slurry pressure is modelled as a surface
load and applied when the segments are removed. The
pouring of the concrete is simulated by increasing the
surface load, starting from the bottom of the trench.
Up to a critical height, here assumed with 8.5 m (see
(Lächler et al. 2006)), the wet concrete pressure is
hydrostatic. As of reaching that critical level, the wet
concrete pressure is modelled bilinearly (first section
as hydrostatic wet concrete pressure second section
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Figure 5. Production stages of the diaphragm wall.

Figure 6. Part of the finite element model.
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slope as hydrostatic slurry pressure). The final shape
of the wet concrete pressure line is thus for the top
part hydrostatic down to the critical depth of 8.5 m.
Subsequently the slope of the wet concrete pressure
is parallel to the hydrostatic slurry pressure. An
overview on the numerical simulation stages is given
in Table 1.

5 CONSTITUTIVE LAW AND MATERIAL
PARAMETERS

All soil layers are modelled using an elastic-ideal-
plastic constitutive model with the Mohr-Coulomb
yield criterion. The Mohr-Coulomb model is briefly
introduced and the material parameters for all soil
layers are given.

5.1 Mohr-Coulomb model

The Mohr-Coulomb model is a linear-elastic ideal-
plastic constitutive law. The total strain is divided into
an elastic and a plastic part. The mechanical soil
behaviour is characterized with Hooke’s linear elas-
ticity up to the yield stress f. The yield stress f is
defined by Mohr-Coulomb’s criterion (see Figure 7),
using the effective strength parameters c� and w�.

(1)

The soil behaviour is linear-elastic below the yield
surface, defining the yield condition. Stress states

upon the yield surface generate ideal-plastic deform-
ations. Stress states above the yield surface are not
possible. A plot of the Mohr-Coulomb yield condition
in a s�-t-diagram is given in Figure 7. Compression
is defined positive.

The input parameters of the Mohr-Coulomb model
are the Young modulus E and the Poisson ratio n for the
description of the elastic soil behaviour. The effective
cohesion c�, the effective friction angle w� as well as the
dilatancy angle c are needed to describe the plastic soil
behaviour. The use of a dilatancy angle implies a non-
associated flow rule for the plastic strains.

Figure 7 shows, that soils with an effective cohe-
sion are theoretically able to sustain tensile stresses.
However, generally soils do not bear any tensile
stress. Therefore, a so-called “tension cut-off ” crite-
rion is used to cap the tensile area of the Mohr-
Coulomb model in the calculation.

5.2 Material parameters

Table 2 shows the material parameters of the soil
layers for the Mohr-Coulomb model. The poisson ratio
n is assumed to be 0.33, the dilatancy angle c is 0.0°
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Table 1. Numerical simulation stages.

Step Description

1 Generation of in situ stress state
2 Guide wall installation
3 Stepwise excavation of panel A32 in 1 stitch,

including activation of slurry pressure
4 Stepwise concreting of panel A32,
5 Stepwise excavation of panel L33 in 3 stitches,

including activation of slurry pressure
6 Stepwise concreting of panel L33
7 Stepwise excavation of panel L34 in 3 stitches,

including activation of slurry pressure
8 Stepwise concreting of panel L34
9 Stepwise excavation of panel L38 in 3 stitches,

including activation of slurry pressure
10 Stepwise excavation of panel L35 in 3 stitches,

including activation of slurry pressure
11 Stepwise concreting of panel L38
12 Stepwise excavation of panel L37 in 3 stitches,

including activation of slurry pressure
13 Stepwise concreting of panel L35
14 Stepwise concreting of panel L37
15 Stepwise excavation of panel S36 in 3 stitches,

including activation of slurry pressure
16 Stepwise concreting of panel S36

Figure 7. Mohr-Coulomb yield condition in a s�-t-diagram.

Table 2. Material parameters for the Mohr-Coulomb model.

Layer gr [kN/m3] E [kN/m2] w� [°] c� [kN/m2]

Sand 1b 19.5 60000 29.0 1.0
Clay 2b 15.8 12000 15.0 10.0
Peat 3a 10.5 8000 13.5 10.0
Clay 4a 15.0 16000 15.0 10.0
Sand 5b 20.0 80000 29.0 0.0
Loam 6b 21.5 60000 24.5 4.0
Layers 6abcd 21.5 60000 13.0 3.5
Sand 6a 20.0 120000 29.0 0.0
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for all soil types. The specific soil weight gr and the
effective cohesion c� as well as the effective friction
angle w� are selected according to given subsoil evalu-
ations. However, the Young’s modulus E (un/reloading)
is based on subsoil evaluations and experience. In com-
parison to the calculations performed in (Lächler et al.
2006) the Young’s modulus E is adjusted (clay 2b, peat
3a, clay 4a, loam6b and layers6abcd). The adjustment
is done, to get a better agreement between the recorded
data and the calculation results.

6 DISCUSSION OF DATA AND
CALCULATION RESULTS

This simulation deals with the detailed construction
process of the panels A32, L33, L34, L38, L35, L37
and S36 at Station Blijdorp. The calculated and
recorded horizontal displacements at location 93 and
location 94 (see Figure 4) are exemplarily illustrated
and discussed.

6.1 Horizontal displacements during trenching

Figures 8 and 9 compare the calculated and recorded
horizontal displacements at location 93 (1.9 m behind
panel L34) and 94 (1.9 m behind panel S36) during
trenching, respectively. Negative displacements denote
a movement away from the trench, whereas positive
displacements point into it.

According to Figure 8, modelling the construction
of the panels A32 and L33 causes movements away
from the trench of panel L34. The maximum dis-
placement of about 3 mm occur in the soft soil layers
(clay 2b, peat 3a and clay 4a). The recorded data show
displacements with no major pointing direction.
Recorded small displacement changes after the com-
pletion of trenching panel L34 point mainly away from
the trench. This behaviour could not be modelled so

far. In the soft soil layers as well as in the sand 5b and
the loam 6a smaller movements (up to 9 mm) into the
trench are calculated. Whereas, in the fill displace-
ments away from the trench are obtained.

The calculation results for the location 94 (see
Figure 9) show a similar behaviour. The construction
of the panels A32, L33, L34, L38, L35 and L37
causes movements away from the trench of panel S36.
The maximum displacement is with 8 mm in the soft
soil layers larger than before. The fact, that both pan-
els (L35 and L37) next to panel S36 are constructed
before, whereas only one panel (L33) is produced
before panel L34, explains the lager movements.
During trenching panel S36 movements into the trench
are calculated for all layers except for the fill. But they
are all smaller than those at location 93. The recorded
data show in the soft soil layers also movements away
from the trench, caused by the installation of the panels
A32, L33, L34, L38, L35 and L37. The deeper layers
basically show no displacements. During trenching
panel S36 small displacement changes away from the
trench are recorded once again.

The calculated displacements can be explained
with the help of Figure 10, where, the total horizontal
(earth and water pressure) and the hydrostatic slurry
pressure assumed in the calculation are plotted versus
depth. The resulting horizontal pressure is pointing
out of the trench down to a depth of about 5 m. Below
this depth the resulting pressure is pointing inward.
Thus, the general behaviour of the calculation result
during trenching of the panels L34 and S36 is reason-
able. Note, that the total horizontal pressure, at least
in the sand 5b, is actually lower, because of the lower
ground water level in the second aquifer.

6.2 Horizontal displacements during concreting

Figures 11 and 12 compare the calculated and recorded
horizontal displacements at location 93 (1.9 m behind
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Figure 8. Comparison between inclinometer data and cal-
culation at location 93 (panel L34) during trenching.

Figure 9. Comparison between inclinometer data and cal-
culation at location 94 (panel S36) during trenching.

Copyright © 2006 Taylor & Francis Group plc, London, UK



panel L34) and 94 (1.9 m behind panel S36) during con-
creting, respectively. Again, negative displacements
denote a movement away from the trench, whereas
positive displacements point into it.

The effect of concreting on horizontal displacements
qualitatively agrees between the calculated and the
recorded data. In both cases the wet concrete pressure
causes movements away from the trench. Moreover, the
maximum horizontal displacements occur for both, the
recorded and the calculated data, in the soft soil layers.
However, the calculated displacements are larger then
the recorded. This is especially the case for the loca-
tion 94. At location 93 the calculated and the recorded
displacements match quite well.

7 SUMMARY

The present paper shows, that modelling the successive
construction of diaphragm wall panels is at least qual-
itatively possible with a basic constitutive law and sim-
plified assumptions. The numerical simulation can
cover the examined horizontal displacements during
concreting. But the small horizontal displacements dur-
ing trenching are not well predicted. This is probably
linked to the fact, that only one phreatic water level is
adopted in the calculations, and the insitu earth pres-
sure at rest may be different from the assumed. Thus,
the difference between the total horizontal pressure
and the slurry pressure insitu is not that large as
shown in Figure 10. Nevertheless, the basic approach of
modelling the successive construction of diaphragm
wall panels shown in this paper is reasonable.

ACKNOWLEDGEMENT

The research is supported by the German Ministry of
Education and Research grant 19W2086B. The
authors are responsible for the content.

REFERENCES

Lächler, A., H. P. Neher, and G. Gebeyehu (2006). A com-
parison between monitoring data and numerical calcula-
tion of a diaphragm wall construction in Rotterdam. In 
T. Triantafyllidis (Ed.), Proceedings of the International
Conference on Numerical Modelling of Construction
Process in Geotechnical engineering for Urban
Environment, Bochum, Germany, pp. 83–95. Taylor &
Francis Group plc, London, UK.

van Zanten, D. C., M. de Vries, and H. M. A. Pachen (2004).
Door de rotterdamse ondergrond met twee boortunnels.
Geotechniek 8(3), 68–75.

422

Figure 10. Comparison between total horizontal and the
hydrostatic slurry pressure versus depth.

Figure 12. Comparison between inclinometer data and cal-
culation at location 94 (panel S36) during concreting.

Figure 11. Comparison between inclinometer data and cal-
culation at location 93 (panel L34) during concreting.
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1 INTRODUCTION

For excavation works in urban areas, braces and
tiebacks normally replace the lateral restraint that is
provided by materials, which are to be removed. The
performance of braced excavation has been extensively
studied since the end of the 1960s (Peck 1969, Stille
1976, Finno et al. 1989, Clough & O’Rourke 1990,
Ou et al. 1993, Potts & Zdravkovic 2001, Finno et al.
2002, Ng et al. 2004). However, it is still a practical
way to design a deep excavation in soft clay on the
base of both empirical and numerical analysis results.
The design should be updated according to observa-
tional results, since many factors may contribute to an
unacceptable movement during excavation (Boone
2003): base stability, soil type, elastic compression and
rebound to unloading, consolidation of loose sands
and soft clays, structural stiffness, construction pro-
cedures and workmanship. Any one of these factors
may play a key role in controlling the overall move-
ment of a braced deep excavation. Experiences from
well-instrumented case histories are always the base
for both empirical design and numerical analysis.

A tested section 1/840N analyzed here is from the
South Link Infrastructure Project in Stockholm. The
excavation, with its dimensions of 12 m depth and 
43 m width, were performed in soft soils overlying 

crystallized rock. Excavation activities are simulated
with 2D PLAXIS. The numerical analysis results are
compared with monitored behavior.

2 PROJECT DESCRIPTION

The South Link 10 (SL10) project comprises a 460 m
long underground structure including 40 m of rock
tunnel, a cut and cover concrete tunnel and tunnel
ramps. Section 1/840 N is one of the deepest excava-
tion sections in the project SL10.

2.1 Geotechnical conditions

The geotechnical conditions can be simply expressed
as soils overlying bedrock. The soils consist of a fill
deposit overlying a sequence of glacial clay. The gla-
cial clay is mainly composed of soft clay, with about
1 m thick dry crust as the top layer. There are interlayers
of silt and sand in the soft clay. Granular soil, about 1 m
thick, overlies the bedrock of unweathered gneiss.
The groundwater level is 2 m below ground surface.

The soft clay exhibits an undrained shear strength
of 16 kPa, with an increase of 2 kPa/m below �10 m.
The soft clay is lightly overconsolidated, with its
overconsolidation ratio (OCR) varying from 1.4 at the
surface to 1.0 at a level of �6 m and below.

Back analysis on a deep excavation in Stockholm with finite 
element method
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ABSTRACT: A deep excavation section from the South Link in Stockholm is analyzed with 2D PLAXIS. The
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2.2 Retaining wall

The steel sheet pile wall is commonly used in
Scandinavian. The sheet pile wall is keyed into
bedrock and back-tied with 5 levels of anchors, with
an inclination of 45° (Fig. 1). The grout part of the
anchors is mainly fixed into the bedrock. The vertical
intervals of the anchors vary from 2.5 m to 3.0 m. The
area of the toe of the sheet piling steel wall is sealed
by jet grouting (Hintze 2002, Jonsson 2002, Hintze et
al. 2000).

2.3 Excavation procedures

The excavation activities in test section 1/840N are
presented in stages. The sheet pile wall is first
installed. Excavations inside the sheet pile wall are
conducted in stages, which are alternated by the
installation of anchors, respectively. The excavation is
briefly shown as excavation I through VI from top to
final excavation level (Fig. 1).

2.4 Instrumentation

Instrumentation in the test section includes one incli-
nometer, one settlement marker, three anchor load
jacks and three water level wells in the granular soil
(Fig. 2).

The inclinometer I8 (Fig. 2), with its toe fixed into
bedrock, is 2.0 m outside the sheet pile wall and
installed vertically. Its sensors I8-1 through I8-8
(Fig. 3), with an interval of 2.0 m, are located
from �0.8 m to �13.2 m. The settlement point M8 is
located 1.0 m outside the sheet pile wall. Three jacks
are for anchor 01, 03 and 05 (Fig. 1), respectively.

3 OBSERVED RESPONSE

3.1 Lateral displacement

The horizontal displacement of the inclinometer I8
during construction was recorded after preloading 
of anchor 01, which corresponds to stage 3 in 
the numerical model. The results are shown in 
figure 3. Data from 1998-12-01 and 1998-12-02
should be considered abnormal condition of measur-
ing system.

3.2 Settlement

The data from M8 is read after 1998-11-23, which is
corresponding to the period prior to excavation III.
The settlement increases generally at a constant rate
before excavation IV. Then, the increase rate signifi-
cantly lowers until the end of 1999. At the end of
excavation, the maximum settlement is 106 mm.

3.3 Anchor loads

The loads of the anchors were recorded after anchor
02 was preloaded. The loads of anchor 01 and 03 were
adjusted during the excavation.

3.4 Pore water pressure in the granular 
soil layer

The pore pressure head of the wells SKANT 10 and
11 correspond to ground water level about �12.5 m,
and at SKANT 15 about �6.5 m.
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Figure 1. Procedures of excavation in test section 1/840 N.

Central line of 
the tunnel

Three Jacks
I8-Inclinometer
M8-Settlement point

SKANT10

SKANT11

SKANT15

Groundwater level monitoring well

Section1/840N Section1/900N

21
.5

 m

Section1/800N

Figure 2. Plan showing the locations of the instruments.

-90.0

-70.0

-50.0

-30.0

-10.0

10.0

30.0

50.0

98-9-15 98-11-14 99-1-13 99-3-14 99-5-13 Date

La
te

ra
l d

is
pl

ac
em

en
t (

m
m

)

I8-6

I8-1

I8-2

I8-8

I8-4I8-5

I8-3I8-7

Figure 3. Lateral displacement of I8 in section 1/840 N.

Copyright © 2006 Taylor & Francis Group plc, London, UK



4 BACK ANALYSIS WITH PLAXIS

4.1 Model description

4.1.1 Geometry model and elements
A 2D Mohr-Coulomb model (SL01) with PLAXIS
8.2 is used to represent the three-dimensional prob-
lem and the excavation process is simplified as a
symmetrical problem, though this kind of simplifica-
tion may induce certain errors (Potts & Zdravkovic
2001). The model includes a representative division
of the subsoil into distinct soil layers, sheet pile wall
and anchor system, construction stages and surcharge
on the surface. A 15-node triangular element is cho-
sen to get an accurate calculation of stresses and fail-
ure loads (Brinkgreve 2002). The element distribution
of mesh is moderately generated and refined around
anchors, interface between sheet pile wall and retained
soil. The total number of elements in the model is 1472.

4.1.2 Geotechnical properties
Geotechnical properties used in the numerical model
are shown in table 1. All five distinct geotechnical
layers are simplified as horizontal. From level �15 m
to �14 m there is a relatively loose fine soil fill. The
surface of the bedrock is at �2.8 m. Groundwater is
2.0 m below the surface. The water level is updated
according to the above monitoring results.

4.1.3 The sheet pile wall
The length of the sheet pile wall is 17.8 m and its toe
is totally fixed into rock. Its main properties are
shown in table 2.

4.1.4 Ground anchors
Data of the anchor rods is shown in table 3. The
anchor rod is simulated as an elastic node-to-node
anchor. Maximum force is given as 1.0 � 1015kN.
Axial stiffness of the geogrid is 1.0 � 108kN/m.
Preloads of the anchors are given either according to
monitoring results or deduced from design values
with a ratio analogy from the monitored anchors.

4.1.5 Lateral pressure coefficient
The influence of the overconsolidation on the lateral
coefficient k0 is considered in the numerical model.
Based on the equation of K0 � (1 � sin �)OCRsin �

(Mayne & Kulhawy 1982), the value of K0 is given
from 1.38 to 1.0 from ground surface to the elevation
of �6 m.

4.1.6 Surface load
With temporary transportation load considered, the
surface distribution load is given as varying from
30 kN/m2 to 10 kN/m2.

4.1.7 Stages in the numerical model
Except wall installation, six soil excavations, five
anchor preloading stages and seven consolidation
analysis stages are presented in model SL01 (Fig. 4).
Anchor installation is included in its preceding exca-
vation stage respectively, while anchor preloading is
simulated as a separated stage. It is assumed that only
67% of the shear strength of the retained soil can be
mobilized along the soil-wall interface, since many
cases show ground movements caused by retaining
wall installation (Poh & Wong 1998, Dawkins 2001,
Finno et al. 2002, Thorley & Forth 2002). For sim-
plicity, if a stage is followed by a consolidation calcu-
lation, only result from the later is presented.

4.2 Analysis results

The calculated lateral displacements are shown in 
figure 5. As mentioned above, the displacement pre-
stage 3 has not been tested. For comparison with
numerical results, the lateral displacement of stage 2
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Table 1. Geotechnical parameters used in numerical
model.

Friction Young’s 
angle Cohesion modulus Permeability

Parameter [°] [kN/m2] [kN/m2] [m/day]

Fill 35 1 6000 1
Dry crust 0 30 15000 0.0001
Soft clay 0 16 4900 0.0001
Till 38 0.5 35000 0.1
Bedrock 45 200 2000000 0.00001

Table 2. Properties of sheet pile wall.

Axial Flexural Equivalent 
stiffness rigidity Weight thickness

Type [kN/m] [kNm2/m] [kN/m/m] [m]

LX32 5.0 � 106 1.5 � 105 1.41 0.603

Table 3. Properties of the anchors in test section 1/840 N.

c-c* Grouted Rod 
Elevation EA* length length

Anchor [m] [kN] [m] [m] [m]

01 13.5 1.7 � 105 2.8 5.5 25.0
02 10.5 2.4 � 105 2.2 7.5 21.3
03 8.0 3.5 � 105 1.9 7.0 15.0
04 5.5 3.8 � 105 1.9 8.0 13.0
05 3.4 3.1 � 105 2.1 6.5 7.0

*EA: Axial stiffness; c-c: horizontal spacing.
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from numerical results is added to the monitoring
results in terms of stages.

Maximum settlement on the surface is compared
with monitoring results in figure 6.

5 DISCUSSION ON THE ANALYSIS 
RESULTS

5.1 Compared with monitoring results

Although the use of finite element modelling for
excavations is a robust method, routinely used in
engineering environments, it is impossible to include
every detail from a practical project in a numerical
model. The major challenges for applications of finite
element analysis in excavations in urban areas are
material modeling, assessment of material parameters
and the interaction between soil and construction.
Some distinct parameters are selectively simulated in
a numerical model. Another fact is that projects are
typical one of a kind (Schreppers & Horrigmoe
2005). A numerical analysis usually needs practice
check.

The numerical analysis results are checked in
terms of stages. Figure 5 shows that the soil is gener-
ally subjected to elastic deformation and the lateral
displacement is decreased in the stage of anchor pre-
stressing. This situation may be partially different
from the practical deformation nature of the soft soil.
Figure 5 shows that the middle part of the inclinome-
ter does not vary in a similar smooth mode as in the
numerical model.

However, figure 5 shows that the monitoring
results are generally well approximated by numerical
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Stage 1: wall installation

Stage 2: Excavation I to +13 m Stage 13: Consolidation 34 days

Stage 3: Anchor 01 preloaded Stage 14: Consolidation 17 days

Stage 4:  Excavation II to +10 m

Stage 5: Anchor 02 preloaded

Stage 15: Consolidation 35 days

Stage 16: Consolidation 35 days

Stage 6:  Excavation III to +7.5 m Stage 17: Consolidation 75 days

Stage 7: Anchor 03 preloaded

Stage 8  Excavation IV to +5 m Stage 18: Consolidation 55 days

Stage 9: Anchor 04 preloaded

Stage 10  Excavation V to +2.9 m Stage 19: Consolidation 60 days

Stage 11: Anchor 05 preloaded

Stage 12  Excavation VI to +2.9 m

Figure 4. Stages in numerical model.
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results in terms of stage, though the following differ-
ences are clear.

First, for the upper part of the section, the calcu-
lated lateral displacements are larger than those of the
monitoring results.

For the middle part of the section, the calculated
displacements in stages 4 through 7, and stage 9, are
less than those of the monitoring results, while it is
reverse versa in stage 10.

For the lower part of the section, the calculated dis-
placements are less than those of the monitoring
results, and this feature is significant in stage 9
through 12.

The difference between the monitoring results and
the numerical ones in the lower part may be related to the
different reference point for inclinometer and for the
numerical analysis. The effect of the reference point
is checked by the comparison between the first moni-
toring data and numerical result of stage 2 (Fig. 7).
Compared to the lateral displacement tendency, the
characteristic of cantilever deformation is more typi-
cal for the numerical result than for the monitoring
behavior. For the lower part of the sheet pile wall, the
monitored displacements are larger than those calcu-
lated, in which the wall deforms as an ideal elastic
beam with its toe totally fixed, but the difference is
insignificant.

5.2 Lateral displacement feature in stages

One of the features of a deep excavation procedure is
of being conducted in stages. The response of the
retained soils to the stage construction is always
changeable. The ground movement may suddenly
increase at an intermediate stage of construction, but
not gradually as excavation proceeded to full depth
(Finno et al. 1989). In figure 5, both the numerical
analysis and the monitoring results indicate that the
increment of lateral displacement from preceding
stages varies among stages.

There is no simple increasing tendency of lateral
displacement through construction stages, and the

increasing tendency varies in different parts of the
test section. The largest displacements occur in the
middle part of a stage. For all stages, the largest dis-
placements occur in stage 6 in the monitoring results
while in stage 8 in the numerical model (Fig. 8). Of
the displacement increment in a stage, the displace-
ment increases significantly in stage 4, 6 and 8 from
their preceding stage, while the displacement
decreases in stage 5, 7, 9, 11 from their preceding
stage, respectively (Fig. 8). This feature is even sig-
nificant in the numerical results.

After stage 6, displacement increment from pre-
ceding stage is either insignificant or even negative.
After stage 8, the magnitude of the largest displace-
ment from monitoring results decreases, while this
tend appears after stage 10 in the numerical model
(Figs. 5, 8). This tendency should be attributed to the
occurrence of bedrock. As the distance from dredging
level to the bedrock is less than the depth of dredge
level, the beneficial influence of the bedrock on the
movement of the soil-retaining wall system increases.

5.3 Influence of preload in anchors

Stages representing preloading of anchors are simu-
lated as independent stages in the numerical model.
There is no time spare for consolidation in anchor
preloading stages. This is different from the practical
situation. The most important factor in those stages is
the magnitude of the preload. The behavior of the
retained soil is readily influenced by the magnitude of
the preload. This is illustrated by the zigzag shape of
the maximum lateral displacement in both numerical
and monitoring data in terms of stages (Fig. 8). The
influence of the preload on the lateral displacement is
more significant for numerical model than for moni-
toring results, though the influence is similar in stage
3 though 6.

As mentioned above, preloads given in the numer-
ical model are based on monitoring results of anchor
01, 03 and 05. The load value decreases significantly
in stage 5 and 6 for anchor 01, in stage 8 for anchor 02
and 03, in stage 10 for anchor 03, and in stage 12 for
anchor 04. Lateral displacement increases significantly
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in stage 4, 6 and 8 for both numerical and monitoring
results (Figs. 5, 8). This implies that the decreasing of
anchor preload also plays a key role in the lateral dis-
placement increasing.

Monitoring results show that the preload in anchor
01 is perfectly kept after stage 7. This has not only
effectively controlled lateral displacement of the
upper part in test section, but also incurs negative lat-
eral displacement from preceding stages (Fig. 5). The
tendency is more significant in monitoring results
than in numerical analysis results.

5.4 Magnitude of surface settlement

Based on case studies, Clough & O’Rourke (1990) and
Ou et al. (1993) concluded that the maximum ground
surface settlement usually occurs very close to the face
of the wall for the case with relatively large wall deflec-
tion at the initial stage of excavation, and the maximum
ground surface settlement usually occurs at some dis-
tance from the retaining wall for the case with relatively
small wall deflection at the initial stage of excavation.
The distance where the maximum ground surface set-
tlement occurs does not vary with excavation depth
(Ou et al. 1993). In the model SL01, the location of the
maximum settlement point on surface varies between
5 m and 7 m from the sheet pile wall. This is similar to
the cases with relatively small wall deflection at the ini-
tial stage of excavation. Although it is noted that the
computed point of maximum settlement may be too
far away from the wall as in a Mohr-Coulomb model
simulation (Ng et al. 2004), and there is not enough
data to discuss the shape of surface settlement due to
excavation, the monitoring point is not corresponding
to the maximum settlement location in model SL01.

The settlements in model SL01 are much smaller
than the monitoring values. Although some cases
show that the numerical analysis result of settlement
is less than that of practice if a Mohr-Coulomb model
is used (Simpson et al. 1979, Ng et al. 2004), some
causes for this case may exist.

Another numerical model (SL02) is used to dis-
cern the potential reason for the larger monitoring
result. In model SL02, all the parameters are the same
as in model SL01 except soil volume strain being
selectively applied to partial soil in stage 5 and stage
7. The application of soil volume strain is partially
given to granular soil and a small part of the soft clay
around anchor rods. This incurs less than 10% differ-
ence between the two models in lateral displacement.
However the settlement increases significantly as
shown in figure 8, and the maximum settlement is
around 25% less than the monitoring result. This
implies that the settlement may be related to the soil
losing during anchor installation and water seepage
through sheet pile wall, though there is no record
available supporting this assumption.

6 CONCLUSIONS

The results of this study show that the deformation of
the soil-anchor-sheet pile wall system can be prelimi-
narily simulated with a Mohr-Coulomb model of the
PLAXIS code, provided that the preloads in anchors,
the pattern and value of the surcharge on surface and
groundwater level are respectively updated according
to their monitoring results.

Both numerical and monitoring results show that
the lateral displacement increase mainly in the first
three excavation stages (I through III). The beneficial
influence of the bedrock becomes significant when
the distance from excavation level to bedrock is less
than to ground surface.

The settlements in the model SL01 are much
smaller than the monitored values. The result of
model SL02, in which soil volume strain being selec-
tively applied, implies other factors, such as soil los-
ing, may cause significant settlement increase.
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1 INTRODUCTION

This calculation is based on an existing project which
was realized in Italy in a close vicinity to the lake
“Lago di Garda”. The project consisted of the deep
excavation of a building pit and the underpinning of
adjacent buildings for an underground car park. The
construction site was located in a gap site of a street
running parallel with the lake shore in approx. 50 m
distance. The site with the maximum dimensions of
70 � 20 m was next to existing structures such as a
school building on one side and the apartment build-
ings on the other side. The plan view can be seen in
Figure 1. For the calculation purposes a section F–F�
was selected, as it was the most significant one.

The design of the underpinning structure was done
with traditional methods – the Limit Equilibrium

Method. The design resulted into two different variants,
which are differing in terms of the dimensions of the
base of the retaining wall. Both variants, later referred
to as design 1 (large base) and design 2 (small base),
met the requirements of the calculation standards, but
with different problems regarding the construction on
site. Moreover, ground water cut-off elements were
requested for controlling the water flow towards the
excavation. The models can be seen in Figure 2,
where the variants without ground water cut-off con-
struction are drawn with solid lines and with ground
water cut-off structures are plotted with dashed lines.
The aim of this paper is to back-analyze the design
derived from the traditional methods by means of the
Finite Element Method, especially with respect to their
deformations and safety factors, as this approach gives

Design of a deep building pit with numerical and limit
equilibrium methods

V. Rac
�
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Institute of Geotechnics, Brno University of Technology, Czech Republic

R. Thurner
Keller Grundbau, Söding, Austria
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ABSTRACT: For the design of a deep excavation, different methods were applied in order to investigate the
deformation behaviour and the stability of the structure. Especially the uncommon geological situation with a
layer consisting of gravel underlain by a soft clay layer and a groundwater table close to the ground surface and
its lowering during excavation required comprehensive geotechnical analyses. The ground failure mode was
investigated by using different models, namely the finite element method with PLAXIS and the limit equilib-
rium method. In the finite element method the stability of the excavation support was investigated by means of
the �/c-reduction method. Special attention was paid to the dimensions of the jet grouting body and the pre-
stressed anchors, respectively. The effects of varying the depth and the width of the retaining wall and the pre-
stress forces were studied in detail.

Figure 1. Plan view of the building pit.
Figure 2. Cross sections of large (left hand side) and small
base design.
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a more comprehensive view of the overall behaviour.
A comparison of the two different models (with dif-
ferent dimensions and different pre-stress forces) in
combination with different ground water cut-off walls
are investigated in this paper. The results of the FEM-
analyses are compared with the Limit Equilibrium
Methods.

2 GEOTECHNICAL PROPERTIES AND
MATERIAL PARAMETERS

The parameters for the calculation were derived from
the soil investigations (Tab. 1). As the geotechnical
report did not indicate all the parameters for perform-
ing the analyses, some additional assumptions had to
be made based on local experience.

For the calculation the following constitutive 
models predefined in PLAXIS V8.2 were chosen for
different elements of the structure.

The Hardening soil model was used for modelling
the soil behaviour as a more appropriate soil response
on the excavation is given.

Mohr-Coulomb model was used for modelling the
behaviour of the jet-grouted structure. A distinction of
two different jet-grouted materials was done because
the properties of the jet grouting (JG) procedure are
largely influenced by type of soil. One material type is
JG-Sandy Gravel for the jet grouting columns produced
in sandy gravel layer and the other material type is 
JG-Clay for jet grouting columns in clay and fill layers.
The properties of these materials can be seen in Table 2.
PLAXIS allows using the tension cut-off option to
define maximum tension stresses for jet grouted mater-
ial. The maximum allowable tensile stresses were
defined as 1/8 of maximal compression strength.

The strip footing (dimensions 0.7 � 1.0 m) of 
the existing wall which was to be underpinned was

modelled as linear elastic material with the same
mechanical properties as JG-Clay. This is a necessary
detail in order to overcome the problem of load transfer
to subsoil.

Ground anchors were modelled as a combination of
a node to node anchor for its free length and a geogrid
for its bonded length with following properties:

Node to node anchor (as 3 tendons Ø 0.62 mm):
EA � 3e4 kN/m
Geogrid:
EA � 3e5 kN/m

3 GEOMETRY AND CALCULATION PHASES

The Geometry of the calculated area was taken from
Figure 2. Two different files were prepared for the
PLAXIS calculation. The geometry in the first file
was done for the large base design and the other file
was done for the small base design. In each file it was
possible to activate suitable clusters in order to model
different variants of cut-off walls.

In Figures 3 & 4, the geometry model and gener-
ated mesh for design 1 is depicted. Care was taken
during the mesh generation process in order to generate
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Figure 3. Geometry model.

Table 1. Mechanical properties – Hardening soil model.

Hardening Sandy
soil Clay Fill gravel

Type Drained Drained Drained
�unsat [kN/m3] 21 18 18
�sat [kN/m3] 21 20 21
kx [m/day] 0,007 1,000 1,420
ky [m/day] 0,007 1,000 1,420
E50

ref [kN/m2] 7500 15000 40000
Eoed

ref [kN/m2] 7500 15000 39915
Power (m) [–] 0,90 0,70 0,50
cref [kN/m2] 15 3 0,5
� [°] 25 30 35
	 [°] 0,0 0,0 3,0
Eur

ref [kN/m2] 30000 60000 160000
�ur

(nu) [–] 0,200 0,200 0,200
pref [kN/m2] 100,00 100,00 100,00
Rf [–] 0,90 0,90 0,90

Table 2. Mechanical properties of jet grouted soil.

Jet grouted Jet grouted 
Mohr-Coulomb sandy gravel clay

Type Drained Drained
�unsat [kN/m3] 22 22
�sat [kN/m3] 22 22
kx [m/day] 0 0
ky [m/day] 0 0
Eref [kN/m2] 20000000 5000000
� [–] 0,20 0,20
cref [kN/m2] 1000 250
� [°] 35 25
	 [°] 0 0
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similar meshes in both files. This is important for
comparability of calculations. In areas of expected
large deformations and tension gradients the finer
mesh was generated. Both models have 960 elements.

The calculation was divided into several calcula-
tion phases. These phases followed the construction
phases on the site and are listed below:

Phase 1: Activation of the existing loads and foun-
dation elements.

Phase 2: Activation of jet grouted column con-
struction – switching appropriate clusters
from existing soil to jet grouted material.

Phase 3: (Reset displacements to zero) Ground
water lowering to the level of the 1st excav-
ation (�2.0 m).

Phase 4: 1st excavation to �2.0 m.
Phase 5: Anchor installation and pre-stressing.
Phase 6: Ground water lowering to the level of the

2nd excavation (�5.2 m).
Phase 7: 2nd excavation to �5.2 m.
Phase 8: Anchor installation and pre-stressing.
Phase 9: Ground water lowering to the level of the

3rd excavation (�7.0 m).
Phase 10: 3rd excavation to �7.0 m.

These phases were followed by the phi-c reduction
calculation for the determination of the safety factor.
The results of these calculations are summarized in
the next chapter.

4 CALCULATION RESULTS

The calculations for all variants are summarized
below in Table 3, where deformations of selected
points and calculated safety factors 4Msf from phi-c
reduction can be found.

4.1 Displacements/factor of safety

In Table 3 the deformation for the investigated vari-
ants is shown. The variant with a reduced level of

anchor pre-stress force, set to 50% of original value
gained from Limit Equilibrium Design method, was
included into the study. All cases proof the fact that
the small base design gives a larger settlement than
large base one. This is clearly caused by the size of the
foundation base. Settlements of the design 2 (small
base) variants are roughly 35% higher than settlements
of the design 1 (large base) variants. The influence of
the size of the foundation base on the horizontal dis-
placements of the underpinning structure is smaller as
expected. Furthermore, it is evident that the ground
water cut-off structures are reducing the calculated
settlements and that with larger dimensions of sealing
structure smaller deformations are obtained. Another
fact which can be seen is that the vertical deformations
of the upper point A and of the lower point B of the wall
are the same. This is due to the fact that the jet grouted
wall is very stiff and thus the vertical contraction of
the wall due to the induced force is negligible.

4.2 Anchor forces

The evaluation of the anchor forces is given for the
design with cut-off walls only. The development of
the anchor forces for the large and the small base vari-
ant was observed. For comparison the calculations
were run with reduced pre-stress anchor forces by
half as well. This value is normally the lower bound
limit when pre-stressing of anchors is applied. The
development of the anchor forces can be seen in
Figures 5 & 6. The anchor forces in all construction
steps and in selected steps of phi-c reduction are
shown. In all cases, an increase of forces in anchors
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Figure 4. Generated mesh.

Tabe 3. Displacements of different points and factor of
safety. Point A – top point of the wall, point B – foot of the
wall, point C – centre of the excavation pit (horizontal dis-
placements are zero – symmetry axis.

Displacements [mm]

A B C

Variant Hor. Ver. Hor. Ver. Ver. 4Msf

Without Large base 66 34 48 34 88 1,38
cut-off Small base 74 46 49 46 91 1,25
elements

Cut-off Large base 56 21 47 21 86 1,40
curtain Small base 60 29 43 29 85 1,35

Cut-off Large base 42 8 35 7 84 1,41
wall Small base 41 11 33 11 82 1,48

Cut-off Large base 49 8 37 8 85 1,41
wall pre Small base 55 11 39 11 82 1,48
stress level 
50%

Remark: horizontal displacements: � values towards
excavation; vertical displacements: � values settlements.
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can be seen. This increase is bigger in case of design
1 (maximum increase 34.8%) compared with design
2 (maximum increase 6.3%). The increase of the
anchor force is caused by displacement of the anchor
head relative to anchor bond part. This relative dis-
placement of the mentioned areas depends not only
on the amount of the displacement of the wall but as
well on the direction. The anchors in small base vari-
ant are much more inclined and so the displacement
of the wall is much more tangential to the anchors and
the increase of the force is not so large.

Another matter of fact is that the increase of forces
is much greater applying only 50% of the pre-stress-
ing force. This means that the structure has more
“freedom” to find its balanced position. This is linked
up increase in anchor forces.

The other interesting fact is verifying development
of anchor forces in phi-c reduction. It can be observed
that the forces are probably approaching to some “limit”
value, which does not depend on the pre-stressing level.

4.3 Horizontal effective stresses

Looking at the horizontal effective stresses allows
understanding the behaviour of the structure and pro-
nounces some basic facts about the anchors. In Figure 8,

the effective horizontal stresses on the back of the
underpinning structure after last excavation step are
plotted for the large and small base option and as well
for different anchor forces, respectively. For the better
understanding, Ko was depicted (initial horizontal
stresses before the load is activated), and of Ko* (initial
horizontal stresses after all surcharge load is activated
but before any excavation steps is done). It can be seen
that in the upper part of the wall there is a decrease in
horizontal effective stresses compared to the Ko* –
activated load line. This is due to the fact that in upper
part the surcharge influence is larger and the movement
of the wall towards the excavation pit unloads the soil
and this yields a decrease of horizontal effective
stresses. Pre-stressing of the first anchor row counter-
acts against this unloading, but this effect is smaller in
the upper part of the wall. In lower part of the wall, the
same effects are in place, but in different magnitude.
Because the surcharge influences are smaller in the
lower part, also the unloading effect caused by move-
ment of the wall towards the excavation pit is smaller.
This unloading effect is counterweighted by the effect
caused by anchor pre-stressing. That causes the fact
that in lower part of the wall, the horizontal effective
stresses are bigger than Ko* – activated load line.
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Figure 5. Development of anchor forces after the installa-
tion (design 1).
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Figure 6. Development of the anchor forces after the
installation.
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The graphs of horizontal effective stresses for dif-
ferent levels of pre-stressing forces are compared.
Pre-stress forces were reduced to 50% of its original
level. With the lower pre-stress forces, horizontal
effective stresses are significantly smaller. This leads,
together with the facts presented in part 4.4 about
safety factors to the following conclusions. The larger
the anchor forces are, the larger are the effective hori-
zontal stresses. That means increasing the pre-stress
forces increases the utilization of the material of the
structure (both, jet grouted and steel) and doesn’t
increase the safety factor of the structure. The influ-
ence of increased pre-stress forces can be only seen in
reducing of the displacements, otherwise high pre-
stressing forces seem to be unjustified.

4.4 Phi-c reduction

Running phi-c reduction calculation allows to calcu-
late the 4Msf factor which is analogous and compar-
able to the safety factor known from Limit Equilibrium
Method. Calculated values of 4Msf are given in Table 3
and are visualized in Figure 8.

In addition to the analyses of the phi-c reduction
(4Msf – safety factors), further calculations were
made with modified soil strength parameters reduced
by corresponding value of 4Msf factor in order to
check two facts. As a first fact, a control of the phi-c
reduction calculation can be obtained. In case it was
correct, the result of the calculation with reduced
parameters should be just on the verge of the failure
(from safety point of view). So values of 4Msf close
to 1.0 in the calculation with reduced strength param-
eters are likely. As a second aspect, it was considered
to control if any of the previous phases is more crit-
ical than the last phase. In case that some phase would
be less stable than the last one, the calculation of this
phase with reduced parameters should not converge
and the calculation should fail.

5 LIMIT EQUILIBRIUM CALCULATIONS –
SAFETY CONSIDERATIONS

Limit equilibrium calculations were done with an 
in-house software called UFA. It was not possible to
model entirely the same geometry of the structure as
in PLAXIS because the input possibilities in UFA are
limited in comparison to PLAXIS. This geometrical
unevenness of the models can influence the compari-
son of calculated results, but should not be a critical
factor. With UFA only two variants – large and small
base design without water cut-off wall – were mod-
elled. For design 1 without ground water cut-off, the
calculated value of the safety factor against sliding is
1.59 (compared with the PLAXIS “safety factor”
1.38). For design 2 without ground water cut-off, the

calculated value of the safety factor against sliding is
1.35 (compared with the PLAXIS “safety factor”
1.25). The safety factors are in better agreement for
the small base design than for the large base one.

For finding the explanation, the shapes of the crit-
ical slip surfaces were compared. As depicted in
Figures 9 & 10, the shapes of the slip surfaces for
design 2 are nearly the same and both have circular
shape. On the other hand, in case of design 1 the
shapes of the slip surfaces differ quite substantially.
In case of limit equilibrium method, a circular slip
surface crosses the ground anchors, but in case of
FEM calculation a slip surface touches ends of the
anchors and has a polygonal shape. With the limit
equilibrium method the shape of the slip surface is
given. Furthermore in this method there is no inter-
action between stresses and strains and so the devel-
opment of the strains before the failure occurs doesn’t
change the stresses (forces) acting on the soil body.
On the other hand in case of the finite element
method, stresses and strains are related by constitutive
law. So for example if the magnitude of the strains is
increased by initiation of a slide failure the stresses
(forces) in the anchors are changed as well. In case of
the large base design, the increase in strains caused by
the initiated sliding mechanism increased forces in the
anchors. These increased forces acted against this ini-
tiated slide mechanism and did not allow this mecha-
nism to propagate. That resulted in “pushing out” the
slip surface behind anchors and eventually to the fail-
ure, as shown on Figure 9 (left).

In order to confirm the above presented thoughts it
should be possible to find circular shape of the initi-
ated slip surface crossing the ground anchors in some
calculation steps of phi-c reduction prior to the last
one. In Figure 11 a plot of the total strains at step 45
out of 100 of the phi-c reduction calculation is given.
The shape of the slip surface is very similar to the
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Figure 9. Critical slip surfaces in the last calculation step
(100 steps totally calculated) of phi-c reduction in PLAXIS.

Figure 10. Critical slip surfaces in UFA (redrawn).
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shape obtained from the limit equilibrium method. In
successive steps, the slip surface was pushed out to
the final position as shown on Figure 9 (left).

6 CONCLUSIONS

Although the two designs initially considered for real-
izing a deep excavation in difficult soil and ground
water conditions have fulfilled the same calculation
code requirements, their behaviour with respect to
displacements is quite different. Settlements of the
small base design are roughly 35% larger than settle-
ments of the model with the larger base. Moreover the
effects of the pre-stress forces on the displacements
and the horizontal effective stresses were investigated.

It can be shown that the increased anchor forces yield
larger effective horizontal stresses. There was no influ-
ence of anchor pre-stress forces observed on safety
factor of the structure. The effect of higher anchor
forces can be seen only in reduction of the horizontal
displacements. From the safety considerations it can
be concluded that the calculated safety factors based
on the phi-c reduction and on the limit equilibrium
method are in reasonable agreement. But it must be
remarked that the limit equilibrium method does not
take in to account the interaction between stresses and
strains. When this interaction is considered then the
additional stresses (forces) are generated during the
activation of the slide failure and these can alter the
shape of the slip failure surface. Using limit equilib-
rium method for design of underpinning structures
one has to be aware of possible shortcomings, espe-
cially problems with excessive displacements and
with the shape of the slip surface. As the large base
design resulted as the one with the minor risk, it was
chosen for the actual realization.
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Figure 11. Critical slip surfaces in PLAXIS (step 45 of phi-c
reduction).
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1 INTRODUCTION

L-shaped walls are simple to construct and thus often
used as earth retainment constructions. Since the usual
approaches of the design for overall stability (e.g. bear-
ing capacity, sliding) are believed to be reliable and suf-
ficiently accurate, questions remain concerning the
magnitude of the earth pressure acting on the vertical
stem of the wall (Fig. 1).

For the overall stability design a substitute retaining
wall is usually considered This consists of the wall itself

and the soil behind the stem and above the wall base.
Active earth pressure is assumed to act on the virtual
wall back, progressing upwards from the heel of the
foundation. The angle of wall friction d is to set equal to
the inclination of the backfill surface b. The assumption
of active earth pressure is justified even if the wall
deformations in service are small, since before reaching
the failure state larger deformations would occur.

In contrast to this, the actual earth pressure load act-
ing in service has to be applied for the design of the
vertical wall stem. Due to the existence of the horizon-
tal base it is to be assumed that at least in the lower part
of the wall an earth pressure larger than the active earth
pressure is effective. To account for this, in the old
German regulation DIN 4085 of 1987 a trapezoid dis-
tribution of the earth pressures had to be assumed,
which leads to an increase of the design wall bending
moments when compared with the classical triangular
earth pressure distribution.

The actual magnitude and distribution of the earth
pressure on the vertical stem is not generally clarified,
see, for example, Arnold (2001). Due to the current
German regulation DIN 4085 the average of active
earth pressure and earth pressure at rest (in the follow-
ing called increased earth pressure) is to be applied in
classical (triangular) distribution. Here the angle of wall
friction d is to set equal to the surface inclination b.
Thus the following earth pressure coefficients apply:

(1)

Numerical modelling of earth pressure loading of the vertical stem of
L-shaped retaining walls

M. Achmus
Institute of Soil Mechanics, Foundation Engineering and Waterpower Engineering,
University of Hannover, Germany

ABSTRACT: The influence of system and boundary conditions on the earth pressure acting on the vertical stem
of a L-shaped retaining wall is analysed with a numerical model. It is found that only in rare cases, namely with
very high wall and subsoil stiffnesses, is the design load due to German regulations reached. In most cases the
earth pressure is significantly lower than the average of active earth pressure and earth pressure at rest. A con-
nection is found between the average rotation of the vertical wall stem and the magnitude of the earth pressure
load. On this basis a concept for a more sophisticated, but still simple-to-use new design method is outlined.
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Figure 1. Schematic sketch of a L-shaped retaining wall.
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(2)

Considering this, the maximum wall bending
moment M at a depth z below the wall top due to the
soil dead weight amounts to:

(3)

On the basis of numerical investigations Goh (1993)
proposed to apply active earth pressure in the upper
half of the wall and to increase the pressure in the lower
half from the active value in the middle of the wall to
increased earth pressure for rough walls, or earth pres-
sure at rest for smooth walls at the bottom. This leads
to lower bending moments compared to the current
German regulation approach.

It is obvious that the wall displacements, and there-
fore the actual earth pressure magnitude, is dependent
on the wall geometry (height H, width B or ratio B/H),
the wall stiffness and the stiffnesses of the backfill
and the subsoil material (see Achmus & Rouili 2004,
Arnold 2004). In this paper the influences of these
parameters are quantified by numerical modelling. On
this basis, a concept for a new design method is outlined.

2 NUMERICAL MODELLING

The Plaxis programme code (Brinkgreve & Vermeer
2002) was used for the numerical modelling. Medium
dense sand is considered as backfill material. Since the
dependence of the earth loading on the wall deform-
ations is to be analysed, an accurate consideration of the
stress-deformation behaviour of sand is very important.

2.1 Material law for sand

The Hardening Soil (HS) material law implemented
in the Plaxis code is applied (see Schanz et al. 1999).
This elastoplastic material law accounts in a realistic
manner for the stress-dependence of the soil stiffness
for oedometric and deviatoric stress paths as well as
for unloading and reloading states. Using three refer-
ence stiffness modules and a parameter m as input
parameters, the stress-dependency is modelled as fol-
lows (here cohesion is set to zero):

(4)

The reference stiffness modulus Eoed,ref is deter-
mined by oedometer tests, and the modules E50,ref and

Eur,ref are determined in conventional triaxial tests by
loading and un-/reloading, respectively.

With two yield surfaces shear hardening as well as
compression hardening is accounted for. The shear
yield surface is of the Mohr-Coulomb type. Plastic
deformations are determined via a non-associated flow
rule with a dilatancy angle !. The failure surface is
defined by the shear parameters, i.e. angle of internal
friction w� and cohesion c�. Plastic deformations at
oedometric stress paths are determined using a cap
yield surface with associated flow rule. For a detailed
description of the Hardening Soil (HS) material law
reference is made to Schanz et al. (1999).

Beside the unit soil weight g a total of seven
parameters are necessary to describe the stress deform-
ation behaviour of the soil. For the numerical calcula-
tions presented in the following, the parameters
typical for a medium dense sand given in Table 1 have
been used.

2.2 Validation

For the validation of the material law chosen, the defor-
mation dependency of earth pressure acting on a rigid
wall was modelled. For this problem, comparisons with
experimental results documented in the literature are
possible.

In the upper part of Fig. 2 the system modelled is
shown schematically. A wall with a height of 5 m was
considered. The soil behind the wall was applied in 
5 steps in layers of 1 m thickness. Between wall and soil
an interface was defined with a maximum wall friction
angle of d � 29.3°. The wall movement was controlled
by the stiffness of two anchor elements supporting the
wall. The stiffnesses were in each case chosen in such
a way that a combination of translatoric and rotational
movement of the rigid wall occurred. In the lower part
of Fig. 2 the earth pressure distributions obtained with
three different displacement modes (u � wall rotation
angle) are shown.

As assumed, an approximately linear increase of the
earth pressure is obtained with depth. The coefficient
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Table 1. Parameters of the Hardening Soil (HS) material
law used for medium dense sand.

Unit weight g � 17 kN/m3

Stiffness parameters Eoed,ref � 25 MN/m2

(sref � 100 kN/m2) E50,ref � 25 MN/m2

Eur,ref � 100 MN/m2

m � 0,65

Shear parameters w� � 35°
c� � 0
! � 2,5°
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of horizontal earth pressure can be determined by the
following equation:

(5)

In Fig. 3 the calculated earth pressure coefficients
for the case of a horizontal surface (b � 0) are pre-
sented dependent on the wall rotation tan u. From the
at-rest state the earth pressure decreases with increasing
wall rotation, reaching a minimum value corresponding
to the active state at a rotation of about tan u � 0.5 to
0.6%.

For the base rotation mode wall rotations between
0.2 and 0.6%, dependent on the relative density, are

usually assumed to be necessary to reach the active
limit state in sand, see for example, Fang & Ishibashi
(1986). For translatoric displacement normally even
smaller maximum wall displacements apply. For pure
translatoric displacement in medium dense sand,
Ishihara et al. (1995) determined a ratio of displace-
ment to wall height of about 0.4%.

Altogether, good agreement of the calculated 
displacement-dependency of the earth pressure with
existing experience can be stated. There is a tendency
to slightly overestimate the displacement necessary to
reach the active state. For the determination of a
deformation-dependent earth pressure approach for
L-shaped walls, the modelling will thus presumably
give results lying on the safe side.

2.3 Modelling of the L-shaped wall system

First, an L-shaped wall with a height of 5 m, a base
width of 3.25 m (B/H � 0.65) and a wall thickness of
d � 0.4 m is considered as a basic system. The con-
figuration corresponds to the system shown in Fig. 1.

The subsoil was modelled down to a depth of 5 m
below the wall base. Medium dense sand was assumed
for both backfill and subsoil material. Wall stem
and base were modelled by beam elements. Young’s
modulus of reinforced concrete was assumed with
Eb � 3 � 104MN/m2. Elements with a wall friction
angle of d � 0.84, w� � 29.3° were applied between
wall and soil interface.

In analogy to the earth pressure problem modelling,
a stepwise application of the backfill soil in layers of
1 m thickness was simulated.

In Fig. 4 the wall displacement is given together with
the earth pressure loading of the vertical stem obtained.
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In the upper part of the wall the pressure corresponds
to active earth pressure, while it increases in the lower
part and locally nearly reaches the earth pressure at rest.
This general distribution was also obtained in cen-
trifuge tests reported by Djerbib et al. (2001).

The resultant load acts at zE � 1.48 m above the wall
toe (zE/H � 0.30). The earth pressure coefficient cal-
culated with Equation (5) is kh � 0.301 and is thus
about 10% larger than the active earth pressure coef-
ficient for d � 0 (kah � 0.271). It is significantly
smaller than the increased earth pressure coefficient
of 0.349 which has to be used due to the German 
regulation. The kh-value calculated corresponds with a
horizontal displacement on the wall top of 4.61 cm
and of 1.57 cm on the wall base, which yields 
an average rotation of the vertical wall stem of 
tan uv � 0.0061.

3 PARAMETRIC STUDY

To investigate the connection of the system and bound-
ary conditions and the magnitude of the earth pressure
loading of the vertical wall stem, a parametric study
was carried out with the numerical model.

In all cases the earth pressure distribution was simi-
lar to that shown in Fig. 4. The height of the point of
action of the resultant load always lay in the bandwidth
0.29H � zE � 0.33H. As a good and conservative
approximation, the height of the point of action can be
assumed at one third of the wall height, i.e. zE � 0.33H.
In the following only the horizontal earth pressure
coefficient is considered as a measure for the magni-
tude of the earth pressure load and the resultant max-
imum bending moment of the wall stem.

3.1 Variation of wall geometry and
subsoil stiffness

First, the width of the wall base B and the wall thickness
d, i.e. the stiffness of the wall, was varied for the wall
height H � 5 m of the basic system. The results for the
earth pressure coefficient kh are given in Fig. 5 (top).

An increasing coefficient with increasing wall width
and increasing wall stiffness is found. Also, a higher
width B leads to a lower overall rotation of the wall,
and a higher wall stiffness leads to a smaller bending
deformation of the vertical wall stem. Thus, both effects
reduce the average rotation of the vertical wall stem
tan uv. This dependence is depicted in Fig. 5 (below).

Additionally, the stiffness of the subsoil was varied.
For a weak subsoil an oedometric stiffness modulus of
Es � 10 MN/m2 was assumed, and for a stiff subsoil
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Es � 200 MN/m2. The results (only for d � 0.4 m) are
also given in Fig. 5. Again it is found that a stiffness
increase leads to an increase of the earth pressure
coefficient and to a reduction of the rotation tan uv.

From the numerical investigation it is found that for
the considered wall height of 5 m only in rare cases,
namely with very stiff subsoil, very stiff wall and rela-
tively large width of the wall base, does a loading in
the magnitude of increased earth pressure originate.

Subsequently, the height of the L-shaped wall was
also changed. Results for wall heights of 2 m, 5 m and
9 m are presented in Fig. 6. There is a tendency for
small wall heights slightly higher earth pressure coeffi-
cients, but with that also smaller wall rotations to arise.

The earth pressure coefficient and the average rota-
tion of the vertical stem are influenced by the same
parameters. A direct connection between these two
values can be presumed. In Fig. 7 the calculated earth
pressure coefficients are given dependent on the cor-
responding wall rotations tan uv. The results for all
wall geometries and subsoil stiffnesses investigated in
the parametric study are given with the exception of
the unrealistic values obtained with the assumption of
a rigid wall (d → 0).

A clear dependence of the two values is evident, and
this is nearly independent of the system and boundary
conditions.

3.2 Variation of surface inclination

The calculation results presented in section 3.1 are
valid for a horizontal surface of the backfill material

(b � 0°, see Fig. 2 top). In a further step the paramet-
ric study was extended to surface inclinations b � 0.

A special problem in this context is to determine
the earth pressure at rest in the numerical model.
Equation (2) for the coefficient k0h is purely empirical
and must thus not necessarily be confirmed in numer-
ical calculations. If a comparison with analytical results
should be carried out, the deviations must be taken into
account. For this reason the earth pressure problem
presented in section 2.2 was also considered for cases
with b � 0.

In a first step the triangular soil block shown in
Fig. 2 (top) was applied stepwise in triangular layers.
However, with this procedure unrealistically high earth
pressures were obtained for the at-rest state (rigid wall
and rigid anchors). The reason is a stress redistribution
inside the triangular soil block, inducing a concentra-
tion of the vertical pressures beneath the wall. To avoid
this effect, the surface inclination was considered via a
triangular load p � gz acting on the horizontal surface
(see Fig. 2 top).

From the exemplary presentation of the deformation-
dependence of the earth pressure coefficient for
b � 10° in Fig. 8 it is evident that this procedure gives
realistic results for the earth pressure at rest, i.e. k0h-
values comparable with the analytical approaches.
There is a tendency for the earth pressure at rest to be
slightly overestimated. This trend is the more intensive,
the higher the surface inclination b is. This has to be
kept in mind in the evaluation of the results for L-shaped
walls presented in the following.

The same parameter variations presented in section
3.1 for b � 0° were carried out for L-shaped walls with
surface inclinations of 8°, 15° and 25°. The calculated
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earth pressure coefficients dependent on the rotation
of the vertical wall stem are given in Fig. 9. The ana-
lytical earth pressure coefficients determined by
Equation (2) are also shown. The connection between
kh and the rotation tan uv is also confirmed for an
inclined surface.

In contrast to the case b � 0, for b � 0 with very
small wall rotations earth pressure coefficients are
obtained which are higher than the increased earth pres-
sure to be applied due to the German regulation DIN
4085. However, the reason for this is the overestimation
of the earth pressure at rest compared with the analyt-
ical approach discussed above. Taking this into account,
it seems reasonable to assume that also for an inclined
surface increased earth pressure is the maximum load
occurring only in cases with very small wall rotations.
In almost all cases a smaller, and from a certain limit
rotation, active earth pressure is to be expected.

4 CONCLUSIONS

Due to current German regulations the vertical wall
stem of L-shaped walls is to be designed for increased
earth pressure in classical distribution. The results of
the numerical modelling prove that this approach 
is realistic only for very stiff systems, i.e. very high
wall and subsoil stiffnesses. In most cases the loading
will therefore be overestimated. Similar results were
obtained from Arnold (2004), who also carried out
numerical investigations and found that the resultant
earth pressure is strongly dependent on the stiffness
of the subsoil and the wall width.

A promising design approach results from the deter-
mined dependence of the earth pressure coefficient
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on the average rotation of the vertical wall stem. With
a usual settlement calculation and by calculation of the
bending deformation of the vertical stem the average
rotation can be easily estimated. Dependent on this
value, the earth pressure coefficient to be applied can
be determined (see also Achmus & Rouili 2004). This
new approach is more sophisticated than the old one,
but still simple to use.

Due to the calculated results, a wall rotation of 
tan uv � 0.01 to 0.015 is necessary to reach the state in
which active earth pressure can be applied. Increased
earth pressure is to be applied only if tan uv � 0, and
for cases with 0 � tan uv � 0.01 (0.015) a linear inter-
polation between these limit values may be carried out.

These results were derived for medium dense sand
as backfill material. There is no doubt that the values
need verification by experimental tests. But, in com-
bination with experimental results, the results of the
numerical study can form the basis for a new, and in
most cases more economic, design approach for the
vertical stem of L-shaped walls.
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1 INTRODUCTION

Nowadays it is well known that the pre-failure behav-
iour of overconsolidated clays is highly non-linear
and inelastic from the early stages of loading.
However, conventional elasto-plastic models (e.g. the
Modified Cam Clay model (MCC)) do not predict
satisfactorily these features of behaviour.

A family of soil models, known as the kinematic
hardening models (e.g. Mroz et al. (1979), Al-Tabbaa
and Wood (1989), Stallebrass & Taylor (1997)), seem
to provide an improvement over simple elasto-plastic
constitutive models. These models allow for plasticity
and non-linearity to be invoked within the convention-
ally defined yield surface, through the introduction of
a number of kinematic surfaces. Models based on this
framework are usually extensions of existing constitu-
tive models for normally consolidated clays – for
example the two-surface “bubble” model (Al-Tabbaa
and Wood (1989)) is an extension of the MCC model.

Grammatikopoulou et al. (2002) presented a com-
parison of the pre-failure behaviour of an embank-
ment predicted by the two-surface “bubble” model
and the Modified Cam Clay model. The results of the
analyses showed that the pre-failure movements were
strongly influenced by non-linearity, a feature not
adequately realised by the MCC model. The two-
surface “bubble” model was shown to predict highly
non-linear pre-failure behaviour; however, it also pre-
dicted an abrupt transition from elastic to elasto-
plastic behaviour (Grammatikopoulou et al. (2002)).
This resulted in the model being unable to predict a
smooth stiffness degradation curve.

This feature of behaviour has been improved by
modifying the hardening modulus of the model and in
this way a new model has been formulated, the modi-
fied two-surface model (Grammatikopoulou et al.
(2005)).

This paper investigates the behaviour of an
embankment when its clay foundation is modelled
with the two-surface “bubble” model and the modi-
fied two-surface model. The same undrained strength
profile is assigned to both models and the pre-failure
behaviour of the embankment is examined.

2 BOUNDARY VALUE PROBLEM ANALYSED

For the present study the geometry of the same
embankment analysed by Grammatikopoulou et al.
(2002) was also adopted. This was part of a research
programme undertaken by Laval University, Canada,
in order to study the behaviour of embankments on a
soft clay deposit at Saint Alban, Quebec. The embank-
ment analysed in this paper, test embankment A, was
built to failure (La Rochelle et al. (1974)).

2.1 Ground conditions at Saint-Alban

The typical soil profile at Saint-Alban consists of
approximately 2 m of weathered clay crust, overlying a
soft silty marine clay deposit, which extends to a depth
of approximately 13.7 m. This is underlain by a deep
layer of dense sand, extending to depths of more than
24 m. The clay layer beneath the crust is lightly over-
consolidated with an overconsolidation ratio OCR of
approximately 2. The water table is located at a depth of
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0.7 m below the ground surface. The bulk unit weight of
the soil is 19 kN/m3 above the water table and 16 kN/m3

below it. The undrained strength profile at the site was
measured from field vane tests and isotropically con-
solidated undrained triaxial tests (CIU) (La Rochelle 
et al. (1974)) and can be seen in Figure 1. The field vane
tests show an increased undrained strength at the crust.

2.2 Geometry of test embankment A

A plan view and a typical cross section of the test
embankment A can be seen in Figure 2. The figure
shows the dimensions of the embankment correspond-
ing to an embankment height of 4.6 m (this was the
failure height indicated by limited equilibrium stabil-
ity analysis, performed before the embankment con-
struction). In the event, failure of the embankment
occurred at a lower height, i.e. 3.9 m. The three sides
of the embankment with a slope of 2:1 and a 1.5 m high
berm ensured that the failure would be confined to the
fourth side, which had a slope of 1.5:1. The fill mater-
ial was a uniform medium to coarse sand.

3 CONSTITUTIVE MODELS USED IN
THE ANALYSES

3.1 Clay deposit

The clay deposit was modelled with a version of the
two-surface “bubble” model and with the modified
two-surface model.

The two-surface “bubble” model (Al-Tabbaa and
Wood (1989)) employs a single kinematic yield surface,
within the Modified Cam Clay bounding surface, see

Figure 3. The kinematic yield surface encloses the
region within which the behaviour is elastic. The behav-
iour becomes elasto-plastic once the stress state touches
the kinematic surface, in which case the kinematic sur-
face is dragged along the stress path, see Figure 3. The
model has been generalized and implemented into the
finite element program ICFEP, and a number of
improvements have been made (Grammatikopoulou
(2004)). These include a variety of shapes of the yield
and plastic potential surfaces in the deviatoric plane.
This was essential, since the circular shape of the
yield and plastic potential surfaces (and hence the fail-
ure surface) assumed in the original model does not
represent well the failure conditions of most soils.
This version of the two-surface kinematic hardening
“bubble” model is denoted here as the 2-SKH model.
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Early trials using the 2-SKH model showed that it
predicts a non-smooth elasto-plastic transition with a
sudden drop in stiffness once yielding is initiated
(Grammatikopoulou et al. (2002)). This feature of
behaviour is attributed to the adopted hardening mod-
ulus and proves to be a deficiency when simulating
pre-failure non-linearity in the small strain range.
This was overcome by adopting a new improved
hardening modulus, which results in a smooth elasto-
plastic transition. In this way a new model was for-
mulated, namely the modified two-surface model
(M2-SKH). For more details on the new model the
reader is referred to Grammatikopoulou (2004) and
Grammatikopoulou et al. (2005). Appendix 1 gives
some basic equations common to both models.

3.2 Fill material

The fill material was modelled as a linear elastic
material with a Mohr-Coulomb yield surface and a
non-associated flow rule.

4 MODEL PARAMETERS

4.1 Clay deposit

The clay deposit was modelled with the 2-SKH and the
M2-SKH models and the parameters are given in
Appendix 1. The derivation of the parameters can be
found in Grammatikopoulou (2004). For the M2-SKH
model there is only one parameter that is different from
the parameters of the 2-SKH model and that is the
parameter a in the new hardening modulus (instead
of the parameter c used in the 2-SKH model). This
parameter was chosen so that both models predicted
similar stress-strain curves in triaxial compression.
Figure 4 plots the stiffness-strain and stress-strain
curves obtained from single element finite element
analyses, modelling an undrained triaxial compression
test at a depth of 2.0 m (J is the deviatoric stress, which
is equal to J � q/√3 and Ed is the corresponding devia-
toric strain). This figure shows that the 2-SKH model
predicts a sudden drop in stiffness once the stress state
touches the yield surface, whereas the M2-SKH model
predicts a smooth stiffness degradation curve. Hence, it
is difficult to predict exactly the same response for both
models, since the 2-SKH model predicts lower values
of stiffness than the M2-SKH model in the initial part of
the small strain range. It has to be noted that significant
differences in stiffness in the initial part of the small
strain range in Figure 4a plot as relatively small differ-
ences in the stress-strain curves of Figure 4b.

An effective stress ratio, K5, of 0.67 was assumed
for the clay layer and an OCR profile reducing from
the ground surface to a depth of 2 m and then remain-
ing constant with depth at a value of 2.0 was adopted.
The above parameters result in the same undrained

strength profile for both models. The resulting profiles
in triaxial compression (TXC) and in plane strain com-
pression (PSC) and extension (PSE) can be seen in
Figure 1 (these profiles were back calculated so that the
analyses predicted the correct failure height of 3.9 m).

4.2 Fill material

A Young’s modulus, E�, of 10000 kPa and a Poisson’s
ratio, m�, of 0.3 were assumed for the fill material. The
angle of shearing resistance, w�, was determined from
triaxial tests on samples of the fill (La Rochelle et al.
(1974)) and was equal to 44° and the angle of dila-
tion, n�, was assumed equal to 22°.

5 FINITE ELEMENT ANALYSES

5.1 Analyses details

Two analyses were performed, one in which the clay
layer was modelled with the 2-SKH model and one in
which it was modelled with the M2-SKH model. Both
analyses were carried out undrained.

The finite element mesh adopted can be seen in
Figure 5. The analyses were plane strain and used
eight nodded isoparametric quadrilateral elements
with 2 � 2 integration. A modified Newton-Raphson
scheme, with an error controlled sub-stepping stress
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point algorithm, was used as the non-linear solver
(see Potts & Zdravkovic (1999)). The building of the
embankment was simulated with the construction of
successive layers, until failure occurred.

In both cases it was assumed that at the start of the
analyses the kinematic surface was centred around the
initial stress state, see Figure 6. This has implications
with respect to the relative stiffness predicted in com-
pression and extension paths. On initial loading the
models predict the same elastic stiffness in both com-
pression and extension. However, on further loading
the stress state reaches the kinematic surface and since
in these models the hardening modulus depends on the
relative position of the kinematic and bounding sur-
faces, a softer response is predicted in a compression
path than in an extension path. In the kinematic hard-
ening models a different stiffness response between
compression and extension paths is always predicted
(the exception being the case where the kinematic sur-
face is centred around an isotropic initial stress state).
This will be shown to have a significant effect on the
pre-failure behaviour of the embankment.

5.2 Analyses results

Both analyses predicted the same failure height, as
expected, since the same undrained strength was pre-
scribed for both models.

Figure 7 compares the vertical settlement meas-
ured at settlement gauge R23 (point A in Figure 2)
with the predictions of the analyses. Both predictions
compare well with the measured response.

Figure 8 plots the horizontal displacement at the
toe of the embankment (point B in Figure 2) against
the embankment height. Both Figures 7 and 8 show
that the analysis with the M2-SKH model predicts
smaller movements than the analysis with the 2-SKH
model, up to an embankment height of ~2.7 m. For
higher embankment heights the M2-SKH model pre-
dicts larger movements than the 2-SKH model.

The fact that the M2-SKH model predicts smaller
movements than the 2-SKH model in the initial stages
of the embankment construction, where the strains
are still small, is not surprising. As shown in Figure 4,
due to the non-smooth elasto-plastic transition the
2-SKH model predicts lower values of stiffness than the
M2-SKH model once the stress state becomes elasto-
plastic and up to strains of ~0.1%. However, the fact
that the M2-SKH model predicts larger movements
after a certain embankment height (~2.7 m) is in con-
trast with the stress-strain curve predicted in Figure 4.
Figure 4b shows that the M2-SKH model predicts an
overall stiffer response than the 2-SKH model.

This behaviour can be explained by examining typ-
ical stress paths followed by soil elements along a
potential failure surface of the embankment, see
Figure 9. It can be seen that the stress path, imposed
by the construction of the embankment changes from
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a compression path to an extension path (Bjerrum
(1973)). Hence, the stiffness of the soil in both com-
pression and extension is important.

Figure 4 plots the response for a triaxial compres-
sion test. However, since the analyses are plane strain,
what is of relevance here is the response under plane
strain conditions.

Figure 10 plots the stiffness-strain and stress-strain
curves predicted by the two models for single element
analyses modeling plane strain compression (PSC)
and plane strain extension (PSE) at a depth of 2 m
(Goct � dJ/dEd). It can be seen that for each model
the stiffness in compression is softer than the stiffness
in extension, once the stress state touches the kin-
ematic yield surface, as expected.

Inspection of Figure 10 shows that the predicted
response by the two models in plane strain compres-
sion is similar to the response predicted in triaxial
compression in Figure 4. However, the response pre-
dicted in plane strain extension is different, and
although the response of the M2-SKH model is ini-
tially stiffer, it soon changes to become softer than the
response of the 2-SKH model. This observation can
explain the behaviour encountered in the embank-
ment analyses (Figures 7 and 8), in which the M2-SKH
model shows an initially stiffer behaviour than the
2-SKH model, which as the embankment height
increases becomes softer than the response predicted
by the 2-SKH model.

Figure 11 shows the vertical movements below the
centreline of the embankment (line AC in Figure 2)
against depth for two embankment heights, 0.9 m and
3.3 m. Figure 12 presents the distribution of horizon-
tal movements under the toe of the embankment (line
BD in Figure 2) with depth for the same embankment
heights. Comparison of the movements predicted by
the models, for an embankment height of 0.9 m,
shows that the M2-SKH model predicted signifi-
cantly smaller movements than the 2-SKH model. For
an embankment height of 3.3 m the M2-SKH model
predicted larger vertical movements than the 2-SKH
model up to a depth of 5 m and larger horizontal
movements up to a depth of 10 m.

Table 1 summarises the percentage differences
between the maximum vertical movement, beneath
the centreline, and the maximum horizontal move-
ment, beneath the toe of the embankment, predicted
by the two models, for four embankment heights.
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6 SUMMARY AND CONCLUSIONS

This paper examines the pre-failure behaviour of an
embankment when the soft clay deposit on which it is
founded is modelled with two kinematic hardening
models; a version of the two-surface “bubble” model
(Al-Tabbaa & Wood (1989)) (2-SKH model) and the
modified two-surface model (M2-SKH model). The
latter is an extension of the former; it adopts a new
hardening modulus, which overcomes the non-
smooth elasto-plastic transition predicted by the ori-
ginal model. The conclusions that can be drawn from
this comparison are the following:

• When the same undrained strength is prescribed to
both models, then these predict the same failure
height of the embankment. However, each model
predicts a different deformational behaviour.

• The pre-failure deformations are not only influ-
enced by non-linearity, but also by the stiffness
response in both compression and extension paths.

• For similar stress-strain curves in compression the
models predict a different response in extension.
This, combined with the drop in stiffness predicted
by the 2-SKH model, results in the M2-SKH
model predicting smaller movements than the
2-SKH model, up to an embankment height of
~2.7 m, and larger movements than the 2-SKH
model for higher embankment heights.

• These results have important implications for the use
of kinematic hardening models in practice. It is com-
mon practice to derive model parameters and exam-
ine the predicted response for compression paths.
However, since in most cases any kinematic hard-
ening model predicts a different stiffness response
between compression and extension paths, it is
important that in the evaluation of the models the
predicted response against extension paths is
equally examined.
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Table 1. Percentage difference between the maximum
movements predicted by the 2-SKH and M2-SKH models.

Embankment height (m) 0.9 1.8 2.4 3.3

62.7 35.9 10.4 �33.1

49.9 20.4 �1.0 �30.2

v: vertical movement below the centreline of the
embankment.
u: horizontal movement below the toe of the embankment.
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APPENDIX 1

Bounding surface:

Kinematic yield surface:

where p� is the mean effective stress, s is the devia-
toric stress tensor, p�o is the mean effective stress at
the intersection of the current swelling line with the
isotropic compression line, p�a and sa are the mean
effective stress and the deviatoric stress tensor at the
centre of the kinematic surface, R is the ratio of the
size of the kinematic surface to that of the bounding
surface. The functions g(ub) and g(uy) define the
shape of the bounding and kinematic surfaces in the

deviatoric plane, where ub and uy are the values of the
Lode’s angle for the bounding and yield surfaces
respectively.

In the analyses presented here a Mohr-Coulomb
hexagon was adopted as the deviatoric shape of the
yield surface, hence:

where w� is the angle of shearing resistance. The plas-
tic potential surface was assumed to have a circular
deviatoric shape.

The parameters common to these versions of the
two models are: l* � 0.215 and k* � 0.005, the
slopes of the isotropic normal compression and the
elastic part of the swelling line in lnv-lnp� space
respectively, w� � 27°, the angle of shearing resist-
ance at the critical state, R � 0.06, the ratio of the size
of the history surface to that of the bounding surface,
Ge, the elastic shear modulus, (see Grammatikopoulou
et al. (2002)). In the 2-SKH model an extra parameter,
which controls the hardening modulus, is required
and this is c � 1.5. In the M2-SKH the extra param-
eter in the hardening modulus is a � 20.0.
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1 INTRODUCTION

Soft clay deposits cover a large portion of the coastal
areas of Finland, in which most of the population is
concentrated. Therefore, a great deal of construction
takes place on soft soils. In 1993 the Finnish Road
Administration commissioned an instrumented test
embankment in Murro, near the town of Seinäjoki, in
Western Finland (Koskinen et al. 2002b). Murro clay is
relatively homogenous silty clay with undrained shear
strength of less than 30 kPa throughout the deposit. The
clay contains sulphur that makes it black and gives it
a special odour. The observed settlement of the two-
meter high test embankment ten years after construc-
tion was 81.6 cm and the primary consolidation is still
going on.

Extensive series of field and laboratory tests were
carried out prior to the construction of the test embank-
ment, as well as eight years after. The field tests
included field vane tests, static-dynamic penetration
tests and CPTU tests (Koskinen et al. 2002b). In the
laboratory, oedometer tests and triaxial tests were car-
ried out on both undisturbed and reconstituted samples
(Karstunen & Koskinen 2004a). The field vane tests
carried out prior to construction of the test embankment
(Fig. 1a), showed that underneath a 1.6 m thick dry crust
there was a 4.5 m thick layer with an undrained shear
strength of 12 kPa. From the depth of 4.5 m the
undrained shear strength increased nearly linearly down
to the depth of 14 meters, from which depth downwards
the deposit exhibited virtually constant undrained

shear strength of 30 kPa. The results of a field vane
test carried out eight years later (Fig. 1b), showed that
the undrained shear strength of the softest layer 
had increased from 12 kPa to 18 kPa. However, the
undrained shear strength measured below that layer
seemed to be around 20 kPa, and has therefore, in fact
decreased. This is in contrast with the common assump-
tion that the undrained shear strength increases in time
due to consolidation. Furthermore, the field vane meas-
urements (Fig. 1) show that the remoulded undrained
shear strength had increased in the whole soil profile
during the 8 years of consolidation.

The reduction of the undrained shear strength under
an embankment, described above, can be explained with

Numerical modelling of Murro test embankment with S-CLAY1S

M. Koskinen
Helsinki University of Technology, Finland

M. Karstunen
University of Strathclyde, Glasgow, Scotland, UK

ABSTRACT: The structure of most natural soft soils is anisotropic and apparently bonded. The apparent bonding
gives the soil additional resistance to yielding, resulting in an increased value of undrained shear strength. It is
commonly assumed that the undrained shear strength under an embankment increases with time due to consoli-
dation. However, underneath Murro test embankment in Finland measurements suggest that in some layers the
undrained shear strength had decreased during eight years of consolidation, whereas the disturbed undrained shear
strength has increased. This kind of behaviour can be explained with a recently proposed soil model S-CLAY1S
that accounts for plastic anisotropy and destructuration. In this paper, the behaviour of Murro test embankment
is modelled with the S-CLAY1S model and compared with observations.
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the existence of structure that most natural soft soils
appear to exhibit. The structure consists of two com-
ponents: fabric (i.e. arrangement of particles and particle
contacts), which expresses itself as anisotropy, and
apparent interparticle bonding as demonstrated e.g. by
sensitivity. The apparent bonding gives the soil add-
itional resistance to yielding, resulting in a higher value
of undrained shear strength than without the bonding
present. Plastic straining modifies fabric, and causes
gradual degradation of bonding, called destructuration.
A soil, where the destructuration process is complete, or
where the bonding is otherwise absent, is referred to as
destructured or unstructured soil.

When a normally consolidated sample, where the
bonds have been removed (for example by reconsti-
tuting it), is loaded along a K0 stress path (K0 is the
coefficient of earth pressure at rest), it would follow a
straight line in the ln p� – v plane, where p� is the mean
effective stress and v the specific volume, respectively.
This line is called the intrinsic compression line (ICL),
with a slope of �i (see Figure 2). In contrast, a sample
where the bonding is still present, would yield at a
higher stress than the unstructured sample, and the
normal compression line (NCL) would then converge
towards the intrinsic compression line in the ln p� – v
space as the strains increase and the bonding is grad-
ually destroyed. Therefore, for a natural sample, the
apparent gradient of the normal compression line (�) is
higher than the intrinsic gradient. This phenomenon
is schematically shown in Figure 2. In addition, the rate
of destructuration, represented by the apparent value
of �, was found to depend on the stress ratio � � q/p�
(where q is the deviator stress), so that the higher the
stress ratio the higher the value of � (Koskinen &
Karstunen 2004).

The combined effect of anisotropy and destructura-
tion can be modelled with a constitutive model called
S-CLAY1S (Koskinen et al. 2002a). Earlier studies have
shown that this relatively simple critical state model

embedded in standard elasto-plastic framework is able
to perform satisfactorily for stress path tests and
undrained tests on several natural soft Finnish clays
(Koskinen et al. 2002a, Karstunen & Koskinen 2004a,
2004b). S-CLAY1S accounts for the initial and plastic
strain induced anisotropy with an inclined yield surface,
and the additional strength given by any apparent bond-
ing. The effect of the latter is modelled via a so-called
intrinsic yield curve, a concept originally proposed by
Gens and Nova (1993). In the following, the behaviour
of Murro test embankment was simulated with the 
S-CLAY1S model using the commercial finite ele-
ment code PLAXIS Version 8 (Brinkgreve 2002), in
which the S-CLAY1S model had been implemented
in as a user-defined model (Wiltafsky 2003).

2 GEOMETRY AND INPUT DATA

The Murro test embankment is 30 m long, 10 m wide
and 2 m high. The inclination of the slopes is 1:2. Based
on the site investigations, symmetry of the embankment
could be assumed in calculations. The ground water
table is at the depth of 0.8 m. The construction was
completed in two days.

The embankment was modelled with the linear
elastic-perfectly plastic Mohr Coulomb model using
the following values for the embankment material:
Young’s modulus E � 40000 kN/m2, Poisson’s ration
�� � 0.35, friction angle �� � 40°, dilatancy angle
	� � 0°, cohesion c� � 2 kN/m2 and unit weight � �
19.6 kN/m3, which are typical values for crushed
biotite gneiss. The simulations were not found to be
sensitive to these values, as the behaviour is dominated
by the underlying soft clay. The values for soil constant
and state variables in the clay layers differ from the
earlier calculations by Karstunen et al. (2005), as at that
time very little laboratory data was available on e.g. the
intrinsic properties.

The subsoil was divided into eight layers, for which
the values chosen are shown in Tables 1–3. The values
assumed for parameters describing initial state are
shown in Table 1, where e0 is initial void ratio, K0 the
lateral earth pressure at rest, �0 the initial inclination
of yield curve and x0 the initial amount of bonding.
On the top there is a 1.6 m thick overconsolidated dry
crust layer. Below the dry crust there are seven very
soft, nearly normally consolidated, layers. In order to
model the overconsolidation profile of the deposit as
accurately as possible, the overconsolidation in the dry
crust was defined using overconsolidation ratio (OCR)
and in the layers below by using pre-overburden pres-
sure (POP), defined as the difference between the
vertical preconsolidation stress and the in situ vertical
effective stress. Just like for the “standard” models in
PLAXIS, the user is allowed to use either one (OCR
or POP) with the S-CLAY1S user-defined model. The
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Figure 2. Behaviour of natural (structured) and reconsti-
tuted (unstructured) clays.
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in situ K0 values, listed in Table 1, were determined for
the almost normally consolidated layers (layers 2–8)
based on Jaky’s simplified formula, whereas the K0
value for the overconsolidated dry crust (layer 1) was

determined based on the equation proposed by Mayne
& Kulhawy (1982):

(1)

The values for the standard soil constants in Table 2
(where � is the slope of swelling line and M the slope
of critical state line) were determined in a conven-
tional manner from triaxial and oedometer tests on
natural samples on each layer. The value of �� was
taken as 0.15 which is typical value for clay type of
soils. The values for �i were determined from tests on
reconstituted samples.

The values for permeabilities (kx, ky) and ck, the
change of permeability (a parameter used for all soil
models in PLAXIS, see Brinkgreve 2002) were deter-
mined using Constant Rate of Strain oedometer tests
and compression permeameter tests. The ratio 1.3
between horizontal and vertical permeability for all
layers was obtained based on permeabilities measured
on some horizontal samples from layers 2, 3 and 4.

The values for the initial state and additional
parameters needed for S-CLAY1S, shown in Tables 1
and 3 (�0, x0, �, �, a and b), were determined in a
manner described by Wheeler et al. (2003) and
Koskinen et al. (2002a). Parameter � controls the rate
at which the yield curve tends towards the stress ratio
dependent target value and parameter � controls the
relative effectiveness of plastic volumetric and shear
strains in the process. Parameter a controls the absolute
rate at which the amount of bonding is degrading and
parameter b controls the relative effectiveness of plas-
tic volumetric and deviatoric strains in the destruc-
turation process. Experimental data for determining
those was only available for layers 3 and 4. The values
a � 10 and b � 0.2 were used for all the layers
(Karstunen & Koskinen 2004a) and are similar to the
values found for some other Finnish clays (Koskinen
et al. 2002a). Parametric studies should be conducted in
order to see how sensitive the predictions are to changes
in a and b values. None of the parameters have been
optimised in any way and the numbers in Tables 1–3
represent values that one would derive based on well-
defined standard procedures.

In generating the mesh, 15-noded triangular elem-
ents were used. The mesh was refined below the
embankment and the final analyses were done with a
mesh containing 17495 nodes and 2159 elements. The
boundary conditions for consolidation were assumed
to be open at the ground surface and at the bottom of
the mesh. In terms of displacement, the lateral bound-
aries were fixed in horizontal direction and the bottom
boundary was fixed in both vertical and horizontal
directions. In order to ensure the accuracy of the results,
the sub-stepping at the user-defined subroutine was
controlled by giving parameter StepSize values of �0.1,
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Table 1a. Layers and initial state for Murro clay.

Layer Depth m � kN/m3 e0 x0

1 0.0–1.6 16.12 1.522 2.7
2 1.6–3.0 15.47 1.893 6.5
3 3.0–6.7 14.47 2.425 6.3
4 6.7–10.0 15.07 2.081 6.3
5 10.0–15.0 15.66 1.784 4.5
6 15.0–18.0 15.93 1.584 3.1
7 18.0–21.5 16.24 1.627 11.7
8 21.5–23.0 17.29 1.204 4.5

Table 1b. Initial state for Murro clay.

Layer OCR POP kPa K0 �0

1 7.2 – 1.25 0.69
2 – 13 0.37 0.63
3 – 4 0.34 0.69
4 – 3 0.34 0.69
5 – 7 0.37 0.63
6 – 2 0.43 0.54
7 – 1 0.43 0.54
8 – 3 0.43 0.54

Table 2. Conventional soil constants for Murro clay.

ky kx
10�4 10�4

Layer �i � M �� m/day m/day ck

1 0.18 0.023 1.7 0.15 155 201 0.25
2 0.18 0.028 1.6 0.15 4.87 6.33 0.87
3 0.25 0.041 1.7 0.15 3.88 5.18 1.06
4 0.21 0.039 1.7 0.15 2.50 3.25 0.89
5 0.22 0.030 1.6 0.15 3.03 3.95 0.64
6 0.16 0.027 1.4 0.15 2.64 3.43 0.47
7 0.17 0.028 1.4 0.15 5.12 6.66 0.74
8 0.11 0.012 1.4 0.15 2.37 3.08 0.09

Table 3. Values of the additional parameters for S-CLAY1S.

Layer � � a b

1 61 1.00 10 0.2
2 47 1.02 10 0.2
3 28 1.00 10 0.2
4 32 1.00 10 0.2
5 43 1.02 10 0.2
6 55 0.95 10 0.2
7 47 0.95 10 0.2
8 283 0.95 10 0.2
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as suggested by Wiltafsky (2003). The value limits
the maximum size of the strain increment during each
sub-iteration. The simulations were done as large strain
analyses.

3 RESULTS OF THE CALCULATIONS

In this paper, the main focus is on settlements, hori-
zontal displacements and the effect of destructuration.
Three settlement plates were installed underneath the
centre line of the embankment, as shown in Figure 3.
Plate L2 is situated underneath the centre of the
embankment and L5 and L7 both are along the central
axis, 5 m on either side of L2, as shown. The inclin-
ometers are located on the crest of the embankment (I1)
and on the toe of the embankment (I2), also shown in
Figure 3.

The predicted settlement with time under the centre-
line of the embankment is shown in Figure 4. The
results from settlement plates L2, L5 and L7 are also
shown. Interestingly, the highest value of settlement
was not measured at the centre point of the embank-
ment but 5 m away from the centre in settlement plate
L7, which suggests that the subsoil is perhaps not as
homogenous as assumed. However, the differences in
the settlements measured in the three points are of the
order of 8 cm, which is about 10%.

The settlement predicted by the S-CLAY1S model is
in a good agreement with the observations. However,
the calculated time-settlement curve suggests that the
settlements are slightly slowing down, whereas the
observed settlements in all three points suggests that
the embankment keeps on settling with a constant rate so
far (Fig. 4). This could be due to creep effects, which are
not accounted for in the analysis. Nonetheless, both
the calculated and observed time-settlement curves sug-
gest that the primary consolidation is still continuing.

The predicted settlement after ten years of consolida-
tion is 74.5 cm, whereas the maximum settlement
measured after ten years of consolidation with plate
L7 is 81.6 cm.
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Figure 3. Layout of some of the instrumentation on Murro
test embankment.
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Figure 5 shows the horizontal displacements at dif-
ferent times after construction underneath the crest
(Fig. 5a) and the toe (Fig. 5b) of Murro test embank-
ment. Underneath the crest of the embankment the
magnitude of the maximum horizontal displacement
is slightly underestimated but the depth of the max-
imum horizontal displacements is reasonably well
predicted with S-CLAY1S at ten years after construc-
tion (Fig. 6a). However, the development of the dis-
placements with time is predicted rather poorly.
According to the predictions, the horizontal displace-
ments develop very rapidly after construction. In con-
trast, the observed horizontal displacements develop
overall at much slower rate, but the rate is increasing
with time. These differences could again be partially
due to time effects. Furthermore, below the depth of
7.5 m, the predicted horizontal displacements are
notably in excess of the observed ones.

The horizontal displacements under the toe of the
embankment ten years after construction are slightly
underestimated with S-CLAY1S (Fig. 5b). Also, the
depth of the maximum horizontal displacement is

slightly underestimated. A further interesting point in
Figure 5b is that the soil immediately underneath the
toe is moving towards the centreline. This is repro-
duced by the prediction. The rate of the horizontal
displacements is predicted more realistically than
under the crest of the embankment. Below the depth
of 7.5 m the predicted horizontal displacements are
again larger than the observed ones.

Destructuration process can be studied by inspecting
evolution of state variables p�mi (size of the intrinsic
yield surface), x and p�m (size of the natural yield sur-
face) in time. In Figure 6, contour plots of p�mi are
shown at 1 year and 10.4 years after construction. It can
be seen that the value of p�mi increases in time through-
out the soil profile. This would suggest a systematic
increase in the remoulded undrained shear strength,
in agreement with Figure 1b.

Figure 7 presents the evolution of parameter x. A
notable amount of destructuration is predicted, e.g. in
layers 2, 3 and 4 the initial value of x0 was 6.3…6.5, but
already after one year the value has decreased to 4…5
underneath the embankment, and after ten years the
value of x has dropped to approximately 3 underneath
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Figure 6. Contours of parameter p�mi (kPa) calculated with
program PLAXIS using the S-CLAY1S model for Murro
clay a) one year and b) 10.4 years after construction of the
test embankment.

Figure 7. Contours of parameter x calculated with program
PLAXIS using the S-CLAY1S model for Murro clay: 
a) one year and b) 10.4 years after construction of the test
embankment.
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the embankment. In parallel, the contour line 
representing x � 6 has moved outwards from the cen-
treline of the embankment.

Figure 8 shows the prediction of the size of the nat-
ural yield curve p�m at 1 year and 10.4 years after con-
struction. The size of the natural yield curve p�m (and
hence the undrained shear strength) seems to increase
slightly with time in the subsoil, which is in contrast
to what was observed in field vane tests. The pre-
dicted values of undrained shear strength depend on
the values assumed for constants a and b.

4 CONCLUSIONS

The settlements and horizontal displacements of
Murro test embankment in Seinäjoki, Finland were
calculated with a recently proposed elasto-plastic
model S-CLAY1S that accounts for plastic anisotropy
and destructuration, using the finite element code
PLAXIS. The parameters for the calculations were
derived using the extensive laboratory data collected

from the soil profile, and were not optimised in 
any way.

Observations of settlements, horizontal displace-
ments and pore pressures have been collected now for
more than ten years at Murro test embankment. Field
vane tests were carried out prior to construction and
through the test embankment eight years after con-
struction. When the results were compared, it was
noticed that the undrained shear strength had in fact
decreased during consolidation in part of the subsoil
underneath the embankment. This is in contrast to what
is commonly assumed in geotechnical design. In par-
allel, the remoulded undrained strength had increased
for the whole profile. These phenomena might be
explained with destructuration.

The settlements calculated with S-CLAY1S were in
very good agreement with the observed ones. The hori-
zontal displacements were reasonably well predicted,
apart from the development of the magnitude of dis-
placements with time. This issue need to be investigated
further.

Additionally, destructuration was studied under-
neath the embankment roughly by examining calcu-
lated contour plots of size of the intrinsic yield curve
p�mi, amount of bonding x and size of the yield curve
p�m for natural soil at different times. However, the
observed decrease in the undrained shear strength
could not be modelled, which could be due to use of
the same values in all layers for parameters a and b
controlling rate of destructuration.

In addition to further parametric studies concerning
the parameters a and b, the future work will include
studying the time effects with an objective to incorp-
orate the effect of creep within the S-CLAY1S model.
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1 INTRODUCTION

To connect the suburb Carnisselande – Barendrecht to
the city of Rotterdam the Lightrail “Carnisselandelijn”
was constructed. To cross the highway A15 (Nijmegen-
Rotterdam) and the parallel freight railway (Betuwe-
line) an 8.7 m high and 350 m long curved embankment
had to be built, see figure 1.

The subsoil mainly consists of clay and peat deposits
embedded with sand layers of varying thickness and
strength. The total depth of poor soil layers varies from
14 to 17 m. A sketch of the subsoil conditions is shown
in figure 2.

Consolidation by means of preloading combined
with sand and vertical drainage would have been an
adequate solution. However, a number of conditions
made it necessary to develop a new foundation sys-
tem that met the following requirements:

• The need to reach the load bearing sand layer
(Pleistocene), 17 meters below existing grade,

• Preventing seepage of silt water from the subsoil,
• High groundwater table should not be disturbed,

• Construction passes through a nature reserve, the
embankment base had to be limited,

• Initiation of Lightrail service as soon as possible.

2 DESIGN CONCEPT

2.1 Geogrid mattress on piles

Due to partially lower bearing capacity of the soil, the
chosen foundation system had to be opted for these

Numerical design, installation and monitoring of a load transfer 
platform (LTP) for a railway embankment near Rotterdam

A.E.C. van der Stoel
CRUX Engineering BV, Amsterdam, The Netherlands & Royal Military Academy, Breda, The Netherlands

J.M. Klaver & A.T. Balder
CRUX Engineering BV, Amsterdam, The Netherlands

A.P. de Lange
Voorbij Funderingstechniek BV, Amsterdam, The Netherlands

ABSTRACT: To connect the city of Rotterdam (the Netherlands) to the city of Barendrecht by means of a
new Lightrail, a bridge approach to cross a highway had to be built on extremely soft ground. To minimise the
expected settlement and to reduce construction time an innovative foundation with High-Speed-Piles (HSP) and
a geosynthetic reinforced mattress was designed and built (piled embankment). The design was performed
using both British Standard BS8006 and PLAXIS 2D and 3D numerical simulations. A monitoring program
was set up to measure the pile forces and the forces in the geogrid. This paper deals with some specific aspects
of the (numerical) design and draws conclusions on the validity of the design methods. Results show that grid
forces are generally lower when calculated with the FEM compared to BS8006 when relatively high embank-
ments are considered. Monitoring results showed that the load carrying system was activated at small geogrid
strains, leading to extremely small deformations and high durability. Due to the maximum embankment height
of 8.7 m no traffic loads were measured in the geogrids. This, in combination with the conservative BS8006
design, lead to an extremely high safety factor when comparing calculated and measured forces.

Figure 1. Overview.
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subsoil conditions, as it is economically not viable to
explore every weakness in the changing subsoil. To
minimise installation and maintenance cost, a foun-
dation system was designed consisting of Voton®
High Speed Piles (HSP piles) with a maximum design
load of 250 kN overlain by a geogrid reinforced mat-
tress. 9,200 HSP piles with a diameter of 180 mm and
135 piles with a diameter of 273 mm (installed in a
section with lower cone resistance) and an average
length of 15.8 m were installed in a square grid of
0.8–1.6 m. The pile cap was enlarged with reinforced
concrete to 0.3–0.5 m. To transfer the load from the
embankment into the piles, two or three layers of geogrid
with a short term strength of 40–180 kN/m where laid
with vertical spacing of 0.3 m transverse to the dam
axis. Gravel was used as stone aggregate between
the geogrids. The embankment was constructed with
sand. Figure 3 shows the concept of the settlement
free embankment with HSP pile system.

An advantage of the pile system is the control of
and adaptability to the soil conditions during installa-
tion. Pile length can immediately be adjusted on the
spot whenever insufficient bearing capacity is
encountered during installation. For the same purpose
pile diameter can be adapted quite easily.

2.2 Design approaches

Design of the geogrids was based on specific project
requirements in accordance with Rotterdam Municipal

Works Department based on BS 8006 (1995) and numer-
ical calculations (finite elements) using the PLAXIS
software. A series of calculations have been made
beforehand comparing different design approaches,
being British Standard 8006, Terzaghi, Terzaghi &
Heijnen, Bush-Jenner and Hewlett & Randolph. For
the PLAXIS model a 3D axial symmetric (Figure 4)
and a 2D plane strane (Figure 5) model were used to
respectively calculate the surcharge load and lateral
sliding load.
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Figure 2. Typical CPT result on construction site.
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transverse
longitudinal
transverse

Gravel 0/52

Sand

0,1 m
0,3 m
0,3 m

Sand

Voton HSP piles

Geogrid

Figure 3. Constructed foundation system with geogrid
mattress overlying HSP piles.

Figure 4. PLAXIS 3D axial-symmetric pile – mattress
model (l > r: mesh, arching stresses and displacement pattern).
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Parameters used for the calculations were:� �
17.0[kN/m3], � � 35[°], c� � 17[kN/m2] (Terzaghi &
Heijnen), Kn � 1.0[�] (Terzaghi en Terzaghi &
Heijnen) and for the geometry different s and a values
were used; here presented are s � 1.6[m] and a �
0.4[m]. For the geogrids a stiffness of 2,000 kN/m
was used. To reduce the length of the paper, BS8006
symbols are use for forces, etc.

2.3 Applicability of models

Based on the calculations, graphs were created to show
Pile efficiency (Figure 6), vertical stress on the subsoil
(Figure 7), reinforcement loads Trp and Tds (Figure 8)
and the summation of Trp and Tds (total tensile load on
reinforcement; Figure 9) are shown as a function of
the ‘standardised embankment height’ H/(s�a).

From the figures 6 and 7 the following conclusions
can be drawn:

• the results of the different analytical methods show
a large scatter, especially with relatively small
embankment heights;

• when H/(s�a) � 5 the differences diminish, except
for the results of Hewlett & Randolph;

• the Bush-Jenner method and the PLAXIS calcula-
tions show similar results, i.e. the proposed Bush-
Jenner mechanism shows large similarities with FEM;

• based don Bush-Jenner, British Standard and
PLAXIS the effect of arching starts at H/(s�a) � 1.4.

From the figures 8 and 9 the following conclusions
can be drawn:

• the results of the different analytical methods show
a similar large scatter as with pile efficiency, espe-
cially with relatively small embankment heights;

465

Figure 5. Principle of PLAXIS 2D plane strain pile –
mattress mesh/model.

T/B-J/PLAXIS/T&H
BS
T

H&R

Figure 6. Pile efficiency (Ep) for different design Approaches.

Figure 7. Vertical stress on subsoil for different design
approaches.

Tds

Figure 8. Reinforcement loads Trp (vertical tensile load)
and Tds (tensile load needed to resist lateral thrust of
embankment fill).

Figure 9. Trp � Trp (summation vertical tensile load in the
reinforcement).
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• the tensile load needed to resist lateral thrust of
embankment fill Tds, for relatively large embank-
ment heights has a large influence on the total
forces;

• the Bush-Jenner, Terzaghi & Heijnen en PLAXIS
approach show the lowest tensile forces.

Based on the above calculations, the conclusion
could be drawn that the Bush-Jenner method and
PLAXIS show similar results. BS8006 tends to over-
estimate the tensile forces compared to these methods.
Because of the relative large influence of the tensile
load needed to resist lateral thrust of embankment fill
with high embankments, this difference however
decreases with an increase of the embankment height.

2.4 Design of Barendrecht project

For the Barendrecht project, for several reasons (a.o.
not much experience with LTP, very heterogeneous
soil, large embankment heights) a combination of
BS8006 and PLAXIS calculations was chosen for the
design approach.

As can be seen from table 1, different geogrid
strengths were required, based on the calculation pro-
cedure. To optimise the design three geogrid layers
with a tensile strength of 180 kN/m where chosen at
the maximum embankment height 8.7 m. By reducing
the allowable strain to 5%, the allowable installed
long term strength is 107 kN/m in transverse and
69 kN/m in longitudinal direction.

BS8006 and PLAXIS results differ significantly,
especially considering the relative large height of the
embankment. Although it was expected that BS8006
overestimated the forces considerably, for safety rea-
sons BS8006 design was executed. By means of a
monitoring program the design results were verified.

3 GEOTECHNICAL MONITORING PROGRAM

3.1 Introduction to the program

An extensive monitoring program was installed to
ensure that the actual geogrid forces would not
exceed the calculated forces, the construction would
suffer only the required limited deformation and to
validate the design methods. This program provided

information about the load transfer and deformation
characteristics and consisted of:

• settlement plates;
• inclinometers;
• pore water pressure meters;
• geogrid strain gauges;
• pile strain gauges.

Inclinometers and pore water pressure meters were
mainly installed to monitor the installation phase of
the HSP piles (soil displacing system). Settlement
plates were used to verify the project requirements
and the general process. The measured settlements
were extremely small, showing the high resistance
and small deformation characteristics of the construc-
tion. Almost no settlement was measured after con-
struction of the embankment, thus showing that the
load transfer concept with geosynthetics overlying
the HSP piles is successful in reducing deformations.
Special observation of the geogrid strains and forces
that were transferred into the pile was necessary,
because in design phase lower forces than the
required geogrid forces were chosen.

3.2 Installation of geogrid and pile strain gauges

In one measurement section three piles with each two
strain gauges were installed using vibrating wire
strain gauges to measure axial forces as well as bend-
ing moments transverse the embankment axis, see
figure 10. Due to the high heterogeneity of the soil, a
section with limited subsoil bearing capacity and high
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Table 1. Comparison of calculation results (kN/m).
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Figure 10. Installed monitoring section.
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static load (embankment height) was chosen. Forces
in the geogrids were measured on nine locations at
different levels as indicated in figure 10. Strain gages
in geogrids were installed on top of the pile caps as
well as in between the piles in longitudinal and trans-
verse direction. Information about the existing strains
as well as strain development during embankment
construction is required to be able to give information
about the load transfer in the compound system. Due
to the construction of HSP piles, strain gauges have
been connected to the reinforcement cage before
installation. The reinforcement was pushed into the
fresh concrete afterwards.

Attaching of strain gages directly to the surface of
the geogrid is difficult. Additionally the rheological
behaviour of geosynthetics is leading to a difficult
interpretation of geogrid strains and forces, as strain
increases under constant loading. It is possible to cal-
culate the existing forces in the geogrid from the
geosynthetic isochrones when only small strains are
recorded (Fannin, 1991). To ensure that the monitor-
ing results indicate the existing forces, 0.1 mm thick
steel strips to which the strain gauges were attached,
were used to measure the forces in the geogrids
(Bussert et al., 2004), see figure 11.

The stiffness of the steel strip assured stress-strain
behaviour similar to that of the geogrids, thus min-
imizing the effect of disturbance for the global geogrid
stress-strain behaviour. The connection between the
geogrid and the measurement device was made by
steel blocks and additional gluing; long term stability
was proven successfully prior to installation.

3.3 Discussion of measurement results

As high quality data was necessary to proof the load
deformation and the load transfer characteristics in the
structure, measurement started immediately after instal-
lation of the monitoring devices. Installation of the piles
in the monitored section started in May ’04, followed by
construction of the geogrid mattress. The construction
in the monitored section was completed in June 2004.
Figure 12 indicates the measured pile forces.

With increasing embankment height the measured
strains indicate increasing pile forces. Pile 438 and 429
do not show any effect of bending and are loaded axi-
ally. At the end of the construction phase, the pile load
is equal to the overburden pressure by taking the con-
tributing area into account. The average pile force of
Pile 419 is nearly equal to the others; the difference
between both strain gauges indicate pile bending, tak-
ing place during several months. Towards the end of
2004 bending nearly stopped, showing the behaviour
of the construction at rest. Bending of the pile might be
caused by the installation process or horizontal forces
from the embankment slope (Bussert et al., 2004a).

As usual, determination of geogrid forces is a little bit
more complex, leading to more deviations in the meas-
ured values. After compaction of the soil layer overlying
the geogrids, nearly similar geogrid forces are meas-
ured, independent of the geogrid location, see figure 13.
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Figure 11. Installed geogrid measurement device.

0,0

2,0

4,0

6,0

8,0

10,0

co
ns

tr
uc

ti
on

 [
m

]

-200,0

-160,0

-120,0

-80,0

-40,0

0,0

30.4.04 30.6.04 30.8.04 30.10.04 30.12.04

pi
le

 f
or

ce
 [

kN
] pile 438

pile 429

pile 419 P3.1

pile 419 P3.2

pile 419

Figure 12. Calculated pile forces.

-2,0

0,0

2,0

4,0

6,0

8,0

10,0

12,0

14,0

16,0

31.03.04 31.05.04 31.07.04 30.09.04 30.11.04

fo
rc

e 
[k

N
/m

]

Geo 06

Geo 08

Geo 09

Geo 

Geo 04

Geo 05

0,0

2,0

4,0

6,0

8,0

10,0
co

ns
tr

uc
tio

n 
[m

]

Figure 13. Geogrid forces calculated from measured strains.

Copyright © 2006 Taylor & Francis Group plc, London, UK



After completion of the embankment, geogrid
strains are increasing as the subsoil between the piles
consolidates. Due to consolidation the membrane effect
of the geogrids is activated and forces, which are not
directly transferred by arching towards the pile caps
into the piles, are transferred via the geogrids in the
piles. The activated increase in pile forces is due to the
low vertical loading of the geogrids (75% of the
embankment load is directly transferred into the pile), is
very small and takes place during a longer period of
time. The mean values of tension forces in the three
geosynthetic layers can be calculated from the measure-
ment results and are equal to 28.7 kN/m and 33.2 kN/m
longitudinal and transverse the embankment axis. The
relative large influence of the tensile load needed to
resist lateral thrust of embankment fill which was pre-
dicted, is oddly enough not measured at all.

The measured geogrid forces are slightly higher
than the calculated forces with PLAXIS for the mem-
brane effect and they are much smaller than the forces
calculated by the totals of BS8006/PLAXIS. By
measuring overall geogrid forces no distinction
between membrane and horizontal forces can be
made. Therefore only the difference between meas-
ured forces in longitudinal and transverse direction
can be taken as additional horizontal forces.

No increase in strain was measured due to traffic
loading. Therefore it seems that a specific embank-
ment height exists, for which traffic load does not
need to be taken into account in the geogrid design.
For economical reason this should be examined more
thoroughly in future research.

From the measurements it can be deducted, that
pile forces are similar to the theoretical pile force dis-
tribution. Additional and more extensive measure-
ments are necessary to fully comprehend the load
transfer mechanism in the geogrids.

4 EXPECTED LONG TERM BEHAVIOUR

Maximum measured strain in a single geogrid layer
was found to be 0.45%, from which a geogrid force of
15.1 kN/m could be calculated. The expected increase
in strain in 120 years using the isochrones would lead to
an overall strain of 0.67%. The expected strain increase
of 0.22% is significantly lower than the allowed increase
of 5% after completion of the construction. The dif-
ference is mainly due to the limited utilisation of the
geogrids. Under the measured loads, only small creep
occurs. It is proposed to determine a safety factor for
geogrid creep, under smaller strains actually used.

5 CONCLUSION

With the constructed foundation system of HSP piles
overlain by a geogrid mattress a fast, economical and

limited settlement construction was achieved. Based
on the predictions, the conclusion could be drawn that
the Bush-Jenner method and PLAXIS show similar
results. BS8006 tends to overestimate the tensile
forces compared to these methods.

The installed measuring system indicates that the
predicted pile loads and geogrid strains are (much)
smaller than expected. The combination of geogrids
with small vertical spacing seems to lead to a com-
pound material with increased strength at lower
strains. The relative large influence of the tensile load
needed to resist lateral thrust of embankment fill
which was predicted, is oddly enough not measured at
all. The measured strains indicate that the executed
design leads to a safe construction. Because of the
large difference between measurements and predic-
tions however an economical optimization is possible
and desirable.
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1 INTRODUCTION

Although numerous experiences have already been
gained on modelling the behaviour of embankments
on soft ground, problems still arise designing embank-
ments on improved soil. The existence of stone columns
or improved areas complicates the design and leads to
empirical approaches, tri-dimensional numerical mod-
elling or homogenized media. For practical design, it
is important to validate these approaches.

The Laboratoire Central des Ponts et Chaussées has
organized an international competition to calculate the
behaviour of an embankment built on improved fine
soils by means of stone columns.

Improvement of the fine silty alluvial soils by stone
columns is considered in order to limit the settlements
of the embankment.

This exercise is not really a class A prediction
because the measurements were obtained before the
organization of the competition, but only the organizers
knew the measurements. The embankment was built
in 2003 and has been well instrumented. The calcula-
tion parameters have been given from the LCPC inter-
pretation of the results of a geotechnical campaign:
oedometer tests, triaxial tests, pressuremeter test, scis-
someter test. The characteristics of the stone columns
were also given. Nevertheless, some parameters were
not fixed: for example, the values of Young’s modulus
and the Poisson’s ratio in the case of numerical com-
putations by finite element method (FEM) or discrete
element method (DEM). Each participant used FEM or
DEM had to determine the values of these parameters.

Predictions were asked for the settlements with stone
columns at different stages of the embankment 
construction: 40, 160 and 200 days. All calculation 
methods were allowed.

Before to present and to discuss the previsions, we
describe the data of the exercise, the embankment test
and the computation approaches used.

2 DATA OF THE EXERCISE

2.1 Geometry and soil properties

The geometry of the embankment is shown in figure 1.
The embankment is 9 m high at the end of the construc-
tion and the width at the top is 35 m. The fill material
is gravel with a density of 20 kN/m3.

The embankment is lying on silty fine-grained soils
with a depth of 5.5 m and under that there are sandy
soils. The incompressible substratum is located at 9 m
depth. The ground water table is 1 m under the surface.

The subsoil is divided in four geotechnical layers.
The layers and geotechnical data are summarized in
figure 2.

The stages of construction are defined in table 1.

2.2 Characteristics of the stone columns

The geometry and geotechnical characteristics of the
columns are given in figure 3. The mesh is triangular
and the distance of axes is 2.15 m. The mechanical
properties of the columns were also fixed.

Results of the settlement prediction exercise of an embankment
founded on soil improved by stone columns

Ph. Mestat, J.P. Magnan
Laboratoire Central des Ponts et Chaussées (LCPC), Paris, France

A. Dhouib
GTM Construction – Vinci, Paris, France

ABSTRACT: A settlement prediction exercise has been organized by the LCPC during the International
Symposium on Ground Improvement (ASEP-GI 2004, 9–10 september, Paris, France). Predictions refer to an
embankment built on improved fine soils by means of stone columns. 17 predictions have been compared with
the field measurements and the validity of calculations is discussed. This paper presents the final analysis and
concludes this settlement prediction exercise.

Copyright © 2006 Taylor & Francis Group plc, London, UK



472

 9 m 

Silty fine-
grained soils 

Sandy soils

0 

z (m) 

 5,5 m

 1 m 

Incompressible substratum

D 

b = 18 m 
a = 35 m

O A B
NGL 

Width of improved zone 

Embankment 

L = 65 m

H

Figure 1. Cross section of the embankment in the improvement zone.

pl  = 0,5 MPa  -  EM = 5 MPa - -  γh  = 20 kN/m3

Other parameters :

γh = 18 kN/m3  -  wL = 35  -  IP = 20  -  w = 24 % 
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Figure 2. Geotechnical properties of the soils and fill material.

Table 1. Stages of construction.

Stage Phase H (m) T (day)

0 Initial state 0 0
1 End of embankment construction (phase 1) 6 40
2 Beginning of embankment construction (phase 2) 6 160
3 End of embankment construction (phase 2) 9 200
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3 CALCULATION METHODS

17 participants have sent predictions to the organizing
committee of the ASEP-GI symposium.

The calculation methods used were:

– finite element method;
– discrete element method;
– special methods proposed in the literature (Alamgir

et al., Balaam and Booker, Chow, Priebe, Combarieu
or Baguelin’s method).

With parametric studies, we have analyzed 34 predic-
tions. Table 2 presents all the approaches used by the
participants.

3.1 Numerical calculations

Eight numerical calculations were done with three com-
mercial available programs: PLAXIS, CESAR-LCPC
and FLAC3D.

The analysis is based on the plasticity theory and
rarely on the consolidation theory. The construction
sequence was taken into account.

The embankment and the columns have been mod-
eled with an elastic-perfectly plastic Mohr-Coulomb
model. The behaviour of the silty fine-grained soil has
been described by the Mohr-Coulomb model, or the
modified Cam Clay model, or the Soft Soil Model.

The problem was handled in a plane-strain state for
the homogenized approach or wall equivalent approach.
In these approaches, the symmetry has been taken into
account, and only a half of the problem was modeled
(figure 4). In the three-dimensional approach, the
geometry is assumed periodical and only a slice is con-
sidered with rows of stone columns (figure 5a and b).

3.2 Special methods proposed in the literature

Other calculation methods were based upon combin-
ations between a simplified theoretical approach (elas-
tic or plastic) and empirical correction factors.
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Stone columns

Material : ϕ’ = 38 degrees ; c’=0 kPa 

E M   = 30 MPa     -     E   plaque    = 15 MPa

Geometry : Length = 6m  Diametre = 0,9m

Triangular mesh – Distance of axes = 2,15 m 

Figure 3. Characteristics of the stone columns.

Table 2. List of participants.

Participants N° Calculation methods

Den Haan (The Netherlands) 1 FEM 2D (PLAXIS)
B. Klobe (Germany) 2 Priebe’s method
CSTC (Belgium) 3 FEM 2D (PLAXIS)
J.-P. Rajot, N. Neyret (France) 4 FEM 2D (CS2P)
R. Goubet (France) 5 Priebe’s method
F. Baguelin (France) 6a Priebe’s method

6b Combarieu-Baguelin’s 
method

J. Wehr, I. Herle (Germany) 7 GRETA software
I. Herle, J. Wehr, 8 FEM 2D (PLAXIS)
S. Bazgan (Germany)
R. Katzenbach, M. Ittershagen 9 FEM 2D (PLAXIS)
(Germany)
G. Bertaina (France) 10a Priebe’s method

10b Priebe’s method and
empirical corrections

E. Antoinet, B. Page (France) 11a,b,c DEM (FLAC3D)
S. Bretelle (France) 12 FEM 2D (PLAXIS) 

and Priebe’s method
O. Combarieu (France) 13 Combarieu’s method
S. Burlon (France) 14a,b Priebe’s method

14c Non linear elastic
behaviour

14d Method of slices
14e Alamgir et al.’s method
14f Homogeneized method
14g,h FEM

M. Bouassida, Z. Guétif Fessi 15a Linear elasticity
(Tunisia) 15b Poroelastic model

15c Homogeneized model
15d Balaam and Booker’s

method
15e Priebe’s method
15f Chow’s method
15g French rules DTU 13.2.

(pressiometric data)
K. Pühringer, H.F. Schweiger, 16 FEM 3D (PLAXIS)
R. Thurner (Austria)
D. Remaud, E. Bourgeois 17 FEM 3D (CESAR-
(France) LCPC)
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Figure 4. Example of PLAXIS2D model for the calculation of experimental embankment on stone columns coupled with
Priebe’s method.

Figure 5. Views of the 3D models used for the calculation of experimental embankment on stone columns: a) CESAR-
LCPC; b) FLAC3D
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This paper doesn’t present these methods, because
the length is short and many participants have not well
described the used method (Mestat et al., 2004 and
list of references at the end of this paper).

4 RESULTS

The curves of calculated and measured settlements 
at the surface under the embankment are presented in
the figures 6 and 7.
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Figure 6. Comparison between calculated and measured settlements (t � 40 days).

Figure 7. Comparison between calculated and measured settlements (t � 160 days).
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The calculation results for 40 days are not satisfac-
tory (figure 6). Except one prediction, all the results
overestimated the measurements of surface settlement.
For t � 160 days, the measurements were clearly an
average of the predictions.

The measurements of settlements were the following
(figure 1):

– 5 cm at the point O (t � 34 days) and 12 cm
(t � 158 days);

– 4–5 cm at the point A (t � 34 days) and 10–12 cm
(t � 158 days);

– 0–1 cm at the point B (t � 34 days) and 0–1 cm
(t � 158 days).

The prediction contest showed considerable dis-
crepancy in the results provided by the calculations,
although the same data were given to the participants.
These differences result in part from the fact that the
models used for the group of columns and their inter-
actions were different and the values of parameter seem
to be very conservative in certain predictions. It appears
that the modelling of the transfer of load from columns
to soil mass through shear is not satisfactory.

The comparison leads to the following conclusion:
the more complex model (FLAC3D) and a simple
approach (1D) with “good” parameters provided the
better previsions.

5 CONCLUSIONS

Comparing simulation results with measures on a real
monitored structure remains the better way of evalu-
ating the capabilities of a calculation method.

An evaluation has been made of the calculation
methods applied to the surface settlements of soil
improved by stone columns.

In general poor agreement has been found between
the measurements and the predictions. At short time
all the calculated results overestimated the measure-
ments. After 150 days we observe a large scattering of
results.

The main explanation of this scattering is the
poor modelling of the soil-structure interaction. More
researches and studies have needed to taken into
account better models for the interaction between the
soil mass and the columns and for the group effect.

Finally this exercise shows that the calculation
of settlement of improved soil by stone columns is
complicated and remains a problem for the practical
applications. This conclusion should question the
geotechnical engineers and lead to establish adapted
design rules.
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1 INTRODUCTION

Realistic prediction of deformations of natural soft soil
deposits is still a challenge in geotechnical engineering.
It gains even more importance as urban areas all over the
world become more and more congested. For socio-
economic development today’s construction projects are
frequently built on those areas, which were considered
unsuitable for construction work couple of decades ago.

Toukoranta is situated in the eastern part of Helsinki
near the outlet of the river Vantaa. The area was favored
for dwelling purposes by The City of Helsinki from the
early eighties as the area is near to the downtown of
Helsinki. The original ground level was under sea more
than 1 m. The area was considered completely unsuit-
able for building purposes because of underlain soft
soils, thereby served mainly as filling area. Filling oper-
ation was started around 1963 and continued about 10
years. The City of Helsinki fully reclaimed the area by
placing filling material over frozen sea in 1985 and
approximately 0.85 km2 area was recovered for 8000
inhabitants. Ground improvement was necessary for
future construction because of high compressibility and
low undrained shear strength of soft soil. For ground
improvement and for future construction, The City of
Helsinki arranged a test embankment with an adjacent
excavation to study the area at the end of 1995.
Inclinometers were installed around the test construction
and horizontal displacements were measured from
November 1995 to February 1996 (Gulin and Wik-
ström, 1997).

This study focuses on numerical simulation of long
term vertical settlement by the reclamation and hori-
zontal displacements induced by the test construction.
Finite element calculations are a useful tool for the
optimization of the design and to obtain a realistic
prediction of the deformations. Finite element simula-
tions have been performed using PLAXIS with Mohr-
Coulomb (MC) and Soft Soil Creep (SSC) model.

2 SOIL PROFILE AND TEST CONSTRUCTION

2.1 Soil profile

To determine the geotechnical properties of soil deposit
in-situ and laboratory testing were performed. For labo-
ratory testing undisturbed soil samples were collected in
July 2004. Index properties determination, incremental
loading oedometer testing and triaxial testing were
performed in laboratory and all the laboratory testing
was carried out in The Laboratory of Soil Mechanics
and Foundation Engineering, Helsinki University of
Technology from August to December 2004 (Hassan,
2006). Figure 1 presents the geological profile of the
area based on in-situ site investigation and laboratory
tests. The deposit is roughly divided into five layers-fill
layer, organic clay layer, clay layer, silt and sand layer.
The thickness of the soil layers varies from location to
location as well as the bottom rock level. Thickness
variation indicates that additional site and laboratory
investigation will provide more accuracy to construct

Deformation analyses of land reclamation and a test construction
with finite element method

M.M. Hassan, M. Lojander & J. Takala
Soil Mechanics and Foundation Engineering, HUT, Espoo, Finland

ABSTRACT: Realistic prediction of deformations of natural soft soil deposits is still a challenge in geotechnical
engineering. Toukoranta, situated in the eastern part of Helsinki, was favored by the City of Helsinki for dwelling
purposes. The area was fully reclaimed from sea in 1985 and left 10 years. In order to build safely and economically,
ground improvement was necessary. To study the area the City of Helsinki arranged a test embankment with an
adjacent excavation in 1995. Finite element calculations are a useful tool for the optimization of the design and to
obtain a realistic prediction of the deformations. This article presents finite element simulation of reclamation and
the test construction. Long-term consolidation settlement because of reclamation and short horizontal displacements
caused by the test construction are presented and compared with observed measurement.
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geological profile of the deposit to obtain a high degree
of precision in simulation.

The top layer filling was started around 1963 and
mainly composed of waste deposit of earth and blasted
rock masses. The exact filling thickness from 1963 to
1973 and settlement are unknown. The City of Helsinki
fully reclaimed the area by placing filling material over
frozen sea in 1985. After the full reclamation, the fin-
ished thickness of the fill layer was approximately
4 m. Sea level is considered as groundwater level,
which is located approximately 2.5 m below the for-
mation level and assumed constant throughout the
simulation. The next soil layer is distinguished as
organic clay layer. This layer was deposited some 8000
years ago into the Lithorina Sea. The natural water
content (w0) of the organic clay layer varies from 100
to 130% and has 6 to 9% organic content. Liquid limit
(wL) of this layer is more than 150% and plasticity
index Ip is more than 100%. Void ratio (e) of this layer
is high and varies from 3 to 4. Undrained shear
strength was determined with Swedish Fall Cone test
and varies from 20 to 30 kPa. Below the organic clay
layer, there is another clay layer with natural water
content between 70 and 100%. Liquid limit (wL) of
this layer is 100% and plasticity index Ip is 71%. Void

ratio of this layer varies from 2 to 3. Near the bottom,
occasional silt and sand layers are found and the bot-
tom layer is uncompressible layer and is considered as
rock layer.

2.2 Test construction

Figure 2 shows the geometry of the test structures. The
base dimensions of the embankment and the excava-
tion were 12.5 � 35 m2 and 15 � 35 m2 respectively.
The distance between the embankment and the exca-
vation was 27.8 m. Both the embankment and the
excavation were constructed in two stages. The first
stage of construction was started approximately on the
first week of October 1995 and completed within 7
days. After the first stage operation the embankment
was 1.4m high and the excavation reached 1.2 m deep
with 1:1 slope. The first stage operation lasted for more
than one and half month. The second stage of the oper-
ation was started on the middle of November 1995 and
this operation took approximately 10 days. The final
height of the test embankment was 1.9 m and the exca-
vation depth were 1.7 m with 1:1 slope. Inclinometers
were installed around the test construction and incli-
nometer locations are presented in Fig. 2.
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Figure 1. Geometry and geological profile of the area.

Figure 2. Geometry of the test structure and inclinometer locations of the studied area.
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3 FINITE ELEMENT CALCULATION

3.1 Initial information

Plane strain conditions have been considered for cal-
culation, i.e. no three-dimensional effects are consid-
ered. Fifteen noded triangular elements have been
used in simulation. The finite element mesh has a
width 126 m and covered the soil deposit down to the
bedrock (Fig. 3). The lateral boundaries have been
fixed in horizontal direction and the bottom boundary
has been fixed both in horizontal and vertical direc-
tion. Consolidation boundary has been opened at the
ground surface and on the bottom of the mesh. The
bottom rock layer has been considered as free drainage
layer with high permeability.

Modeling order used for calculation is presented
below:

1. Calculation of the initial stresses
2. Adding load of reclamation
3. Calculation of 10 years of consolidation

4. Adding load of the first stage of test construction
5. Consolidation of next 44 days
6. Adding load of the second stage of test construction
7. Consolidation of next 90 days.

Filling operation was started a long time before 1985
though in FE simulation it has been assumed that 
the reclamation of the whole area is done in a single
operation to simplify the calculation. After that a con-
solidation phase of 10 years was performed. The 
next calculation steps simulate the test construction
phases.

Two different models have been used for calculation.
Mohr-Coulomb (MC) model has been used to model fill
layer, sand layer, whereas the organic clay layer, clay
layer and silt have been modeled with Soft Soil Creep
(SSC) model. Tab. 1 to 4 presents the general material
parameters and specific material model parameters.
Fill layer is composed of different material and mate-
rial properties presented in Tab. 4 of fill layer are
approximated values. SSC material model parameters
were evaluated and modified from laboratory test
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Figure 3. Finite element mesh for numerical solution.

Table 1. The layers and overconsolidation conditions used in PLAXIS.

Layer number Soil type Thickness (Pt A Fig. 2)m Material model POP, kPa

1 Fill layer 4 MC Not used
2 Organic clay layer 8.4 SSC 0
3 Clay layer 8 SSC 0
4 Silt 2.8 SSC 0
5 Sand 2 MC Not used
– Embankment – MC Not used

Table 2. Parameters of Soft Soil Creep model part 1.

�dry �wet kx ky
Layer number kN/m3 kN/m3 m/day m/day Ck �* �* �*

2 3.0 13.0 3.456E�5 3.456E�5 1.0 0.197 0.015 0.024
3 13.5 14.5 5.184E�6 5.184E�6 1.0 0.221 0.02 0.013
4 17.5 18.5 8.64E�5 8.64E�5 1.0 0.045 0.0064 0.0095
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results (Hassan, 2006). Symbols used in the following
tables are according to PLAXIS manual.

3.2 Results and discussion

The first objective of this study is to calculate the long-
term vertical settlement because of the reclamation. It is
mentioned earlier that the reclamation was started a
long time before 1985, therefore consolidation settle-
ment because of reclamation is an approximate solution.
Point A (Fig. 2) is chosen on the surface of the forma-
tion ground level and at the middle of the studied area
where soil deposit is thickest. Consolidation time
frame of this back analysis is 10 years. Figure 4 shows
the vertical settlement from 1985 to 1995 and maximum
vertical settlement of Pt A is approximately 1.13 m.
The clay layers mainly contribute this settlement
because of high compressibility of these layers. Settle-
ment distribution is found approximately 1 m around the
thickest deposit. Accuracy in settlement distribution
requires three-dimensional analyses with accurate geo-
logical profile, stress distribution and proper boundary
condition, but in this study three-dimensional analyses
are not considered.

Observed horizontal displacements of the incli-
nometers (Gulin and Wikström, 1997) and calculated
horizontal displacements corresponding time February
1996, are presented in Fig. 5. Inclinometer locations are
presented in Fig. 2. Observed and calculated maximum
horizontal displacements for clay layers are fairly
close for this small time frame. Inclinometer 651 was
installed 4.6 m from the toe of the embankment and
calculated maximum horizontal displacement of incli-
nometer 651 in the middle of the organic clay layer is
101 mm and observed reading is approximately 93 mm.
Inclinometer 631 was located 24.5 m from the toe of
the embankment and observed maximum horizontal
displacements of inclinometer 631 was 75 mm whereas

calculated one is approximately 79 mm. Discrepancy
found between the calculated and observed horizontal
displacements at the fill layer. Inclinometer 652, located
4.6 m of the other side of the embankment, showed
approximately �26 mm horizontal displacement at the
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Figure 4. Simulation results – consolidation settlement
versus time.

Figure 5. Calculated (c) and observed (o) horizontal
displacement.

Table 3. Parameters of Soft Soil Creep model part 2.

c�
Layer number �ur K0

nc kN/m2 ��° 	° einit

2 0.15 0.694 2.0 27.7 0 3.429
3 0.15 0.694 2.0 27.7 0 2.451
4 0.15 0.692 2.0 27.7 0 0.902

Table 4. Parameter of Mohr-Coulomb model.

�dry �wet kx ky E c�
Layer number kN/m3 kN/m3 m/day m/day � kN/m2 kN/m2 ��° 	°

1 14.0 16.0 1.0 1.0 0.35 3.0E�4 10.0 30 0
5 16.0 18.0 5.0 5.0 0.35 3.0E�4 1.0 30 0
Embankment 16.0 18.0 1.0 1.0 0.35 4.0E�4 1.0 34 0
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formation ground level in contrast calculated displace-
ment is 13 mm. Also calculated and observed horizontal
displacements readings of other inclinometers of the
fill layer are not fairly close. Limitations of fill layer
modeling are material heterogeneity, material param-
eters, varying thickness of deposit, bottom rock level
and imposed lateral boundary condition in FE analy-
sis. Gulin and Wikström (1997) also pointed out that
during the test construction the fill layer unevenly
penetrated into the clay layers. These might lead to
errors found in horizontal displacements of fill layer.

4 CONCLUSION

Numerical back-analysis of reclamation and test con-
struction on soft soil is presented. The simulation has
been performed with MC and SSC model. Numerical
solution of long-term consolidation settlement is
approximately 1.13 m approximately where the soil
deposit is thickest. Horizontal displacements of cal-
culated and observed are found close in the clay lay-
ers though differences in horizontal displacements of
fill layer are noticeable. Initially it was assumed that
primary consolidation would be completed with in
the specified 10 years time frame, but it is found that
simulation requires more time to complete primary
consolidation. Therefore further investigation is
underway with Soft Soil model for clay layers, more
realistic material parameters of fill layer, more precise

geological profile, time frame and imposed lateral
boundary conditions to reduce errors and to obtain
more realistic deformation prediction.

ACKNOWLEDGEMENT

The work presented was carried out as part of a Marie
Curie Research Training Network “Advanced Modell-
ing of Ground Improvement on Soft Soils (AMGISS)”
(Contract No MRTN-CT-2004-512120) supported the
European Community through the program “Human
Resources and Mobility”. The authors would like to
acknowledge the support provided by the City of
Helsinki. Also the authors would like to thank Professor
Pauli Vepsäläinen for his valuable comments and 
discussion.

REFERENCES

Gulin, K. & Wikström, R. 1997. Stabilization of horizontal
movements in weak organic clay layers. Proceedings of the
Fourteenth International Conference on Soil Mechanics
and Foundation Engineering, Hamburg, Germany, pp.
1689–1692

Hassan, M.M. 2006. Deformation behaviour and permeability
of soft Finnish clay. Master’s Thesis, Helsinki University of
Engineering and Technology, Finland.

PLAXIS 2002. PLAXIS, Finite element code for soil and rock
analyses, user manual version 8.2. Rotterdam: Balkema.

481

Copyright © 2006 Taylor & Francis Group plc, London, UK



Slopes and cuts

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

485

1 INTRODUCTION

Limit equilibrium method (LEM) is well known to be a
statically indeterminate problem and assumptions on
the internal forces distribution are required for the solu-
tion of the factor of safety. Morgenstern (1992) among
others has however pointed that for normal problems,
the factors of safety from different methods of analyses
are similar so that the assumptions on the internal force
distribution f(x) are not major problems except for
some particular cases.

LEM requires trial failure surfaces and optimization
analysis to locate the critical failure surface which is a
difficult N-P type global optimization problem. Many
different proposals have been suggested in the past and
detailed discussions on various methods in locating crit-
ical failure surface have been provided by Cheng
(2003). While most of these methods can work for nor-
mal problems, they may be trapped by the presence of
local minimum in the solution and Cheng (2003) has
encountered several interesting problems which are
trapped by the presence of local minima with the use of
classical gradient type optimization methods. The use
of modified simulated annealing method by Cheng
(2003) is one of the few successful methods which can
escape from local minimum and the method has been
used for many major problems in several countries.

Many researchers have compared the results
between strength reduction method (SRM) in finite
element analysis and limit equilibrium method and it
is found that generally the two methods will give sim-
ilar factors of safety. Most of the studies are however
limited to homogenous soil slopes and the geometry
of the problems is relatively regular with no special

feature (presence of thin layer of soft material or special
geometry). Furthermore, there are only limited studies
in the comparisons of critical failure surface from LEM
and SRM as factors of safety appear to be the primary
goal of studies. In this paper, the two methods are com-
pared under different conditions and both the factors of
safety as well as the locations of the critical failure sur-
faces are considered in the analyses. In the present
study, non-associated flow rule (SRM1 and dilation
angle � 0) and associated flow rule (SRM2 and dilation
angle � friction angle) which are the upper and lower
limit of the flow rule are applied in the SRM analyses.

2 STABILITY ANALYSIS FOR A SIMPLE 
AND HOMOGENEOUS SOIL SLOPE

Firstly, a homogeneous soil slope with a slope height
equal to 6 m and slope angle equal to 45 degree is
considered, Figure 1.

Factors of safety by limit equilibrium and strength reduction methods

Y.M. Cheng & W.B. Wei
Department of Civil and Structural Engineering, Hong Kong Polytechnic University, Hong Kong

T. Länsivaara
Tampere University of Technology, Finland

ABSTRACT: The factors of safety and the locations of critical failure surfaces obtained by limit equilibrium
method and strength reduction method are compared for various slopes. For simple homogenous soil slopes, it
is found that the results from these two methods are generally in good agreement. There are however cases
where great differences between the two methods may occur in some special circumstances which should be
considered in analysis.

Figure 1. Discretization of a simple slope model.
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In the parametric study, different shear strength
properties are used and LEM, SRM1 and SRM2 analy-
ses are carried out. The cohesion of the soil varies from
2, 5, 10 to 20 kPa while the friction angle varies from 5,
15, 25, 35 to 45 degree respectively, but the density,
elastic modulus and Poisson ratio of the soil are kept to
be 20 kN/m3, 14 MPa and 0.3 respectively in all the
analysis. Actually, the authors have found that the
results are not sensitive to the density of soil and this
parameter is hence kept constant in the study. The
results of analyses are shown in Table 1. As shown in
Figure 1, the size of the domain for SRM analyses is
20 m in width and 10 m in height and there are 3520
zones and 7302 grid points in the mesh for analysis.
Morgenstern-Price’s method which satisfies both
moment and force equilibrium is adopted and the crit-
ical failure surface is evaluated by the modified sim-
ulated annealing technique as proposed by Cheng
(2003).

From Table 1 and Figure 2 it is found that the factors
of safety and critical failure surfaces as determined by
SRM and LEM are very similar under different combi-
nations of soil parameters. Most of the factor of safety
values obtained by SRM differ by less than 7% with
respect to LEM solutions except for case 16 (c �
20 kPa, phi � 5 degree) where the difference is up to
12.8%. The differences between LEM and SRM by
Saeterbo Glamen et al. (2004) are more than those in
the present study and the authors suspect that it is due to
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Table 1. Factors of safety by LEM and SRM.

factor of 
safety factor of 

factor (SRM1, safety
Cohesion Phi of safety non- (SRM2,

Case (kPa) (degree) (LEM) associated) associated)

1 2 5 0.25 0.25 0.26
2 2 15 0.50 0.51 0.52
3 2 25 0.74 0.77 0.78
4 2 35 1.01 1.07 1.07
5 2 45 1.35 1.42 1.44
6 5 5 0.41 0.43 0.43
7 5 15 0.70 0.73 0.73
8 5 25 0.98 1.03 1.03
9 5 35 1.28 1.34 1.35

10 5 45 1.65 1.68 1.74
11 10 5 0.65 0.69 0.69
12 10 15 0.98 1.04 1.04
13 10 25 1.30 1.36 1.37
14 10 35 1.63 1.69 1.71
15 10 45 2.04 2.05 2.15
16 20 5 1.06 1.20 1.20
17 20 15 1.48 1.59 1.59
18 20 25 1.85 1.95 1.96
19 20 35 2.24 2.28 2.35
20 20 45 2.69 2.67 2.83
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Figure 2. Slip surface comparison with increasing friction
angle, c � 2 kPa, � � 15 (a), 25 (b) and 45 (c) and increasing
cohesion (phi � 5 degree), c � 2 (a), c � 10 (d) and c � 20 (e).
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the use of manual location of critical failure surfaces by
Saeterbo Glamen et al. (2004) while the authors
adopted global optimization method with a very fine
control in obtaining the minimum factors of safety.

Based on Table 1 and Figure 2, some conclusions can
be made as follows:

1. Most of the FOS values obtained from SRM are
slightly larger than those obtained by LEM with only
few exceptions.

2. When the SRM is implemented, the FOS values with
the use of associated flow rule (SRM2) are slightly
above those with the use of non-associated flow
(SRM1), and the differences in the factors of safety
increases with increasing friction angle. These
results are reasonable and are expected.

3. When the cohesion of the soil is small, the differ-
ences of FOS between LEM and SRM (SRM1 and
SRM2) are greatest for higher friction angles. When
the cohesion of the soil is large, the differences of
FOS are greatest for lower friction angles. This result
is somewhat different from that by Dawson (1999)
who pointed out that the differences are greatest for
higher friction angles.

4. The failure surfaces from LEM, SRM1 and SRM2
are similar in most cases. In particular, the critical
failure surfaces obtained by SRM2 appear to be
closer to those by LEM than those based on SRM1.

5. The right end of the failure surface gets closer and
closer to the crest of the slope when the friction angle
of the soil is increasing which is also a well known
result. This behavior is more obvious for those fail-
ure surfaces obtained from SRM1.

6. For SRM analyses, when the friction angle of soil is
small, the differences of slip surfaces between
SRM1 and SRM2 are greatest for smaller cohesion.
When the friction angle is large, the differences of
slip surface between SRM1 and SRM2 are greatest
for higher cohesion (Figure 2).

7. It can also be deduced from the results that the poten-
tial failure volume of the slope gets smaller with
increasing friction angle but gets greater with increas-
ing cohesion which is also a well known behavior that
when the cohesive strength is high, the critical failure
surface will be a deeper failure surface.

Although there are some minor differences in the
results between SRM and LEM in this example, in
general the results by these two methods are in good
agreement and the results suggest that the use of LEM
or SRM is satisfactory in general.

3 STABILITY ANALYSIS OF A SLOPE
WITH A SOFT BAND

A special problem with a soft band is constructed by
the authors. The geometry of the slope is shown in

Figure 3 and the soil properties are shown in Table 2.
It is noticed that the soil parameters are particularly
low for soil layer 2 which has a thickness of 0.5 m
only and slope failures in similar conditions have
actually occurred in Hong Kong (Fei Tsui Road slope
failure in Hong Kong).

In order to consider the size effect (boundary
effect) in SRM, three different numerical models are
developed to perform SRM using Mohr-Coulomb
analysis and the lengths of the domains are 28 m,
20 m and 12 m respectively. In these three SRM mod-
els, various maximum element sizes have been tried
until the results are not sensitive to the number of ele-
ments used for analysis. Since the factors of safety
from this special problem have great differences with
those from LEM, the authors have tried several well
known commercial programs and obtained very sur-
prising results from them. For the locations of the
critical failure surfaces, the results from the three
SRM models (using different programs) and LEM are
generally in good agreement with minor differences.
Majority of the critical failure surfaces lie within
layer 2 which has very small shear strength parame-
ters and this result is as expected.

From Table 3, it is surprising to find that different
programs produce drastic different results for the fac-
tors of safety even though the locations of the critical
failure surface from these programs are very close.
For the cases as shown in Figure1 and other cases
analyzed by the authors, the results are practically
insensitive to the domain size (from parametric study
by the authors) while the case as shown in Figure 3
are very sensitive to the size of domain for programs
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Figure 3. A slope with a thin soft band.

Table 2. Soil properties for Figure 3.

Friction Elastic 
Soil Cohesion angle Density modulus Poisson
name (kPa) (degree) (kN/m3) (MPa) ratio

Soil1 20 35 19 14 0.3
Soil2 0 25 19 14 0.3
Soil3 10 35 19 14 0.3
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A (SRM1 and SRM2) and B (SRM2). Results from
program C appear not to be sensitive to the domain
size but is relatively sensitive to the dilation angle
which is different from the previous results. SRM1
results from program B is also not sensitive to the
domain size but SRM2 results behave differently.
Results from program A appear to be over-estimated
as the soil parameters for the soft band are low, but
the results from this program are not sensitive to the
dilation angle which are similar to all the other exam-
ples in the present study. For SRM1, the results from
program B and C appear to be reasonable as the
results are not sensitive to the domain sizes while for
SRM2, the authors view that results from program C
may be better as the results are less sensitive to the
dilation angle. It is also surprising to find that pro-
gram D cannot give any result to this problem after
many different trials but the program work properly
for all the other examples in this study.

Besides the special results as shown above, the fac-
tors of safety from 28 m domain analysis appear to be
large for programs A and B as the soil parameters for
soil layer 2 are very small. In fact, it is not easy to
define an appropriate factor of safety for this problem.
If the cohesive strength of the top soil is reduced to
zero, the factor of safety can be roughly estimated as
0.57 from tan �/tan �, where � is the slope angle. It can
be viewed that for LEM, the cohesive strength 20 kPa

for soil 1 help to bring the factor of safety to 0.927 and
a high factor of safety for this problem is not reason-
able. Allowing for tension crack would reduce the fac-
tor of safety close to 0.57. Obviously it would be
dangerous to adopt factor of safety values of the order
1.3 to 1.64 given by some of the analysis using SRM.

When the soil properties of soil layer 2 are changed
to the soil properties of soil layer 3, the results are prac-
tically independent of the domain size and all programs
can give similar results. The results from LEM and the
results from programs B and C using unassociated flow
rule are basically consistent and can be considered as
the estimations of the factors of safety. This interesting
case has illustrated the limitation of using both SRM
and LEM method when there is a thin layer of soft
material and great care and judgment are required for
acceptance of the results of analysis. The problems as
shown in Table 3 may be purely the limitations of some
of the commercial programs instead of the limitation of
SRM, but it also illustrate that it is not easy to compute
a good value for this special type of problem for SRM.
The results are highly sensitive to different nonlinear
solution algorithms (which are however not always
clearly explained in the commercial programs). In this
respect, LEM appears to be a better solution for this
special type of problem. Great care, effort and time are
required to achieve a reasonable result from SRM for
this special problem and the result should also be com-
pared with LEM before the final acceptance.

If the soil properties of soil 2 and 3 are inter-
changed so that the third layer soil is the weak soil,
the factors of safety from SRM2 are 1.33 (with all
programs) for all the three different domain sizes
while the factor of safety from LEM is 1.29 from
Morgenstern-Price’s analysis. The locations of the
critical failure surface from SRM and LEM for this
case are very similar. It appears that the presence of a
soft band instead of major differences in soil parame-
ters will create the difficulties in SRM analysis.
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Table 3. FOS by SRM from different programs. The values
in each cell are based on SRM1 and SRM2 respectively.
(min. FOS � 0.927 from Morgenstern-Price’s analysis)

Program/FOS 12 m domain 20 m domain 28 m domain

A 1.03/1.03 1.30/1.28 1.64/1.61
B 0.77/0.85 0.84/1.06 0.87/1.37
C 0.82/0.94 0.85/0.97 0.86/0.97
D No solution No solution No solution

Figure 4. Locations of critical failure surfaces from LEM and SRM for soft band problem.
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4 LOCAL MINIMUM IN LEM AND SRM

For LEM, it is well known that many local minima
may exist besides the global minimum and this is also
the difficulty in locating critical failure surface by
classical optimization method. The comparisons of
LEM and SRM with respect to local minimum has
not been considered in the past but is actually a very
important issue which is illustrated by the following
example. In SRM, there is no local minimum as the
formation of shear band will attract strain localization
in the solution process. To investigate this problem, a
relatively simple slope with a total height of 17 m and
one soil layer is discussed. The soil parameters are
c� � 5 kPa and �� � 30° while unit weight is
20 kN/m3. Using LEM, the global minimum factor of
safety is obtained as 1.33 (Figure 5) but several local
minima are found with factors of safety ranging 1.38
to 1.42. It can be viewed that there are several failure
surfaces which are potential failure mechanisms with
virtually the same probability of failure with the con-
cept of LEM. From SRM, only 1 factor of safety is
found to be 1.33 which is equal to the global mini-
mum from LEM. Other possible failure mechanism
cannot be determined from SRM easily. It may thus
well be, that the SRM analysis yields a local failure
surface of less importance, while a more severe
global surface remains undetected. If slope stabiliza-
tion is carried out only for this failure surface, failure
surfaces as shown by Figure 5 will not be considered

in SRM and no stabilization measures will be carried
out for these locations. In this respect, LEM is a bet-
ter tool to the engineers in slope stability analysis.

5 DISCUSSION AND CONCLUSIONS

While most of the researchers concentrate on the fac-
tors of safety between LEM and SRM, the authors
have also compared the locations of critical failure
surfaces from these two methods. In simple and
homogenous soil slope, the differences of the FOS
and locations of critical failure surfaces from SRM
and LEM are small and both methods are satisfactory
for engineering use. It is found for the analyzed
example that when the cohesion of the soil is small,
the difference of FOS is greatest for higher friction
angles. When the cohesion of the soil is large, the dif-
ference of FOS is greatest for lower friction angles.
For the effects of flow rule, the FOS and locations of
critical failure surface are not greatly affected by the
choice of the dilation angle which is important for the
adoption of SRM in slope stability analysis. The critical
slip surfaces from finite element analyses appeared to
be closer to those by limit equilibrium method when
associated flow rule was applied.

For SRM, the authors have studied the effects of
dilation angle and found it to be small but still notice-
able. Drastic different results are determined from
different computer programs for the problem with
soft band which illustrates that SRM is highly sensi-
tive to the method of modeling and nonlinear equa-
tion solution process (may not be the fault of SRM).
For this special case, the authors have also found that
the factor of safety determined by some of the pro-
grams was very sensitive to the size of elements, tol-
erance of analysis and number of iteration allowed
and a parametric study on the effects of these factors
is strongly suggested as a routine process. For soft
band problems limit equilibrium method calculations
with a reliable global optimization tool is also strongly
suggested to be carried out as a check of the results
from the strength reduction method. Although the
problems for SRM in this special problem may not be
the fault of SRM, the authors view that SRM has to be
used with great care for a problem with soft band.

Through the present study, the two limitations of
SRM are established : sensitive to nonlinear solution
algorithms/flow rule for some special cases and the
inability to determine other critical failure surfaces.
For general problem, it is possible that the use of
SRM may miss the location of the next critical failure
surface (with a very small difference in the FOS but a
major difference in the location of critical failure sur-
face) so that the slope stabilization measures may not
be adequate. If SRM is used for routine analysis and
design of slope stabilization measures, these two

489

30

25

20

15

10

5

0
0 5 10 15 20 25 30

FOS = 1,38

FOS = 1,33

FOS = 1,41

FOS = 1,38

FOS = 1,40

35 40 45 50 55

Figure 5. Global and local minima by LEM/SRM analysis.

Copyright © 2006 Taylor & Francis Group plc, London, UK



major limitations have to be overcome and the
authors suggest that LEM should be carried out as a
reference. If there are great differences between the
results from SRM and LEM, great care and engineer-
ing judgment should be exercised in assessing the
proper solutions. There is one practical problem in
applying SRM to slope with soft band. When the soft
band is very thin, the number of elements required to
achieve a good solution is extremely large so that very
significant computer memory and time are required.
Cheng (2003) has tried a slope with 1 mm soft band
and has effectively obtained the global minimum fac-
tor of safety by simulated annealing method. If SRM
is used for a problem with 1 mm thick soft band, it is
extremely difficult to define a mesh with good aspect
ratio unless the number of element is tremendous. For
SRM, the authors have used about 1 hour for a small
problem (several thousand elements) and several
hours for a large problem (over ten thousand ele-
ments) for program B while program A requires 1–3
days (small to large mesh). If a problem with 1 mm
thick soft band is to be modeled with SRM, the com-
puter time and memory required will based on the
experience from the present study be extremely high
and SRM is practically inapplicable. The authors are
also not aware of any successful application of SRM
to slope with very thin soft band. In this respect, LEM
is more efficient than SRM for this special type of

problem as it can be solved very quickly by the limit
equilibrium method (Cheng 2003).

It can be concluded that both LEM and SRM have
their own merits and limitations and the use of SRM
is not really superior to the use of LEM in routine
analysis and design. Both methods should be viewed
as providing an estimation of the factor of safety and
the probable failure mechanism but engineers should
also appreciate the limitations of each method and
solution routines in the programs they are using in the
assessment of the results of analysis.
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1 INTRODUCTION

Slope stability is usually assessed using the linear
Mohr-Coulomb criterion, which means that the angle
of friction is constant in the entire stress range.
However experimental evidence suggests that the fail-
ure criterion should not be linear, especially in the
range of small normal stresses, (Baker 2004). This fact
can have a significant impact on the safety of slopes as
the slope failures are often shallow and hence associ-
ated with small normal stresses along the slip line. In
itself this does not disqualify the Mohr-Coulomb criter-
ion entirely, as reasonable results can be found if the
Mohr-Coulomb parameters are calibrated to test data
obtained by triaxial testing at the applicable normal
stress levels. But in standard triaxial tests the pressure is
usually much higher than the pressure along the slip
line, and because of this the safety of slopes can be
overestimated when applying the Mohr-Coulomb criter-
ion, see e.g. (Jiang et al. 2003).

The preferred method of assessing slope stability
has for many years been some type of limit formula-
tion, where the slip line giving the lowest safety factor
is sought out with the aid of an optimizing algorithm.
With the proper numerical algorithm this is possible
with both the Mohr-Coulomb criterion as well as non-
linear yield criteria, see e.g. (Jiang et al. 2003).

As opposed to this approach the elasto-plastic finite
element method is an alternative which is gaining
ground, at least in academia, see e.g. (Duncan 1996),
(Griffiths & Lane 1999) and (Zheng et al. 2005).
An advantage of slope safety calculations with the

finite element method is that they are relatively easy
incorporated in already existing finite element code,
including commercial codes. The location of the slip
line along which the slope fails is not rigorously defined
with the finite element method but can be found by
visualizing the displacements or the plastic strains at
failure. It is also possible to employ a non-associated
flow rule in order to better capture the dilative behaviour
of real soils, as opposed to the limit formulations, where
the flow rule must be associated. The associated flow
rule overestimates the dilation effects of soils, although
this usually has little impact on the safety factor, as the
slope failure is relatively unconfined.

In this paper the soil will be treated as a linearly
elastic – perfectly plastic material. The plastic integra-
tion needed to update the stresses in each Gauss point
is done by return mapping on the basis of a method
outlined in (Clausen et al. 2006). An elaboration on the
plastic integration of the Hoek-Brown yield criterion
will be available in (Clausen & Damkilde in prep.).

2 THE CONCEPT OF SLOPE SAFETY

Traditionally the strength of soils is expressed as a
Mohr-envelope, S(�), in � � � space, see Figure 1.
Here � and � are the normal and shear stress on a sec-
tion of the material, respectively. The envelope
defines the relation between the maximal shear and
normal stress which the soil can endure before yield-
ing occurs. If the Mohr circle representing the stress
state at a point in the soil is located in such a way that

Slope safety factor calculations with non-linear yield criterion
using finite elements

Johan Clausen & Lars Damkilde
Esbjerg Institute of Technology, Aalborg University Esbjerg, Esbjerg, Denmark

ABSTRACT: The factor of safety for a slope is calculated with the finite element method using a non-linear
yield criterion of the Hoek-Brown type. The parameters of the Hoek-Brown criterion are found from triaxial test
data. Parameters of the linear Mohr-Coulomb criterion are calibrated to the same triaxial data and the corresponding
safety factor is calculated. Of the two safety factors the Hoek-Brown factor is the lower. Triaxial tests carried
out with a wide stress range indicate that the failure envelope of soils is indeed non-linear, especially at low con-
finement stresses. As standard triaxial tests are carried out at much higher stress levels than present in a slope
failure, this leads to the conclusion that the use of the non-linear criterion leads to a safer slope design.
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the strength envelope is its tangent the material is
yielding at that point. This is illustrated on Figure 1.

The safety of a slope is usually assessed by calcula-
tion of a safety factor. Several definitions of the safety
factor exist, see e.g. (Gunaratne 2006). In numerical
applications the most frequently used definition is that
which is some times referred to as the stability num-
ber (Taylor 1948), in which the safety factor is
defined as the ratio between the actual shear strength
of the soil to the shear strength needed to maintain
equilibrium, Seq(�)

(1)

This relation is illustrated on Figure 2.

2.1 Reduced Mohr-Coulomb parameters

The simplest Mohr envelope is the linear Mohr-
Coulomb strength envelope, see Figure 3 given by

(2)

where c is the cohesion and � is the friction angle.
The Mohr-Coulomb envelope needed to maintain

equilibrium, also shown on Figure 3, is given by

(3)

where the reduced parameters cF and �F are given by

(4)

2.2 Reduced parameters in a non-linear Mohr
envelope

As an example of a non-linear Mohr envelope con-
sider the envelope suggested by Hoek & Brown
(1997). This particular envelope is chosen as it is a
close approximation to the Hoek-Brown yield criter-
ion presented in section 3.2

(5)

Here A and B are dimensionless parameters, �c is the
uniaxial compressive strength and �t is the value of the
normal strength for which SHB(�t) � 0. The envelope
is similar to the one depicted on Figures 1 and 2. The
reduced envelope needed to maintain equilibrium is
given by

(6)

with the reduced parameter

(7)

The rest of the parameters are unchanged.
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Figure 3. The Mohr-Coulomb strength envelope, SMC(�)
and the corresponding envelope needed to maintain 
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3 RELATION BETWEEN MOHR ENVELOPES
AND YIELD CRITERIA

For use in the finite element method the yield criterion
must be expressed in stresses related to coordinate
axes, rather than as the normal and shear stress on an
arbitrary plane. Therefore the yield criterion parallels
to the Mohr envelopes will be presented. Both of the
applied criteria are independent of the intermediate
principal stress. For this reason and for simplicity the
graphical representation leaves out this stress compon-
ent, although all stress components are included in the
finite element analyses.

3.1 The Mohr-Coulomb criterion in principal
stress space

The Mohr-Coulomb criterion in principal stresses,
see Figure 4, corresponding to the envelope of Eq. (2)
is given as

(8)

3.2 The Hoek-Brown criterion in principal stress
space

To represent the non-linear strength behaviour of the
soil in the principal stress space, the Hoek-Brown
yield criterion is used, see (Hoek & Brown 1997)

(9)

where �c is the uniaxial compressive strength, m is a
dimensionless parameter and n is a curvature param-
eter. It should be noted that the original Hoek-Brown
parameter s here have been fixed to a value of s � 1,
which is adequate for the present analysis. The Hoek-
Brown criterion can be seen on Figure 5.

Contrary to the linear Mohr-Coulomb case it is not
possible to explicitly express Eq. (9) as a Mohr envel-
ope in the � � � space which means that the Equations
(9) and (5) are not identical. The Mohr envelope is
needed in the parameter reduction because of the
safety factor’s definition in terms of the shear
strength, cf. Eq. (1).

The uniaxial compressive strength, �c is present in
both criteria and the Mohr parameter �t is found from
the Hoek-Brown parameters as

(10)

The dimensionless parameters A and B are found 
by regression, see e.g. (Hoek & Brown 1997). The

translation from the �1 � �3 stress pairs into � � �
stress pairs needed for the regression can be found
from the equation of the yield criterion with the rela-
tions given in (Balmer 1952).

(11)

(12)

With fHB given by Eq. (9) the derivative ��3/��1 is
calculated by

(13)
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Figure 4. The Mohr-Coulomb criterion in principal stress
space.
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Figure 5. The Hoek-Brown criterion in principal stress
space.
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4 SLOPE SAFETY BY FINITE ELEMENTS

The procedure used in this paper for determining F is
outlined below and is a reduction scheme similar to
the one applied by Brinkgreve & Vermeer (1998).

After satisfying equilibrium for the selfweight with
the true material parameters a series of steps is repeated
until equilibrium can no longer be satisfied. In each
series of steps the material parameters are reduced
gradually by a current safety factor Fi according to
Eqs. (3) and (6). Index i denotes the step number with
i � 0 signifying the establishing of equilibrium with the
true material parameters, i.e. F0 � 1. The procedure
is outlined in Table 1.

A few comments should be tied to each of the steps
in Table 1:

1. The series of current safety factors must be prede-
termined and the numerical distance between each
factor must be reasonably small to determine the
factor of safety accurately.

2. Step 2 will be elaborated upon in the following
sections.

3. In the equilibrium iterations the stresses are
updated according to principles of the return map-
ping scheme with a method outlined in (Clausen
et al. in press).

4.1 Strength reduction for a Mohr-Coulomb
material

The reduced material parameters of step 2 in Table 1
is found by inserting the current safety factor, Fi in
Eq. (4). Equilibrium iterations are then carried out
with these reduced parameters inserted in Eq. (8).

4.2 Strength reduction for a Hoek-Brown material

As mentioned in Section 3.2 there is no explicit rela-
tion between Eqs. (9) and (5). This implies that the
material parameter reduction, step 2 in Table 1, is not
as straight forward as in the Mohr-Coulomb case. The
reduction procedure is outlined in Table 2. Some com-
ments should be attached to steps 1 and 2 in Table 2:

1. The reduced non-linear Mohr-envelope is found by
inserting the current safety factor, Fi in Eqs. (6)
and (7).

2. In step 2 a number of stress points are transformed
from � � � space into the principal stress space.
This is done on the basis of Figure 6. The principal
stresses are given by

(14)

Here the centre and radius of the circle are denoted C
and r, respectively. The instant friction angle is found
by differentiation of Eq. (5)

(15)

5 NUMERICAL EXAMPLE

Ahmad & Peaker (1977) carried out unconsolidated
undrained triaxial tests on marine soft Singapore clay.
Parameters of the Mohr-Coulomb and the Hoek-Brown
yield criteria are calibrated against the reported test
results. The regression is carried out by minimizing the
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Table 1. Procedure for calculating the safety factor.

1. The current safety factor Fi is chosen,
Fi � Fi�1 6 1

2. Reduced material parameters are established from Fi

3. Equilibrium iterations are performed
IF global equilibrium can be satisfied

go to step 1
ELSE

take the factor of safety as F � Fi
END IF

Table 2. Procedure for reducing the Hoek-Brown material
parameters, see step 2 of Table 1.

1. A reduced Mohr envelope is found from
SHB,i(�) � SHB(�)/Fi

2. A number of stress points in principal stress space is 
generated on the basis of SHB,i(�).

3. The parameters of a reduced Hoek-Brown criterion, 
fHB,i is found by regression analysis on the generated 
stress points.
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Figure 6. Calculation of principal stress points.
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sum of squares of the error of the fit. Effective stresses
from the test results and the best fit of the two criteria
can be seen in Figure 7.

In the range of the experimental test data the cri-
teria are seen to be almost identical whereas significant
differences can be seen in the range of small principal
stresses. Attention should be drawn to the fact that the
Mohr-Coulomb criterion predicts a tensile strength
whereas this is not the case for the Hoek-Brown criter-
ion. The resulting parameters are shown in Table 3. 
In addition to these parameters a selfweight of 
� � 15.5 kN/m3, a modulus of elasticity, E � 20 MPa,
and a Poisson’s ratio of � � 0.26 are assigned to the
material.

It should be noted that �c can not be set to zero, cf.
Eqs (9) and (5). For this reason it is set to a small
value to represent zero uniaxial compressive strength,
here �c � 0.002 kPa.

5.1 Comparison between Hoek-Brown criterion
and the non-linear Mohr envelope

To obtain the non-linear Mohr envelope of Eq. (5) ten
� � � stress pairs in the experimental data range was
formed from Eqs. (11) and (12). The parameter �t
was found from Eq. (10) and the material parameters

A and B was obtained by regression. The parameters
for the Mohr envelope can be seen in Table 4.

A plot of SHB translated into principal stresses by
Eq. (14) can not be distinguished from the plot of fHB
with the resolution offered on Figure 7, which reveals
a good agreement between the two expressions.

5.2 Safety factor calculation

The calculation of the safety factors is carried out on
a slope of inclination 1:2 with geometry and element
mesh as shown on Figure 8. A total of 902 six-noded
linear-strain triangular elements with a total of 3818
degrees of freedom are used. The deformations are
taken to be plain strain but the stress component 
out-of-plane is included in the finite element calcula-
tions. Failure was reached in about 35 steps for both
materials.

The resulting safety factor for the two materials can
be seen in Table 5. It is seen that the Hoek-Brown safety
factor is significantly lower than the corresponding
Mohr-Coulomb safety factor. The reason for this can
be seen in Figure 9, where the stress contours for the
smallest principal stress, �3 is outlined together with
the position of the slip lines. It is seen that the locations
of the slip lines are almost identical and that they 
are located predominantly between the contours of
�3 � �72 kPa and �3 � �30 kPa. From Figure 7 it is
seen that the Hoek-Brown and the Mohr-Coulomb

495

-500 -400 -300 -200 -100

-500

-400

-300

-200

-100

Mohr-Coulomb
Hoek-Brown

Test data

σ1[kPa]

σ3[kPa]

Figure 7. The Mohr-Coulomb and Hoek-Brown criteria
fitted to test results.

Table 4. Calibrated yield parameters of the non-linear
Mohr envelope, SHB.

Envelope Parameters

SHB �t � 0 kPa A � 4.17 B � 0.7932

102010
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5

Figure 8. Geometry and element mesh of the analyzed
slope. Measurements in m.

Table 5. Calculated slope safety factor.

Yield criterion Safety factor

Mohr-Coulomb 1.47
Hoek-Brown 1.19

Table 3. Calibrated yield parameters.

Yield criterion Parameters

Mohr-Coulomb c � 13.5 kPa � � 15.8�
Hoek-Brown �c � 0 kPa m � 66.5 n � 0.735
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criteria differ significantly at these stress levels,
whereas the two criteria almost coincide at stress lev-
els �500 kPa � �3 � �150 kPa.

The reduced material parameters corresponding to
a reduction by the safety factors in Table 5 are shown
in Table 6.

6 CONCLUSIONS

A finite element methodology for calculating the
slope safety factor with a non-linear yield criterion is
presented. For a non-linear Hoek-Brown criterion it is
not possible to translate explicitly between the formu-
lations in � � � space and the principal stress space
as opposed to the linear Mohr-Coulomb criterion. For
this reason the parameter reduction is carried out by
repeatedly fitting the yield criterion to a reduced
Mohr envelope. In an example Mohr-Coulomb and
Hoek-Brown parameters are fitted against the same
test data and the safety factor of a slope is calculated.
As the stresses in the slope are low compared to the

stresses at which the test data are obtained, the Hoek-
Brown criterion predicts a lower slope safety than the
corresponding Mohr-Coulomb criterion.
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Table 6. Reduced material parameters cf. Tables 3 and 5.

Yield criterion Reduced parameters

Mohr-Coulomb c � 9.2 kPa � � 10.9°
Hoek-Brown �c � 0kPa m � 57.5 n � 0.732

Mohr-Coulomb slip line
Hoek-Brown slip line

-200 kPa

-157 kPa

-115 kPa

-72 kPa

-30 kPa

Figure 9. Slip lines and contour curves of smallest princi-
pal stress, �3. Compression is negative.
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1 INTRODUCTION

Since many years, advanced limit equilibrium (LE)
methods have been used for slope stability analysis.
These methods consider both normal and tangential
forces acting on slices. These forces are computed 
by dividing the entire sliding mass into a reasonable
number of slices. Furthermore, the FOS is based on
an assumed interslice force function where the com-
putation is carried out by an iterative procedure
(Janbu 1957).

Today, stability computations have been equally pos-
sible by the introduction of finite element (FE) codes.
Among them, PLAXIS is the one which has been
used here for the study of the force function.

2 LIMIT EQUILIBRIUM METHODS

2.1 The interslice force function

The interslice force function is defined as the ratio of
tangential to normal forces acting on a slice. This
function varies according to the assumptions made.

The fundamental difference in the assumptions has
been summarized in Table 1.

Morgenstern-Price method (1965) assumes an arbi-
trary function (f(x)) with a scale factor (�). Similarly,
Janbu’s GPS method (1957) relates the function to the
inclination of the line of thrust. Likewise, Spencer
(1967) assumed a constant function thought out the
sliding surface. However, Sarma (1973) relates the
relationship similar to the Mohr-Coulomb expression
for shear strength.

Moreover, the function in Lowe-Karafiath (1960)
method is assumed as a tangent to the average incli-
nation of the slope and the sliding plane. However, the

A study on interslice force function and line of thrust 
in slope stability analysis

K. Aryal
Norwegian Road Authorities, Region West, District Office Bergen, Norway

L. Grande & R. Sandven
Geotechnical Engineering Division, Norwegian University of Science and Technology, NTNU, Trondheim, Norway

ABSTRACT: This paper presents a study of interslice force function which is used in slope stability analysis.
The study was performed by both limit equilibrium (LE) and finite element (FE) analyses, where Morgenstern-
Price, as LE method and PLAXIS software code, as FE method, were utilized. Moreover, a discussion has been
presented among other LE methods, which differ basically from their assumptions for the inter slice force func-
tion. Additionally, an evaluation of line of thrust has been presented and discussed based on the pseudo-static
analysis of a surcharged simple 10 m high slope.

The study reveals that the interslice force function can neither be a constant nor it follows a well defined pat-
tern as assumed in LE analysis. The variation will largely depend on the geometry and loading conditions. This
will have further effect on the factor of safety (FOS). However, the FE analysis shows a considerable difference
in the interslice force function as compared to the sine function in LE (Morgenstern-Price) analysis. This shows
a limitation in LE analysis which is unable to capture the localized interslice forces.

Table 1. Interslice forces and relationships (Aryal 2006).

Morgenst-Price T � f(x) l E

Janbu GPS T � E tan at � ht (dE/dx)
Lowe-Karafiath T � E tanu, where u � ½(a � b)
Corps of Engrs. T � E tanu, where u � ½(a1 � a2)
Sarma T � ch � E tan f
Spencer T � E tanu
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Corps of Engineers method (1970) considers the func-
tion as the average angle of the entry and exit points
of the sliding surface.

2.2 The line of thrust

The line of thrust is defined along the point of appli-
cation of the resultant of interslice forces. According
to Janbu (1957), this line of thrust may fluctuate from
1/3 to 2/3 of the slice height from the base in active
and passive conditions respectively.

Thus the assumption for the interslice force func-
tion in GPS method depends on the inclination of the
line of thrust. The line of thrust and forces considered
in the advanced LE methods are illustrated in Figure 1.

3 MODEL GEOMETRY AND INPUTS

The geometry and input parameters used in the study
is shown in Figure 2. The model was analyzed in three
different software programs SLOPE/W, SLIDE and
PLAXIS. The first two softwares are based on LE
principles.

The model was analyzed by selective LE method
(M-P) and FE method (PLAXIS) assuming a dry slope

with surcharge, q � 50 kPa at the creast and earth-
quake coefficient, ah � 0.25 (Aryal 2006).

The purpose of selecting typical soil properties sim-
ilar to silty clay is to study the comparative difference in
circular shear surface analysis using the software codes.
The results related to the interslice force function and
the line of thrust are presented and discussed here.

4 MODEL ANALYSIS RESULTS

4.1 Results of interslice force function

The interslice forces (T, E) were determined from the
PLAXIS simulation at 1 meter interval. The ratio of
these forces, T/E � �.f(x) were plotted together with
similar results obtained from SLOPE/W and SLIDE
for the M-P method.

Figure 3 shows the analysis results and comparison
of the interslice force function for the analyzed load
conditions. The slope profile and the shear surface (SS)
obtained from PLAXIS simulations are also indicated
by the dotted lines.

Mohr-Coulomb material model was selected in both
SLOPE/W and SLIDE. Similarly, half-sine function
(sine function but half cycle) was assumed. The inter-
slice force function looks almost identical. SLOPE/W
found exactly the same shape as half-sine function at
the scale factor, � � 0.8, whereas SLIDE shows a mar-
ginal difference in shape at a lower value of �.

PLAXIS finds an irregular and contrast function
with considerable difference at the crest and toe of the
slope. The reason for the higher interslice shear force
at the crest is the loaded surcharge. In the middle of
the SS, the function is almost matching with the LE
method. Since the function may vary with geometry
and loading conditions, it is hard to generalize. Never-
theless, the study shows that interslice forces are not the
same in LE and FE analyses, especially at the crest and
toe of the slope (Aryal 2006).
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4.2 Results of line of thrust

The plot in Figure 4 shows the location of the line of
thrust obtained from SLIDE (M-PM) and PLAXIS
simulations. Moreover, the dotted lines indicate the
CSS and slope profile.

The points of application of interslice resultant force
are not the same in FE and LE analyses. In PLAXIS,
the point was considered at the location where the nor-
mal force was found. However, the option for automatic
generation of the line of thrust was utilized in SLIDE.
Even if the location for the line of thrust may not show
similar pattern for different geometry and loading con-
ditions, it can be noticed the considerable disagreement
between LE and FE computations.

The LE (M-PM) analysis gives the line of thrust
lower at the crest; slightly higher in the middle and
unreasonably high at the toe. This finding indicates that
the sine function does not represent the static situa-
tion very well at the toe (Aryal 2006).

Ideally the thrust line in Janbu’s GPS method should
be located between 0.2 h and 0.4 h from the base of
the shear surface, where h is the height of the slices
(Abramson et al. 2002). Janbu (1973) states, “the line
of thrust should be located somewhat lower than h/3
in the active zone (crest) and higher than h/3 in the
passive zone (toe) for cohesive soils”.

5 EFFECTS ON FACTOR OF SAFETY

The FOS primarily depends on the normal stress at the
shear surface as seen from equations 1 and 2. Moreover,
the normal stress is also a function of the interslice
shear force as given in Equation 3.

(1)

(2)

(3)

The LE based Morgenstern-Price method iterates for
the FOS until the moment equilibrium (Equation 1)
and the force equilibrium (Equation 2) give a constant
value. This FOS can be found at the intersection point
in Figure 5. Lower interslice shear force generally gives
higher normal force (Equation 3). If this is the case,
the FOS will be overestimated observing at Equations 
1 and 2.

In addition to the half-sine function, constant and
variable functions were also studied in both SLOPE/W
and SLIDE softwares. However, the change in FOS was
found insignificant (�0.5%) in Morgenstern-Price
method for circular shear surface. This shows that
selection of interslice force function in LE analysis
may have no change in the FOS if the moment equi-
librium curve has no change in gradient (Aryal 2006).

However, another study (SLOPE/W 2002) shows
that interslice force function causes significant shifting
in the force equilibrium FOS. If the moment equilib-
rium FOS also shifts upwards, as shown in Figure 5,
the intersecting point will have higher FOS compared
to the previous one.

From the studies, it can be concluded that the
effect of interslice force function is a case dependent.
If one of the curves is parallel to the axis, there is no
any effect on the FOS for Morgenstern-Price method.
On the other hand, there can be considerable shifting
of both curves resulting change in FOS.

As seen in Figure 3, PLAXIS computes more accu-
rately the interslice forces under the surcharge location
than LE software. The application of surcharge load
will definitely increase in interslice shear force which
has nicely been captured in PLAXIS. In such condi-
tion, the higher interslice shear force will lower the
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FOS. This situation is observed at the crest and toe of
the simple slope referring again to Figure 3.

Thus the difference in the interslice force function
and the line of thrust found in LE and LE analysis will
have variations in the FOS. This explains why the LE
based methods compute higher FOS than the FE based
ones. The ultimate differences in FOS can easily be
understood considering the difference in the base nor-
mal force.

6 CONCLUSIONS

The interslice force function can neither be a constant
nor a well defined pattern as assumed in LE methods.
The variation will largely depend on the geometry and
loading conditions. This will have an effect in the FOS.

The FE analysis in PLAXIS shows a consideration
difference in the interslice force function as compared
to the assumed sine function in LE (Morgenstern-Price)
analysis. Thus the LE methods are unable to capture
the localized interslice forces.

The line of thrust is not similar in SLIDE and
PLAXIS. The assumed sine function in Morgenstern-
Price method gives exceptionally unrealistic thrust line
at the toe. Thus the LE methods are found less accuracy
to compute forces especially at the crest and toe of a
slope. Due to these differences, the FOS in LE analy-
sis differs from those obtained from FE analysis.

7 SYMBOLS AND ABBREVIATIONS

� inclination of the sliding plane
�1 inclination at the entry point
�2 inclination at the exit point
�t inclination of the line of thrust
� slope inclination angle
� internal friction angle
�� effective friction angle
� scale factor
' inclination of interslice resultant force
c apparent (total) cohesion
c� effective cohesion

h average height of a slice
ht height from mid point of the slice to dE
dE change in interslice normal force
l length of slice along sliding surface
m� factor based on slope �
u pore pressure
E interslice normal force
Ff force equilibrium FOS
Fm moment equilibrium FOS
N normal force
S shear force (strength)
T interslice shear force
W weight of the slice
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1 INTRODUCTION

Global stability of the sanitary landfill is one of the
dominant problems in the landfill design from the geot-
echnical point of view. In order to ensure the stability
of landfill the design considerations should include the
stability of waste, bottom liner and drainage layers, as
well as the stability of foundation soil.

The stability of landfill is affected by the wide range
of parameters. Similar to common geotechnical design
for embankment stability, the design situations for land-
fill consider the geometry of the design section, the
strength parameters of main materials and the influence
of possible pore pressures (leachate in waste). In order
to estimate the influence of single parameters on the
global stability, the sensitivity analyses were performed.
Three main groups of variable parameters were studied
encountering basic unfavorable design scenarios: the
strength parameters (cohesion and friction angle of
waste and bottom liner), leachate level (due to possible
clogging of drainage system) and geometrical issues
like the slope of dumped waste, the appearance of
tension crack in slope and the contribution of the edge
embankment to global stability.

2 METHODS AND BASIC PARAMETERS

The design stability of landfills is usually verified by
common limit equilibrium methods. Although the

applicability of these methods for waste landfill is
often questioned, their routine use in many geotechnical
applications makes them still a popular tool for com-
mon design. Actually, the main goal in most geotech-
nical design analyses is not to exactly replicate all
physical conditions, but to simulate crude stability
mechanisms and apply an adequate margin of safety
against unfavorable event.

The limit equilibrium methods are based on rigid
body static principles. They do not consider the defor-
mations of the real body and stress-strain compatibil-
ities. Due to these reasons the distribution of stresses
along the sliding plane may not be realistic in many
cases. To overcome this deficiency, and still remain in
“practical” design domain, the hybrid procedure can
be used. The more realistic stress distribution is
obtained by stress-strain FEM analysis and then the
average factor of safety is obtained using calculated
mobilized stresses along the sliding plane and appro-
priate strength values.

The stability analyses in this paper are performed
by both methods. As a representative for limit equilib-
rium method the Janbu-simplified method is chosen,
which is often routinely used for the polygonal sliding
surfaces. The analyses are made by program package
Slope/W (later referred as Method 1), and critical
sliding surfaces are obtained. The stress state in land-
fill body is obtained by program package Sigma/W,
using finite element method in elasto-plastic analysis.

Sensitivity analyses of global stability in sanitary landfills

I. Petrovic & D. Kovacic
University of Zagreb, Faculty of Geotechnical Engineering, Varazdin, Croatia

T. Ivsic
University of Zagreb, Faculty of Civil Engineering, Zagreb, Croatia

F. Veric
Geoekspert, Zagreb, Croatia

ABSTRACT: The global stability of landfills is influenced by many factors including wide range of parameters.
To establish the influence of selected parameter on global factor of safety, the sensitivity analysis was carried
out. Three main groups of parameters were defined: strength parameters of waste and bottom liner, geometrical
parameters (slope of disposed waste, position and shape of failure surface, appearance of tension cracks) and
variations of leachate level. In addition, global factor of safety was also analyzed using stress state data along
the failure surface obtained by finite element method. This procedure establishes a relatively new approach
compared to the well-established limit equilibrium methods.
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The resulting stresses are returned to Slope/W program
and average factor of safety for the same critical sliding
surface is obtained using Finite Element Stress option
in that program (Method 2).

The basic data for the analyses are obtained from
design documentation of waste landfill Jakusevec in the
City of Zagreb in Croatia.

The analyzed sliding surfaces were chosen as polyg-
onal surfaces with bottom part passing through bot-
tom liner and upper part passing through waste. The
slope of the waste part of sliding surface is inclined to
horizontal at an angle 45 � ��/2 (Rankine’s active
state plane). The referent geometry of analyzed land-
fill cross section is shown in Figure 1. The position of
sliding surface with minimal factor of safety (No. 4)
is also shown.

Although the assumption of Rankine active plane
is common in design procedures, additional analysis
was made to investigate the most critical inclination of
failure surface in waste body. The bottom position and
the inclination of failure surface were varied (the range
of angles was 45–65°) and the most critical surface is
shown in Figure 2. The bottom point is closer to the
surface No. 3 from Figure 1 and the inclination is much
lower (48° for Janbu method). It seems that the redis-
tribution of forces is not too significant, since the min-
imal factor of safety is only about 4% lower than with

the Rankine plane assumption. For the rest of analy-
ses the surfaces presented in Figure 1 were used.

The mesh of finite elements with overlapped failure
surfaces used in Method 2 is shown in Figure 3.

The range of strength parameters for waste was
selected to represent the common suggested design
values (Ivsic et al. 2004). The values for bottom liner
are selected as a conservative choice of geomembrane-
clay residual interface strength.

The following referent values and range of values
are used in the analyses:

Referent parameters:

– waste: � � 13 kN/m3; c� � 19 kPa; �� � 24°
– bottom liner: � � 20 kN/m3; c� � 0; �� � 12°

Range of parameters:

– waste: c� � 5.5–19 kPa; �� � 24–33°
– bottom liner: �� � 10–13°

The referent parameters for elasto-plastic stress-strain
analysis were:

– waste: E � 1000 kPa; y � 0.3; c� � 19 kPa; �� � 24°
– bottom liner: E � 7800 kPa; y � 0.3; c� � 0;

�� � 24°

3 RESULTS OF ANALYSES

3.1 Variation of strength parameters

The results of analyses (factors of safety) for the vari-
ation of waste and bottom liner friction angles are
presented in Figure 4. As expected, the factors of
safety become greater as the strength parameters rise.
Also, a general observation is that the Method 2 (finite
element stresses) gives significantly higher values of
safety factor.

In order to obtain the relative values of presented
results, the factors of safety are normalized to refer-
ence value (FS � 1.236) from the Janbu method. These
normalized results are summarized in Figure 5, and
the following can be deduced:

– in the analyzed range of waste friction angles the
change of factors of safety was about 20%, giving an
average of 2.2% per unit degree of waste friction
angle.
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Figure 1. The analyzed landfill section with polygonal
failure surfaces.

Figure 2. The position and shape of the most critical fail-
ure surface.

Figure 3. The finite element mesh for Method 2.
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– the range of safety factors for the variation of bot-
tom liner friction angles is from 0.91 to 1.04 of ref-
erence values, giving about 4% of variation per
unit degree of bottom liner friction angle.

– the results for simultaneous change of both param-
eters can be estimated from the presented graphs.

– the safety factors curves for Method 1 and Method
2 are approximately parallel, so the same unit vari-
ations are obtained. The Method 2 consistently
gives about 20% higher factors of safety, which
will be commented later.

The results for waste cohesion variation (not presented
in figures) show that for the analyzed range of waste

cohesion extreme difference of 8–10% is obtained,
depending on bottom liner friction angle. This gives the
average variation of 0.65–0.75% per 1 kPa of cohesion.

It is understood (e.g. Konig & Jesberger 1997) that
the cohesion of waste originates from fibrous waste
components. During damping and compacting of waste
all the components are mixed giving quasi homoge-
nous material with macroscopic average cohesion and
friction angle. In situation when fibrous components
are missing, or on the contact plane of older and new
waste where the “waste homogenization” cannot occur,
the cohesion part of waste strength is lost. This situ-
ation was also analyzed and the results in Figure 5 show
that the factor of safety without waste cohesion is more
than 12% lower than the reference value with c� �
19 kPa. Summary of variation results is presented in
Table 1.

3.2 Change of leachate level

It is quite common case that rise of leachate level, espe-
cially after prolonged period of heavy rain, becomes a
triggering mechanism of failure event in waste landfills
(Koerner & Soong 1999). Excess pore pressures gen-
erated due to rise of leachate level have detrimental
effect on the effective stresses in waste body which
finally results with lower shear strength of waste.

Therefore, the analysis of changes in leachate level
on factor of safety value is performed. In this analysis
the strength parameters of waste were fixed to the refer-
ent values, while the strength parameters of bottom
liner were changed in the mentioned range. The
leachate level was raised in 5 meters increments, in
range from 0 to 15 meters with respect to the bottom
liner.

The results of analysis show nonlinear changes in
factor of safety value due to rise of leachate level.
Method 1 shows that acceptable values of factor of
safety are obtained only for higher values of friction
angle in bottom liner (namely 12° and 13°), up to
5 meters height of leachate level. Method 2 gave accept-
able factor of safety values up to almost 10 meters
height of leachate level regardless of the friction angle
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Figure 4. Factor of safety in relation to friction angle of
waste (with range of values of bottom liner friction angle).

Figure 5. Factor of safety in relation to friction angle of
waste – normalized values (summary of main results).

Table 1. Variation of safety factor within the range of
strength parameters (comparing to reference value).

Change of safety factor (%)

Parameter Method 1 Method 2

Waste cohesion �8 to 10* �7 to 9*
Waste friction angle �20 �18–20*
Bottom liner friction �9 to 4 �10 to 3
Loss of waste cohesion �12 �12

* Range of results due to bottom liner friction variation.
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value of bottom liner. It was also noticed that Method 2
yields higher factor of safety values than Method 1
for all values of leachate levels, as well as for the all
values of friction angle in bottom liner.

From normalized factor of safety values (the results
are normalized with respect to the factor of safety
value obtained for case with dry waste body) it turned
out that for leachate level of 15 meters both methods
gave 20 to 25% reduced factor of safety.

Obtained results indicate that the increase of
leachate level in waste body greatly reduces the global
factor of safety. Consequently, it is crucial in the design
of landfill to ensure high quality drainage system which
will last during the operational as well as in the post
closure time of landfill.

3.3 Variation of landfill geometry parameters

In the process of landfill design it is important to define
the geometric features of the landfill in such way that
mechanical stability of landfill is ensured. Some of
the geometry parameters which must be defined prior
to construction of the landfill are inclination of waste
slope and edge embankment height.

The inclination of waste slope was varied in range
from 1:2 to 1:3 with increments of 0.25, while
the strength parameters of waste and bottom liner
were fixed at referent values. During the analysis the
embankment was excluded from analysis in order to
simulate the worst case scenario. The results of analy-
sis show that change in waste slope inclination gives
nonlinear change in factor of safety values. In order to
obtain the relative values of results, the factors of
safety are normalized to reference value (FS � 1.236)
from the Janbu method. From these results it was
noticed that the change in inclination of waste slope
from 1:2 to 1:3 gives 20% higher factor of safety value.

The influence of edge embankment height to global
stability was also analyzed. As a retaining structure in
the toe of the landfill, the embankment has favorable
effect on the factor of safety value. The change of
embankment height was varied from 0 to 10 meters,
in increments of 1 meter. The strength parameters of
waste were fixed at referent value, while the strength
parameters of bottom liner were changed in previously
defined range. The obtained results show that change
of factor of safety values in this analysis was also non-
linear. As expected, the factor of safety values became
greater while increasing the embankment height.

The obtained results are normalized to reference
value (FS � 1.073), which is the factor of safety value
for the case without embankment. Normalized values
revealed that maximum height of embankment (in
this case 10 meters) yields change in factor of safety
value, with respect to referent value, of about 25%,
regardless of the friction angle value of bottom liner.
The average change per unit degree of embankment

height is 2.5%. This high percentage of change sug-
gests that embankment height could be very important
design parameter.

In addition, the influence of tension cracks to global
stability was checked, simulating possible appearance
of cracks in upper zone of landfill. The depth of ten-
sion cracks was varied from 5 to 25 meters, in incre-
ments of 5 meters, while the strength parameters of
waste and bottom liner were fixed at referent values.
It was also assumed that cracks could be filled with
water from 0 to 100% of its depth. For dry and 50%
saturated cracks the results show increasing of safety
factor with deepening of crack. This happens because
the appearance of tension crack reduces active forces
which act on failure surface. For fully saturated cracks
the hydrostatic pressure cancel out the positive effect
of reduced active forces. The additional destabilizing
moment Mw caused by hydrostatic pressure is defined
with equation 1.

(1)

where �w is unit weight of water, zs is vertical distance
from slope crest to the center of failure surface and zcr
is defined according to Figure 6.

The relative values of results, normalized to refer-
ence value (FS � 1.212) which is the factor of safety
value for the fully saturated tension crack, are presented
in Figure 7. From Figure 7 it could be noticed that, for
maximum depth of tension cracks, factor of safety
value rise for about 11% and 18% for dry and 50%
saturated tension cracks, with respect to the referent
value. Fully saturated tension cracks give 15% decrease
in factor of safety value, with respect to the referent
value.

Due to the modeling difficulties which appeared
during the tension crack analysis for all geometrical
analysis only Method 1 was carried out.

Summary of variation results is presented in 
Table 2.
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Figure 6. Appearance of tension cracks in waste body.
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4 COMPARISON OF METHODS

The analyses of strength parameters and leachate
level variation with both methods have shown that the
factors of safety obtained by Method 2 are signifi-
cantly higher than the factors in Method 1.

The difference in factors of safety comes from dif-
ferent stress distribution which is shown in Figures 8–9.
The presented stress distribution curves are obtained
from the analyses results for sliding surface No. 4
(Fig. 1) and referent strength parameters of waste and
bottom liner.

The normal stresses along the sliding surface are
generally similar for both methods. They are practi-
cally identical in middle part of sliding surface where
the bottom of surface is horizontal and the weight of
overburden is normal to the failure plane (in this part
the assumptions for methods of slices are fulfilled).
Some slight differences occur in the sloping parts of
sliding surface where the influence of shear stresses
in Method 2 becomes evident.

The basic difference is in distribution of mobi-
lized shear stresses as shown in Figure 9. For limit

equilibrium methods the mobilized shear stresses are
obtained from strength distribution and average factor
of safety. In finite element method the deformation
compatibility must be satisfied and the stresses are
redistributed to satisfy this condition. This redistribu-
tion results in much lower mobilized stresses in bot-
tom part of sliding surface (also retained by the edge
embankment). In the waste part of sliding body the
mobilized stresses are similar. Since the shear strength
in both methods is proportional to normal stresses
(generally similar in both methods), the difference in
average safety factor comes from difference in mobi-
lized shear stresses.

In Janbu simplified method the effect of interslice
shear forces is neglected. In practice, the average
overall empirical correction factor may be applied to
the calculated factor of safety as compensation. For
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Figure 7. Factor of safety vs. crack depth (normalized
curves).

Table 2. Variation of safety factor within the range of geo-
metrical parameters (comparing to reference value).

Change of safety factor (%)
Parameter Method 1

Waste inclination �20%
Embankment height �25%
Tension cracks �18%*; �11%**; �15%***

* Dry tension crack.
** 50% saturated tension crack.
*** Fully saturated tension crack.

Figure 8. Distribution of normal stresses along the sliding
surface.

Figure 9. Distribution of mobilized shear stresses along
the sliding surface.
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the presented geometry of failure surfaces the correc-
tion factor of about 1.09 is valid. Multiplying the values
of safety factor from Janbu method with this correction
factor gives 9% higher values than those presented in
Figures 4–5. By this, the presented difference between
methods becomes lesser, but still more than 10%
higher results are obtained by Method 2.

5 CONCLUSIONS

Waste landfill is unique type of object. Proper design
of waste landfills requires interdisciplinary approach
of wide variety of experts. Between them, the geot-
echnical engineer has important role to ensure mechan-
ical stability of waste landfill for proper functioning
of all landfill components.

Sensitivity analyses were performed for variation
of common parameters and critical design situations.
The rate of influence of selected parameter on global
factor of safety was determined.

The following conclusions can be drawn from the
presented results:

– The results of strength parameters variation in com-
mon range demonstrate that factor of safety is most
sensitive to change in bottom liner friction angle
(for the given geometry of critical sliding plane)

– Rise of leachate level in waste body has strong influ-
ence on factor of safety value. For leachate height of
15 meters, in comparison to “dry tomb” landfill, the
factor of safety value is reduced to more than 20%

– Inadequate temporary or final waste inclination
could cause failure of waste body. Change of waste
inclination from 1:3 to 1:2 reduces factor of safety
value for 20%. It should be also noticed that the
inclination of 1:2 can be considered as an upper
bound of inclination for waste slopes

– Fully saturated tension cracks, due to high hydro-
static pressure, cause drop of the factor of safety

values. Dry or 50% saturated tension cracks have
beneficiary influence to the factor of safety values

– Embankment height has beneficial effect to factor
of safety value. For embankment height of 10 meters,
in comparison to the case without embankment,
factor of safety value is increased for about 25%

– Conventional limit equilibrium methods give con-
servative results of safety factors. It is recommended
to perform a stress-strain analysis in order to obtain
more realistic stress distribution in landfill profile.
The stresses from this analysis can than be used to
calculate the average factor of safety along the
selected failure surface which is comparable to
conventional procedure
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1 INTRODUCTION

The equalization of negative excess pore water pres-
sures due to excavation in clay deposits has been rec-
ognized as a possible cause for delayed failure of slopes.
In particular, this process has been shown to control
“first-time” landslides in stiff overconsolidated clays,
long time after excavation (Skempton 1970, 1977,
Vaughan & Walbancke 1973, Chandler & Skempton
1974, Chandler 1984). According to these Authors, in
the short term, undrained unloading causes a temporary
decrease of the pore pressures within the portion of the
slope influenced by the excavation and therefore
induces a stabilizing effect of the slope. In the long
term, the slow equalization of the negative excess pore
pressures with the new boundary conditions defined by
the excavation can eventually be responsible for the
slope failure. This process depends on several factors,
such as the consolidation properties of the soil, the
geometry of the problem, the stress state of the soil, the
hydraulic conditions within the slope (Chandler 1984,
Potts et al. 1997). In recent years, several authors have
dealt with this problem by means of numerical studies,
highlighting the need to use coupled numerical tech-
niques for an appropriate prediction of the time-
dependent stress-strain response of the slope (Potts et al.
1997, Adachi et al. 1999, Hoshikawa et al. 1999).

The present paper discusses a numerical analysis of
the failure process occurred within a slope in stiff clays

which had previously been subjected to excavation at
the toe due to quarrying, between the first decades of
the past century and the 1970s (Lucera landslide, South
Italy). A first landslide occurred around 1980, i.e. some
years after the quarry had been abandoned. Recently,
a retrogressive evolution with a wider and deeper failure
surface has involved the parking area of a public hos-
pital located on the top of the hill.

An interpretation of the 1980 landslide mechanism is
proposed in this paper based upon field and laboratory
investigations and numerical analyses. The slope behav-
iour has firstly been studied by means of geological
and geomorphological investigations, in-situ monitor-
ing and laboratory testing of the soils. Thereafter, a
coupled elasto-plastic finite difference numerical analy-
sis has been carried out with the code FLAC2D (ICG
2000) in order to investigate the influence on the slope
behaviour of the variations with time of the pore pres-
sure regime following the excavation.

2 EVOLUTION OF THE GEOLOGICAL AND
GEOMORPHOLOGICAL SETTINGS

The instability process involves the stiff clays outcrop-
ping on the northern slope of the Lucera hill (Figure 1).
These clays belong to the Sub-Apennine Clay Forma-
tion (Pliocene-Early Pleistocene) and are overlain by
alluvial sands and conglomerates, lying at the top of the

Numerical analysis of the behaviour of a cut slope in stiff clays
by finite difference method

P. Lollino & F. Santaloia
National Research Council, IrpI, Bari, Italy

A. Amorosi & F. Cotecchia
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ABSTRACT: This paper concerns the instability process occurring on a cut slope in stiff clays located at the
north of the town of Lucera (Southern Italy). This unstable slope lies between a hospital at the top and an aban-
doned quarry at the toe, which was active until the end of the 1970s. A first landslide was triggered around 1980 and
was characterized by a subsequent retrogressive activity. This paper presents the results of a coupled elasto-plastic
finite difference analysis of the slope behaviour carried out with FLAC2D, outlining a possible interpretation of the
landslide mechanism. The input data have been defined according to field surveys and laboratory investigations on
the involved clays. The numerical results show that during the excavation stages the negative excess pore water
pressures due to undrained unloading allowed for a temporary slope stability and that subsequently the process of
pore pressure equalization caused the slope failure.
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hill (Terraced alluvial deposits; Pleistocene). Several
continuous coring boreholes, of depth ranging between
10 and 75 m, were drilled throughout the slope and
equipped with either piezometers or inclinometers
(Figure 1). Undisturbed samples were also taken from
different depths during the coring of the boreholes.

The unstable slope lies below a hospital at the top of
the hill, which was built during the 1980s, and an aban-
doned quarry is present at the toe (Figure 1). The rate
of the quarry excavation, which lasted from the first
decades of the past century to the end of the 1970s,
has been defined by means of the analysis of multi-year
aerial photos, historical data and topographical maps
(Figures 1 and 2, Santaloia et al. 2004). At the end of the
seventies, when the quarry front reached the maximum
height of about 50 m, the slope excavation was stopped
and the quarry was abandoned without any retaining
structure (Figure 2). Around 1980, a rotational land-
slide, 25 m deep, here named landslide A, occurred in
the slope where the quarry front was highest (Figures 1
and 2, Santaloia et al. 2004). In 1998, a more extended

and deeper mass movement developed as a retrogres-
sion of the first sliding process (landslide C in Figures 1
and 2).

The pore water pressure regime has been moni-
tored by means of piezometers: the water table is found
at a depth between 5 and 10 m below ground level
within the top area of the slope and at 2–3 m below
ground level at the toe of the slope.

3 GEOTECHNICAL PROPERTIES OF THE SOIL

The soil variability in the slope is quite limited and
the slope can be considered a stiff grey clay deposit of
fairly uniform geotechnical properties. The mean val-
ues of the index properties and of the mechanical prop-
erties of the soil samples tested in the laboratory are
reported in Table 1. The clay is overconsolidated, of
medium plasticity (IP � 24%), with a relatively low
void ratio (e � 0.58) and an undrained shear strength,
cu, of about 180 kPa at 20 m depth. The value of the
coefficient of permeability, k, as measured by means of
oedometer testing, has been found to be in the range
5÷7 � 10�11m/s; the consolidation coefficient, cv, is
approximately equal to 1.2 � 10�7m2/s and the
swelling coefficient, cvs, is about 3 � 10�7m2/s.
Consolidated-undrained triaxial tests (CIU) have
been carried out on undisturbed samples taken at var-
ious depths along borehole SG15 (Figure 1), while
one consolidated-drained test (CID) has been per-
formed on an undisturbed sample taken down bore-
hole SD1 (see Figure 1). Figure 3 shows the q–p�
stress paths resulting from the tests. The peak shear
strength envelope, according to the Mohr-Coulomb
failure criterion, is characterised by intercept cohesion
c� � 30 kPa and friction angle �� � 22°. The shear
behaviour of the soil is scarcely brittle, with a post-
peak decay beginning from a strain level in the range

a � 8÷10%. The elastic parameters have been esti-
mated according to the undrained triaxial test data.
The decay in shear stiffness, G, with shear strain, 
s,
as resulting from seven triaxial tests, is plotted in
Figure 4. The shear modulus generally reduces from
values in the range G � 40÷60 MPa at a strain level
of about 
s � 0.02÷0.03%, to values ranging between
10 and 30 MPa at 
s � 0.1÷0.3%, and decreases fur-
ther at larger strain levels.

4 NUMERICAL ANALYSIS OF THE SLOPE
BEHAVIOUR

4.1 Model assumptions

In order to study the influence on the activation of the
first mass movement (landslide A) of the process of
equalization of the negative excess pore pressures
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Figure 1. Geological-geomorphological map of the study
area. Key: 1) fill of the quarry, 2) terraced alluvial deposits, 
3) Sub-Apennine Clays, 4) landslide (a-crowns; b-landslide
body), 5) toe of the slope (a-1954, b-1975), 6) current quarry
front, 7) boreholes discussed in the paper, 8) line of section
shown in Figure 2.
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195419751978
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25m
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SE NW
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A

Figure 2. Evolution of the slope profile between 1909 and
1980 (A and C refer to failure surfaces shown in Figure 1;
landslide body A is highlighted in grey).
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resulting from the quarry excavation, a plane-strain
numerical analysis has been performed with the finite
difference code FLAC2D (ICG 2000). The grid, formed
of quadrilateral elements, is shown in Figure 5 and
corresponds to section 1 in Figure 1. Coupled elasto-
plastic behaviour of the soil mass has been assumed
in the analysis. A non-associated elastic-perfectly plas-
tic model with a Mohr-Coulomb yield surface has been
used to model the clay behaviour. The observed values

of intercept cohesion and friction angle at peak have
been adopted as strength parameters for the soil (see
Table 1), since the clay is scarcely brittle and at first-
time failure. The coefficient of permeability has been
assumed equal to that measured in the oedometer tests
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Table 1. Index properties and mechanical properties of the
Lucera clay.

gd IP G � cp� ��p k 	
kg/m3 % e OCR kPa kPa ° m/s °
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Figure 3. Consolidated undrained and drained triaxial tests
on Lucera clay.
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Figure 5. Grid adopted for FLAC2D analysis; 5a. excavation
stages simulated in the analysis; 5b. location of the monitoring
gridpoints.
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(k � 7 � 10�11m/s). To account for the increase in
shear stiffness with depth, the grid has been divided into
three layers, each characterised by increasing values
of the shear modulus (Table 1). In particular, the
mean value of G measured in the triaxial tests for

s � 0.1÷0.3% has been chosen for the shallowest
layer, which is the one mainly involved in the failure
mechanism (see Figure 4). The value of the swelling
coefficient, cvs, implicitly adopted in the analysis is
resulted to be consistent with the value observed in
laboratory. A poisson ratio, ��, equal to 0.25 has been
assumed in the whole grid. Figure 6 reports a com-
parison between the clay behaviour observed in two
CIU triaxial tests and the corresponding numerical
back-predictions. The plot shows that the curves are
in good agreement, despite the relatively simple con-
stitutive model adopted.

The first stage of the numerical analysis was aimed at
modelling the initial (elastic) equilibrium conditions
under gravity loading. In order to define the initial
steady-state pore water pressure regime, a seepage

calculation has been performed in accordance with
the boundary conditions assumed to apply before the
beginning of the quarrying activity. The pore pressure
distributions at both the side boundaries of the model
have been assumed to be hydrostatic. A piezometric
level at 8 m depth has been assumed to exist at the top
of the slope, at 60 m distance from the crest, whereas a
piezometric level at 2 m depth has been considered at the
toe of the slope, in accordance with the field meas-
urements. A free-draining surface boundary, with a
suction ub � �20 kPa, has been imposed both on the
original ground surface and along the excavation bound-
ary, according to field measurements performed in
clay deposits of southern Italy (Piscitelli & Urciuoli
2002, Gullà et al. 2004). The resulting steady pore water
pressure distribution is reported in Figure 7. The com-
parison between the calculated values of the pore
pressure and those recently measured by two piez-
ometers (SD2 and SG16 in Figure 1) within the slope,
assuming steady state conditions, has been found to be
acceptable. The excavation process, from 1920 to 1978,
has been simulated according to the rate of the quarry
activity, as reconstructed by means of the available
data (Figures 2 and 5a). Each stage of the excavation
has been modelled by removing the corresponding
elements and by simulating both an undrained calcula-
tion and a subsequent coupled consolidation, which
has been developed with time intervals consistent with
the rate of the excavation process.

4.2 Results

The results of the analysis are consistent with the
observed behaviour of the slope. In particular, they show
that during the cultivation of the quarry the slope was
stable, although the consolidation process was already
in progress. As indicated in Figure 8, which shows the
contours of cumulated shear strains predicted at the
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Figure 6. Comparison between observed and simulated
curves of undrained triaxial tests on Lucera clay.

Figure 7. Steady-state pore pressure distribution assumed
in the analysis.

Copyright © 2006 Taylor & Francis Group plc, London, UK



end of the consolidation analysis of the 4th excav-
ation stage (1962), a small shear zone is calculated in
the area of the current toe of the slope. A clear collapse
mechanism, indicated by a shear zone connecting the
toe and the top of the slope, is instead predicted during
the consolidation analysis following the last excavation
stage, at a timestep approximately corresponding to
1980 (Figure 9). Figure 9 reports the contours of the
shear strains calculated at this stage, which agree well

with the shape of the failure surface deduced from in-situ
observations. This result confirms that landslide A can
be identified as a first-failure mechanism of the slope.

The evolution with time of the behaviour of the
slope is well illustrated in Figures 10 and 11, the first
reporting the horizontal displacements calculated for
gridpoints located at the toe of three stages of the quarry
face (1962, 1971, 1978; Figure 5b) against timesteps
and the second reporting the pore pressures calculated
for three gridpoints within the slope against timesteps.
Figure 10 highlights that during the consolidation
stages of the analysis for each position of the slope pro-
file a significant increment of the displacement of the
toe occurs. The rate of increment suggests a tendency of
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Figure 8. Contours of cumulated shear strains predicted at
the end of the consolidation analysis of the 4th excavation
stage (1962).

Figure 9. Contours of cumulated shear strains predicted
during the last consolidation analysis (1980).
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the slope to a long-term failure, which is not reached
during the quarrying activity, due to the on-going
excavation process. During the last consolidation
stage (1975–1980), the displacement of the toe of the
final slope profile (gridpoint 7) experiences a dramatic
acceleration which clearly indicates failure conditions
according to the FLAC2D iteration procedure. Figure
11 shows the effect of the undrained unloading in terms
of negative variations of the pore pressures calculated
for the undrained stages of the analysis. Thereafter,
during the subsequent consolidation stages, a process of
partial equalization develops.

5 CONCLUSIONS

A finite difference analysis of the behaviour of the
Lucera slope has been carried out with FLAC2D to val-
idate an interpretation of the landslide process occurred
within the slope, according to which the failure has
been triggered by the equalization of the negative excess
pore pressures induced by the quarry excavation at the
toe. The results of the numerical study, which has been
defined according to geological and geomorphological
investigations, in-situ monitoring and laboratory test-
ing of the soils, have confirmed the proposed hypothesis
and have shown that the collapse was a first-failure
mechanism of the slope. The analysis has also pointed
out that the risk of failure, for slopes in stiff clays sub-
jected to excavation at the toe, must account for the time
necessary for negative consolidation to develop. Also
the study has shown that, in general, to predict the time
development of this class of processes, numerical
procedures which account for the soil-water coupling
effects within the soil mass must be developed.
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1 INTRODUCTION

This paper is concerned with the numerical simula-
tion of rock masses using the Hoek-Brown (HB) fail-
ure criterion in a nonlinear elastic – perfectly plastic
constitutive model. The brief description of the model
and its numerical implementation found in the first
part of this paper follows a practical application in its
second part: The new Minden navigable lock excava-
tion in siltstone/claystone.

In the past, the deformation characteristics of rock
masses has been studied by numerous researchers
(Eberhardt et al. 1998). Based on the stress–strain
behavior shown in Figure 1, Bienawski (1967) for
example, defines five stages in the stress–strain behav-
ior of rock masses: (a) Crack closure gradually occurs
until the normal stress reaches a threshold value scc.
During crack closure, stiffness increases as pre-existing
cracks successively close. Crack closure is particulary
important to near-surface structures; (b) Linear elastic
behavior is encountered once the majority of existing
cracks is closed; (c) Stable micro-fracturing is found
after the crack initiation stress sci is reached; (d) Crack
growth becomes then unstable for stresses exceeding
the threshold value scd. The threshold stress scd marks
at the same time the stress at which volumetric strains
reverse; (e) Rock masses may show either ductile 
or brittle failure depending on geology, confining

Simulation of a large excavation using a Hoek-Brown model
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ABSTRACT: The Hoek-Brown criterion is widely used in practice to evaluate the strength of rock masses. It
starts from the properties of intact rock and introduces factors to reduce these properties on the basis of joint
characteristics within the rock mass. In this paper, the 2002 edition of the Hoek-Brown criterion is used as the
failure envelope of a nonlinear elastic-perfectly plastic constitutive model. The nonlinear elastic part of the pro-
posed model takes into account the closure of cracks in the small stress domain, which is a significant feature
of a rock mass’ deformation characteristics in typical civil engineering applications. Numerical results from the
proposed model are presented in a case study. In this, the model is calibrated in back-analyzing laboratory and
in-situ borehole dilatometer test data obtained for the new Minden lock excavation. In the example, the influ-
ence of crack closure and rock mass strength on slope deformation and failure is studied.
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Figure 1. Behavior of fractured rock in uniaxial compres-
sion (after Eberhardt et al. 1999)
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pressure, and temperature. In the proposed constitu-
tive model, crack closure (a) is simulated by means of
a simple nonlinear elastic law. After crack closure, the
model is linear elastic up to failure. After failure, the
rock is assumed to be perfectly plastic. As failure cri-
terion serves the HB criterion.

The HB criterion was derived from studies on the
behavior of jointed rock masses (Hoek and Brown
1980) and is often used in practice. The criterion starts
from the properties of intact rock and then introduces
factors to reduce these properties on the basis of joint
characteristics within the rock mass. The original cri-
terion was subsequently changed in order to adapt it to
the behavior of weak rock masses, as well. In the fol-
lowing, the generalized HB criterion (2002-Edition)
presented in Hoek et al. (2002) is used. In their paper,
Hoek et al. also derive equivalent parameters for the
Mohr-Coulomb (MC) failure criterion using a best-fit
procedure within a given stress domain. However, there
is no direct theoretical relationship between the HB and
the MC criterion. Any attempt to estimate equivalent
cohesion and friction values in gravitational stress fields
will thus be inaccurate. The curvilinear HB criterion
automatically accommodates changing stress fields,
the MC criterion does not.

Although rock masses typically show both, inher-
ent anisotropy and stress induced anisotropy caused
by the evolution of crack systems in an inhomoge-
neous stress field, the HB criterion was initially intro-
duced to predict failure in quasiisotropic rock masses
(Figure 2). The constitutive model proposed here is
likewise isotropic. In the following, the sign convention
of soil mechanics is used: Compressive stress and strain

is taken as positive. Tensile stress and strain is taken as
negative. All stresses are taken to be effective values.

2 THE CONSTITUTIVE MODEL AND ITS
IMPLEMENTATION

2.1 Governing equations of the HB criterion

The generalized HB criterion is expressed as:

(1)

where s1 and s3 are the maximum and minimum
effective stresses at failure respectively, mb is the value
of the Hoek-Brown constant mi for the rock mass,

(2)

sci is the uniaxial compressive strength of intact rock
and s and a are constants which depend upon the rock
mass characteristics given by the following relation-
ships:

(3)

(4)

The Geological Strength Index (GSI), introduced by
Hoek (1994) provides a system for estimating the
reduction in rock mass strength under different geolog-
ical conditions. The Geological Strength Index takes
into account the geometrical shape of intact rock frag-
ments as well as the condition of joint faces. Finally,
D is a factor that quantifies the disturbance of rock
masses. It varies from 0 (undisturbed) to 1 (disturbed),
depending on the amount of stress relief, weathering
and blast damage as a result of nearby excavations. For
the significance of the parameters and their values see
(Hoek 2004).

2.2 Yield surface and plastic potential

The Hoek-Brown failure surface in principal stress
space is shown in Figure 3. Taking into account a
strength reduction factor (RF), which reduces mate-
rial strength for RF �1.0, the model’s yield surface is
written as:

(5)
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Figure 2. Diagram showing the idealized transition from
intact to heavily jointed rock masses with increasing sample
size (modified after Hoek 2004).
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Trial stresses outside the yield surface are returned to
it with a Drucker-Prager potential:

(6)

where p and q are the Roscoe invariants and cmob is
the mobilized angle of dilatancy. With increasing minor
principal stress, the initial angle of dilatancy c
is reduced to 0 in a linear manner. The minor princi-
pal stress at which zero volumetric plastic flow is
reached and the initial angle of dilatancy c are model
parameters.

2.3 Elastic stiffness

The simulated pre-failure rock mass behavior consists
of: (a) a nonlinear crack closure domain and (b) a lin-
ear domain. Stable plastic crack propagation and the
gradual stiffness degradation associated to it is neg-
lected in the model proposed. The nonlinear stress–
strain behavior can be simulated by piecewise linear,
hyperbolic or exponential stiffness approximations
(Lahaie et al. 2002, Kaselow and Shapiro 2003). The
piecewise linear approximation shown in Figure 4 is
adopted here. Poison’s ratio is assumed constant.

2.4 Implementation issues

The maximum allowable tensile stress for which the
HB criterion is defined calculates as:

(7)

For tensile stresses below the maximum allowable one,
the yield surface is undefined. Therefore, the first stress
return for trial stresses outside the yield surface is
always conducted to a circumscribed Drucker-Prager
yield surface.

3 MODEL APPLICATION – THE NEW
MINDEN LOCK EXCAVATION

3.1 The new Minden navigable lock

The so called ‘Schachtschleuse’ Minden, built 1913,
is located at Germany’s Mittelland Canal. The lock
chamber has a length of 85 m and a width of 10 m. In
order to adapt the Minden lock to the new ship gener-
ation (2100 t ships), a new lock chamber is projected
in close vicinity of the existing lock. For the con-
struction of the new lock a 25 m wide, 250 m long and
18 m deep excavation pit is necessary.

The soil profile (from top to bottom) is made up of
an up to 15 m thick layer of inhomogeneous fill, fol-
lowed by a 3.5 m thick layer of quaternary sands and
gravels of sometimes very high density. The bottom
layer is composed of tertiary fine grained clastic sed-
imentary rocks (siltstone/claystone), which usually
show a weathering profile.

The excavation pit has a slope of about 10 m height
in the sedimentary rock. The face angle is 70°. After
the interpretation of the geological general information,
the examination of photos from the old lock’s excava-
tion pit, and existing soil data that have been acquired
in the near vicinity, a preliminary exploration pro-
gram was carried out. The exploration program com-
prised 6 boreholes and 6 cone penetration tests. In the
boreholes, 8 water pressure tests and 9 dilatometer
tests were conducted at different depths to determine
the permeability and the stiffness parameter of the rock.
In the laboratory, rock samples were tested for their
unconfined compressive strength (UC-tests).
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Figure 3. Hoek-Brown criterion in principal stress space.

Figure 4. Stress dependant stiffness in the open crack
domain.
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Three sets of discontinuities were observed in the
drill cores, which results in a orthogonal joint struc-
ture: the bedding planes which decline with values
between 0 and 12, a vertical joint family and one which
declines under an angle of 45. According to DIN EN
ISO 14689-1, spacing of the bedding is characterized
as “thin” (200 to 60 mm) and joint spacing as “medium”
(600 to 200 mm).

3.2 Model parameter selection

The new Minden lock excavation is located in a rela-
tively homogeneous rock layer (Figure 7). All param-
eters and tests discussed in the following refer therefore
to that specific rock layer only. Based on geological
evidence, the Hoek-Brown constant mi is assumed as 8.
The uniaxial compressive strength sci of the siltstone/
claystone is determined as 2000 kPa. The rock mass
disturbance D depends on the respective experiment or
calculation. It is assumed that D � 0.0 for unconfined
compression tests, D � 0.2 for dilatometer tests, and
D � 0.7 for the excavation. The Geological Strength
Index (GSI) equals 100 for samples subjected to
unconfined compression. In situ, the discontinuities
described above reduce the strength index to GSI
�55–65. The GSI value is later verified in the numer-
ical simulation of dilatometer tests. First, however,
the model’s stiffness parameters are quantified in a
back-analysis of unconfined compression tests.

Back-analysis of unconfined compression tests
From unconfined compression tests, the linear elastic
stiffness for the model proposed is determined to
208 MPa (cracks closed). Its initial stiffness is quanti-
fied to 10 MPa (cracks opened). Figure 5 shows the
unconfined compression tests used in the stiffness
determination. These tests can be basically grouped in
two sets. Both sets have approximately the same stiff-
ness in the linear domain. However, their nonlinear

behavior at the onset of testing is significantly different.
These differences might be explained and modelled
by a variation of the threshold stress scc at which 
all pre-existing cracks are closed. From the back-
calculation, scc is found to vary between 400 kPa and
1000 kPa.

Back-analysis of dilatometer tests
Knowing most of the model’s strength parameters and
having calibrated all its stiffness parameters, the GSI
value can now be calibrated from dilatometer test data.
Figure 6 shows two test results and their simulation
with the strength index GSI � 55. The difference in the
two calculated stress–strain curves is solely due to the
above discussed variation in the threshold stress scc.

3.3 Analysis of the new Minden lock excavation

In the following, a simplified calculation of the new
Minden lock excavation is presented. The rock is actu-
ally not dry like assumed in the calculation. The actual
geometry is also more complex than the one shown 
in Figure 7. However, for the purpose of demonstrating
the possibilities of the constitutive model, the simpli-
fied calculation seems adequate. The finite element
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Figure 5. Simulation of unconfined compression tests.

Figure 6. Simulation of dilatometer tests.

Figure 7. Geometry and finite element mesh used in the
excavation analysis.
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code used in the 2D plane strain analysis is Plaxis V8
(Brinkgreve 2002). Calculation results are compared to
results obtained in an equivalent linear elastic – per-
fectly plastic analysis using the MC failure criterion.
The equivalent MC strength parameters (w � 31.2°,
c � 39 kPa) have been obtained by the method pro-
posed in Hoek et al. (2002). Note that these parameters
are less conservative than these used in the preliminary
design as presented in Kauther and Herten (2006).

Slope failure
Slope failure is reached in the HB calculation by fac-
torizing material strength by means of the factor
introduced in Equation 5. In successively decreasing
material strength until failure, finally the limit state is
found. This scheme is basically identical to the well
known w–c reduction scheme used in the equivalent
MC calculation. However, the level of safety, quanti-
tatively expressed in the strength reduction factor and
the factor of safety obtained in the w–c reduction are
not directly comparable. In the example, the HB cal-
culation gave a strength reduction factor of 1.2. The
factor of safety found in the MC analysis is 1.5. As
the equivalent MC parameters can only poorly fit the
HB criterion in the highly nonlinear domain around
the apex of the yield surface, it is yet reasonable that

the HB analysis reaches failure first. Figure 8 shows
the respective shear strain distributions at failure.
Obviously, the HB calculation gives a much steeper
failure surface.

Figure 9 highlights the failure mechanisms for dif-
ferent GSI values by visualizing incremental displace-
ments at failure. The strength reduction factor (RF) is
now below 1.0 for GSI � 40 and 3.5 for GSI � 70.
The failure mechanism for GSI � 70 resembles the
one observed in the equivalent MC calculation shown
before.

Slope deformation
Figure 10 illustrates calculated horizontal slope
deformations for unreduced material strength. Again,
results from the equivalent linear elastic – perfectly
plastic MC analysis are compared to results from the
nonlinear elastic – perfectly plastic HB analysis. In
the latter, the threshold stress scc is set to the limiting
values found in the backanalysis of the unconfined
compression tests. Both, deformation pattern and
deformation magnitude is different in the HB and the
equivalent MC analysis. In the HB analysis, the vari-
ation of scc leads to a variation in horizontal dis-
placements in the same order of magnitude as the
input is varied.
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Figure 8. Shear strain distribution at failure (a – MC crite-
rion, b – HB criterion). Figure 9. Influence of the GSI on the failure mechanism.
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4 CONCLUSIONS

The nonlinear elastic-perfectly plastic constitutive
model introduced in this paper could be successfully
applied in the back-analysis of various test data. The
model’s strength parameters are easy to determine as
its failure envelope is the well known Hoek-Brown cri-
terion. Representative unconfined compression tests
are sufficient to determine its stiffness parameters as
well. In the example, the simulation of dilatometer

tests could be used to narrow down the uncertainties
of the applied in situ Geological Strength Index.

Analysis of a 10 m slope showed significant differ-
ences in the failure mechanism and deformation char-
acteristics obtained by the new model compared to
those of an equivalent linear elastic – perfectly plastic
analysis with the Mohr-Coulomb failure criterion. In
the comparison, the equivalent Mohr-Coulomb param-
eters, which were fitted in the governing stress region
turned out to be inadequate. For small minor principal
stress, cohesion is most likely overrated whereas the
angle of friction is taken too small. For design purposes,
strength reduction should thus be incorporated in the
Hoek-Brown analysis directly as for example shown
in Equation 5.

The siltstone/claystone mainly addressed in this
paper showed distinct nonlinear features at the onset
of loading (crack closure). The simple nonlinear elastic
law introduced was found sufficient to model the defor-
mation characteristics in the crack closure domain. The
non-linear law’s impact in the simulation of dilato-
meter tests and slope deformation problems is consi-
derable. Experimental scatter in dilatometer tests
could partly be explained by a scatter in the threshold
stress scc.
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Figure 10. Horizontal slope displacements in [mm] (a –
MC criterion, b – HB criterion with scc � 400 kPa, c – HB
criterion with scc � 1000 kPa).
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1 INTRODUCTION

The relaxed sections of the slopes are often strength-
ened with the help of the rows of the cast-in-place piles
restrained in steady soils. Sometimes, the multi-row
pile constructions are used.

The matters connected with the investigation of the
interaction of the landslide soil with the buttress ele-
ments, in particular the pile ones, of the one-row retain-
ing structures have been studies by K. Sh. Shadunts
(1962), T. Ito & T. Matsui (1975), L. K. Ginsburg
(1979), S. I. Matsiy (1991) et al. Some sources
(Ginsburg et al. 1990, NIISK of Gosstroy of the USSR
1986, Adashi 1988) contain the investigation results of
the double-row pile constructions work. But at present,
the simplifications and presumptions (a substitution
of the arched form of the plastic deformation zone by
the trapezoidal form, a stiff-plastic model of the
squeezing process, a neglect of soil friction on a pile
and an interaction of the pile rows, etc.) cause signif-
icant errors in the pile landslide construction design.

2 RESEARCH TECHNIQUE

The computation was performed with the help of the
PLAXIS finite-element analysis package. The investi-
gation was performed taking into consideration the fol-
lowing conditions and admissions. The following plane
problem was considered: a fragment of the double-row
construction with the checkerboard arrangement of the

piles in the horizontal plane (Figure 1). Piles fastening
was a rigid one. Soil behaviour was described by the
Mohr-Coulomb model. As the numeric investigations
are made for the landslide clay soils, the angle of dila-
tance c is accepted as being equal to zero. Limit pres-
sure of the landslide soil on a construction from the soil
non-squeezing condition between the piles was consid-
ered as a difference of landslide pressure in front of the
construction and bearing pressure of soil behind it.

In the computation diagram, the piles are given as
one of the symmetrical halves of the «tunnel» of
the circular section. The tunnel-pile lining material is
assigned rather high values of bending stiffness and
normal stiffness allowing disregard of the strains of the
pile itself. In order to model the soil operation in the
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contact with the pile with the possibility of soil creeping
or separation, the contact surfaces («the interfaces»)
are applied to «the tunnel». Landslide pressure was
modeled by a distributional load along the left bound-
ary of the design model.

The whole design area was divided into elements
of «medium» fineness. Mesh refinement was made in
the construction influence area. An additional refine-
ment of the finite element mesh was carried out within
measurable distance of the piles with the use of the
round «tunnel» without lining and contact surfaces.

A number of parameters of the design diagram of
the double-row pile construction and the intervals of
their change was identified:

pile diameter D, m 0.72
pile spacing in the row L/D, 1.125–5.0
distance between the rows H/D, 0.125–4.0
cohesion c, kPa 5–60
angle of friction w, degree 0–20
deformation module E, kPa 10
friction coefficient on a pile h, 0.6

An influence of each factor depending on the dis-
tances between the piles was estimated. A load in each
numerical experiment was increased step-by-step (auto-
matic step-by-step loading) till soil body destruction in
the space between the piles and the soil plastic yield.

3 ANALYSIS OF STRESS–STRAIN STATE

The stress–strain state of the soils interacting with two
rows of the piles was investigated when the distances
between the piles in the row and between the rows were
different. The fields of relative deformations, the longi-
tudinal and transverse displacements of soil as well of
the Moor-Coulomb «plastic points» were investigated.
The soil displacements directions are accepted as the
longitudinal and transverse ones in relation to a land-
slide pressure vector.

A deformation process of the soils of the space near
the piles under the influence of the landslide load, which
was increased from zero to the limit value, was con-
sidered. The soil properties are characteristic for the
majority of the landslide soils of Krasnodar Region,
which are represented by loams. Cohesion c is accepted
as being equal to 20 kPa, the angle of internal friction
is s � 10°. Depending on the configuration of the
double-row construction, the following main types of
soil interaction with the piles have been identified.

Single row of piles (broken). When the distances
H � (0.13–0.63)D between the rows are small and
pile spacing is L � 1.5D, a mutual influence between
the adjacent piles of the first row and the second one
is observed. A size of the compacted soil wedge being
formed near the piles of the first row is considerably
larger than near the piles of the second row. Soil is

deformed according to the form of the flow of the
piles of the first row initially, then of squeezing between
the rows. In the limit state between the pile elements,
the characteristic zones of plastic deformations take
place in the form of «the lobes» (Figure 2-a), which
are known from the earlier investigations (Matsiy,
1991). Plastic deformations near the piles of the sec-
ond row expand from the top of the compacted soil
wedge to the lateral surface of the piles of the first
row. When spacing of the elements L is increased up
to (2.5–3.0)D, such mechanism of interaction of soil
with the piles is observed in case of large distances
between the rows H, up to (1.63–1.88)D.

One-and-a-half row construction. When pile
spacing is L � 1.5D and the distances between the
rows H are from 0.75D to 1.25D together with the
mutual influence of the adjacent piles of the first row
and the second one, the mutual influence between the
piles of the first row have been identified. Soil is
deformed when it is squeezed firstly in gaps of the first
row, then between the rows. The characteristic «lobe»
areas of plastic deformations of the soil (Figure 2-b)
expand from the top of the compacted soil wedge of the
second row to the back surface of the piles of the first
row. At the moment of the soil plastic yield, the inter-
locking «lobe» deformations take place near the piles
of the first row. The plastic deformation intensity is the
largest one near the «lobes» of the second row. When
pile spacing in the row L is increased up to 2.0D, one-
and-a-half type of soil interaction with the piles is
realized when a distance between the rows is H �
(1.5–2.5)D. When pile spacing L is large, up to 2.5D,
a transit to other types of soil interaction with the piles
is observed.

Double-row construction. When the distance
between the piles in the row is L � 1.5D and between
the rows is H � (1.5–2.5)D, a mutual influence
between the piles of the second row is observed. Soil
is deformed while flowing and squeezing between the
piles of the first row initially, then between the rows
and later on between the piles of the second row. The
sizes of the compacted wedge in front of a pile of
the second row (Figure 2-c) are considerably larger. The
shear surfaces take place from the lateral surface of
the piles of the first row to the top of the compacted
wedge of the pile of the second row as well as from the
lateral surface of the piles of the second row to the top
of the wedge behind the piles of the first row. A char-
acteristic area is formed in the shape of a quadrangle;
when it has been formed, «the lobes» of plastic defor-
mations expand in front of the piles of the first row.
When the piles are arranged very close to each other in
the row L � 1.125D, it has the form of a rhomb
(Derevenets, 2005). If pile spacing L exceeds (1.5–2.0)
D, a rupture of the mutual «lobe» plastic zones of the
second row and a transition to the one-and-a-half type
of interaction of soil with the piles take place.
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Figure 2. Transverse displacement of soil for various types of interaction with the pile rows depending on a configuration
of the retaining construction.

Two detached rows of the piles. When pile spacing
L is up to 2.0D and the distance between the rows is
H � 2.5–2.75D, the joint areas of plastic deformations
between the rows are divide (Figure 2-d). When the

piles are arranged too close to each other L � 1.125D,
the «lobes», which determine soil pressure (Derevenets,
2005), are formed behind the piles of the first row.
When pile spacing in the row L exceeds 1.5D with the
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same distances between the rows, a rupture of the joint
«lobe» zones near the piles of the second row takes
place. The second row of the piles starts operating as
a row of the detached abutments (Figure 2-e). Further
increase of pile spacing L up to 3.0D results in opera-
tion of the piles as the detached rows with smaller dis-
tances between the rows H up to (1.5–1.75)D.

Detached piles. When pile spacing value is L �
(2.5–3.0)D, the interaction between the piles of the
first row is absent. When spacing L exceeds 3.0D, a
separation of the joint plastic deformation areas takes
place near the adjacent piles of the first row and the
second one; the local «lobe» area are formed near the
piles of both rows (Figure 2-f).

The given types of interaction of the landslide soils
with the piles are specific for the stress–strain state of
soil by squeezing between two rows of the piles and
by other values of its physicomechnical characteristics.
The limit values of the distances between the piles in
a row and between the rows are slightly changed (the
diagram in Figure 2).

4 ANALYSIS OF PRESSURE LIMITS

As a result of the computation of the double-row pile
constructions, the diagrams of critical pressure of soil
squeezing (Figure 3-a) and a distribution of pressures
between the rows (Figures 3-b…d) have been obtained.

If pile spacing is small L � (1.125–1.5)D and a
distance between the pile rows H is increased up
to (0.0–0.5)D, a value of squeezing pressure as well
as a value of pressure limit on the piles is reduced.
A difference of pressures on the piles between the
rows is increased practically proportionally. When a
value of the distance between the rows H exceeds
0.5D, a non-linear decrease of pressures on the piles
of both rows takes place. By soil squeezing together
with the mutual influence of the rows, an interval
between the piles of the first row is involved. With
H � (1.50–1.75)D, critical pressure of squeezing is
minimal, and a difference of the limit pressures on
the piles is maximal. When a value of the interval
between the piles is H � (1.25–1.50)D, a jump of the
difference of pressures on the piles is observed. At
this moment, a transition of operation of the one-and-
a-half row construction to the double-row construction
takes place.

When the distance between the rows H is increased
from 1.5D to 2.75D, a non-linear increase of the pres-
sure limit of squeezing and pressures on the piles
takes place. A difference of pressures on the piles of
the adjacent rows is slightly reduced. It is explained
by a step-by-step involvement of the rows. The sec-
ond row provides a soil reaction creation behind the
first row and, consequently, an increase of resistance
to squeezing here.

When a value of the interval between the rows
H exceeds 2.75D, the joint areas of plastic deforma-
tions of the adjacent rows are separated. The squeezing
pressure values and the distribution of pressures on
the piles depend on the distance H between the piles
no more. The pile rows operate as the detached ones.

When pile spacing in the row L exceeds 1.5D and
the value of the distance between the rows H is up to
(2.0–3.5)D, critical landslide pressure and pressure on
the first row of the piles are increased nonlinearly.
When the distances H between the rows are large, their
values are not changed. Pressure limit on the second
row of the piles with H up to 0.75D is decreased, and
with H from 0.75D to 2.0D it is increased up to the
previous values and then is changed no more. When L
exceeds 1.5D and H exceeds 2.0D, a value of pressure
on the second row of the piles does not depend on pile
spacing and the distance between the rows.

5 APPLICATION

The investigation results are used in justification of a
project connected with protection of the dwelling
facilities and the section of the railway against landslide
displacements. The landslide section with the width of
0.5–1.0 km and the absolute marks of 8–100 m is situ-
ated in the suburbs of the Central district of the city of
Sochi and is surrounded by the private buildings. The
section is contoured by the natural steep slope of the
mountain from the south and the southwest. There is
groundwork of Tuapse-Adler railway at the foot of the
mountain slope. The ancient landslide adjustment
movements and the modern ones have been noted on
the slope.

An arrangement of four tiers of the retaining walls
employing the cast-in-place piles with the diameter of
1200 mm is envisaged in order to strengthen the land-
slide slope. The piles of every tier are arranged in two
rows in check disposition. According to the results of
the geotechnic survey, the following physicomechan-
ical properties of the landslide soil are adopted: unit
weight g � 19.2 kN/m3; cohesion c � 23 kPa; angle
of internal friction w � 10°. Landslide body thick-
ness is 6 m in the most characteristic cross section. A
calculation of the moments in the construction units
with various distances between the rows H (Figure 4)
has shown that its optimal value is 1.5D (1.8 m).

A pile construction calculation for non-squeezing
of the soil has been carried out for the main load com-
bination (483 kN/m) and the specific load combination
(575 kN/m). The results of the calculation according
to the well-known methods and the methods being
suggested are given in Table 1.

One should note that the well-known methods of
the calculation of the distances between the piles do
not take into account the dependences of the landslide
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pressure limit on the quantity of the rows of the piles.
That’s why the required distances between the piles turn
to be insupportably small or overstated ones.

Thus taking into consideration the features of the
interaction of the soils with the piles of the multi-row
retaining constructions, more efficient antilandslide
structure has been designed with the distances of 3.5 m
between the piles in the row and 1.8 m between the rows.

6 CONCLUSION

The following facts have been ascertained as a result
of the investigation of the landslide soil interaction

with the piles of the double-row retaining construc-
tion with the help of the finite-element method:

1. Under the influence of the landslide pressure during
soil squeezing in the space between the piles, the
characteristic areas of plastic deformations are
formed that determine the features of interaction of
soil with the piles. On the basis of their analysis, the
following classification of the retaining construc-
tions has been suggested:
– one row of the piles (a straight row or a broken

one),
– one-and-a-half row construction,
– double-row construction,
– two detached rows of the piles,
– detached abutments.

2. The limit distances between the piles in a row and
between the rows have been ascertained from the
condition of the joint resistance to soil squeezing
in case of various strength properties of the land-
slide soil.

3. We have obtained the dependences of the landslide
pressure limits and the pressure on the piles on ele-
ment spacing in the row, the distances between the
rows and strength properties of the soils, which
have the characteristic extremes and give an oppor-
tunity to make a rational choice of configuration of
a double-row construction, taking into considera-
tion the minimal pressure on the piles.
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Table 1. Construction configuration determination.

Pile spacing in a row, m
when the loads are combined

Methods Main Specific

Ito and Matsui (1975) 1.88 (1.57D) 1.73 (1.44D)
Ginsburg (1979) 3.92 (3.27D) 3.43 (2.86D)
Suggested technique 4.18 (3.48D) 3.60 (3.00D)
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1 INTRODUCTION

The design and construction of embankments on soft
soils is still a challenging problem in geotechnical
engineering. Difficulties arise from: (1) the low strength
of the soft soil, severely limiting the working load
with an adequate safety for short term stability; (2) its
high deformability, inducing large total and differential
settlements that are developed slowly due to the low
permeability.

These problems are more and more common due to
the ever increasing cost of land occupation, leading to
the use of marginal sites, as in the case presented in this
paper. It is a very populated and industrialized zone in
a narrow valley, where the design of a highway should
not affect all the industrial, agricultural and residential
uses of the land near the river. The highway was then
located on the hillside, but near its lower part, in order
to enable communication with the existing roads.

2 DESCRIPTION OF THE PROBLEM

The problem concerns the construction of a highway
section on a hillside in Arbuio, in the outskirts of Bilbao
(Spain) (see Figure 1). A high embankment (14 to 20 m)
was needed to connect a bridge and a cut section. The
lateral extension of the base was limited by an industrial
plant. The design solution involved a reinforced soil
wall at the embankment toe. The foundation ground
had to be improved by excavation and back-substitution
to a depth of 6 meters.

However, the excavation needed for this solution
posed many problems, due to a canal located very close
to the wall. The required excavation clearly implied
more serious problems than the embankment itself.
Finally, it was decided to limit the depth of excavation
to 3 m, and to reinforce the ground below this elevation
with stone columns.

The main purpose of the stone columns in this case
was to increase the average strength of the soil. The
drainage effect was not needed, because of the rela-
tively high permeability of the ground. However, it was
considered as an extra safety measure, to avoid excess
pore water pressures in low permeability lenses. The
extension of the treated area is 6400 m2 with 830
columns. The columns were installed from a platform,
after the shallow back-substitution described.

The columns were constructed by the dry-bottom
feed method. In the initial design, a column diameter

Numerical analysis of an open excavation close to an embankment on
improved ground

José A. Barco, Jorge Cañizal, Jorge Castro, Almudena da Costa, César Sagaseta
University of Cantabria, Santander, Spain

ABSTRACT: A numerical study of an embankment (12 m high) on a reinforced earth wall (14 m high) is pre-
sented. The embankment is located on a hillside, and the ground was improved with stone columns to increase
stability. An open excavation (11 m deep) supported with an anchored wall, unforeseen during the design stage,
was undertaken close to the toe once the embankment construction had started. The multiple interactions between
excavation, wall, anchors, improved ground, reinforced earth and embankment, are analyzed in the paper. The
global stability of the slope was studied by means of slip circle limit analysis and compared with �-c reduction
analysis by finite element methods. The same finite element model was used to analyze the stresses and defor-
mations due to the embankment construction and open excavation. The results are compared with the measured
vertical and horizontal displacements, total stresses and pore pressures.

Figure 1. General view of the site.
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of 1 m was assumed, with a replacement ratio, as, of
0.10. However, the first control measurements indi-
cated an average diameter of 0.7 m, meaning a sub-
stantial reduction of the replacement ratio (as � 0.05).

The situation was further complicated by an open
excavation, started at the same time. This excavation,
supported by an anchored concrete wall, was located
downhill (see Figure 3). In the design stage, it was
considered that the distance to the embankment was
enough to avoid a significant influence. However, it
was thought reasonable to analyze further the mutual
effects of the two works.

Because of these facts, it was decided to instrument
the embankment, in order to study the new situation
and analyze possible solutions if needed.

Figure 2 shows the instrumentation layout. The
instruments were concentrated in 3 sections. Each
section consists of:

– a transversal continuous settlement profile,
– an inclinometer, near the reinforced earth wall,
– one cluster of instruments (two in Section 2), with

2 piezometers in a borehole (each one in the middle
of a less permeable layer) and 2 total vertical pres-
sure cells, one on the column and the other on the
soil, in the midpoint between columns.

This paper presents the results of Section 3. This
was the section where the influence of the open exca-
vation was more important. Both finite element and
limit equilibrium analyses were carried out.

3 ANALYZED SECTION

In section 3 (Figure 3), the excavation slope was
2(V):1(H), and the reinforced earth wall is 14 m high
and 10 m wide. The width of the backfill is 23 m and
its height 8.5 m. In this section, the embankment is
split into two separate parts. In the lower part, it has
negligible height above the reinforced earth wall. The
width of the stone column treated area is 20 m and the
length of the columns is 11.8 m, reaching the bedrock.

The foundation soil corresponds to the contact
between the alluvial deposits of the valley and the
colluviums covering the hillside. It has been divided

in three levels with sublevels. The strength and defor-
mational properties taken for the analyses are shown
in Table 1. These parameters were obtained from dif-
ferent tests, such as triaxial compression, oedometer
and plate loading tests.

4 STAGED CONSTRUCTION SEQUENCE

The required construction sequence for the embankment
was determined based on a simple one-dimensional
analysis of the consolidation. Vertical and radial flows
were uncoupled by the Carrillo equation. The coefficient
of consolidation of the soil was taken as 2 � 10�3cm2/s
for vertical and radial flow (due to the colluvial nature
of the soil, no anisotropy was considered).

This analysis was used to evaluate the relative influ-
ence of the change in column diameter from 1.0 m to
0.7 m. The load factor, Nc, is used:

(1)

where pa is the applied vertical pressure. A value of
Nc about 6.0 means foundation failure. For each loading
step, the soil shear strength was evaluated from the
current vertical effective stress, s�0, according to the
Ladd and Eggers (1974) expression:

(2)

with k � 0.2, a � 0.8 and initially OCR � 3.0. A
safety factor of 2.0 against failure was required, mean-
ing a load factor less than 3.0.

Figure 4 shows the design for a column diameter,
dc, of 1.0 m. Construction was made in ten equal load-
ing steps, waiting two weeks between them (total
construction time 126 days). The decrease of Nc due
to the gain in cu with consolidation in each step is
more noticeable when the preconsolidation pressure
is reached (at about an embankment height of 8 m),
according to eq. (2).

This sequence had to be modified for the change in
column diameter (Figure 5). The last steps were delayed
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Figure 2. Plan view of the instrumentation.
Figure 3. Transverse cross-section for Section 3.
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to four weeks, extending the construction period to
182 days. With this arrangement, the load factor was
still kept below the limit value.

5 MODELLING

5.1 Excess pore pressures

With the above described construction sequence and
cv values, no significant excess pore pressures were
anticipated. Hence, the soil around the columns was
considered as drained during all the process.

This was later confirmed by the instrumentation
(Figure 6): for an applied load of 260 kPa, the maxi-
mum measured excess pore pressure was 10 kPa, indi-
cating a consolidation rate higher than 95% during
the embankment construction.

5.2 Shear strength

The use of an average strength for the improved ground
was not practical in this case, because averaging the

product (s� tan w) was difficult due to the large trans-
verse variations of the effective stress s� across the
reinforced earth wall. So, the original properties were
kept for the soil, and an equivalent friction angle was
used for the columns, concentrated in two large gravel
trench elements, 1.5 m wide. These two elements were
located near the toe and heel areas below the rein-
forced soil wall.

In all the soil mass treated with columns, the soil
was considered to be fully drained at all stages. In the
rest of the soil, drained or undrained conditions were
assumed, depending of the load stage.

Table 1 shows the values of the parameters.
The equivalent friction angle of the columns was

selected to produce the same total shear strength along
a horizontal plane, at a depth representative of the
position of the failure surface.

The frictional component of the strength depends
of the vertical effective stress at the depth of the fail-
ure surface. Hence, a difference arises between finite
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Table 1. Mechanical parameters for the soil layers considered.

g c� w cu E
Soil level (kN/m3) (kPa) (°) (kPa) (MPa)

Concrete wall 15 250 0 20000
Reinforced earth 22 100 32 75
Embankment 20 10 32 25
Stone columns 18 0 40 50
Backfill 20 10 32 25
Level I-A 21 25 26 42 4.5
Level I-B 20 25 26 60 4.5
Level II-A 21 0 35 75 8
Level II-B 21 20 35 75 12
Level II-C 18 0 40 50
Interface 22 0 45 500
Bedrock 22 – – 1000
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Figure 4. Construction rate and load factor for dc � 1.0 m.

0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0 50 100 150 200 250
0

5

10

15

20

25

30

35

Embankment height
Nc

Time (days)

Lo
ad

 fa
ct

or
, N

c

E
m

ba
nk

m
en

t h
ei

gh
t (

m
)

Figure 5. Construction rate and load factor for dc � 0.7 m.
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element analyses and limit equilibrium by slip line
methods (Barksdale and Bachus, 1983). In the analysis
with finite elements, the stress transfer between soil
and columns is considered by the compatibility of the
respective deformations, inducing a stress concentra-
tion on columns. However, in the method of slices, the
vertical stress is evaluated as the weight of the soil
column above it, with no stress transfer between slices.
So, a higher value of the equivalent friction angle for the
columns is needed to match the correct value of the
product (s�tanw).

The actual shear resistance along a horizontal failure
surface across the treated area of width B per unit
length of embankment is:

(3)

where ar is the replacement ratio. Subscripts c and s
refer to the columns and the soil, respectively. The
effective stresses at a depth z are:

(4)

where mc and ms are the stress concentration factors,
linked by the equilibrium condition:

(5)

If the columns are modelled by a set of n 2-D trenches
of width b, the total shear force would be:

(6)

The equivalent column friction fm is obtained from
the equality of Tr and Tm. For a slip line method, the
effective stresses in eq. (6) are evaluated without con-
sideration of the concentration factors (mc � ms � 1
in eq. 4).

The obtained equivalent friction angle for the
trenches representing the columns are shown in Table 2,
both for finite element and slip line analyses. The
stress concentration factors are taken from Balaam
and Booker (1981), Priebe (1995) and as measured
(see Figure 7). For this purpose, a soil strength of
c � 25 kPa and f � 25°, and a column/soil modulus
ratio of 6.0 were taken.

From the above results, the equivalent column fric-
tion angle was selected as 40° for the limit equilib-
rium and 25° for the F.E. analyses.

6 STABILITY ANALYSIS

The global stability of the embankment was calculated
by means of limit equilibrium with Morgenstern-Price
method (program SLOPE-W) and finite elements, with
the c–f reduction procedure (PLAXIS) (Figure 8). The
obtained safety factors are compared for short term
(S.T.) and long term (L.T.) in Table 3. Two assumptions
have been considered for the excavation located down-
hill, with or without anchors.

The agreement between the two methods is reason-
able, with a tendency to give slightly smaller values
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Table 2. Concentration factors and equivalent column
friction for limit equilibrium (L.E.) and finite element (F.E.)
analyses.

Stress factors fmc

Column, mc Soil, ms L.E. F.E.

Balaam & 3.5 0.86 44.8° 24.3°
Booker 1981
Priebe 1995 2.86 0.90 42.7° 25.6°
Measured 2.5 0.92 41.3° 26.5°
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Figure 8. Failure mechanism.
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with the numerical analysis, and it is found in most
cases (Sagaseta and Da Costa, 2005).

7 NUMERICAL ANALYSIS OF THE
CONSTRUCTION PROCESS

7.1 Earth pressure on the retaining wall

During the construction, one of the important questions
arisen was how much the construction of the embank-
ment influences the pressure on the anchored wall.
Although the embankment is outside the active soil
wedge, the anchors induce a greater extension of the
affected area. This is not considered in conventional
analyses (Coulomb) for the wall, but is clear from finite
element analyses, and also from simple calculations
using elastic solutions for the stress distribution due
to the embankment load (see Table 4).

These results indicate that the limit equilibrium
(Coulomb) analysis assumes the soil in active state and
it could not capture the interaction between the wall
and the embankment. This interaction takes place via
the deformations, due to the stiffness of the anchoring
system. In the “elastic” solution, the wall is implicitly
assumed to be fixed, i.e. the anchors have infinite
stiffness, and so the solution is an upper bound for the
earth pressures. However, this upper bound is in this
case very close to the actual situation.

The increase of ground pressures took the anchor
forces beyond their allowable limits. It was then
decided to install an additional anchor system, and to
loose the existing ones at the same time.

7.2 Ground displacements

The displacements obtained from the numerical
analysis during construction were compared with the
measured ones. Particularly, the situation when the
embankment reached a height of 6 m was analyzed in
detail, and the results were used to predict the forego-
ing movements for H � 6 to 12 m.

Figure 9 shows the calculated and measured settle-
ments at the base of the reinforced earth wall. The
average settlement is 60 mm, roughly uniform across
the central part of the base of the embankment. These
value and distribution were reasonably matched by
the numerical calculations.

The horizontal displacements measured by the
inclinometer at the embankment toe are plotted in
Figure 10. In contrast with the settlements, although
the pattern of variation of displacements with depth is
well reproduced, their absolute values are overpre-
dicted in the calculations by a factor of about 2.

The plastic zones are very small in extension, and
most of the displacements are of elastic nature. So,
the only way to match the results is by assuming a
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Table 3. Obtained factor of safety.

Limit Equilibrium Finite Element

Situation S.T. L.T. S.T. L.T.

Anchors 1.66 1.71 1.50 1.69
No anchors 1.34 1.35 1.20 1.30

Table 4. Earth pressures on the retaining wall.

Embankment
Mean earth pressure (kPa)

height (m) Coulomb Elastic F.E.M.

0 39 – –
6 39 48 47
12 39 57 56
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Figure 9. Surface settlements for H � 6.0 m.

0

2

4

6

8

10

12
-5 0 5 10 15 20

F.E. calculation
Measured

Horizontal displacement (mm)

D
ep

th
 (

m
)

Figure 10. Deep horizontal displacements for H � 6.0 m.

Copyright © 2006 Taylor & Francis Group plc, London, UK



horizontal modulus higher than the vertical, with an
anisotropy ratio of about 2.0.

The above trends keep during the embankment
raising from 6 to 12 m. Figure 12 shows the evolution
of the maximum settlement, and Figure 11 the maxi-
mum horizontal displacement. Both variations are fairly
linear with embankment load, according to the elastic
nature of the deformation. Again, the settlement val-
ues are well predicted, but the calculated horizontal
displacements are twice than the measured ones.

The reason because the soil is twice stiffness in the
horizontal direction could be in a increase of horizon-
tal stiffness due to the column construction. In the dry
method of installation, the horizontal forces induced
by the vibrator can increase the lateral stresses, and
also the corresponding stiffness. In the wet method,
the increase and further dissipation of excess pore

pressures can mask this phenomenon. Kirsch (2004)
has obtained a similar increase in modulus, measured
with pressuremeter tests before and after the column
installation.

8 CONCLUSIONS

A real case of complex interaction between several
geotechnical structures has been analyzed with a
numerical model. The case includes an embankment
with reinforced earth toe, on a sloping soil reinforced
with stone columns, and with an excavation supported
by an anchored wall at short distance downhill. The
analysis, in close comparison with the instrumentation
results, indicates that the distribution of loads between
columns and soil follows the generally accepted rules.
Finding an equivalent strength for the columns is not
straightforward, and it depends on how the analysis of
stability handles the stress transfer between columns
and soil.

Although the limit analyses indicate that the sepa-
ration of the excavation from the embankment was
enough to avoid interactions, the deformation analysis
showed that the deformations are mutually affected.
In an anchored system, these deformations produce
changes in the earth pressures.

Finally, the numerical analysis of the construction
gives a reasonable agreement for the settlements along
the process, but the horizontal displacements are over-
predicted by a factor of 2.0. The soil lateral stiffening
during column installation could explain this feature.

Part of the work presented herein is within a research
project, supported by the Spanish Ministry of Public
Works (Ref. 03 A634), on stone column use under road
embankments. The case described is in the Kadagua
motorway, and the Authors are grateful to the profes-
sionals in charge of the work for their support.
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1 BACKGROUND

Exact solutions for the undrained vertical bearing capac-
ity of strip and circular footings on idealized plastic
material are well established. Expressed in terms of
bearing capacity factor Nc � qu/su, where qu is the
limiting vertical stress and su the representative
undrained shear strength, Nc

strip � 5.14 (Prandtl 1921)
and Nc

circle � 6.05 (for a rough soil/footing interface)
(Cox et al. 1961). Very little work has addressed ver-
tical bearing capacity of square footing and no exact
solution has been identified.

Conventionally a shape factor of 1.2B/L is relied on
to account for variation in bearing capacity due to
edge effects, giving maximum Nc � 6.17 for a three-
dimensional footing (Skempton 1951, Brinch Hansen
1970); 3% larger than the exact solution for a circular
footing. To date, no exact solution has been identified
for a square footing to enable a similar comparison.
However, Levin (1955) suggested the bearing capacity
for a square footing would lie slightly below that for a
circular footing of equivalent area. This would lead to
an increased over prediction of capacity of a square
footing if relying on conventional shape factors.

Recent studies have proposed revised bearing capac-
ity factors based on bound solutions for rough square
footings but the range is significant (5.52 � Nc � 6.56)
(Michalowski 2001, Salgado et al. 2004, Gourvenec 
et al. 2006). One of the problems in identifying a con-
verging bound solution is the uncertainty over the
kinematic mechanism accompanying failure; particu-
larly the occurrence of diagonal and/or orthogonal

symmetry. This is addressed in detail by Gourvenec
et al. (2006).

Moment capacity of a shallow foundation is typically
assessed using the effective width principal (Meyerhof
1953); whereby the capacity of a strip footing under a
vertical load and moment, expressed as a vertical load
applied at an eccentricity e/B, is assumed to be equiva-
lent to that of a footing of reduced width B� � B – 2e
under the vertical load centrally applied. For a square or
rectangular footing only the width is modified, on the
assumption that the bearing length of footing is unaf-
fected by the load eccentricity (when applied in the plane
of the footing’s width).

Represented in VM load space, the interaction is
symmetrical with the maximum moment capacity
(NcM � Mult/ABsu � 0.64) predicted under a vertical
load of half the uniaxial capacity. In the absence of
vertical load, or at ultimate vertical load, no moment
capacity is available. As limiting moment capacity is a
function of the applied vertical load (since M �Ve)
moment capacity increases in the same proportion as
vertical capacity. For example for a square footing,
sc � 1.2 leading to NcM

square � 0.77. The VM interac-
tion diagram remains symmetrical with Mult at V �
0.5 Vult (� 0.5*1.2*5.14*Asu) and M � 0 at V � Vult
and V � 0. (Maximum moment capacity for a circu-
lar footing predicted by the effective area principle is
lower, NcM

circle � 0.59, as the effective length is also
affected by the eccentricity. (See Taiebat and Carter
2002).

No exact solution for failure under combined VM
loading has been found to date against which to verify the

Undrained bearing capacity and mechanisms of collapse of square
footings under vertical and moment loads

S. Gourvenec
Centre for Offshore Foundation Systems, University of Western Australia, Perth, Australia

ABSTRACT: Shallow foundations are typically required to carry a combination of vertical and moment loads and
undrained bearing failure is a fundamental consideration. Many structures are founded on shallow foundations of
low aspect ratio and idealisation to conditions of plane strain is inappropriate. Analytical studies have addressed the
response of circular footings to uniaxial vertical loading and combined vertical and moment loading in the past but
square and rectangular foundation geometry has been largely overlooked. This paper reports results from a suite of
finite element analyses addressing the undrained bearing failure of square footings subjected to vertical and moment
loading. Ultimate limit states and the kinematic mechanisms accompanying failure observed in the finite element
analyses are presented in the context of other available solutions for strip, circular and square footings.
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effective width or area principle. The problem in identi-
fying an exact solution with plasticity theory is separa-
tion of the footing from the soil interface, inevitable
under moment loading at low vertical load, violates the
normality condition. Houlsby and Puzrin (1999) and
Salencon and Pecker (1995) discuss alternative approx-
imate analytical solutions for strip footings under vertical
and moment loading although the main focus concerns
inclined eccentric loads. No analytical solutions have
been proposed for three-dimensional footing geometry.
Taiebat and Carter (2002) compared the effective area
rule for circular footings with predictions of limiting
vertical and moment loads from finite element analyses.
To date square (and rectangular) footings have not been
considered.

Reduction in moment capacity at low vertical loads
as predicted by the effective width principle indicates no
tensile capacity at the footing-soil interface. In some
circumstances (particularly offshore) passive suction
is developed beneath a footing plate providing tensile
capacity. Therefore moment can be resisted even at low
vertical loads. Assuming unlimited tensile capacity
can be mobilized along the footing-soil interface, upper
bound plasticity solutions exist for pure moment capac-
ity for strip and circular footings but not for a square
footing (NcM

strip �0.69, NcM
circle �0.67, Murff and Hamil-

ton 1993, Randolph and Puzrin 2003). No analytical
solution has been derived for combined moment and
vertical load interaction for fully bonded conditions even
for the simple case of a strip footing. Interaction dia-
grams have been derived numerically for strip (Bransby
and Randolph 1998) and circular (Gourvenec and
Randolph 2003) footings, but to date square (or rec-
tangular) footing geometry has not been considered.

2 THIS STUDY

Undrained ultimate limit states of square footings under
a range of vertical and moment loading are investigated
with finite element analyses. Cases of a footing with
unlimited tensile capacity and zero-tensile capacity
along the footing-soil interface are considered. Failure
envelopes and kinematic mechanisms accompanying
failure are presented and compared with results from
plane strain models. For the footing with unlimited
tensile capacity, ultimate limit states for a circular foot-
ing from a previous study are also presented. All finite
element analyses were carried out with the software
ABAQUS (HKS 2004).

2.1 Finite element model

2.1.1 Mesh
The mesh represents a half-footing of width B cut
through one of the orthogonal planes of symmetry

(Figure 1). The footing was represented as a discrete
rigid body on the surface of the mesh. The mesh extends
3B from the edges of the footing and 2.5B beneath the
footing. Zero-displacement boundary conditions prevent
out-of-plane displacements of the vertical boundaries,
and the base of the mesh is fixed in all three coordinate
directions.

A number of different mesh densities were investi-
gated to achieve a time-efficient model without com-
promising accuracy. The mesh shown in Figure 1
comprises approximately 12,000 first order fully inte-
grated hexahedral hybrid elements. The hybrid element
formulation uses a mixture of displacement and stress
variables (as opposed to solely displacement) to approx-
imate the equilibrium equations and compatibility condi-
tions. Hybrid elements are recommended for modeling
the response of near incompressible materials (such as
is appropriate for undrained soil conditions).

A plane strain mesh was constructed using quadrilat-
eral first order fully integrated hybrid elements. The
same geometry and discretisation as the plane of sym-
metry (i.e. the front face) of the three-dimensional mesh
was used and equivalent boundary conditions, soil con-
ditions and analysis procedures were modeled.

2.1.2 Material properties
Simple soil conditions were represented with an
isotropic linear elastic-Tresca plastic constitutive
model with uniform undrained shear strength with
depth, su. (Note that ABAQUS adopts a von Mises
flow rule with the Tresca failure criterion to avoid
problems in defining the relative plastic strain magni-
tudes at the vertices of the hexagonal Tresca surface
in the deviatoric plane.) The conditions considered
are intended to represent a fine grained material sub-
jected to a period of loading sufficiently short that no
drainage will take place. Constant stiffness index
Eu/su � 1000, Poisson’s ratio � � 0.49, and buoyant
unit weight �� � 8 kN/m3 were prescribed. Although
soil self-weight was used in the analysis, the nature of
the problem considered, i.e. a surface footing resting
on an isotropic homogeneous soil without drainage,
leads to the calculated bearing capacity being unaf-
fected by the value of ��.

Figure 1. Finite element mesh for square footing analyses.
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A contact surface was provided along the footing/
soil interface to enable slip (when limiting shear strength
was exceeded) and separation (when tensile stresses
were developed). To represent the footings with
unlimited tensile capacity common nodes were shared
along the footing/soil interface preventing slip or 
separation.

2.2 Scope and loading method

Constant ratio displacement probe tests and
displacement-controlled swipe tests were carried out
to identify failure envelopes under vertical and moment
loading. The foundation was subjected to controlled
displacements, as opposed to directly applied loads, to
enable post-failure conditions to be observed. The ref-
erence point for the applied displacement was taken
as the midpoint of the foundation base.

Probe tests were carried out at constant ratios of
rotation to vertical displacement ('/u). The probe tests
give rise to load paths that move from the origin across
the failure envelope, initially at gradients determined by
the elastic stiffness but with the gradients changing due
to internal plastic yielding as the paths approach the
failure envelope. Once the failure envelope is reached,
each load path travels around the failure envelope until
it reaches a point where the normal to the failure enve-
lope matches the prescribed displacement ratio.

Swipe tests (introduced by Tan 1990) were also
carried out to identify the failure envelopes. The foot-
ing was first brought to failure with uniaxial vertical
displacement followed by a rotational swipe (') at
constant embedment. The benefit of the swipe test is
that a complete failure locus on a certain plane can be
determined in a single test. Previous studies of strip
and circular footings have confirmed that swipe paths
track very close to the failure envelopes in the VM (and
VH) plane with good agreement between constant ratio
displacement probe tests (e.g. Bransby and Randolph
1998, Gourvenec and Randolph 2003).

3 RESULTS

3.1 Validation of FE model

A vertical bearing capacity factor of Nc � 5.31 was
obtained from the plane strain finite element analysis,
over predicting the exact solution by just 3% (Prandtl
1921). A much finer plane strain mesh was also con-
structed using 1,500 elements, two and a half times as
many elements as the coarser mesh. The finer mesh
gave a vertical bearing capacity factor Nc � 5.27,
only a 0.5% increase in accuracy, indicating that the
coarser mesh was sufficiently fine.

A vertical bearing capacity factor Nc � 5.91 for a
square footing was predicted with the three dimensional

finite element model. Although no exact solution exists
for benchmarking the three-dimensional model, the
predicted capacity falls between numerically derived
lower and upper bounds for a square footing
5.52 � Nc � 6.22 (Salgado et al. 2004). Assessment
of the true vertical bearing capacity of square (and rec-
tangular) footings is considered by Gourvenec et al.
(2006).

Under moment loading, the plane strain models
predicted Mult � 8% higher than the analytical solutions
for both zero-tension and unlimited tension interface
conditions. The larger discrepancy in the prediction of
moment capacity compared with vertical capacity,
results from the difficulty of representing a circular
failure mechanism with quadrilateral elements.

The observed failure mechanisms conformed to
those expected under uniaxial vertical bearing and pure
moment providing additional confirmation that the
finite element model was representing the intended
conditions.

3.2 Ultimate limit states under combined vertical
load and moment

3.2.1 Footing interface with zero tensile capacity
Figure 2 shows the load paths from the constant ratio
displacement probe tests and the swipe test for the
square footing with no tensile resistance. The probe
paths correspond to ratios of rotation to vertical dis-
placement '/u � 0 (pure vertical displacement), 1, 3
and 8. The swipe path provides good fit to the failure
surface indicated by the probe tests. The swipe path
terminates following mobilisation of the maximum
moment capacity at V � 0.5 Vult. The failure envelope
for V � 0.5 Vult can be inferred from the high
moment load path ('/u � 8), although it may cut
inside the true failure envelope.

Figure 3 compares failure envelopes of the square
and strip footings. For V � 0.5 Vult the swipe path is
adopted and for V � Vult the highest moment constant
ratio displacement probe load path is shown. The shape
of the envelopes is similar with the moment capacity
factor for the square footing falling consistently above
that for the strip footing. The failure envelopes pre-
dicted by the effective width principle are also shown
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Figure 2. Constant ratio displacement load paths and
displacement-controlled swipe path for square footing under
vertical and moment loading.
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in Figure 3. A good fit is observed for both the plane
strain and square footings for V � 0.5 Vult.

Figure 4 shows the interaction presented in Figure 3
in terms of loads normalised by the respective uniaxial
vertical or ultimate moment load v � V/Vult and
m � M/Mult. The normalised failure envelopes for the
strip and square footings are coincident and in agree-
ment with the effective width solution. Therefore ulti-
mate limit states under combined vertical and moment
loading for a square footing could be predicted by
simply scaling the plane strain effective width solution
by the appropriate limit states Vult and Mult. The shape of
the envelope in normalised load space can be conve-
niently expressed algebraically by a parabolic curve;

(Eqn 1)

Figure 5 shows the kinematic mechanisms at the mid-
plane cross-section accompanying failure of the square
footing under uniaxial vertical load and under two
different combinations of combined moment and verti-
cal load. Figure 5a shows resultant displacement con-
tours and displacement vectors at failure under pure
vertical load. The displacement contours indicate a
modified Prandtl mechanism with a shallower central
wedge beneath the footing and additional sliding wedges
between the central wedge and the shear fan zones
(Kusakabe 1986). For the conditions modelled in this
study the central triangular wedge creates an angle of
approximately 23° with the footing as opposed to 45° as
in Prandtl’s plane strain solution (Prandtl 1921). The
region of displaced soil around the square footing occu-
pies a much smaller area than that around a strip footing
of equal breadth. For example the failure mechanism

of the square footing extends approximately 0.53B
beneath and 0.58B to either side compared with 0.81B
and 1.25B for a strip footing. The vertical failure
mechanism is also shown in terms of displacement
vectors for comparison with the combined loading cases
shown in Figures 5b and c. The combined load cases
refer to compressive vertical load and clockwise
moment. As the component of moment increases a
scoop mechanism is observed beneath the upward
moving portion of the footing. Beneath the downward
moving portion of the footing the vertical failure mech-
anism (as seen in Figure 5a) remains largely unchanged.
The mechanisms correspond to the terminating points of
the load paths shown in Figure 2 for imposed constant
ratio displacement probes '/u �3 and 8. Almost no
moment capacity was mobilised under an imposed dis-
placement '/u �1 and is therefore not included in
Figure 5. A wedge-scoop mechanism is also observed
at failure of a strip footing under equivalent loading
conditions (Gourvenec & Randolph 2003).

Figure 6 shows plan views of the displacement vectors at
failure of the square footing under (a) uniaxial vertical
load and (b) combined moment and vertical loading at
a constant displacement ratio '/u �8. It is clear that the
vertical failure mechanism, or the portion of the failure
mechanism governed by vertical capacity, is axisymmet-
ric while the rotational failure occurs in-plane.

Figure 7 illustrates the separation of the footing
from the soil interface at the end of the displacement
probes '/u �3 and 8.

3.2.2 Footing interface with tensile capacity
Figure 8 shows the failure envelopes under vertical and
moment loading for the plane strain and square footings
fully bonded to the soil interface. Results for a fully
bonded circular footing from a previous study are also
shown (Gourvenec and Randolph 2003).

The unlimited tensile capacity along the footing-soil
interface leads to mobilisation of the maximum moment
at zero vertical load for each of the footing geometries.
The maximum moment capacity of the circular footing
is similar to that for the strip footing while greater
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Figure 5. Failure mechanisms of square footing under ver-
tical and moment loading.

Figure 4. Normalised failure envelopes in vertical and
moment load space for strip and square footings.
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Figure 3. Failure envelopes in vertical and moment load
space for strip and square footings.
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moment capacity is available with the square footing.
Conversely the vertical bearing capacity of the circu-
lar footing is similar to that of the square footing and
greater than that of the strip footing. The similarity of
vertical bearing capacity of the three-dimensional
footings is expected as the failure mechanism is
essentially axisymmetric as opposed to in-plane for
the strip footing. The moment capacity of the square
footing is higher than the circular (or plane strain)
footing due to the additional out-of-plane shear.

A footing with unlimited tensile capacity will fail
under pure moment with a rotational ‘scoop’mechanism.
Upper bound solutions for moment capacity of strip and
circular footings based on a plane circular or spherical
scoops respectively are established (Murff and Hamilton
1993, Randolph and Puzrin 2003). No upper bound
solution has been derived for a square footing, but logic
may suggest a cylindrical rotational failure. If this were
the case then a relatively straightforward upper bound
could be derived from the work done on the circumfer-
ential slip plane (as in the plane strain solution) and in the
circular segments in the out-of-plane direction. Obser-
vations from the finite element analyses carried out for
this study show that the assumption of a prismatic cylin-
drical scoop is too simplistic and would be likely to lead
to an unconservative estimate of moment capacity.

Figure 9a shows the rotational scoop beneath the
square footing at the mid-plane cross-section as

resultant displacement vectors and contours of result-
ant displacements. The depth of the scoop is 0.288B
beneath the footing-soil interface, giving the centre of
rotation 0.212B above foundation level. This coin-
cides with the optimal scoop mechanism for a plane
strain footing with a moment capacity factor
NcM �Mult/ABsu � 0.69 (Murff and Hamilton 1993).
Figure 9b shows the rotational failure observed under
the edge of the footing (in the plane of applied
moment) and shows that the mechanism is no longer
circular. At the edge of the footing the scoop is
approximately 20% shallower than at the mid plane.
The side view of the displacement contours shown in
Figure 9c illustrates the variation of the depth of the
rotational mechanism with proximity to the edge of
the footing.

Figure 10 shows the failure envelopes for the 
strip, square and circular footings in normalised vm
load space. The normalised envelopes for the three-
dimensional footings are a similar size, and plot
inside the envelope for the strip footing. As the nor-
malised envelope for the strip footing is largest, scal-
ing the envelope derived for plane strain conditions
by the appropriate uniaxial limit states for three-
dimensional footing geometry would be unconserva-
tive. Gourvenec and Randolph (2003) proposed a
simple power law to describe the shape of normalised
failure envelopes

(Eqn 2)

Where p � 0.23 for a strip footing and 0.27 for a cir-
cular footing for uniform Tresca material as modelled
in this study (the exponent also varies with shear
strength profile). The power law given in Eqn 2 also
describes the shape of the normalised failure enve-
lope for the square footing geometry with p � 0.30.
The fitted curves are shown in Figure 10 as broken
lines.

Figure 6. Plan view of displacement vectors at failure of
square footing.
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Figure 7. Separation along footing-soil interface under
vertical and moment loading.

Figure 8. Failure envelopes in vertical and moment load
space for strip, square and circular footings.

Figure 9. Failure mechanism under pure moment of square
footing with unlimited tensile capacity.
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4 FINAL REMARKS

The purpose of this study was to predict undrained limit
states of square footings under combined vertical and
moment loading and observe the accompanying failure
mechanisms. Footings with zero-tensile capacity and
with unlimited tensile capacity were considered.

As would be expected the capacity of the square
footing was consistently higher than that of the strip
footing for both interface conditions. Uniaxial vertical
capacity and ultimate moment (for the zero-tension
interface) increased in approximately equal propor-
tion (�15%) which led to a good fit with predictions
by the effective width rule. For the footing interface
able to sustain unlimited tension an increase in maxi-
mum moment capacity of �30% was observed.
Although no established procedure is available for
footings with unlimited tension with which to com-
pare the predicted VM limit states, the failure enve-
lope was shown to conform to a simple power law
also appropriate for strip and circular footings.

The observed failure mechanisms indicated a com-
posite wedge-scoop mechanism with the scoop portion
becoming more pronounced with increasing moment.
For all combinations of loading the wedge portion
developed axisymmetrically and the scoop portion
occurred in-plane. For the footing with unlimited tensile
capacity the failure surface was barrel-shaped with the
depth of the scoop diminishing towards the edges of the
footing, indicating an upper bound based on a prismatic
cylindrical scoop would be unconservative.
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1 INTRODUCTION

The estimation of settlements on the basis of the elas-
ticity theory is well accepted in the geotechnical engin-
eering practice. The considered classical methods are
the oedometer method and the adjusted elasticity
method. This study comprehends the comparison
between these classical methods and numerical calcu-
lations for a strip footing as well as circular footing on
sand as well as clay.

The datas for the soils are taken from the dense and
loose Hostun-sand and the NC-Kaolin. The numerical
calculations for the sand have been carried out with two
completely different constitutive soil models, namely
the elastoplastic Hardening-Soil model developed at
the University of Stuttgart and the hypoplastic model
developed at the University of Karlsruhe. Both models
are nowadays extended to include small-strain stiffness
effects. Both models have been calibrated on the basis
of high quality experimental data such from oedometer
and triaxial tests.

Within this study it will be shown that the two soil
models give a good agreement regarding the deform-
ation behaviour of the footing. The importance of con-
sidering the small-strain stiffness for simulating the real
behaviour of the soil will be shown. It will also shown
that numerical results at least for plane strain problems
no longer depend on the mesh sizes when taking high
stiffnesses at low strain level into account. Finally it will
presented that the limit depth in classical settlement
analysis is correct.

2 CLASSICAL METHODS

2.1 Oedometer method

According to Eurocode 7 (Orr & Farrell 1999) the
oedometer method is the preferred method for settle-
ment analysis. It is based on computing the stresses at
selected points in the ground beneath the foundation
from elasticity theory, calculating the strains in the
ground from stresses using stiffness moduli from
oedometer tests, and then integrating the strains to find
the settlement.

This method takes the non-linear behaviour and the
stress dependency of the soil into account, but is based
on the assumption that foundations impose more or less
one-dimensional compression. The limit depth con-
sidered in settlement analysis is the point where the ver-
tical stress is not more than twenty per cent of the
effective vertical pressure of the overburden (Tomlinson
1995, German code of practice DIN 4019 1979).

2.2 Adjusted elasticity method

The adjusted elasticity method (Tomlinson 1995) is
based on calculating the settlement using the equation:

(1)

where E � Young’s Modulus; � � Poisson’s ratio;
�q � net foundation pressure; b � width of founda-
tion; and f � influence factor.

Advanced FE versus classical settlement analyses

J. Hintner, P.A. Vermeer & C. Baun
Institute of Geotechnical Engineering, University of Stuttgart, Germany

ABSTRACT: According to Eurocode 7 the elasticity based settlement analysis is still state of the art in geo-
technical engineering. On the other hand numerical methods have became available these days and the question
arises whether or not such results comply with the classical methods based on the elasticity theory. To answer
these questions numerical analyses have been performed for a strip footing as well as circular footing on sand
as well as clay. The computations for the sand have been carried out with two different constitutive models,
namely an elastoplastic and a hypoplastic one. Both models are advanced in the sense that stiffnesses are highly
non-linear, including small-strain stiffness. It is shown that both models predict very similar footing settle-
ments. However they highly exceed the predictions from classical calculations when the thickness of the com-
pressible layer is high compared to the width of the footing. Finally it is shown that the classical idea of limit
depth is well explained on the basis of small-strain soil stiffness.



The selected E value should represent the non-linear
behaviour and the stress dependency of the soil. For this
study the representative E value is determined from
oedometer test by converting the constrained modulus
into a Young’s Modulus via the Poisson ratio � � 0.3. In
contrast to the oedometer method this method is con-
sidering the lateral strain in the ground however the
adjusted elasticity equation should only be used if in
the ground no significant yielding occurs. In the case of
deep compressible soils the lowest level considered in
the settlement analysis is based on the same assumption
as for the oedometer method.

3 CONSTITUTIVE SOIL MODELS

The elastoplastic Hardening-Soil model goes back to
the double hardening model as published by Vermeer
(1978). Schanz (1998) created a similar model by
using a Mohr-Coulomb type yield surface instead of a
Matsuoka & Nakai type one and by introducing user-
friendly input parameters. Most recently this model was
extended by Benz (2006) to account for small-strain
soil behaviour. Both the HS model and the HS-small
model, i.e. the newest extension by Benz have been
implemented in the Plaxis finite element code.

The hypoplastic model as also used in this study
goes back to the original work of Kolymbas (1991). In
1996 a hypoplastic model with a predefined limit state
surface was published by von Wolffersdorff. Later this
constitutive model was extended by Niemunis & Herle
(1997) to include the so-called small-strain stiffness.

4 ANALYSIS FOR THE SAND

4.1 Input datas for the sand

The calculations of a strip footing as well as circular
footing have been performed considering the loose and
the dense Hostun-sand. This sand is well documented
by Desrues et al. (2000) and Biarez & Hicher (1994).
For the footings on sand it is assumed that there is no
groundwater and that the soil is normally consolidated.
As one may see from Figure 1 the footings are embed-
ded one meter in the ground and the width or the diam-
eter of the footings are one meter.

The classical methods in this study are based on the
use of stiffnesses as obtained in the oedometer test. In
accordance to the empirical approach by Ohde (1939)
the oedometer curves are described by Equation 2:

(2)

where Eoed
ref � reference value of oedometer stiffness;

��z � vertical pressure; pref � reference pressure; and

m � exponent. The stiffness moduli for the classical
methods are given in Figure 1 at a reference stress pref
of 100 kN/m2.

The stress dependency of the stiffness as specified in
Equation 2 is also implemented in the HS model. The
numerical calculations for the strip footing were per-
formed with a plane strain mesh (Fig. 2) and those for
the circular footing with an axisymmetric mesh. The
ground is represented by 6-noded triangular elements.
The boundary conditions of the finite element mesh are
as follows: The ground surface is free to displace, the
side surfaces have roller boundaries and the base is
fixed. The simulation has been carried out in analogy to
a possible construction sequence with first excavating
a pit, constructing the footing and filling on the sides.
After this the displacement is set to zero and loading by
applying the net foundation pressure �q begins. �q for
both the classical and the numerical analyses is the
same. �q is the effective vertical soil pressure at the
level of the footing reduced by the overburden pressure
at this level. To achieve this for numerical analyses the
the footing block and the soil have the same unit weight.
The fineness of the mesh is high adjacent to the footing
and is getting coarser outwards. The mesh size is big in
such a way as there is no influence from the boundaries.
Between soil and foundation full contact is assumed, so
no interface elements are used.

As already noted, FE calculations have been car-
ried out with the HS-small model and the hypoplastic
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Figure 1. Geometry of the strip and circular footing.

Figure 2. FE mesh of the strip footing.



model, both models extended by high stiffnesses at low
strain level. The soil parameters were obtained by cal-
ibrating them on the bases of oedometer and triaxial
tests. As one may see from Figures 3–5 the numerical
simulations for both models are fitting very well the
experimental curves, especially for the dense sand.
Looking at the triaxial test for the loose sand one may
see the stiffer behaviour of the hypoplastic model com-
pared to the HS-small model. The parameters for the
HS-small model as well as hypoplastic model are shown
in Tables 1 and 2. Please note that the stiffnesses for the
HS-small model are given at pref � 100 kN/m2.

The footings behave rigid as the linear elastic param-
eters of concrete with E � 30,000 MN/m2 and � � 0.2
are set to them.

4.2 Load-settlement curves

Figure 6a, b show the load-settlement curves for the
strip footings on dense sand as well as loose sand.
Figure 7a, b show the load-settlement curves for the
circular footings resting on dense sand as well as
loose sand. The curves have been carried out using
the classical methods shortly explained in chapter 2,
the HS-Small model and the hypoplastic model with
small-strain stiffness. One may easily see that the clas-
sical analyses underpredict the settlements obtained by
numerical analyses. For the classical methods one can
observe that the rate of settlement decreases with load-
ing. In contrast for the numerical analysis the rate of
settlement increases when the load increases. The
decreasing rate of settlement in classical analyses is due
to the use of constrained moduli obtained in oedometer
tests. There the rate of strains also decreases during
loading.

Analysing the classical methods it is visible from the
Figures 6, 7 that the adjusted elasticity method gives
nearly twenty up to twenty five percent more settlement
compared to oedometer method. Of course this could
be expected since the adjusted elasticity method takes
the lateral elastic strains into account.

The representative E value or Eoed value respectively
for the adjusted elasticity method is obtained from
stresses one meter beneath the foundation. To quantify
how good this assumption is one may also derive a rep-
resentative E value by backcalculating from settlement
obtained by the oedometer method. This is done using
Equation 1 and specifying � � 0. Remember an elastic
soil with � � 0 deforms one-dimensional under vertical
loading. For this case the adjusted elasticity method
gives the same settlement as the oedometer method.
Now when taking the backcalculated E value into
account the adjusted elasticity method with � � 0 gives
23% more settlement compared to oedometer method.
So for this study the choosen representative E value
from stresses one meter beneath the foundation is quite
a good choice.
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Figure 3. Oedometer test: Comparison between experi-
mental datas and numerical simulations.

Figure 4. Drained standard triaxial test: Comparison
between experimental datas and numerical simulations.
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Figure 5. Triaxial test for small deformations after Biarez &
Hicher (1994) and numerical simulations.

Table 1. Parameters for the HS model.

HS basic model Loose Dense Hostun-sand

� [kN/m3] 15.0 17.0
�� [°] 34.0 42.0
	 [°] 0.0 16.0
c� [kN/m2] 0.0 0.0
E50

ref [MN/m2] 12.0 30.0
Eoed

ref [MN/m2] 16.0 30.0
m [–] 0.75 0.55
Eur

ref [MN/m2] 60.0 90.0
�ur [–] 0.25 0.25

Parameters for small-strain stiffness
E0

ref [MN/m2] 170.0 270.0
�0,7 [–] 0.0002 0.0002

Table 2. Parameters for the hypoplastic model.

HS basic model Hostun-sand

hS [MN/m3] 3800.0
�c [°] 32.0
ec0 [–] 0.91
ec0 [–] 0.61
ec0 [–] 1.09
n [–] 0.29
� [–] 0.134
� [–] 1.35

Parameters for small-strain stiffness
R [–] 0.00006
mR [–] 5.0
mT [–] 2.0
�r [–] 0.5
� [–] 2.0
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Figure 6a. Load-settlement curves and limit depth for
the strip footing on dense sand.
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The classical methods give only elastic settlements,
plastic strains are considered with numerical methods
and so the numerical calculations exceed the predictions
from classical analyses in the case of loose sand up to
three times whereas in the case of dense sand the factor
between is less than two. Regarding the unfactored
ultimate bearing capacity qf for the strip footing with
qf � 730 kN/m2 for the loose sand and qf � 2700 kN/m2

for the dense sand it is obvious that the rate of settle-
ment in loose sand is higher due to higher plastic
straining. This effect is more significant for the circular
footing with qf � 890 kN/m2 for the loose sand and
qf � 3330 kN/m2 for the dense sand since the problem
is three-dimensional.

Basically it can be noted that the settlements of the
two numerical models agree very well despite the dif-
ferent constitutive formulation especially for the dense
sand. For the loose sand the hypoplastic model is
behaving stiffer and this corresponds to the stiffer
behaviour already noted in the numerical simulation
of the triaxial test.

The limit depth used in classical methods is given
in the Figures 6, 7. These charts are derived according
to the German code of practice DIN 4019 (1979) or
Tomlinson (1995). It is clear that the classical analyses
match the numerical analyses till a certain limit depth.
It follows that classical methods are acceptable for
situations with a limit depth as given in Table 3. For
limit depths higher than the given numerical analyses
are considered. For layered soils the limit depth can also
be a physical limit e.g. a much stiffer layer. In Table 3
this limit depth is given as a function of the width b of
the footing. One can imagine if the thickness of the
compressible layer is not much higher than the width
of the footing the behaviour of the soil is close to the

behaviour of soil in the oedometer test. Whereas if the
layer is much higher than b soil behaviour is far away
from oedometric behaviour. The use of numerical
methods is recommended.

5 ANALYSIS FOR THE CLAY

5.1 Input data for the clay

The determination of settlements for weak clay has
been performed considering data from the NC-Kaolin
by Biarez & Hicher (1994) and Bard (1993). The clay
is preloaded by a small uniformly distributed surface
load of ��z � 10 kN/m2. The groundwater table is at
the level of the footing. The clay is fully saturated till
the surface level. The suction due to capillary effect is
not taken into account neither in the classical methods
nor in the numerical analysis. As one may see from
Figure 8 the footings are embedded one meter in the
ground and the width or the diameter of the footings
are one meter. For clays the stiffness exponent yields
m � 1 and Equation 2 reduces to following equation:

(3)

The stiffness moduli for the classical methods are given
in Figure 8 for first loading and unloading-reloading
since the soil is slightly preloaded. As can be seen stiff-
ness of soil is much higher during un-/reloading com-
pared to first loading. Similar to the sand the numerical
calculations for the strip footing were performed with
a plane strain mesh and those for the circular footing
with an axisymmetric mesh. The simulation has been
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Table 3. Limitations of the classical methods.

Loose Dense

Strip footing
Oedometer method: hlimit �2b �2.5b
Adjusted elasticity method: hlimit �2.5b �4.5b

Circular footing
Oedometer method: hlimit �1b �2b
Adjusted elasticity method: hlimit �1.5b �3b

Figure 8. Geometry of the strip and circular footing for
the clay.



carried out in accordance to a construction sequence
as also used for the sand. Preconsolidation is modeled
specifying the initial stress state using the Pre-
Overburden Pressure (Brinkgreve 2002) with POP �
10 kN/m2.

FE calculations have been carried out with the
HS-small because the hypoplastic model previous used
is only suitable for coarse material. The soil parameters
were obtained by calibrating them on the bases of
oedometer and triaxial tests. As one may see from
Figures 9–11 the numerical simulations are fitting
very well the experimental curves. The parameters for
the HS-small model are given in Table 4.

5.2 Load-settlement curves

Figure 12a, b show the load-settlement curves for the
strip footing as well as the circular footing on clay.
Again the oedometer method gives the lowest settle-
ment, but not at low load level. This deviation comes
from the choice of the representative stiffness modu-
lus Eoed from stresses that arise one meter below the
footing for all load levels. For low load levels this
point should be closer to the footing since the limit
depth is not much deeper than one meter. By plotting
the stiffness modulus over depth (Vermeer et al.
2006) one may observe how the preconsolidation

pressure influences the shape of the curve. For low
load levels soil stiffness one meter below the footing
is still in the unloading-reloading part of the oedometer
curve whereas the soil closer to the footing behaves
soft since the vertical effective pressure is beyond the
pre-consolidation stress. For higher loads this point
should be deeper than one meter because the repre-
sentative Eoed value accounts only for the soft behaviour
of the soil and not for stiff behaviour in deeper regions
since there the vertical effective pressure is below the
pre-consolidation stress.

In comparison to the analysis in sand the classical
load-settlement curves show a nearly bilinear shape
with an increasing rate of settlement. The bilinearity
of the curves is effected by the preconsolidation.
Considering load levels higher than the given in
Figures 12, 13 the rate of settlement would decrease
again. Compared to sand it seems that the prediction
in clay with classical methods is more successful.
This arises, as the compressibility of clay is dominant
when looking at the ratio of stiffnesses:

Clay: Eoed/E50/Eur/E0�1/2/10/100
Sand: Eoed/E50/Eur/E0�1/1/3/9

From the load-settlement curves one can see that
the oedometer method predicts the numerical analysis
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Figure 9. Oedometer test: Comparison between experi-
mental data and numerical simulation.

Figure 10. Triaxial test: Comparison between experimen-
tal data and numerical simulation.

Figure 11. Triaxial test for the small deformations after
Biarez & Hicher (1994) and numerical simulation.

Table 4. Parameters for the HS model.

HS basic model NC-Kaolin

�/�� [kN/m3] 17.0/7.0
�� [°] 21.0
	 [°] 0.0
c� [kN/m2] 0.0
E50

ref [MN/m2] 1.5
Eoed

ref [MN/m2] 0.75
m [–] 1.0
Eur

ref [MN/m2] 8.0
�ur [–] 0.2

Parameters for small-strain stiffness
E0

ref [MN/m2] 80.0
�0,7 [–] 0.0002



till a limit depth of 2.5b for strip footing and 1.5b for
circular footing. The elasticity method for the strip foot-
ing matches the numerical analysis for the shown load
levels. For circular footing the use of this method is still
considerable when the limit depth is not beyond 2.5b.

6 VERTICAL DISPLACEMENT OVER DEPTH

Figures 13, 14 show the vertical displacement over
depth as resulting from the HS model, the HS-Small
model and the hypoplastic model with small-strain
stiffness. It is visible that for the strip footing (Fig. 13)
the influence of small-strain stiffness, as implemented
in the HS-Small and the hypoplastic model, is consider-
able regarding the magnitude of the settlement and the
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shape of the curves. It can be seen that below a certain
depth the vertical displacement tends to be negligible
when small-strain stiffness is inside the model. One
can observe that this depth is in good agreement with
the limit depth in classical settlement analysis. This is
not a surprise since at that depth the additional stress is
low compared to the vertical initial stress. Therefore the
strain of the soil is very low and stiffness is within the
range of small-strain stiffness. Regarding the circular
footing (Fig. 14) it can be seen that small-strain stiffness
is not that important to consider since the HS and the
HS-small model give nearly the same results. This is
in contrast to the strip footing. But looking at the add-
itional vertical stresses over depth one may observe that
the stress gradient below the circular footing is higher
compared to the strip footing.

It can be pointed out that the idea of considering a
limit depth in classical settlement analysis is correct.
Moreover the 20% rule for this limit depth would seem
to be realistic. If the small-strain stiffness is neglected,
the use of this limit depth should even be considered in
numerical analyses, at least for plane strain problems.

7 CONCLUSIONS

In the framework of this study the settlements as cal-
culated by classical methods have been compared with
results of numerical analyses. It turns out that the clas-
sical methods underestimate settlements, at least with a
limit depth beyond the given limitations in Table 3 and
Chapter 5.2.

One of the classical methods is the so-called
oedometer method which assumes one-dimensional
compression. This method typically yields the smallest
settlements. The so-called adjusted elasticity method
takes the lateral strain into account. Therefore the settle-
ments are slightly larger but care must be taken in
choosing the representative E value. The classical
methods do not account for plasticity. The deviation to
the numerical analysis becomes high especially when the
load is close to the design bearing capacity. Another
interesting feature is that the prediction in NC clayey
soils is more successful with the classical methods
since the behaviour in such soils is dominated by the
compression.

It was shown that the two completely different con-
stitutive numerical models give a good agreement
regarding the load-settlement curves and the vertical
displacement over depth. Taking the effect of the high
stiffnesses at low strain level into account the depth
showing vertical displacement to be negligible is in
good agreement with the limit depth according to the
German code of practice or Tomlinson (1995). Another
advantage of small-strain stiffness inside the model is
that numerical results at least for plane strain problems
depend no longer on the mesh sizes.

The authors will mention that in this study the cal-
culations have been carried out using parameters from
laboratory testing. Naturally soils have some cementa-
tion and therefore stiffnesses are higher. Having the real
parameters this would effect the numerical results as
well as classical ones.
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1 INTRODUCTION

Unsaturated soil is characterized by the existence of
three different phases, namely the solid phase, the liquid
phase and the gas phase. The important consequence
is the development of suction at the solid–water–air
interface. Suction increases with continuous drying of
the soil and vice versa suction will be reduced upon
wetting of the soil. The relation between the suction and
the water content is named the Soil-Water Character-
istic Curve (SWCC). Figure 1 gives a graphical 
representation for two different soils, namely clayey
silt and fine sand. This curve plays a key role in unsatu-
rated groundwater flow calculations and unsaturated
soil deformation analyses. It can be seen from Figure 1
that suction plays a more important rule in the case of
fine-grained soil than in the case of coarse-grained

sand. Indeed at the same water content, clay exhibits
much more suction than sand. For that reason, one
can expect more suction related problems for founda-
tions on clay than on sand.

Soil shrinkage is a well recognized problem which
is associated with suction increase, i.e. soil drying. On
the other hand, soil swelling and soil structure collapse
is considered as a main engineering problem during
suction decrease under constant load, i.e. soil wetting.
These phenomena would affect the foundations if no
special measures would have been taken during the
design process. The damage reparation costs level
could reach high numbers e.g. as much as $9 billion
per year in the USA alone, as reported by Nelson &
Miller (1992).

In the past many empirical procedures have been
proposed to predict soil volume changes due to suction
variations, but during the last fifteen years research
attention has shifted to more theoretical models. In
combination with robust constitutive models the FE
method gives the designer a nice tool to understand
the mechanical behaviour of unsaturated soils and it
offers the opportunity to reach better design criteria.

2 UNSATURATED SOIL MODELLING

In surveying the literature one can classify the model-
ling methods into empirical and theoretical approaches.

2.1 Empirical methods

Empirical methods are based on direct fitting of test
data for clays or silts. Especially poorly graded silts

Foundation analyses with unsaturated soil model for different
suction profiles

Ayman A. Abed & Pieter A. Vermeer
Institute of Geotechnical Engineering, Universität Stuttgart, Germany

ABSTRACT: The well-known Barcelona Basic Model is considered to be a robust and suitable model for
unsaturated soils and has thus been implemented into the Plaxis finite element code. After verifying its results
by analytical solutions the unsaturated–saturated groundwater flow code PlaxFlow is used to calculate suction
profiles required for the deformation analyses. This paper provides results of numerical analyses of a shallow
foundation resting on an unsaturated soil using the implemented model. The unsaturated soil is considered to
have common suction profiles. Special attention is given to the effect of suction variation on soil behaviour.

Figure 1. Soil-Water Characteristic Curves for clayey silt
and fine sand.
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(loess) are renown as collapsible soil. These empirical
methods are mostly based on data from one-
dimensional compression in the oedometer apparatus.
These tests give only clear information about the
sample initial conditions and final conditions but no
information about the suction variation during the
saturation process. A nice review and evaluation of
these methods can be found for example in the paper
by Djedid et al. (2001).

As an example, Equation 1 is proposed by Kusa &
Abed (2003) to predict the swelling pressure �sw in
(kPa) as a function of the liquid limit wL (%) the ini-
tial water content wn (%) and the free swelling strain

0 (%). This strain is defined as the ratio of the soil
sample height after saturation (without any external
load) and the initial sample height before saturation.

(1)

It is believed that such empirical correlations give
only satisfactory results as long as they are applied to
the same soils as used to establish the particular con-
sidered correlation. This reduces their use to a very
narrow group of soils.

2.2 Theoretical methods

This category uses the principles of soil mechanics
together with sophisticated experimental data for the
formulation of a constitutive stress-strain law. An early
attempt was made by Bishop (1959). He extended the
well-know effective stress principle for fully saturated
soil to unsaturated soil. Bishop proposed the effective
stress measure

(2)

where � is the total stress with compression reckoned
positive, ua is the pore air pressure, uw is the pore water
pressure and � is a factor related to degree of satur-
ation. It yields � � 0 for dry soil and � � 1 for satur-
ated soil. According to Bishop the effective stress
always decreases on wetting under constant total stress.
As the effective stress decreases an increase in the
volume of the soil should be observed in accordance
with the above definition of effective stress. However,
experimental data often shows additional compression
on wetting which is opposite to the prediction based
on Bishop’s definition of effective stress. Many critics
were expressed regarding the use of a single effective
stress measure for unsaturated soil and there has been
a gradual change towards the use of two independent
stress state variables.

It was proposed by Fredlund et al. (1977) to use 
the net stress �-ua and the suction s as two independ-
ent stress state variables to describe the mechanical

behaviour of the unsaturated soil, where s � ua – uw. In
this study pore air pressure is considered to be atmos-
pheric and soil suction is equal to negative pore water
pressure. In the rest of this paper the terms suction and
negative pore water pressure have the same meaning.
On integrating the two stress measures into critical
state soil mechanics, an elastoplastic constitutive model
for unsaturated soil has been developed by Alonso 
et al. (1987) and later by Gens et al. (1990). Later
other constitutive models have been proposed, but many
of them remain in the framework of the Alonso and
Gens model, which became known as Barcelona Basic
Model (BBM).

3 BARCELONA BASIC MODEL

The BB-model is based on the Modified Cam Clay
model for saturated soil with extensions to include suc-
tion effects in unsaturated soil (Gens et al. 1990). This
model uses the net stresses �-ua and the suction s as
the independent stress measures. Many symbols have
been used for the net stresses such as �7 and �*. The
latter symbol will be used here. It is assumed that the
soil has different stiffness parameters for changes of
net stress and changes of suction.

3.1 Isotropic loading

For isotropic unloading-reloading the rate of change
of the void ratio is purely elastic and related to the net
stress and the suction:

(3)

where � is the usual (modified) swelling index and �s
is the suction swelling index, patm is the atmospheric
pressure and p* is the mean net stress

(4)

In terms of volumetric strain equation (3) reads

(5)

where compressive strains are considered positive. For
primary loading both elastic and plastic strains develop.
The plastic component of volumetric strain is given
by the equation

(6)
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where �0 is the usual (modified) compression index
and pp0 is the preconsolidation pressure in saturated
state. The above equation is in accordance with cri-
tical state soil mechanics, but we write pp0 instead of
pp and �0 instead of � to emphasize that they relate to
the saturated state. The difference with critical state
soil mechanics is the yield function

(7)

where pp is the suction dependent preconsolidation
pressure

(8)

where pc is a reference pressure and

(9)

� is the suction dependent compression index. Hence,
for full saturation we have s � 0, � � �0 and pp � pp0.
The larger the suction the smaller the compression
index �. In the limit for s � 0 the above expression
yields � � �0. The index ratio �0/�0 is typically in the
range between 0.2 and 0.8.

The constant pc is mostly in the range from 10 to
50 kPa. The constant � controls the rate of decrease of
the compression index with suction; it is typically in
the range between 0.01 and 0.03 kPa�1. The mono-
tonic increase of soil stiffness with suction is associ-
ated with an increase of the preconsolidation pressure
pp according to Equation 8. In order to study Equation
6 in more detail, we consider the consistency equation
f
.
� 0, as it finally leads to Equation 6. In terms of

partial derivatives the consistency equation reads

(10)

with

(11)

(12)

(13)

It follows from the above equations that

(14)

This equation is in full agreement with Equation 6,
but instead of pp0 it involves the stress measures s and
p*. Equation 14 shows the so-called soil collapse
upon wetting. Indeed, upon wetting we have s. � 0 and
the above equation yields an increase of volumetric
strain, i.e. .


p
v � 0 even at constant load, i.e. for .p* � 0.

3.2 More general states of stress

For the sake of convenience, the elastic strains will
not be formulated for rotating principal axes of stress
and strain. Instead, restriction is made to non-rotating
principal stresses. For such situation Equation 5 can
be generalized to become

(15)

where .
e
i is a principal elastic strain rate, �*i is a princi-

pal net stress, �j � 1 for j � 1, 2, 3 and

(16)

(17)

where v is the elastic Poisson ratio. Young modulus is
stress dependent:

(18)

The term Ks
�1 � �j � 

.s in Equation 15 represents the
contribution of suction loading-unloading (drying-
wetting) to the elastic strain rates, whereas the other
term represents the net stresses loading-unloading
contribution.

For formulating the plastic rate of strain, both the
plastic potential and the yield function have to be con-
sider. For the BB-model the yield function reads

(19)

where M is the slope of the critical state line, as also
indicated in Figure 2, and
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(20)

(21)

It can be observed from Figure 2 that ps reflects the
extension of the yield surface in the direction of ten-
sion part due to apparent cohesion. The constant a
determines the rate of ps increase with suction.

At full saturation with s � 0 the yield function in
Equation 19 reduces to the Modified Cam Clay
(MCC) yield function. In contrast to the MCC-model,
the BB-model has a non-associated flow rule, which
may be written as

(22)

where .
i
p stands for a principal rate of plastic strain, (

is a multiplier and g is the plastic potential function.

(23)

The flow rule becomes associated for � � 1, but Gens
et al. (1990) recommend to use

(24)

In this way the crest of the plastic potential in p*-q-plane
is increased. Finally it leads to realistic K0-values in
one-dimensional compression, whereas the associated
MCC-model has the tendency to overestimate K0-
values (Roscoe & Burland 1968).

In combination with Equation 15 and 22 the con-
sistency condition 

.
f � 0 yields the following expres-

sion for the plastic multiplier.

with

(25)

4 GROUNDWATER FLOW

Ground water flow is governed by the ground water
head h � y � uw/�w, where y is the geodetic head
and uw/�w is the pressure head which will be denoted
as 	 for the sake of simplicity. �w is the unit pore
water weight. In most practical cases there will not be
a constant ground water head, but a variation with
depth and consequently ground water flow.

Indeed, in reality there will be a transient ground
water flow due to varying rainfall and evaporation at
the soil surface. This implies transient suction fields
and footing settlements that may vary with time. For
most footing, settlements variations will be extremely
small, but they will be significant for expansive clays
as well as collapsible subsoil. In order to analyse such
problems, we will have to incorporate ground water
flow. Flow in an isotropic soil is described by the
Darcy equation

(26)

where qi is a Cartesian component of the specific dis-
charge water, ksat is the well-known permeability of a
saturated soil and krel is the pore pressure head-
dependent relative permeability. Gardner (1958) 
proposed a simple but suitable exponential relative
permeability function of the form

(27)

where � is a fitting parameter. It is worthy to point out
that the pressure height 	 has a negative value in 
the unsaturated zone. Figure 3 shows a graphical 
representation of Equation 27 for � � 2 m�1.

In order to do ground water flow calculations, one
has to supplement Darcy’s equation 26 with a con-
tinuity equation of the form

(28)

550

Figure 2. Yield surface of Barcelona Basic Model.
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where repeated subscripts stand for summation. C is
the effective storage capacity, which is often expressed
as (Brinkgreve et al. 2003)

(29)

where Csat is the saturated storage capacity, n the
porosity and Sr the degree of saturation. The latter is a
function of pore pressure head 	, Russo (1988) pro-
posed the following equation which is compatible
with Gardner model (1958)

(30)

Sres is the residual degree of saturation, Ssat is the degree
of saturation at full saturation which is usually taken as
1 and Se is the effective degree of saturation given as

(31)

where m is a fitting parameter.
Strictly speaking soil deformation implies chang-

ing soil porosity n and pore fluid flow cannot be sepa-
rated from soil deformation. For many practical
problems, however, the soil porosity remains approxi-
mately constant and flow problems may be simulated
without consideration of coupling terms.

In order to solve the differential equations 26 and 28,
boundary conditions are required. For studying foot-
ing problems, one would need the water infiltration or
the rate of evaporation at the soil surface, q. PlaxFlow
finite element code has been used to calculate suction
in unsaturated zone. In the following section, the
numerical results of PlaxFlow are checked by analyt-
ical solutions in the case of one dimensional unsat-
urated groundwater flow.

4.1 Analytical solution for one dimensional
unsaturated stationary groundwater flow

For one dimensional vertical steady flow Equation 28
reduces to Equation 32 in terms of pore pressure head 	

(32)

Gardner (1958) gave an analytical solution for the 
differential Equation 32 with infiltration or evapor-
ation boundary conditions at soil surface, as shown in
Figure 4. Using Equation 27 for the permeability
function, the solution is given as

(33)

Please note that Gardner used negative values for q to
indicate infiltration and positive values to indicate
evaporation.

4.2 Verification of the numerical results

A silty soil with saturated permeability of ksat �
1 m/day and � � 2 m�1 has been used to compare
PlaxFlow numerical results with the analytical solu-
tion of Equation 32. Figure 5 shows the finite element
mesh and boundary conditions used in the verifica-
tion examples. Six noded triangular elements are used
with closed vertical boundaries to recover 1-D condi-
tions. The ground water table is at 3.0 depth and a
Neumann type boundary condition is applied at the
soil surface.

The problem has been solved for three common
practical situations, namely hydrostatic conditions with
q � 0, evaporation with q � 0.002 m/day and infiltra-
tion with q � �0.1 m/day. The hydrostatic conditions
represent pore pressure distribution in unsaturated
soil which has no interaction with surface water, for
example a soil directly underneath a raft foundation.
Evaporation represents soil moisture decrease due 
to temperature increase during a dry season and 
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Figure 3. Gardner permeability model.

Figure 4. Boundary conditions used in Gardner solution.
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infiltration represents soil moisture increase due to
rainfall for instance.

Figure 6 shows very good agreement between ana-
lytical and numerical results for this particular kind of
problems. At the same time it gives a nice idea about
negative pore water pressure profiles in such common
cases. These profiles are used as input for deform-
ation analyses using the Barcelona Basic Model.

5 DEFORMATION ANALYSES

Figure 7 shows the geometry, the boundary condi-
tions and the finite element mesh for the problem of a
rough strip footing resting on partially saturated clay
of 3.0 meters thickness followed by a very stiff sand
layer. The material properties shown in Table 1 are the
same as those given by Gens (1990), except for the
preconsolidation pressure pp0 and the reference pres-
sure pc. For the sake of convenience, a constant (mean)
value of 17.1 kN/m3 has been used for the soil weight
above the phreatic line. For the initial net stresses 
K0-value of 1 has been used.

The finite element mesh consists of 6-noded tri-
angles for the soil and 3-noded plate element for the

strip footing. The flexural rigidity of the plate was
taken to be EI � 10 MN.m2 per meter footing length.
This value is representative for a reinforced concrete
plate with a thickness of roughly 20 cm. The footing
is loaded by a uniform pressure of 50 kPa and the cor-
responding settlements are determined for unsatu-
rated soil with suction profiles satisfy those calculated
in section 4.2. in addition an analysis without suction
is to be considered. Computed load-settlement curves
are shown in Figure 8. Loading the soil during dry
season results in a stiff behaviour due to high suction
values caused by continuous evaporation.

Nevertheless, it is only slightly different from load-
ing the soil with hydrostatic suction distribution, both
analyses yield about 70 mm footing settlement. In con-
trast, rainfall will reduce soil stiffness dramatically
leading to final settlement of 126 mm which is two
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Figure 5. Finite element mesh and boundary conditions
used in numerical calculations.

Figure 6. Analytical versus numerical results.

Table 1. Material and model parameters.

e0 0.9 [–] � 0.0164 [kPa�1]
�0 0.14 [–] � 0.15 [–]
� 0.015 [–] �s 0.01 [–]
pp0 30 [kPa] a 1.24 [–]
M 0.82 [–] pc 10 [kPa]
�0 0.036 [–]

Figure 7. Finite element mesh, initial and boundary condi-
tion for deformation analysis.

Figure 8. Load-settlement curves for footing on unsatu-
rated soil with different suction profiles.
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times higher than the previous cases. When soil reaches
full saturation it loses all suction contribution to stiff-
ness which weaken the soil more and more. Loading
the soil in such condition will result in settlement of
210 mm which is about four times higher than the 
settlement in the case of dry soil.

Figure 9 shows the principal stresses distribution at
the end of loading in the case of hydrostatic suction
profile. The distribution suggests that for a continu-
ous clay layer with depth, a deeper finite element
mesh will be preferred.

A typical plastified zone below the footing is indi-
cated in Figure 10.

The previous calculations consider that we are load-
ing the soil with a specific suction profile and this pro-
file stays constant during and after construction. 
In reality, after construction on unsaturated soil, the
decisive factor for footing movement will be suction
variation with the variation of environmental factors
such as temperature and rainfall. These variations lead
to different phenomena such as soil shrinkage associated
with soil drying and soil swelling or even soil structure
collapse upon wetting. Soil potential for swelling or
collapse should be given enough attention during
design to avoid any unexpected consequences. A

detailed numerical study on unsaturated soil deform-
ation and stability in the case of shallow foundations
can be found in a recent paper by Vermeer & Abed (in
press).

6 CONCLUSIONS

The present study addresses the effect of evaporation
and infiltration on negative pore water pressure values
in the unsaturated zone. This has been clarified using a
simple 1-D vertical unsaturated flow model which has
been solved analytically and numerically. Furthermore,
the effect of changing suction on soil mechanical
behaviour has been illustrated by studying the settle-
ment of shallow footing on unsaturated soil with dif-
ferent suction profiles. The study gives clear idea about
the strong influence of suction on soil stiffness. Further
studies about soil deformation especially during wet-
ting under constant load will improve too much our
understanding for the mechanics of unsaturated soils
and pave the way to incorporate such relatively new
science in the real geotechnical engineering practise.
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1 INTRODUCTION

Structures such as transmission towers, highway over-
head signs, quays and train gantries are subject to high
lateral loadings from wind force, wave action and trac-
tion forces. These structures are often supported by
large diameter piers with high stiffness, which behave as
short rigid piles. A short rigid pile fails by rotation,
mobilising passive resistance on the opposite pile faces
above and below the point of rotation. The moment-
carrying capacity of the pile is therefore the principal
design requirement, as the lateral force acts at a lever
arm at the pile head. If the pile is constructed near a
slope, the lateral soil resistance will be reduced due to
the reduction of initial confining pressure acting around
the pile on the slope side.

Theoretical approaches, based on the modulus of
subgrade reaction and the elastic continuum reaction,
have been used widely for predicting the ultimate lateral
resistance of piles. Laman et al. (1999) argued that the
theoretical approaches are inappropriate for short piles,
which have relatively small depth/breadth ratios. Most
of the current design approaches for short piles have
been based on empirical relationships derived from full-
scale tests and conventional laboratory model tests.
However, the empirical relationships are either too arbi-
trary or only suitable for homogeneous soil condition.

This paper presents the results of three-dimensional
(3D) finite element (FE) modelling on laterally loaded
single short pile in cohesionless soil. The FE modelling
simulated published conventional (earth’s gravity) and
centrifugal model tests, for which the pile was embed-
ded in flat ground and near a slope, respectively. The

influences of the pile geometry, sand relative density,
the pile location relative to crest of the slope and the
direction of lateral force have been investigated. The FE
programme Plaxis 3D Foundation has been used.

2 LITERATURE REVIEW

Figure 1 shows a pile subjected to lateral loading. The
failure mechanism of the pile is related to the pile stiff-
ness. If a pile is sufficiently rigid, i.e. a short pile, the
soil resisting the lateral movement of the pile will fail
first before the pile itself. If a pile is flexible, i.e. a
long pile, a plastic hinge will develop on the pile first

Numerical modelling of laterally loaded short pile

S.W. Lee, A.R. Pickles & T.O. Henderson
Geotechnical Consulting Group (Asia) Ltd, Hong Kong

ABSTRACT: Design of laterally loaded short piles is normally based on empirical relationships derived from
laboratory and full-scale tests. Finite element analysis (FEA) offers an alternative means to study the mobilisation
of soil resistance around the pile and the associated failure mechanism. A series of three-dimensional FEA have
been carried out to model laterally loaded single short pile, and the results compared against published laboratory
and centrifugal model tests for flat ground and near slope conditions. The parameters investigated include the pile
geometry, sand relative density, pile location relative to slope crest line and direction of lateral force. The results
of FEA are also compared with theoretical solutions, for which relatively good agreements have been achieved. The
behaviour of pile rotating about a fixed point and the variation of mobilised lateral soil resistance down the pile are
highlighted and discussed against the assumptions adopted in theoretical solutions.
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Figure 1. A pile subjected to lateral loading.
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before the soil failure. Matlock & Reese (1960) pro-
posed a stiffness factor (T) to assess the rigidity of a pile,
i.e. whether it is a short or long pile. In cohesionless
soils, the stiffness factor is defined as T � 5√EpIp/nh,
where Ep is the pile Young’s modulus, Ip the pile moment
of inertia and nh the coefficient of subgrade reaction.
If the embedment depth of a pile is less than 2T then it
behaves as a short rigid pile, whereas with an embed-
ment depth of greater than 4T the pile behaves as a long
flexible pile.

The literature review concentrates on the ultimate
lateral resistance (Hu) of a short rigid pile embedded in
cohesionless soil. Hansen (1961) considered the vari-
ation of lateral soil resistance with depth, based on earth
pressure theory. By solving the equilibrium of hori-
zontal force and moment of an unrestrained laterally
loaded pile, the point of rotation of the pile is first deter-
mined (by trial and error) and then the Hu-value is cal-
culated. Using a similar concept, Poulos & Davies
(1980) proposed a conventional statics approach to esti-
mate Hu, for the cases of uniform and linearly varying
soil resistance with depth. Broms (1964) simplified
the variation of lateral soil resistance with depth by
assuming 1) no active earth pressure acting at the back
of the pile; and 2) passive resistance in front of the pile
equals to three times Rankine passive pressure. By
taking moments about the pile toe, Hu is expressed as
Hu � (0.5��DL3Kp)/(e � L), where �� is the soil
effective unit weight and Kp � (1 � sin�/1 � sin�).
Broms’ method is useful for the initial design of a pile,
if the soil has uniform characteristics. However, Poulos
& Davies (1980) argued that Broms’assumption of pas-
sive resistance equal to three times Rankine passive
pressure may be conservative in some cases. Reese &
Van Impe (2001) presented the use of p-y curves to
estimate the ultimate lateral soil resistance per unit pile
length.

For a pile constructed at the crest line of a slope,
Gabr & Borden (1990) proposed a three-dimensional
wedge equilibrium analysis to estimate ultimate lateral
soil resistance. The soil resistance is derived by assum-
ing the pile as a translating rigid body moving into the
soil. The soil in front of the pile will be in a passive state
and the soil at the back in an active state. The angles of
the wedge from the horizontal and vertical are deter-
mined by iteration so as to reach the minimum soil
resistance. Reese & Van Impe (2001) presented ana-
lytical solutions to estimate the ultimate soil resistance
of a rigid pile constructed in sloping ground, based on
the p-y curve principle. UIC/ORE (1957) recommended
a slope-reduction factor of 0.85 (pulled toward slope)
and 0.95 (pulled away from slope) to the Hu-value in
flat ground, if the distance of the pile from the slope crest
line is less than the pile embedment depth. Chae et al.
(2004) carried out 3D FE analyses for a single short
pile located near a slope with an angle of 30° from the
horizontal. The FE results suggested that to nullify the

effect of the slope, the pile had to be located 4D (four
times pile diameter) distance away from the slope
crest line.

3 FINITE ELEMENT MODELLING

3.1 Pile in flat ground

Nazir & Lee (2004) present a series of conventional
(earth’s gravity) model tests on unrestrained single
short piles subjected to lateral load in dense and loose
gravelly sand. Figure 2 shows the schematic view of the
model test. The model pile was made of mild steel. A
geared motor was used to pull the model pile at a pre-
determined pulling lever arm (e) via a load cell measur-
ing the applied lateral load. The lateral displacement
at the pile head was measured. The model pile diameter
(D) was 40 mm and the three pile embedments (L) of
120 mm, 160 mm and 200 mm were adopted, corres-
ponding to L/D ratios of 3, 4 and 5 respectively. The
selected pulling lever arm over pile embedment ratios
(e/L) ranged between 1 and 4. The �� for the dense and
loose gravelly sand was 16.2 and 14 kN/m3 respectively,
and the peak friction angle (�) was 48° and 39° respect-
ively. The particle size distribution ranged between
0.1 and 4 mm.

Figure 3 shows a FE mesh modelling Nazir and Lee’s
model test where L/D � 5 and e/L � 1. Only half of
the model domain was simulated, taking advantage 
of the symmetry with respect to the centre plane parallel
to the loading direction. The gravelly sand was modelled
as a Mohr-Coulomb material. Table 1 summarises the
Mohr-Coulomb input parameters for the dense and
loose sand. The secant Young’s modulus value at 50% of
maximum shear stress (E50) was back-calculated from
the direct shear box tests carried out by Lee (1996),
based on the corresponding stress level at the mid-depth
of the model pile. It is noted that the FE modelling is
primarily aimed at predicting the ultimate lateral resist-
ance of the model pile, not the load-displacement
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relationship of the laterally loaded pile. An interface
was modelled between the pile and the surrounding
sand, allowing for slip or a gap to develop between
the sand and pile. The interface shear strength (tan� int)
was input as 0.7-time the shear strength of the sur-
rounding sand, i.e. tan�int � 0.7tan�soil. In the FE
model a lateral point load was applied at the pre-spec-
ified lever arm above the pile head and the load was
gradually increased. The ultimate lateral resistance
(Hu) was defined as the point when the analysis failed to
converge, and this normally associated with large slip-
ping and gap development at the pile/sand interface.

3.2 Pile near slope

Dickin & Nazir (1999) carried out centrifuge modelling
for a short pile embedded near a slope, see Figure 1. The
centrifugal acceleration was 50 g and the slope angle
was 36° from the horizontal. The model pile diameter
(D) was 20 mm, the embedment (L) 80 mm and the
pulling lever arm (e) 240 mm. In prototype, the D, L and
e correspond to 1 m, 4 m and 12 m, respectively. The
distance of the model pile from the slope crest line (X)
was varied from 0 mm to 120 mm (0 to 6 m in proto-
type). The lateral pulling force was applied in two
directions, either toward or away from the slope. The
centrifuge tests were carried out in a fine, dry and dense
sand, with a �� of 16.4 kN/m3, � of 46° and grain sizes

ranging from 0.125 to 0.25 mm. In the centrifuge
tests, a constant rate of displacement was applied to the
lever arm head via a load cell, and the tests were termin-
ated when the pulling force peaked.

Dickin and Nazir presented a series of triaxial test
results for the dense sand, under different confining
stresses (��3). Taking the confining stress in the cen-
trifuge at the mid-depth of the model pile, the secant
Young’s modulus at 50% of the maximum stress ratio
(��1/��3), i.e. E50, was back-calculated to be approxi-
mately 38,000 kPa. In the FE modelling a constant 
E-value of 38,000 kPa was adopted in the Mohr-
Coulomb model, without considering the non-linear
stress-strain behaviour of the sand from small strain. A
Poisson’s ratio (+) of 0.3 and K0 of 0.28 were assumed.
The pile was modelled as a linearly elastic steel material,
with an E-value of 210 GPa, �� of 78 kN/m3 and + of
0.15. An interface was included between the pile and the
surrounding sand, allowing for slipping or gap develop-
ment at the interface. The interface strength was speci-
fied as 0.7 times the sand strength, i.e. the interface
friction angle was 32°. Figure 4 shows the FE mesh.
Only half of the domain was modelled, taking advantage
of the symmetry with respect to the centre plane parallel
to the loading direction. In the FE modelling the gravity
acceleration was increased to 50 g to model the centrifu-
gal acceleration. A lateral force was applied at the lever
arm head and gradually increased to pull the model pile.
The ultimate lateral force (Hu) was defined as the point
when the analysis failed to converge.

4 DISCUSSION OF FE PREDICTION

4.1 Pile in flat ground

Figure 5 compares the conventional model test results to
the FE predictions for the tests carried out in the dense
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Figure 3. 3D mesh of Nazir & Lee’s (2004) model test.

Table 1. Mohr-Coulomb input parameters.

Property Dense Loose Pile

�� (kN/m3) 16.2 14 78
� (°) 48 39 –
E50 (kPa) 4100 1900 2.1E � 8
Poisson’s ratio, + 0.3 0.3 0.15
Coef earth pressure 0.26 0.37 1.0
at rest, K0 
Coef of interface, Rint 0.7 0.7 –

Figure 4. 3D mesh of Dickin & Nazir’s (1999) centrifuge test.
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and loose sand. The ultimate lateral resistance (Hu) is
plotted against the lever arm over pile embedment ratio
(e/L), for different pile embedment over pile diameter
ratios (L/D). The model test results are shown as indi-
vidual solid symbols and the FE predictions as a dashed
line with open symbols. Good agreement between the
model test results and the FE predictions were observed,
though the FE model tended to slightly over-predict the
measured Hu-values. The predicted Hu-values were
95%–120% and 100%–120% of the model test results
in the dense sand and loose sand respectively. The
Hu-values in the dense sand were about two times the
corresponding Hu-values in the loose sand.

Figure 6 shows the predicted displacement vectors
for the analysis in the dense sand with L/D � 5 and
e/L � 1. It is noted that the pile rotated at about 0.3 L
from the pile toe. Above the rotation point, the pile
moved in the direction of pulling (frontward), whereas
below the rotation point the pile kicked backward.
Ground heave was predicted in front of the pile, within
an area 3D from the pile edge.

Figure 7 shows the predicted horizontal stress (�xx)
contours around the model pile for the analysis in the
dense sand with L/D � 5 and e/L � 1. It is noted that
the largest �xx was predicted at 0.4 L from the ground
level in front of the pile and at 0.9 L from the
ground level at the back of the pile. The �xx contours
ranged 10–80 kPa and 10–90 kPa for the region in front
of and at the back of the pile respectively. In the region

of the rotation point, at 0.7 L from the ground level,
negligible change in �xx was predicted. For the corres-
ponding test in the loose sand (not shown in this
paper), the pattern of the �xx contours resembled that
in the dense sand. However, the �xx magnitude in the
loose sand was smaller, being 5–35 kPa and 5–40 kPa
for the region in front of and at the back of the pile
respectively.

Figure 8 shows the distribution of �xx with depth, for
the analysis in the dense and loose sand with L/D � 5
and e/L � 1. In the chart, the �xx values in front of and
at the back of the pile have been plotted on the same
side of the abscissa axis. The Broms’ assumption of
three times Rankine passive pressure (3Kp��yy) is also
superimposed on the charts, where ��yy is the effective
vertical stress.

For the dense sand, from the ground level to the
region above the rotation point, the FE predicted larger
�xx values, being 2–2.5 times Broms’ three times
Rankine pressures. In the region around the rotation
point (from 0.12 m to 0.16 m depth), the FE predicted
negligible �xx, compared to the Broms’ linearly
increasing �xx distribution. Below the rotation point,
the FE predicted larger �xx values than those given by
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Broms, being 10%–30% larger. When integrating the
�xx-profile over the pile embedment depth of 0.2 m, it
was found that the horizontal resistance force given by
the FE was 25% larger than the Broms’ assumption.
Poulos & Davies (1990) commented that Broms’
assumption of passive resistance equal to three times
the Rankine passive pressure may be conservative in
some cases. The FE predictions in the dense sand
appear to support the Poulos and Davies’ comment.

For the loose sand, from the ground level to the
region above the rotation point, the maximum �xx pre-
dicted was 35 kPa, about twice Broms’assumption at the
same depth. Below the rotation point the FE’s �xx was
10% larger. When integrating the �xx-profile over the
pile embedment depth of 0.2 m, the horizontal resistance
force given by the FE was 5% larger than the Broms’s
assumption. Considering that the 5% discrepancy is
small, the FE predictions in the loose sand appear to
support the Broms’s assumption of passive resistance
equals to 3Kp��yy.

4.2 Pile near slope

Figure 9 compares the centrifuge results with the FE
predictions. The Hu (in the model scale) is plotted
against the X/L ratio ranging between 0 and 1.5. The
model Hu value is multiplied by 2500 (502) to convert it
to the prototype value. For the centrifuge results, if
X/L � 0.5, Hu was smaller when the pile was pulled
toward the slope than pulled away from the slope. If
X/L � 0.5 the effect of the slope was in the opposite
way, i.e. Hu larger when the pile is pulled towards the
slope. At X/L � 1.5, the centrifuge results show that
pulling towards the slope gave a 20% higher Hu than
pulling away from the slope.

The FE predictions fall within the range of the cen-
trifuge results. However, the FE shows that pulling
towards the slope always gives a lower Hu than pulling
away from the slope. At X/L � 1.5 the Hu values for

both the directions of pulling become similar at 52 N,
and the effect of the slope is negligible. For the model
pile located at the slope crest line (i.e. X/L � 0), the slope
effect reduces the Hu to 30% of that in flat ground
(�15/52) if pulled towards the slope, and 45%
(�24/52) if pulled away from the slope.

Figure 10 shows the predicted displacement vectors
when the pile failed, for the case X/L � 0. The rotation
point was predicted at a distance 0.2 L from the pile
toe. Outward and slightly upward displacements were
predicted on the slope in front of the pile, whereas the
soil behind the pile head moved downward forming a
depression. The same figure shows the deformed mesh
when the pile failed. A gap opened behind the pile at
the pile/sand interface and a depression was formed.
In the FE modelling when a substantial gap appeared at
the pile/sand interface behind the pile, the analysis was
approaching the maximum Hu value.

Figure 11 shows the predicted horizontal stress (�xx)
around the model pile when it failed, for the selected
case X/L � 0. At the mid depth of the pile front the max-
imum mobilised �xx was 300 kPa, which was about 1.5
times the Rankine passive pressure. The slope effect
has reduced the confining pressure in front of the pile,
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reducing the maximum mobilised passive pressure
from the conservatively assumed three times Rankine
passive pressure in flat ground to 1.5 times. At the pile
toe, a larger passive pressure was predicted at the back
of the pile, the maximum being 500 kPa. This is equiva-
lent to 1.24 times the Rankine passive pressure. A
failure region developed both in front (upper half) and
at the back (the toe region) of the pile, due to the pile
rotation at 0.2 L distance from the toe. The failure
region became smaller, as the pile distance to the slope
crest line increased (not shown in the paper). These
predicted phenomena were similar to those predicted by
Chae et al. (2004).

5 CONCLUSION

A series of 3D FE analyses were carried out to inves-
tigate the mobilisation of soil lateral resistance down a
short rigid pile when subjected to a lateral force applied
at a lever arm. Relatively good agreement has been
achieved between the FE predictions and the conven-
tional and centrifuge model tests. In flat ground, the
predictions suggest that the Broms’ assumption of
passive resistance equals to three times Rankine passive
pressure may be conservative in dense sand, whereas
in loose sand the predictions agree with the Broms’
assumption. When a pile is constructed at the crest line
of a slope, the ultimate lateral resistance is predicted
to reduce to 30% of that in flat ground (if pulled towards
slope) and 45% (if pulled away from slope). This is due

to the reduction of initial confining pressure around
the pile as a result of the slope. The effect of a slope on
the lateral resistance of the pile is negligible when the
pile is located at a distance 1.5 times the pile embedment
from the slope crest line. The point of rotation for the
pile is predicted to be located at 0.7 to 0.8 times the pile
embedment from the ground surface for both flat ground
and near slope conditions. When carrying out the FE
analyses it was found that interface elements between
the pile and surrounding soil were required to simulate
the behaviour of a laterally loaded pile more realistically.
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1 INTRODUCTION

The response of piles subjected to lateral or axial
loading has been investigated in detail and established
methods exist for determining this response (Fleming
et al. 1992, API 1993). These methods generally
model the soil as non-linear elastic, which limits their
use to monotonic loading. In recent years the soil has
been represented as an elasto-plastic medium with a
yield or ultimate soil pressure defined as a function of
depth (Murff 1975, Guo & Randolph 1997, Guo &
Lee 2001, Hsiung 2003, Einav 2005). The concept of
using a continuous field of yield surfaces to create a
smooth non-linear curve was introduced by Einav
(2005) for both axial and lateral loading.

The current paper presents an energy based vari-
ational (EBV) approach to solve the pile-soil system
using the method presented by Einav (2005) for dissi-
pative soil. A general model is presented for multi-
directional loading based on the yield surface model
presented by Levy et al. (2005). This model allows
inclined loading to be modeled considering the inter-
action between the lateral and axial pile deformations.
This type of model is also useful for the loading of
piles in unaligned lateral directions, where the resid-
ual displacements from loading in previous lateral
directions (“recent load history”) are taken into
account for subsequent loading (Levy et al. 2006).

In this paper we extend our pile model of recent
load history to a model with infinite yield surfaces at
each point along the length of the pile. In this way we

benefit from the more realistic damping capabilities
of multi-surface plasticity when compared to single
surface plasticity. It is shown that the new model pre-
dicts a stronger effect of recent load history when
smaller pile displacements are applied, but equivalent
results in large displacements.

2 THE MODEL

The EBV approach allows all information regarding
the geometry and constitutive assumptions of the pile-
soil interaction problem to be encapsulated within two
potential functionals (which are defined explicitly). For
rate independent isothermal deformations the energy
and dissipation potentials must satisfy the following
equation:

(1)

where �W is the change in virtual work, �! is the
change in internal energy and ) is the change in
mechanical dissipation (which is strictly non-negative).

The change is virtual work is defined as:

(2)

where r is the unbalanced force vector and �u is the
change in displacement vector, each having a length n

Modelling piles under multi-directional loading conditions

N.H. Levy
Centre for Offshore Foundation Systems, University of Western Australia, Perth, Australia

I. Einav
School of Civil Engineering, University of Sydney, Sydney, Australia

ABSTRACT: The behaviour of pile foundations subjected to single directional lateral and axial loading has
been substantially investigated in the past. However, the response of a pile subjected to a change in lateral load-
ing direction or inclined loading (i.e. combined axial and lateral loading) has not been treated adequately. There
is an increasing demand for a design method that considers the interaction between the responses of the pile-
soil system when loads are applied in more than one direction, particularly for pile foundations that are installed
offshore, which incur substantial lateral and torsional loads. This paper presents a multi-directional Winkler
system that is modeled using an energy based variational (EBV) method, considering interaction at each depth
along the pile using a series of local yield surfaces.
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defined by the number of perpendicular directions
being considered (i.e. including x, y and/or z where x
and y are perpendicular lateral directions and z 
represents the axial direction). The symbol L repre-
sents the length of the pile and z is the depth below
the pile head. The unbalanced force vector is generally
defined as zero along the length of the pile and as the
imposed external forces at the pile head. If required a
non-zero force could be applied along the pile length
to represent lateral soil movement.

The internal energy is defined as the sum of the
contributions from the pile and soil as follows:

(3)

where the subscripts P and S refer to the pile and soil
respectively.

The pile is assumed to deform in an elastic man-
ner according to Euler-Bernoulli beam theory and is
defined for a circular pile as (Reddy 2002, Einav 2005):

(4)

where EP is the Young’s modulus of the pile (assumed
constant along the pile for simplicity), IP is the moment
of inertia of the pile about the axis of bending (for a
circular pile Ixx � Iyy � IP), AP is the cross-sectional
area of the pile. The x, y and z terms are included
when required according to the loading conditions
and the functions ux, uy and uz represent the x, y and z
components of the total displacement vector u, which
has a length n.

2.1 Single yield surface soil model

The soil is modeled at each depth along the pile using
independent Winkler springs, one each in the perpen-
dicular directions, and a multi-dimensional yield 
surface.

In this model the soil resistance force (fi) in each
direction i is the same as the spring force (�i), which
is defined by a linear force-displacement relationship
with the elastic displacement and has spring stiffness
Esi. The spring stiffness can also be referred to as the
modulus of subgrade reaction and can be defined as a
function of the pile and soil properties. The soil resist-
ance force fi can be defined by:

(5)

where �i is the plastic displacement in the i direction
and the elastic displacement is defined as the total
displacement minus the plastic displacement.

The components of the unbalanced force can now
be defined as (for derivation see Einav 2005):

(6)

The soil energy density function 	Si in each direction
i is defined as:

(7)

The soil energy potential !S is then defined as:

(8)

The change in energy potential can be defined as:

(9)

The yielding behaviour of a soil subjected to lateral
loading can be defined using the Randolph-Houlsby
mechanism (Randolph & Houlsby 1984, Einav &
Randolph 2005). As the limiting reaction will be the
same in all lateral directions, a circular yield surface
is suitable to define this behaviour.

It is less obvious how the soil will behave when
subjected to combined lateral and axial loading. Levy
et al. (2005) presented an elliptical yield surface for
this behaviour but suggested that further research was
required to refine this shape.

The general form of the dissipation function, assum-
ing an elliptical relationship between the lateral and
axial directions, will be as follows:

(10)

where fui is the ultimate soil resistance force in the 
i direction.

A set of yield functions can be obtained from the
dissipation potential using a set of degenerate Legendre
transformations. The local elastic behaviour is bounded
by a three dimensional ellipsoidal yield function (y)
defined by the following:

(11)
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An example of this type of model is presented in
Figure 1 for two dimensional lateral loading, where
fu � fux � fuy. This can be extended to three dimen-
sions and an ellipsoidal yield surface, as expressed in
Equation 11.

2.2 Soil model 2 – continuous yield surfaces

An elasto-plastic non-linear force versus displace-
ment relationship can be represented using the EBV
approach. Rather than having a single spring-slider
element in a given direction Einav (2005) presented a
continuous Masing-Iwan model. This model consists
of a group of spring-slider elements arranged in series
with each element having a different spring stiffness
and slider threshold depending on a local internal vari-
able � that signifies the amount of yielding at each
point along the length of the pile. Initially, before the
occurrence of any yielding, � is 0, but as yielding
in a soil layer progresses, � tends to 1. In this one-
directional model, each value of � marked a single
spring and a single one-directional slider.

In this paper we extend this model to two dimen-
sions by considering an additional spring per internal
coordinate � and representing the yielding by a two-
dimensional yield surface rather than the slider.

Distribution functions are defined for the spring
stiffness (H) and yield threshold (k) in each direction i
and these must satisfy the following condition:

The spring forces are defined for each internal vari-
able � in a direction i as:

(12)

The total soil resistance force at depth z in the i direc-
tion is defined as the integral of all the spring forces
over the internal variable �:

(13)

Therefore the soil free energy function can be
defined as:

(14)

The dissipation function can be defined as:

(15)

The yield surfaces are defined as:

(16)

3 EXAMPLES

The multi-dimensional EBV model provides a versatile
approach to solving the cases of both simultaneous
and staged loading in different directions. An example
of each of these cases will be presented here.

3.1 Simultaneous lateral and axial loading

The case of simultaneous lateral and axial loading was
presented by Levy et al. (2005) using the differential
equations defined for each loading in each direction
and a two-dimensional elliptical yield surface to couple
the soil forces. These differential equations can be
derived from the energy potentials (Einav 2005) and
therefore this situation can be defined using the single
yield surface model. Sensitivity analyses were com-
pleted on the influence of pile flexibility and the inclin-
ation of the imposed displacement. For the case of
a 20 m length, 2 m diameter solid circular steel pile
embedded in normally consolidated clay the applied
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axial force versus the pile head displacement is shown
in Figure 2 for various displacement inclinations from
the horizontal (').

The results from this study suggest that the inclin-
ation of the applied load will influence the axial pile
behaviour. A greater lateral load will cause the pile to
displace further in the vertical direction. A sensitivity
analysis on the pile flexibility shows that a more flex-
ible pile will be influenced more in the axial direction
by an inclined load.

This influence was shown to be less prominent for
the lateral pile behaviour, with an applied axial load
having minimal effect.

This study was presented as a starting point for this
type of yield surface interaction model. The results show
trends that agree with previous studies on inclined load-
ing (Shahrour & Meimon 1991, Anagnostopoulos &
Georgiadis 1993). Currently work is being undertaken
to refine the yield surface shape to provide a more real-
istic representation of the interaction mechanism.

3.2 Staged two dimensional lateral loading

A pile subjected to monotonic lateral loading will
behave the same in any direction using the EBV
model. This model can be applied when a pile is
loaded in a lateral direction and then in a different
direction on the horizontal plane. Levy et al. (2006)
coined the term “recent load history” to describe the
soil-pile response in these conditions. As this term
suggests loading history influences the behaviour of a
pile during subsequent loading.

Levy et al. (2006) presented a numerical example
of a pile loaded in a given direction, unloaded to zero
and then loaded in a new direction. The study explores
the influence of the pile flexibility, magnitude of the

applied load and the angle between loading stages on
the pile behaviour. An example of a steel pile with a
diameter of 2 m and  20 mm wall thickness embed-
ded in normally consolidated clay is presented below.
Figure 3 shows the influence of the magnitude of
loading during initial loading (as a percentage of the
pile capacity, Pult) on the resultant pile head displace-
ment (u0), as a percentage increase from the displace-
ment achieved for monotonic lateral loading. The
change in loading direction (') for this case was 90°
and four different pile lengths were considered.

This plot suggests that the more a pile is loaded
initially the greater the increase in the final pile head
displacement. It also shows that a longer, (i.e. more
flexible) pile will be influenced more by previous
loading. This is because more stored energy is frozen
along the length of the pile as a result of the yielding
such that after unloading a more significant plastic
displacement remains further from the zero position.

An even more astonishing factor is presented when
examining the resultant load-displacement response.
A typical load-unload-reload curve is shown in
Figure 4 where Stage I is initially loading to a given
force (P/Pult � 0.75) in the x direction, Stage II is
unloading to zero force and Stage III is loading at 90°
(in the y direction) to the same P/Pult as Stage I. The
shape of the curve of Stage III is markedly different
than that of Stage I, ending with additional displace-
ment as summarised in Figure 3.

3.3 Extension to continuous yield
surface model

In this section we extend the above model to the case
of continuous yield surfaces. This allows a non-linear
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force displacement profile to be considered, which will
represent the soil in a way that more closely resembles
the curves defined from physical testing results
(API 1993).

The continuous yield surface model allows the
behaviour of the soil during unloading of a pile to be
better represented. The analysis discussed in the pre-
vious section for staged lateral loading was repeated
using the continuous yield surface model. A compari-
son between the pile head location as suggested by
the two alternative models is shown in Figure 5.

At large loads the behaviour of the pile does not
vary significantly between the two models. As the soil

has reached the yield value over a section of the pile
some plastic deformation will remain after unloading.
In contrast, for the case where P/Pult � 0.125 the sin-
gle yield surface model does not reach yield at any
point along the pile and therefore the pile will return
to its original position after unloading. Due to the
gradual yielding the multiple yield surface model
does exhibit a plastic displacement. Since it is well
established that the fundamental constitutive stress-
strain behaviour of clays presents small strain non-
linearity the multiple yield surface model is more
representative, accounting for the additional damping
in the soil. It is shown that the new model predicts a
stronger effect of recent load history when smaller
pile displacements are applied, but similar results in
larger displacements.

4 CONCLUSIONS

A model is presented in the paper that enables an
analysis of the behaviour of a pile loaded in multiple
directions. This model allows different soil conditions
to be considered as well as many loading combin-
ations. This type of interaction model has enormous
potential to consider the interaction between loading
directions and design piles more efficiently.
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1 INTRODUCTION

Pile foundations are commonly used to transfer loads
from a structure to deep soil strata in cases where
shallow foundations are judged inappropriate as they
undergo excessive settlement or fail.

As geotechnical engineers are often asked to provide
load-displacement response as well as lateral load
capacity of horizontally loaded piles, a considerable
amount of research encompassing many empirical, ana-
lytical and numerical methods has been published on
the problem of laterally loaded piles in the last three
decades (Banerjee & Davies 1978, Poulos & Davis
1980, Randolph 1981, Verruijt & Kooijman 1989 and
Amar Bouzid 1997). Each technique has its own advan-
tages and drawbacks. Although, empirical Winkler
spring models are satisfactory for uniform homo-
geneous soils, these models suffer from difficulties in
modeling soil/pile interaction properly when non-
homogeneous or layered soil are involved. On another
hand, analytical or semi-analytical approaches are very
useful as a considerable computational advantage can

be achieved for elastic analyses, however for analyses
which incorporate non-linear behavior, or in cases
where the loading conditions are relatively complicated,
these approaches present some difficulties.

In dealing with a soil/pile interaction problem
involving horizontal loading, the full 3D FE analysis
is the most rigorous method that can treat all compo-
nents of the soil/pile system together, providing thus a
realistic response of the system. However, engineering
costs still remain prohibitive, as processing results
requires a large amount of calculation time, especially
when soil non-linearity is considered, making the 3D
FE model unfeasible and uneconomical as it requires
excessive computer resources.

As far as simplicity with efficiency in modeling is
concerned, it is certainly desirable, if not mandatory
to search for alternatives that may reduce both the large
computational effort and the amount of data. To achieve
this goal, this paper describes a pseudo 3D FE model
for the analysis of laterally loaded single piles. This
procedure called Vertical Slices Model takes profit of
finite element 2D numerical solutions in plane stress

Nonlinear analysis of laterally loaded piles by a pseudo
three-dimensional FE model

Dj. Amar Bouzid
Department of Civil Engineering, Engineering Institute, University Yahia Fares of Médéa,
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ABSTRACT: A pseudo 3D FE model has been developed to simulate nonlinear response of single piles under
lateral loading. This procedure called Nonlinear Vertical Slices Model (NVSM) takes advantage of finite element
2D numerical solutions in plane stress for building approximate 3D solutions by replacing the inter-slices interac-
tions by fictitious body forces. The pile/soil continuum slices are successively analyzed by the combination of the
explicit 2D finite element and finite difference method in a process satisfying both iterative natures of the VS
Model and the nonlinear soil assumed to follow Drucker-Prager yield criterion. First, the nonlinear FE VS com-
putational strategy is briefly outlined and then a computer code called Pile3D-NVSM for laterally loaded piles is
presented. The paper ends by the validation of the code by problems involving both elastic and elasto-plastic soils.
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for building approximate 3D solutions by replacing the
inter-slices interactions by fictitious body forces. The
pile/soil continuum slices are successively analyzed
by the combination of the explicit 2D finite element
and finite difference method in a process satisfying
both iterative natures of the model itself and the soil
nonlinearity.

2 METHOD OF ANALYSIS: NONLINEAR
FE VERTICAL SLICES MODEL FOR PILE
ANALYSIS

2.1 Linear background of the FE VSM

The technique called finite element vertical slices
model is based on discretization of the 3D soil/pile
medium into a series of vertical slices, each slice rep-
resented by 2D boundary value problem. This proce-
dure involves the combination of the finite element
(FE) method and the finite difference (FD) method for
analyzing the vertical pile and the surrounding soil sub-
structured into vertical panels. The theory on which the
present approach is based, has been presented else-
where by Amar Bouzid et al. (2005) for problems
involving other structures interacting with soil. Hence,
the pseudo 3D model is not detailed herein, only a
brief description is presented.

The 3D soil/pile problem depicted in Figure 1
shows the vertical slices acted upon by external
forces.

Each individual slice (Fig. 1) in this approach is
ruled by the following equilibrium equations:

(1)

The key element in the FE vertical slices model is
the significance of the body forces bx and by in the
equation (1). These forces have been interpreted as
fictitious forces transmitted to the slice under consid-
eration by shear forces from slices at the left and at the
right. For an arbitrary slice i, this can be mathematically
expressed as:

(2)

where ti is the slice thickness.
Using the combination of the finite element method

and the finite difference method, each slice should be
resolved according to the updating iterative process:

(3)

where j denotes for the iteration number and jmax is
determined by a certain convergence criterion.
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ai
j
is the nodal displacement vector in the slice i, si

j

is the element stiffness matrix embodying the contri-
bution to the slice i itself, Hi

pr j

is the body load vector
induced by the displacements in the preceding slice 
i � 1, Hi

fl
j�1

is the body load vector induced by the
nodal displacements in the following slice i � 1 and
Pi is the vector of applied loads.

2.2 Soil model

The inelastic state represents an area of great impor-
tance in soil mechanics, because the deformation of the
soil in the elastic range is usually small and does not
represent the realistic stress range.

As far as the correct simulation along with sim-
plicity in numerical modeling are concerned, the well
known Drucker-Prager yield criterion is chosen for
modeling the soil behavior. The Drucker-Prager crite-
rion formulated in 1952 (Drucker & Prager 1952), is a
simple modification of the Von-Mises criterion involv-
ing the influence of the hydrostatic pressure on failure
(Chen & Han 1987). The yield function of the Drucker-
Prager model can be expressed as (Chen & Mizuno
1990):

(4)

where a, k are material parameters, I1 is the first
stress invariant and J2 is the second deviatoric stress
invariant. The yield function is represented in princi-
pal stress space by a right-hand circular cone with its
axis equally inclined to each of the coordinate axes
and its apex is in the tension octant.

The parameters a and k are calculated as functions
of the material parameters of the Mohr-Coulomb fail-
ure criterion, namely soil cohesion c and soil internal
friction angle f.

These parameters are detertmined as follows:

(5)

2.3 Computational strategy in the
Nonlinear FE Vertical Slices Model
(NVSM)

Apart from the iterative nature of the elastic version of
the VSM due to the coupling between slices, the non-
linear vertical slices model should account for another
level of iterative process due to the soil nonlinearity.
Furthermore, as the loading on the pile is carried out
step by step, the elasto-plastic relationships are incre-
mental. Hence, each slice in the soil/pile discretised

medium has to solved according to a more refined bi-
iterative updating process:

(6)

where j denotes the global iteration number of 
the iterative process related to the coupling of slices,
and m is the iteration number related to nonlinear
nature of soil assumed to follow Drucker-Prager
model.

Ei
j,m�1 is the vector that accounts for unconverged

equilibrium in the previous load step, and Gi
j,m�1

is the pseudo load vector accounting for plastic
strains.

2.4 Computer code Pile3D-NVSM

The theoretical developments of the NVSM for the
problem of laterally loaded single piles have been
encoded in a Fortran computer program called Pile3D-
NVSM.

The incremental and the iterative analysis are 
performed as follows. The initial stresses due to self-
weight are calculated for all elements in each slice 
of the discretised medium. The horizontal stress sx in
an element is assumed to be equal to K0sy, in which
sy is the vertical stress in the element and K0 is the
coefficient of lateral earth pressure at rest. Shear
stresses are set equal to zero for all elements. The hor-
izontal load is then applied in increments on the first
slice containing the pile. The analysis is carried out
slice by slice and the VSM iteration procedure nor-
mally terminates when a convergence criterion reaches
a pre-set limit.

Having determined the correct displacement incre-
ments in all slices that constitute the modeled contin-
uum, the FE computation follows the usual way in
checking the yield criterion at every sampling point in
each slice. The residual force vector is evaluated from
plastic strain increments at yielding points. This vec-
tor will be added to the other load components for the
next plasticity iteration. The convergence is assumed
to have taken place when the largest term in the resid-
ual force vector becomes sufficiently small. After the
nonlinear convergence at the end of each increment,
the incremental nodal displacements and the element
stresses in soil and pile elements are added to the pre-
vious total values to get the nodal displacements and
element stresses at the end of the increment. The
Pile3D-NVSM output can show the pile displacements,
pile rotations, shear forces and bending moments at
the end of each load increment.
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3 ANALYSIS OF LATERALLY LOADED
SINGLE PILES

3.1 Mesh of soil/pile medium

Taking account of symmetry of the soil/pile system,
the slice finite element mesh used for the computer
code Pile3D-NVSM is shown in Figure 2. The analy-
sis can be made by cutting the soil surrounding the
pile into vertical slices of different thicknesses. The
first slice that contains a half of the pile has a thick-
ness of r0, where r0 is the radius of the pile. In order
to represent smooth lateral boundaries, all the nodes
along the two vertical sides are given roller supports.
All nodes on the bottom limit of the slice are retrained
against any movement, representing thus rough, rigid
base conditions.

The slice finite element mesh of Figure 2 consists
of 584 eight-noded elements modeling the soil and 
40 eight-noded elements modeling the pile. The side
boundaries of the mesh in the vertical plane were
located at a distance of 25d in the back and in front of
the pile (d � 2r0 is the pile diameter). The vertical
extent is placed at 0.5Lp under the pile tip. Those dis-
tances from the pile boundaries have virtually no
effect on the finite element results.

In order to have a compromise between a reasonable
accuracy in modelling and the number of iterations

for reaching convergence, a limited parametric study
has been undertaken to set the mesh boundaries in the
z direction and to determine the appropriate number
of slices. The parametric study involves essentially
the variation of pile head displacement as a function
of lateral extent Z in the z direction for different slice
thicknesses and for various pile slendernesses. It was
finally concluded that a lateral distance of Z � 40r0
and a slice number of Ns � 21 have practically no
effect on the lateral pile behavior. The slice of pile has
a thickness r0, and the same thickness of 2r0 has been
attributed to the other slices.

3.2 Validation of the proposed method for
single piles embedded in both linear and
nonlinear soils

To verify the proposed method of analysis, a homoge-
neous elastic medium is investigated first. The elastic
results obtained by Pile3D-NVSM are compared with
those obtained by other methods that are available in
the literature (Boundary element method, FE method
and Subgrade reaction theory).

For this case the pile has a length 25 times its diam-
eter Lp/d � 25, the soil has a constant modulus of
elasticity Es and the value of Poisson’s ratio was taken
as 0.5.
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Figure 2. Finite element mesh for the computer code Pile3D-NVSM.
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The dimensionless pile head displacements are
shown in Figure 3, as a function of the flexibility factor
KR. The line marked with crosses in this Figure, repre-
sents the data obtained when the soil is represented by
a series of linear springs, with subgrade modulus Es.
The general agreement between the results of Verruijt
and Kooijman, those of Poulos and Davis, and those
obtained by the computer program Pile3D-NVSM is
good, although the displacements obtained by the pro-
posed method are slightly lower at large values of KR.

The maximum bending moment occurring in the
pile is shown in Figure 4. As it can be seen from this
Figure the agreement between the present method,
Poulos and Verruijt and Kooijman is very good for the
entire range of flexibility factor.

As a second verification, the case of a pile in an
elastic Gibson’s soil with a linearly increasing modu-
lus of elasticity is considered (Gs � mz, where m is
the rate of increase of Gs with depth).

For this soil profile the non-dimensional pile head
displacement is expressed by ur2

0m*/H where m* �
m(1 � 3ns/4) and ns is the soil Poisson’s ratio.

The variation of the normalized pile head deflec-
tion is plotted against the pile/soil stiffness Ep/m*r0 in
Figure 5.

As can be observed, the agreement between the
results of Verruijt and Kooijman, Randolph, Banerjee
and Davies, and those obtained by Pile3D-NVSM is
very close, although the finite element displacement
of Randolph at small values of Ep/m*r0 (�1000) 
are slightly smaller than those predicted by the other
methods. As in the case of a pile embedded in a
homogeneous soil, the spring model overestimates
the displacements for the full range of the flexibility
factor.

The comparisons of Figures 3, 4 and 5 demonstrate
that the finite element vertical slices model is success-
fully able to model the laterally loaded piles embedded
in different types of soil.

To further substantiate the performances of Pile3D-
NVSM results in problems involving elasto-plasticity,
research in the literature led us to investigate the work
of Faruque and Desai (1982) for a laterally loaded sin-
gle pile in a nonlinear medium. This paper was inten-
tionally chosen for two reasons. Firstly, because it has
been carried out using the FE method and secondly,
the Drucker-Prager yield criterion has been chosen as
a soil model. Moreover, Faruque and Desai used full
three-dimensional FE method to analyze square cross-
section piles, which is perfectly appropriate to the
vertical slicing model, thus eliminating the need of
computing the equivalent pile elements Young’s mod-
ulus from the actual pile flexural rigidity (EI)p.

By means of full 3D FE analysis, these authors stud-
ied a square cross-section pile under horizontal loading.
The soil strength and stiffness properties along with
pile geometric characteristics are given in Table 1.

The 3D FE mesh was 3.66 m in width, 10.36 m in
breadth and 27.43 m in depth. This mesh contains 105
eight-noded brick elements. This type of elements
generally fails to give accurate results, as it has stiff
behavior due to the linear approximation of the dis-
placement field (comparable to the 2D noded element).
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Despite, the insufficient number of elements used for
modeling such a problem and despite numerical inac-
curacies that characterize the eight-noded brick ele-
ment, the work of Faruque and Desai constitutes a good
reference of comparison through which the user can
have a global assessment of NVSM results, as these
authors used the full 3D FE method and the same
yield criterion chosen in this paper. Figure 6 illus-
trates the variation of pile head lateral displacement
with the increasing applied horizontal force for both
approaches in comparison. As can be clearly seen,
although a good agreement is obtained in the range of
small displacements, a slight deviation is observed in
the range of great displacements for the two pile stiff-
nesses considered. This is probably due to numerical
inaccuracies of Faruque and Desai’s modelling. In
deed, they used a very coarse mesh with a less perfor-
mant element in modeling a problem mainly charac-
terized by a flexural behavior.

4 CONCLUSIONS

In recent years it has become possible to compute
solutions with increasingly complex descriptions in

both geometry and soil properties. However, the use of
complex constitutive laws in 3D FE codes is restricted
by time and cost.

In dealing with a soil/pile interaction problem, the
full three-dimensional finite element analysis is the
most rigorous method that can provide information and
answers. However, engineering costs still remain pro-
hibitive, as processing results requires a large amount
of calculation time, especially when soil nonlinearity
is considered, making the method inappropriate for
practical design.

In order to reduce calculations time and computer
resources, a pseudo 3D FE model for laterally loaded
piles has been presented in this paper. Based on this
model, the computer code Pile3D-NVSM has been val-
idated in comparison with other numerical methods
involving both linear and nonlinear soils.

In view of the excellent results obtained, and con-
sidering its potential to save time over a full 3D FE
analysis, the pseudo 3D FE method with the relatively
simple criterion of Drucker-Prager has been a worthy
alternative for the analysis of a pile under lateral loads.
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Table 1. Soil-pile properties (Faruque & Desai 1982).

Material Properties

Pile Lp � 18.3 m
d � 0.61 m
Ep(1st case) � 20.67 � 107kPa
Ep(2nd case) � 20.67 � 104kPa
�p � 0.25

Soil Es � 1000 kPa
ns � 0.33
c � 7.65 kPa
F � 0.0
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Figure 6. Load-displacement response of a pile in nonlinear
medium.

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

575

1 INTRODUCTION

Tripod or jacket foundations can be applied for off-
shore wind energy converters planned in the German
part of the North Sea at large water depths from 30 up
to 50 m. For these structures, driven steel pipe piles
are used as foundation elements. The piles are driven
through a pile sleeve fixed at the corner points of the
foundation structure. After pile driving, the connec-
tion is carried out by means of grouting.

The loads applied to these quasi-vertical piles differ
greatly from typical onshore and also offshore struc-
tures, with more substantial lateral loading. These loads
result from the combined actions of vertical dead load
and horizontal loads due to wind and wave action.

Current design practice involves separate analysis
of the axial and lateral responses of piles and does not
consider the effect of interaction between the different
load directions. This paper deals with the interaction
effects for piles embedded in sand, since in the German
North Sea sand soils are to be expected in most cases.

Several results of investigations concerning the
behaviour of piles in sand subjected to combined axial
and lateral loading (inclined loading) were reported
in the literature, e.g. by Yoshimi (1964), Das et al.
(1976), Chari & Meyerhof (1983), Ismael (1989) and
Sastry & Meyerhof (1990). In some investigations
combined horizontal load and vertical compression
load are concerned, in others oblique tensile loads are
considered. From these investigations, it seems that
the pile response to horizontal loading is only slightly

affected by a vertical load, whereas horizontal loads
significantly affect the vertical pile response. This
was also determined by Ismael (1989), who investi-
gated the behaviour of bored piles subjected to axial
and oblique pulls.

In this paper, the results of a numerical study on
the behaviour of vertical piles in sand under inclined
compression and tension loads are presented. For this
a three-dimensional finite element model was used.

2 FINITE ELEMENT MODELLING

For the investigation of the behaviour of vertical piles
under combined loading conditions a three-dimensional
(3D) numerical model was developed. The finite
element programme ABAQUS (Abaqus 2005) was
applied. An advanced computer system with parallel
processor technology was used to minimize the com-
putation time.

Steel pipe piles with a length of 20.0 m and a wall
thickness of 2 cm were considered. Two different
outer diameters D � 2.0 and D � 3.0 m were chosen
in order to study the effect of pile geometry.

The most important issue in geotechnical numer-
ical modelling is the simulation of the soil’s stress-
strain-behaviour. An elasto-plastic material law with
Mohr-Coulomb failure criterion was used to describe
the behaviour of medium dense sand. The soil stiff-
ness is represented here by a stiffness modulus for
oedometric compression ES and a Poisson’s ratio n. 

Numerical modelling of the combined axial and lateral loading
of vertical piles

K. Abdel-Rahman & M. Achmus
Institute of Soil Mechanics, Foundation Engineering and Waterpower Engineering,
University of Hannover, Germany

ABSTRACT: In offshore technology large diameter steel pipes are often used for pile foundations. Especially
when used as foundation elements for offshore wind energy converters, such piles experience not only vertical,
but also substantial horizontal loading. In this paper the interaction between axial and lateral forces acting on
vertical steel pipe piles in sand is investigated by means of numerical modelling. A three-dimensional finite elem-
ent model was developed with a non-linear elasto-plastic material law for the sand. It is found that for axial ten-
sion loads the decrease of axial pile stiffness due to horizontal loads has to be taken into account. For axial
compression loads as well as for horizontal loading the interaction effects are of minor importance and can be
neglected in the design.
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To account for the non-linear soil behaviour, a stress
dependency of the stiffness modulus was imple-
mented as follows:

(1)

Here sat � 100 kN/m2 is a reference (atmospheric)
stress and sm is the current mean principal stress in
the considered soil element. The parameter k deter-
mines the soil stiffness at the reference stress state,
and the parameter l rules the stress dependency of the
soil stiffness.

The material parameters used in the calculations
are given in Table 1.

The material behaviour of the piles was assumed 
to be linear elastic with the parameters E � 2.1 �
105MN/m2 (Young’s modulus) and n � 0.2 (Poisson’s
ratio) for steel. The considered pile geometries are
given in Table 2.

Due to the symmetric loading condition only a
half-cylinder representing the sub-soil and the pile
could be considered. The discretized model area had
a diameter of twelve times the pile diameter. The bot-
tom boundary of the model was extended by six times
the pile diameter below the base of the pile. With
these model dimensions the calculated behaviour of
the pile is not influenced by the boundaries (Fig. 1).

Eight-node continuum elements were used for the
soil as well as for the pile. The frictional behaviour in the
boundary surface between pile and soil was modelled
by contact elements, where the wall friction angle was
set to d � 0.67w�.

The finite element calculation is executed step-
wise. At first, for the generation of the initial stress
state the whole model area is discretized using soil
elements only. Subsequently, the pile is generated by

replacing the soil elements located at the pile position
by steel elements and activating the contact condi-
tions between pile and soil.

Finally, the vertical load and the horizontal load
are applied simultaneously and increased gradually
until the required maximum loads are reached.

The piles were subjected to loads with various inclin-
ations (a � 0.0, ,30.0°, ,60.0°, ,90.0°) measured
from the horizontal direction, whereby the positive
sign of a stands for compression loads and the nega-
tive sign for tension loads (Fig. 2).
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Table 1. Material parameters used for medium dense sand.

Unit buoyant weight g� 11.0 kN/m3

Oedometric stiffness parameter k 400
Oedometric stiffness parameter l 0.60
Poisson’s ratio n 0.25
Internal friction angle w� 35°
Dilation angle c 5°
Cohesion c� 0.1 kN/m2

Table 2. Pile properties.

Diameter D Wall thickness Length L
Case (m) (m) (m)

1 2.0 0.02 20.0
2 3.0 0.02 20.0

Figure 1. Finite element model.
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Figure 2. System and denominations.
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3 NUMERICAL MODELLING RESULTS

3.1 Generalities

In order to investigate the influence of combined axial
and lateral loading, the load inclination a was varied
in seven steps between �90° (pure axial compression)
over 0° (pure horizontal loading) to 90° (pure axial
tension). For the problem concerned, the pile head
displacements in the horizontal and vertical direction
are of major interest. A comparison of the H-w- and
V-u-curves (ref. to Fig. 2) clearly shows the effect of
the vertical load on the horizontal load-deformation
behaviour and vice versa. Hence, these curves are
given in the following for different load inclinations.
In this respect, a distinction is made between inclined
compression load (i.e. axial compressive load and
horizontal load) and inclined tension load.

3.2 Results for piles under inclined compression
loads

The horizontal load deformation behaviour for the
pile with a diameter of 2 m is shown in Fig. 3. Due to
these results, the horizontal displacement is nearly
independent of the load inclination and thus independ-
ent of a vertical load acting together with the horizontal
load. Similar results were found experimentally by
Sastry & Meyerhof (1990), who carried out model tests
with inclined compression loads.

Instead, the vertical displacement (settlement) of
the pile is affected by a horizontal load. In Fig. 4 the
calculated dependence of settlement and vertical load
for different load inclinations is given for the pile
with a diameter of 2 m. The horizontal load has a

favourable effect, since it leads to a stiffer behaviour
in the vertical direction. For instance, for a vertical
force of 2 MN the settlement is reduced by about 25%
for a � �60° and even by about 50% for a � �30°
compared to the pure compression case.

Figures 5 and 6 show the load-displacement curves
for a pile with a diameter of 3 m. There is a tendency
for similar results as for the case D � 2 m to be
obtained. For the larger diameter, a small stiffening
effect of the horizontal behaviour is obtained with
increasing axial load. However, this effect is of minor
importance.
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3.3 Results for piles under inclined tension loads

In Fig. 7 the horizontal load-displacement behaviour
with variable axial tensile loads is presented for the
pile with a diameter of 2 m. As for the inclined com-
pression case, at first there is no significant influence
of the vertical load on the H-w-curve. But, from a cer-
tain load level which is dependent on the load inclin-
ation, the curves for inclined loads deviate from the
curve for pure horizontal loading. Larger horizontal
displacements then apply, i.e. the horizontal pile stiff-
ness is decreased.

The respective vertical load-displacement curves
for the case with D � 2 m are shown in Fig. 8. Here
again, as for the inclined compression load, a signifi-
cant influence of the horizontal load is found. The
vertical pile stiffness is distinctly reduced when com-
pared to the case with pure axial tension. But, on the
other hand, a horizontal load increases the ultimate
vertical pile capacity. Thus, the unfavourable effect of
decreased stiffness is joined by the favourable effect
of increased capacity.

Figures 9 and 10 show the load-displacement curves
obtained for the pile with a diameter of 3 m under
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inclined tension loads. The results tend to be similar,
which means that the general behaviour described
above applies independent of the pile diameter.

The vertical load, above which a significant impact
on the horizontal load-deformation behaviour begins,
corresponds to the load above which a distinct
increase of the pile heave is to be noticed. Thus, the
reason for the deviation in the H-w-curves is obvi-
ously that the pile capacity for tension load is smaller
than the horizontal pile capacity in the cases con-
sidered. If the vertical load approaches the ultimate
load, this ultimate load becomes decisive for the com-
bined ultimate load.

4 ANALYSIS OF THE NUMERICAL RESULTS

4.1 Piles under inclined compression loads

The results from the numerical modelling show a posi-
tive effect of a horizontal load on the pile settlement
behaviour. A substantial reason for this is that in the
upper part of the pile large horizontal stresses act on
the ‘passive’ side in front of the pile due to the hori-
zontal load. On the passive side bedding reactions are
induced, which are much larger than the horizontal
stresses in the ‘at rest’ state. Compared to this, the
decrease of horizontal stresses on the active side
(behind the pile) is a minor effect. The same applies
below the point of rotation of the pile, with the stress
increase now on the other side of the pile.

This is elucidated by the presentation of the verti-
cal shear stresses acting on the pile in the plane of
symmetry, i.e. in the loading plane, given in Fig. 11.

The upper part gives the results for a � �30° and a
load level, at which the mobilizable skin friction (hori-
zontal load multiplied by the coefficient of friction
tan d) is not fully utilized. The shear stresses behind
the pile (on the active side) are very low, but high
shear stresses act in front of the pile. These stresses
are much higher than the maximum shear stresses for
pure axial loading, which can be assumed to increase
linear with depth z according to the equation
tmax � gzk0 tan d.

The lower part of Fig. 11 gives the shear stress dis-
tributions for a � �60° and a higher loading level.
The mobilizable shear stresses on both sides of the
pile are fully utilized. Hence, the resultant shaft resist-
ance of the pile is significantly larger than for the case
of pure compression load.

Another reason for the increased vertical pile stiff-
ness obtained is a prestress effect due to the horizon-
tal load. In the region near the soil surface in front of
the pile, where the maximum shear stresses occur, the
soil is moved upwards by the horizontal load. To carry
the vertical load, a pile needs a relative displacement
to mobilize the skin friction. This displacement is
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partly induced by the horizontal load, i.e. fewer pile
settlements are necessary to carry a certain load.

4.2 Piles under inclined tension loads
(oblique pull)

For vertical tension loads, the interaction between
horizontal and vertical loads leads to unfavourable
effects. The vertical pile stiffness and – beyond a cer-
tain load level – also the horizontal pile stiffness is
reduced.

The stiffness decrease in the vertical direction
results from negative skin friction induced by the hori-
zontal load. This is elucidated in Fig. 12, where the
shear stresses acting on the pile in the loading plane
are shown for a load inclination of a � 60° and two
different loading levels. The horizontal displacement
of the pile corresponds to a vertical upwards directed
displacement of the soil body in front of the pile. This
displacement is larger than the pile heave due to ten-
sion load, so that negative skin friction, i.e. an add-
itional tensile load on the pile, occurs. Accordingly,
the pile heave is increased.

In principle, negative skin friction is only a prob-
lem of serviceability, i.e. deformations, but not a
problem of ultimate capacity. If a large pile heave
occurs due to high tensile load, the direction of the
relative displacements between pile and soil is reversed,
so that ‘positive’ shear stresses can be utilized. Thus,
the ultimate load for the combined action of vertical
and horizontal load is also larger for the inclined tension
load case than for the case with pure tensile loading,
since the mobilizable skin friction is increased by the
horizontal force. However, the pile heaves belonging
to the ultimate state are much larger than the heave
belonging to the ultimate capacity for pure tension
loading (see Figs. 8 and 10).

Ismael (1989) also stated that theoretically larger
vertical pile capacities occur under inclined tension

load. However, he mentioned that this was never
observed in field tests. The reason for that could be
that this capacity increase will only be observed for
very large displacements, which may not have been
reached in field tests.

In Fig. 13 the results obtained are presented in the
form of an ‘oblique pull’ curve. Here the displace-
ment in the direction of loading is given dependent on
the resultant load. This kind of presentation is usually
chosen when the behaviour of piles for the anchoring
of moorings is considered.

The result is that the anchoring becomes the stiffer,
the larger the load inclination, i.e. the vertical portion
of the load, is. However, the resultant capacity becomes
the lowest for pure vertical loading. This was also
found experimentally by Das et al. (1976).

However, the piles considered here and also the
piles investigated by Das et al. are relatively short
with ratios of pile length to pile diameter of around 10.
Due to this, the vertical capacity of the piles is lower
than the horizontal capacity. If a long pile with a
higher vertical than horizontal capacity is considered,
the stiffness as well as the capacity of the mooring
anchor increases with the load inclination a (see, for
example, Ismael 1989).

5 CONCLUSIONS

According to the numerical calculation results, piles
in sand under combined axial compression and hori-
zontal load behave more favourably than purely hori-
zontally or purely axially loaded piles.

The horizontal pile stiffness is almost unaffected
by a vertical compression load acting simultaneously.
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Thus, the design of pile bending with usual methods
without consideration of interaction (e.g. p-y curve
method) seems justified.

In the vertical direction with a compression load
an increase of pile stiffness and capacity is induced by
a horizontal load. The pile design without consider-
ation of the interaction effects thus lies on the safe side.

Different conditions apply for combined axial ten-
sion and horizontal load. The vertical pile stiffness is
significantly reduced by a horizontal force. This must
be taken into account in the pile design. However, in
principle this is a problem of negative skin friction,
and hence not a problem of ultimate pile capacity.

For the design in the horizontal direction, inter-
action effects can also be neglected for axial tension
loads. Since the actual tension load has sufficient
safety related to the ultimate tension load (determined
without interaction effects), no significant influence
on the horizontal stiffness occurs. This is ensured by
the pile design in the axial direction.

To summarize the results, the interaction between
horizontal and vertical load must only be considered
in the determination of axial displacements due to
tension loads.

However, the question of how cyclic loads affect
the interaction behaviour remains open. The loads on
foundations of offshore wind energy converters are of
extremely cyclic nature. For piles of tripod and jacket
structures, the horizontal as well as the vertical load
are to a great extent cyclic, with the latter even vary-
ing between tension and compression. This leads to
an accumulation of displacements and to a change of
the load-bearing behaviour in both directions. For
instance, in the horizontal direction a reduction of soil
stiffness with cyclic loading is to be expected.

The effect of cyclic loading on the interaction
behaviour should be investigated. A numerical or ana-
lytical analysis alone is not sufficient here, i.e. experi-
mental tests are indispensable.
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1 INTRODUCTION

Piled rafts have been used as the foundation for tall
buildings on soft soil such as clay to limit excessive
settlements. Such foundations have been proven to be
an economic way to reduce both the overall and dif-
ferential settlements. In the design of a piled raft foun-
dation, part of the working load is carried by the raft
and the remaining load is carried by the piles. Thus,
the behaviour of the foundation system is governed by
the raft-pile-soil interaction.

In past decades, different techniques have been
developed for the analysis of piled raft foundations.
Approaches which modeled the piles as a series of
spring and the raft as a thin plate were used by Clancy &
Randolph (1993), Poulos (1994) and Viggiani (1998).
Three dimensional finite element techniques have
been used by Katzenbach & Reul (1997) and Reul &
Randolph (2003, 2004).

The finite layer technique was developed by Small &
Booker (1986) to determine the deflections of a hori-
zontally layered soil. This technique can take into
account the interaction effects among the pile and raft
elements. The method was used for the analyses of piled
raft foundations subjected to vertical loads by Ta &
Small (1996) and horizontal loads by Zhang & Small
(2000), and was extended for the analysis of piled raft
foundations with non-identical piles subjected to non-
uniform loads by Small et al. (2004) and Chow &
Small (2005a, b).

This paper presents a finite layer approach to exam-
ine the behaviour of piled raft foundations when the raft
is subjected to both horizontal and vertical non-uniform
loads. When the raft is loaded non-uniformly, longer
piles should be used underneath the heavily loaded area
to minimize settlements and tilting of the foundation.

2 METHOD OF ANALYSIS

Analysis of the piled raft foundation is carried out by
separating the foundation system into an isolated piled
raft and a layered soil system as shown in Figure 1.
The piles are rigidly attached to the raft at the nodes
on the raft. The finite element method is used to analyse
the raft and piles and the finite layer method is used to
analyse the layered soil.

The raft is subjected to external vertical and horizon-
tal forces, and contact and shear stresses that exist
between the raft and soil. The contact stresses between
the raft and soil are represented by rectangular blocks of
uniform pressure and the shear stresses are represented
by a series of uniform rectangular shear stress.

The pile group is subjected to the interface forces
between the pile and soil. The loads acting on the pile
are transferred from the piles to the soil through shear
and lateral earth pressure along the pile shafts and the
normal contact and shear stresses at the pile base. The
normal contact and shear stresses acting along the pile
shaft are approximated as a series of ring loads applied

Analysis of piled raft foundations with piles of different lengths 
subjected to horizontal and vertical loadings

H.S.W. Chow & J.C. Small
Department of Civil Engineering, The University of Sydney,
NSW, Australia

ABSTRACT: Analysis of the behaviour of piled raft foundations subjected to horizontal and vertical loadings has
been of particular interest in foundation engineering. The behaviour of piled rafts subjected to vertical loadings has
been extensively investigated by numerous researchers. However, the behaviour of piled rafts subjected to horizon-
tal loadings has not received much attention. When the raft is subjected to non-uniform loadings, the differential
settlements and tilting will be of great importance. The use of different sizes of piles under a non-uniformly loaded
raft can reduce the settlements and tilts. In this paper, Finite Layer techniques are used for the analysis of piled rafts.
This technique accounts for the complex soil-structure interaction that governs the behaviour of the foundation and
the lateral resistance of the soil on the piles and raft. The behaviour of piled rafts supported by piles of different
lengths will be examined when the raft is subjected to both vertical and horizontal loads.
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at the soil interface in both vertical and horizontal direc-
tions. The force at the pile base is approximated as a
uniform circular load with the same diameter as the
pile base.

2.1 Types of interaction

Complex soil-structure interaction plays an important
role in the design of a piled raft foundation as the
loads are shared between the piles and raft. The raft
and piles load the soil and cause it to deform. There
are four different types of interaction that need to be
computed in the analysis:

(1) Pile-Pile Interaction – deflection of an unloaded
pile caused by loading of an adjacent pile

(2) Pile-Soil Interaction – deflection of an unloaded
soil surface caused by loading of the pile

(3) Soil-Pile Interaction – deflection of an unloaded
pile caused by loading the soil surface

(4) Soil-Soil Interaction – deflection of the soil sur-
face caused by another loaded soil area

3 ANALYSIS OF PILED RAFT

An example is presented to demonstrate the use of the
finite layer method for the analysis of a piled raft
foundation. A square piled raft is supported by piles
of different lengths as shown in Figure 2. The piles
are embedded in a 30 m thick layer of clay. Piles
underneath the central region of the raft are twice as
long as the piles along the edge. Parameters used in
the analysis are given in Table 1.

Two cases were analysed by the present (finite layer
(FL)) method and results were compared with a 3D

finite element (FE) method to examine the behaviour of
the raft. The raft is subjected to uniform pressures of
100 kPa and 50 kPa at the central and edge regions of the
raft respectively. Uniform pressures were applied hori-
zontally in case 1 and vertically in case 2.

For the finite layer analysis, the whole raft is mod-
eled and the pile has a circular cross section. However,
for the finite element analysis, a quarter of the raft is
modeled to save computation time and the piles are
modeled by square elements with the same cross sec-
tional area as the circular piles in the finite layer analy-
sis. Figure 3 shows the mesh of the piled raft used for
the finite layer analysis.
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3.1 Comparisons with finite element results

3.1.1 Case 1: Horizontal loads
The raft is subjected to horizontal loads in the 
x-direction. Figure 4 shows the deformed mesh of the
piled raft obtained from the finite element analysis and
Figure 5 shows the contours of x-displacement obtained
from the finite layer analysis.

The raft is undergoing large x-displacements com-
pared to the vertical displacements. The deformed mesh
of the finite element analysis shows that the raft dis-
places fairly uniformly laterally and the piles are bend-
ing at the top.

A comparison of the horizontal (x-direction) and
vertical displacements along the centre line of the
piled raft is shown in Figures 6a and 6b respectively.

Figure 7 shows the horizontal displacements (x and
y directions) and compression (relative to pile base)
along the pile shaft at different pile locations.

When horizontal x-load is applied to the raft, the
centre pile only moves in the direction of the applied
load while piles at the corner move horizontally (x

and y) and vertically (z), and piles at the edges move
horizontally in the direction of load and vertically.

The horizontal displacements obtained from the
finite layer method agreed reasonably well with the
finite element results. However, the compression of
the piles was slightly different. Such a difference
could be due to the connection of the pile to the raft.
As the pile is attached to the raft at the node in the
finite layer analysis, the load applied to the pile head
is assumed to be a point load. However, in the finite
element method, the pile is attached to the raft elem-
ent and the load is evenly applied over the area of the
pile head.

3.1.2 Case 2: Vertical loads
In this case, the raft is subjected to the load with the
same magnitude as in case 1 but in the vertical direc-
tion. Figure 8 shows the deformed mesh of the raft
obtained from the finite element analysis and Figure 9
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Table 1. Parameters used in the piled raft analysis.

Parameters and
dimensions Soil Pile (L1/L2) Raft

Young’s modulus, 10 25,000 25,000
E (MPa)

Poisson’s ratio, � 0.35 – 0.15
Thickness of – – 0.5
raft, tr (m)

Dimensions of – – 25 � 25
raft, B � W (m)

Diameter of – 0.5 –
piles, D (m)

Length of – 16/8 –
piles, L (m):
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Figure 3. Mesh of the piled raft for finite layer analysis.
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Figure 4. Deformed mesh of piled raft subjected to hori-
zontal load.
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Figure 5. Contours of horizontal X-displacement for piled
raft subjected to horizontal loads by finite layer analysis.
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shows the contours of vertical displacement obtained
from finite layer analysis.

Figure 10 shows a comparison of horizontal and
vertical displacements along the centre line of the raft
between the two methods. The finite layer results are
slightly different from the finite element results. The
horizontal displacement of the raft is relatively small
compared with the vertical displacements.

Comparisons of the horizontal displacements and
compression (relative to pile base) of the piles between
the two methods are shown in Figure 11.

When vertical load is applied to the raft, piles at
the centre move vertical downwards only, piles at the
edges move horizontally in the x-direction and verti-
cally, and piles at the corners move horizontally in
both the x and y directions and vertically.

The pile at the centre compressed more than the edge
and corner piles, this implies that the centre pile is carry-
ing a higher load than the piles at other locations.

The horizontal displacements and compression of
the piles obtained from the finite layer analysis are

slightly different from the finite element analysis due
to the pile being attached at a node in the finite layer
method and to an element in the finite element method
as mentioned in case 1.

For both cases 1 and 2 where the raft is subjected 
to horizontal and vertical loads respectively, the 
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displacement of the raft obtained from the finite layer
results are slightly different from the finite element
results due to the following:

(1) Boundary conditions of the soil layers – the soil
layers are fixed on both sides in the finite element
analysis whereas the soil layers are of infinite
extent in the finite layer analysis.

(2) Connection of piles to the raft – the pile is
attached to the raft element in the finite element
analysis, whereas, the pile is attached to the node
on the raft in the finite layer analysis.

4 CONCLUSION

In this paper, the finite layer method is used for the
analysis of a piled raft foundation. This technique takes

into account the soil-structure interaction and the lateral
resistance of the soil. Solutions obtained from this
method are in good agreement with the full 3D finite
element analysis.

When the raft is subjected to vertical loads only, its
contributions to the horizontal displacement of the raft
and piles are relatively small. However, when the raft is
subjected to horizontal loads, the raft will deform hori-
zontally and vertically.

This method has the advantage that the computa-
tion time is less and does not require creation of com-
plicated meshes as would be required for finite
element solutions. It is applicable to the analysis of
piled raft foundations with piles of different lengths
and diameters and subjected to uniform or non-uniform
loadings in both horizontal and vertical directions.
The soil may also be horizontally layered.

587

Figure 8. Deformed mesh of piled raft subjected to vertical
load from finite element analysis.
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Figure 11. Comparisons of horizontal displacements and
compression of piles at different locations; raft subjected to
vertical loads.
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1 INTRODUCTION

An ideal analysis of a closely spaced pile group would
be capable of capturing the following facets of its
behaviour:

(i) potential changes in shear stiffness of the soil
close to a pile group due to other neighbouring
installations

(ii) consideration of the unified response of the pile
group – soil system

(iii) large pile groups with non-standard pile geom-
etries and pile layouts

(iv) the highly non-linear stiffness response exhibited
by many soils.

Despite recent significant theoretical advances,
such as the Strain Path Method (Baligh 1985) and the
Contact Surface Method (Einav & Klar 2003), a 
thorough understanding of the local effective stress
changes associated with single pile installation remains
elusive. Additional stress changes on group piles
imposed by neighbouring installations are even more
uncertain, and useful experimental data are quite scarce
(Koizumi & Ito 1967, O’Neill et al 1982, McCabe &
Lehane 2003).

In determining the load-settlement behaviour of a
pile group, each of the items (ii), (iii) and (iv) referred
to above imposes significant drains on computational
resources, to the extent that complete consideration of
all three is currently not an option for geotechnical
practice. Finite Element Analysis is the most rigorous
and versatile analysis tool available, but the computa-
tional effort required limits its use to all but the simplest

of applications. Various pile group analysis methods
have evolved from dilutions of items (ii) and (iv); these
are summarized by Randolph (1994) and others.

This paper examines the role played by soil stiffness
non-linearity in the prediction of pile group response
by using the OASYS SAFE finite element programme.
The model output is interpreted in the context of data
from a programme of full scale load tests on instru-
mented driven single piles and pile groups at a soft
estuarine silt site near Belfast, Northern Ireland
(McCabe & Lehane 2006).

2 BELFAST PILE TEST PROGRAMME

2.1 Site characterization

An instrumented pile test programme was conducted
by the authors (while both at Trinity College Dublin,
Ireland) at a geotechnical test bed near Belfast. The
site comprises approximately 7.5 m of lightly over-
consolidated estuarine organic soft silty clay (known
locally as sleech), for which typical properties are
shown in Table 1. The sleech is overlain by �1.0–1.5 m
of granular made ground and underlain by medium
dense sand at �8.5 m depth.

Small-strain stiffness measurements (using Hall
effect transducers) from Ko consolidated undrained tri-
axial tests on 54 mm diameter Geonor piston samples
indicated the marked reduction in shear stiffness with
strain shown in Figure 1. In this figure, the secant shear
stiffness Gsec is normalized by the mean effective stress
at the commencement of shearing (po�).

Prediction of pile group response using a simplified non-linear
finite element model

Bryan A. McCabe
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ABSTRACT: This paper presents predictions from a finite element 2-D axisymmetric modelling approximation
for a small pile group employing the BRICK constitutive (non-linear) soil model, and examines the suitability
of this model to the prediction of the response of a pile group at a soft clay site near Belfast, Northern Ireland. The
study indicates that, despite some limitations, this approach captures both the non-linearity of the load-displacement
behaviour and the relative stiffnesses of group piles much better than commonly used linear elastic predictions.
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2.2 Pile and load test details

Precast square concrete piles, 250 mm in width (B),
were driven to a depth of 6.0 m in the sleech. Reference
is made to the single pile S1 and pile groups G1 and
G2 as described in McCabe & Lehane (2006). The
groups comprised four ‘corner’ piles driven at the cor-
ners of a square of 1.0 m side after a ‘centre’ pile had
been installed at the centre-point of the square (Figure
2a). The average centre to corner pile spacing to width
ratio (s/B) was 2.8.

The single piles and pile groups were loaded in
compression using conventional Kentledge dead weight
(Figure 2b). The group piles were loaded through a
pre-fabricated steel cap standing �0.5 m free of the
ground surface (Figure 2a). All pile heads were
equipped with load cells and displacement transducers.
Load tests were carried out using a maintained load
test procedure, with increments not exceeding 15% of
pile capacity, in conjunction with a threshold ‘creep’
rate of 0.24 mm/hr.

3 OASYS SAFE FINITE ELEMENT MODEL

3.1 Validation of axisymmetric model

An axisymmetric model of pile group G1 was set up
in OASYS SAFE, in which the axis of the centre group
pile coincided with the axis of symmetry of the model
space (Figure 3). The four corner piles could not be
defined in discrete locations, so their spacing from
the pile group centre was represented by the circumfer-
ence of a cylinder of radius 2.8B. It is acknowledged
that the load-displacement behaviour of the corner piles
cannot be modelled in this way, but it was anticipated
(and subsequently verified) that the influence they
would have on the centre pile would nevertheless be
realistic. The centre pile (of square cross-section) was
modelled as a circular pile with an equivalent shaft area.

Shaft load on the corner piles was modelled by
applying shear stresses to the cylindrical surface, with
appropriate scaling for the difference in surface area
between four discrete pile shafts and the cylindrical
surface. Base load on the corner piles was modelled
by applying vertical pressures to a circular annulus at
a depth of 6.0 m, with equivalent scaling for base area.

Initial trials with the model, assuming a linear elastic
soil, indicated that the load-displacement response
predicted by SAFE for a single pile (i.e. when no load
is placed on the corner piles) was in excellent agree-
ment with predictions using the analytical linear elastic
solution of Randolph & Wroth (1978). Likewise,
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Table 1. Typical properties of the sleech.

Clay friction (%) 20 , 10
Fines content (%) 90 , 5
Water content (%) 60 , 10
Plasticity index (%) 35 , 5
Organic content (%) 11 , 1
Peak vane strength (kPa) 22 , 2
Yield stress ratio 1.1 to 2.0
Friction angle (o) 33 , 1
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Figure 1. Variation of Gsec/p�o with axial strain.

Figure 2a. Pile group configuration.

Figure 2b. Load test arrangement.
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when the centre and corner piles were loaded together
in a linear elastic soil, the load-displacement response
of the centre pile of the SAFE group was found to
agree very well with PIGLET (Randolph 2002) pre-
dictions. Both rigid and flexible caps were modelled.
These outcomes gave confidence that the approximate
model used was a reasonable method of accounting
for the interactive loads and settlements to which an
interior group pile might be subjected.

4 OASYS BRICK SOIL MODEL

The BRICK constitutive model (Simpson 1992) is a
non-linear elastic plastic soil model; the 3-D version
described in Lehane & Simpson (2000) was employed
here. OASYS provide a single element programme for
this model in addition to its inclusion in the SAFE
finite element code. The BRICK model requires spe-
cification of:

(i) prior stress/strain history of the deposit,
(ii) tangent shear stiffness (Gt) degradation with shear

strain (�), referred to as ‘string data’ and
(iii) compressibilities at very low strains and at higher

strains.

The material’s friction angle (��) is a function of the
specified Gt vs. � variation; see Simpson (1992).

Before applying the BRICK model to the FE prob-
lem, its ability to replicate measured triaxial behav-
iour was assessed using the single element BRICK
programme.

The stress history of the sleech was modelled as
normal consolidation (Ko � 0.5) with subsequent
swelling to the current in-situ overconsolidation ratio
of 1.2 (which was representative of the average value
in the sleech encountered by the piles). The BRICK
modelling of the triaxial test also accounted for the loss
in effective stress induced by sampling; see Figure 4.

The development of an S-shaped relationship
between tangent shear modulus (Gt) and shear strain
(�) was based upon a measured seismic shear modu-
lus (Go) of 10.5 MPa combined with the triaxial data
presented in Figure 1.

The final Gt-� relationship chosen was that which
offered the best prediction of the measured triaxial
behaviour – to include the angle of friction, undrained
stress path and the undrained strength � (Figure 4),
and estimate of Gsec/p� as a function of � (Figure 5).
Reasonable matches were obtained. Some deviation
between the measured and predicted Gsec/p� values
in triaxial extension is noted. This is partly because
of the assumption in BRICK that the shear stiffness
varies with the mean effective stress level (p�) at
all strain levels (noting that Go varies approximately
with p�0.5).

This S-shaped curve was then converted into the
‘string format’ shown in Table 2 (Go � initial shear
modulus).

Other parameters derived from triaxial and oedome-
ter testing are presented in Table 3. The values of �g
and �� were not measured, but the output was found
to be relatively insensitive to their values. The reader
is referred to Simpson (1992) and Lehane & Simpson
(2000) for a full description of these parameters.
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Figure 3. SAFE finite element mesh. -30
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5 STAGES OF ANALYSIS

The SAFE/BRICK analysis was carried out in a num-
ber of distinct stages to recreate as closely as possible
the sequence of events occurring at the site from soil
deposition to pile loading. These stages are identified
below:

(i) ‘Deposition’ of sleech from ground level to the
rigid (sand) boundary at 8.5 m depth

(ii) Transformation of the top 1.2 m of material
to ‘made ground’, treated as an elastic Mohr
Coulomb material with drained Young’s modulus
E � 25 MPa and friction angle �� � 33°

(iii) Transformation of appropriate elements along the
axis of symmetry into a linear elastic material
with the properties of concrete

(iv) Compressive pile loading was applied by impos-
ing pressure loads on line elements (on the head
of the centre pile and along corner pile shaft
cylinder and base annulus) and noting the corre-
sponding displacements. The load-displacement
behaviour reported in subsequent figures is rela-
tive to the start of stage (iv).

5 SAFE/BRICK RESULTS

5.1 Single pile S1

A direct comparison between the measured load-
displacement behaviour of single pile S1 and the cor-
responding SAFE/BRICK prediction is presented in
Figure 6.

The exactness of the agreement is somewhat fort-
uitous, given that the installation of the piles is not
modelled in SAFE/BRICK (i.e. the piles are wished-
in-place piles). Nevertheless, the single pile stiffness
is captured reasonably well up to 40 kN or approx-
imately two-thirds of the single pile’s capacity. Deviation
between prediction and measurement at higher loads
is partly due to the fact the SAFE/BRICK makes no
provision for slip at the interface between pile and
soil. Importantly, the non-linear shape of the load-
displacement curve is captured very well.

5.2 Pile group G1

Figure 6 also presents measurements and SAFE/
BRICK predictions of the load-displacement response
of the centre pile of group G1. The non-linearity of
the centre pile’s behaviour is modelled as well as that
of the single pile, and the measured ‘relative’stiffnesses
are also reflected accurately to loads well in excess of
typical working levels.

The significance of this result can be put in context
by comparing the non-linear predictions in Figure 6
with the linear elastic PIGLET predictions in Figure 7.
The PIGLET predictions assume a rigid pile cap, which
is consistent with the uniform settlement experienced
by all five piles of G1. Under a typical working load
of �30 kN, the single pile head displacement is
predicted correctly when a constant shear modulus
(G) of 3.5 MPa is assigned to the soil. However, at the
same load per pile head, and with the same value of
G assumed for the soil within group G1, Figure 7
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Table 2. BRICK string data.

Shear strain (�)
Step Gt/Go (� ‘string length’)

1 0.95 0.000001
2 0.80 0.000015
3 0.47 0.0001
4 0.15 0.0004
5 0.075 0.0009
6 0.035 0.004
7 0.025 0.011
8 0.015 0.03
9 0.005 0.06
10 0 0.1

Table 3. BRICK parameters.

Parameter Value Details

�/l � e 0.104 � � Slope of normal consolidation
line in void ratio (e) – mean
effective stress (p�) space

�/l � e 0.020 � � Slope of recompression line in
e–p� space

8 0.0017 Small strain equivalent of �, �
defined as p�/Kmax
(Kmax � small strain bulk modulus)

� 0.2 Poisson’s ratio
M 1.3 Drucker-Prager failure criterion
�g, �� 1.0 Effect of overconsolidation on soil

stiffness

0

10

20

30

40

50

60

70

0 1 2 3 4 5 6

Pile head displacement (mm)

P
ile

 h
ea

d 
lo

ad
 (

kN
)

SAFE/BRICK single pile

measured 
single pile S1 

measured centre 
pile of G1

 

SAFE/BRICK centre pile

Figure 6. Belfast load tests – measurements and SAFE/
BRICK predictions.
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illustrates that PIGLET overpredicts the settlement of
the centre pile by 75% and an corner pile ‘average’ by
33%. These overestimates lead to a predicted group
stiffness efficiency (�g) of 0.25 compared to the meas-
ured efficiency of 0.45 , 0.05 (McCabe & Lehane
2006). Such a gross underestimate of stiffness is a
consequence of the assumption of a linear elastic soil
stiffness in PIGLET, which leads to overestimates of
the extent to which piles interact under load.

Castelli & Maugeri (2002) recognized the import-
ance of soil stiffness non-linearity and proposed the
following expression for stiffness efficiency, based on
a modified ‘equivalent pier’ approach:

(1)

where D is the diameter of one pile and Dg is the diam-
eter of the plan area of a pile group (Dg � 2[Ag/*]0.5;
Ag � plan area of group). The empirical constant 

was back-figured from a database of pile group load
tests, with the authors recommending 
 � 0.15 for
design. However, application of eqn. (1) leads to an
unconservative �g � 0.79. The foregoing clearly illus-
trates the difficulties associated with a realistic pre-
diction of pile group settlement, and that realistic
predictions are only likely to be obtained when non-
linear constitutive soil models are used in conjunction
with an undiluted continuum analysis such as Finite
Element modelling.

While this simple SAFE/BRICK model is only cap-
able of predicting load interaction and not installation
effects, it still models the measured pile stiffnesses
well. The success of the prediction suggests that the
centre pile is not subject to significant additional instal-
lation effects over and above a single pile. McCabe &
Lehane (2006) have already demonstrated this experi-
mentally at the Belfast site by two independent methods:
(i) total stress sensors on the centre pile of G1 monitored

before, during and after group installation and (ii) by
loading one corner pile of a new group (G2) alone
and comparing with the single pile (S1).

5.3 Interaction factors

When loaded piles are in close proximity, their dis-
placement fields may overlap. The displacement inter-
action between piles is quantified by interaction factors
(�), where:

(2)

with wmax the displacement at the head of any loaded
pile and w is the displacement that this induces on a
neighbouring pile. McCabe & Lehane (2006) present
measurements of �, determined by loading one corner
pile of group G2 and monitoring the displacements
on the load-free piles.

However, � measurements are very scarce, and
approximations to � for design are often made by try-
ing to predict the decay of displacement w/wmax in the
ground around an isolated single pile – obviously
without the ‘reinforcement’ to the ground that nearby
piles would provide.

The measured values of � are shown in Figure 8 as
a function of the spacing normalized by the equivalent
diameter of a circular pile (Deq � 2B/*0.5), where
s/Deq � 0.5 represents the pile-soil interface.

The range plotted reflects small variations in �
with load level. Corresponding predictions of w/wmax
around a single pile using PIGLET and the SAFE/
BRICK non-linear model are also included.

It is clear that the SAFE/BRICK model produces a
more realistic estimate than PIGLET of the steep
decay of w/wmax with displacement from a pile, and is
consistent with trends shown by 2-D finite element
analyses performed by Jardine et al (1986). Within
the range of values attributed to the SAFE/BRICK
predictions in Figure 8, the value of w/wmax was
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found to reduce with both depth and increasing load
level – trends that would require further more detailed
investigation.

6 CONCLUSIONS

This paper highlights the strong bearing that soil stiff-
ness non-linearity has on the load displacement per-
formance of a pile group. In particular, it illustrates that
a 2D simplification of a pile group coupled with an
accepted non-linear constitutive model can yield more
realistic predictions than linear elastic models or other
empirical analyses.
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1 INTRODUCTION

Displacement piles, such as concrete prefabricated
piles, are often used for pile foundations. During the
installation of a displacement pile the soil around
the pile is pushed away and distorted. For a driven pile
the process is even more complex, due to vibrations
caused by the installation process. In engineering
practice the installation effects are accounted for in the
empirical or analytical design method. For more 
complex geotechnical constructions, especially in cases
with complex load combinations or strong interaction
with neighbouring structures, the use of the finite 
element method is common, in order to reach an optimal
and economical design.

However, when the modelling of displacement
piles is attempted in finite element code, the installa-
tion phase is often not taken into account. The occur-
rence of large shear strains and a significant stress
increase (see e.g. Salgado et al. 1998), combined with
the limited knowledge of the material behaviour around
a displacement pile, complicates the calculations and
leads to large differences between predictions and
measurements.

The total Lagrangian and updated Lagrangian
description are most used in geotechnical finite element
applications. The difference between the two is found in
the definition of the reference state for the body: at
t � 0 for the total Lagrangian or small strain approach
and the current geometry in the updated Lagrangian
formulation. The weakness of both methods is the
inability of tracking large deformations in the body.
The numerical integration scheme for acquiring the

displacements is only accurate or even stable for limited
distortion of the elements. However, in that regard the
updated Lagrangian method is an improvement upon
the total Lagrangian method.

Incorporation of pile installation effects in an small
strain numerical scheme are published by Van Niekerk
(1996) and Van Baars and Van Niekerk (1999). They
published a numerical method to calculate tension piles
while taking in account the installation effects by load-
ing the boundary of the mesh and additional traction
loads. However in both publications no insight is given
in the magnitude of the additional loads, only a remark
that horizontal stress should be between 1–2 times the
vertical stress.

To overcome the mesh distortions rezoning/remesh-
ing of the distorted elements is an option. This tech-
nique requires the remapping of all variables on the new
mesh, which can be a cause of additional errors. Hu &
Randolph (1998) presented a method which incorpor-
ate regular updating of the mesh and interpolation of
the stress and material parameters.

Another method to allow for large displacements is
the Arbitrary Lagrangian-Eulerian (ALE) scheme. In
an ALE approach the grid is not fixed to the material
or in space, the grid can move arbitrary, i.e. the mater-
ial flows independent from the grid. Element shapes
can be independently optimized from deformations,
therefore no mesh distortions will occur. For a full
overview one is referred to Gadala (2004) and its cited
references. This method is succesfully implemented by
Van den Berg (Van den Berg 1994, Van den Berg et al.
1996), who developed a constitutive model within the
ALE-framework to simulate the cone penetration test.

Numerical investigation into stress and strain development around a
displacement pile in sand

J. Dijkstra1, W. Broere1,2 & A.F. van Tol1,3

1Delft University of Technology, Delft, The Netherlands
2A. Broere BV, Amsterdam, The Netherlands
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ABSTRACT: This paper presents two methods for the modelling of the stress and strain developments in the
soil due to the installation of a displacement pile using the finite element method. The first is a workaround to
incorporate the pile installation phase into a small strain finite element method, in this case PLAXIS. The 
second is a simulation of the installation in an Arbitrary Lagrangian Eularian numerical scheme. The results of
both methods are compared with experimental results of a jacked pile in sand.
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Although this model is most promising, it relies on the
numerical stability of the Drucker-Prager constitutive
model. It proved to be difficult to obtain stable solutions
for the Mohr-Coulomb model. More recently similar
calculations are made with a commercial FEM program
(ABAQUS) which incorporates the ALE scheme.
Susila & Hryciw (1996) and Sheng et al. (2005) pub-
lished simulations of cone/pile penetration in sand.
Again the Drucker-Prager constitutive model is used
by Susila & Hryciw (1996). However, Sheng et al.
(2005) published calculation results for a critical state
model (CAM-Clay). They also reported that the
implementation of a flat pile tip seemed to result in
numerical unstable calculations. Therefore a conical
shape of the pile tip is used.

A special variety of the ALE method is the particle-
in-cell or material point method (Wiȩckowski et al. 1999
and Wiȩckowski 2004). Calculations in this method are
split into two phases. First the mesh is deformed in the
Lagrangian phase. This allows for the calculation of the
strain and stress increments. Secondly, in the convective
phase, a new position of the computational mesh is cho-
sen, and the velocity field is mapped from the body par-
ticles to the mesh nodes. The method shows to be very
powerful in solving difficult large strain frictional prob-
lems, like the silo problem.

In the following analysis a simple scheme to incorp-
orate the pile installation phase in a commercially
available small strain scheme (Plaxis, Brinkgreve et al.
2004) is proposed. Next the simulation of the installa-
tion phase itself is attempted in an ALE environment
offered by the freely available Tochnog package.

The first approach aims at the development of a
numerical model that includes the effects of pile
installation and subsequently calculates the bearing
capacity of the pile. However, it should also provide a
correct prediction of the load-settlement curve. The
second approach is aimed at a better simulation of the
installation process itself and focuses on the develop-
ment of stresses and strains around the pile as the
method does not allow for the subsequent derivation
of a load displacement curve.

For the time being stress wave effects are excluded
from both analyses. This implies the study is restricted
to jacked displacement piles in sandy soils, as no others
soils are considered.

The numerical results are compared to a centrifuge
pile load test performed by GeoDelft (Allard 1996),
as for this test all data was readily available. In this
test a 0.5 m diameter pile was continuously jacked
into a uniform saturated sand layer. The velocity dur-
ing this test was chosen sufficiently small that no
excess pore pressures were generated. During the
entire test both the total jack force and the base load
were recorded, and the shaft friction has been calcu-
lated from these measurements. Although the total
load capacity and the ratio of shaft friction over total

load capacity can be determined from the test, it
offers no data to determine the load-settlement curve
for the pile after installation. To this end, a separate
source for the load-settlement behaviour of displace-
ment piles has been found in the pile load tests docu-
mented by Plantema (1948). He presents the results
for a large number of good quality load tests on a simi-
lar sized pile jacked into place, which resemble the
test conditions in the centrifuge better than most
(driven) pile load field tests.

2 NUMERICAL SCHEME

2.1 Small strain

For the calculation in the small strain scheme the pile
and soil are modelled by 15-noded triangular elements
in a axisymmetric mesh. The boundaries are taken such
that their influence is negligible. The pile is already
embedded at installation depth at the start of the calcu-
lation, as Plaxis V8 does not allow for simulation of the
whole installation process. Between the pile and soil
elements an interface element is applied.

In order to overcome the limitations of the code the
pile installation process is simulated directly after the
initial stress generation by increasing the volume of
the pile cluster by volumetric strains or by prescribed
displacements at the pile-soil boundary. After that the
material of the pile cluster is replaced by the linear
elastic concrete material and the interface between
soil and pile is activated. The stress state obtained in
this way is maintained, but all displacements are reset
to zero. If prescribed displacements are used in the
first phase, a slight relaxation of the stress occurs as
the pile cluster material is activated and the prescribed
displacements deactivated. The last method offers more
flexibility, as the horizontal and vertical displacement
component can be set independently.

In initial calculations with the Mohr-Coulomb
model, in which dilatancy and pile expansion is not
taken into account, the mesh-dependency and influence
of the interface are investigated. From this analysis it is
found that a mesh consisting of 16 elements over the
height of the pile and four elements over the radius of
the pile tip and including interfaces between pile and
soil is the sufficiently fine to model the problem.

The influence of the interface strength reduction is
considered next. The pile-soil friction d has been
measured in model tests and corresponds with an
interface reduction factor of approximately 0.75.

In order to overcome numerical problems during
the first pile expansion phase no dilatancy has been
used in this phase and dilatancy of the pile-soil inter-
face has been activated only during the simulation of
the pile load test. In all calculations after the pile
expansion, a pile load test has been simulated and the
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bearing capacity has been determined at failure, as
well as after 10 mm of pile settlement.

2.2 ALE

Another method to simulate the pile installation
process prior to the “bearing capacity” calculations is
to use a numerical scheme which is better suited to
large strains. The Arbitrary Lagrangian Eulerian
scheme allows this as the mesh can move independently
from the material. Here the method of Van den Berg
(1994) is followed. The mesh is chosen to be fixed
and the material flows through the mesh, strictly
speaking the method is Eulerian, although still a spe-
cial version of ALE.

For the present calculations the open source pack-
age Tochnog (http://tochnog.sourceforge.net/) has
been used. In this package stress and strain fields are
assumed to be continuous over the whole element and
the unknowns are stored in the nodes as opposed to in
the integration points. The latter is the case in most
other finite element applications. Additionally in
Tochnog the nodal and material displacements can be
uncoupled, thereby creating an Eulerian description.

The full penetration of the displacement pile in
sand is simulated. The mesh and geometrical boundary
conditions are given in Figure 1. The soil is pushed
along the pile, instead of the pile being pushed into
the soil. Therefore, a partially embedded pile, 5 m
embedment, with a prescribed slide geometry at the
boundary of the pile is added. The strength reduction

of this slide geometry is set at 0.75, equal to the small
strain calculations. At the lower side of the mesh a
material velocity of 0.035 m/s is applied. This rather
low velocity is derived from the model penetration
velocity during pile installation in the model test. The
total prescribed displacement is 15 meters. The initial
vertical and horizontal stress is �50 kPa, resulting in an
initial K0 � 1.

Only during the calculations a realistic K0 is reached.
However, no additional measures are taken to model
pile installation other then the Eulerian scheme and
the large prescribed displacements. It is not attempted
to simulate the susbsequent pile load test.

3 CONSTITUTIVE MODEL

3.1 Small strain

In order to improve the obtained load-settlement curve
of the pile used, a hyperbolic model with a seperate
unloading-reloading modulus is suggested by several
authors (e.g. Wehnert & Vermeer 2004). In the current
study the Hardening Soil (HS) model Brinkgreve et al.
(2004), is used. Parameters for the model have been
derived from the Mohr-Coulomb parameters, which are
reported for the pile load test on the assumption that the
E50 for the HS model is equal to the Young’s modulus E
of the MC model at the tip of the pile, and that the
unloading-reloading modulus Eref

ur is 3 � Eref
50.  The result-

ing parameters are again listed in Table 1. The phreatic
level is equal to the surface level, simulating fully sat-
urated conditions.

The calculations with the HS model and pile
expansion are made for fine meshes with interfaces.
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Figure 1. Mesh and geometrical boundary conditions for
ALE calculation, measures in meters.

Table 1. GeoDelft centrifuge test soil parameters for the
MC and HS models.

MC HS 
Name Symbol model model Unit

Saturated gsat 20 20 kN/m3

volumetric 
weight
Cohesion c 1 0.1 kPa
Friction angle f 37 37 °
Dilatation angle c 7 7 °
Young’s modulus E 1 � 104 – kN/m2

Poisson ratio n 0.3 0.2 –
Reference E50 – 1.1 � 104 kN/m2

stiffness
Oedometer Eoed – 9.6 � 103 kN/m2

reference
stiffness
Unloading Eur – 3.3 � 104 kN/m2

reference
stiffness
Power m – 0.5 –
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An interface strength reduction factor of 0.75 has
been used. For the pile expansion process first the
volumetric strain method is investigated and subse-
quently the prescribed displacements.

3.2 ALE

Some authors report stability issues with the Mohr-
Coulomb model in an ALE environment (e.g. van den
Berg, 1994). Therefore, the pile penetration tests in
Tochnog are performed with the Drucker-Prager
model. An additional tension cut is added to prevent
tension in the material. The input data is taken from
Table 1. Again in this case the phreatic level is set on
the surface level, simulating fully saturated conditions.
A dilatancy angle of 8° is used, as this does not intro-
duce numerical errors in contrast to the small strain
analysis, where a high dilatancy would lead to nuemri-
cal errors and premature failure of the calculations.

4 RESULTS

4.1 Small strain

The results from the calculations using volumetric
strains to simulate pile installation are given in Figures 2
and 3. Here the volumetric strain, interface strength
reduction and the dilatancy of the soil are varied. As
can be seen from the graphs, the cases with 50% vol-
umetric strain yield load capacities close to the load
capacity observed in the centrifuge test, at a vertical
displacement of 100 mm. Also, the load-settlement
curve shows a clear failure load capacity, instead of
an ongoing increasing load capacity with increasing
deformation.

Still, the distribution of the total load over shaft
friction and base resistance is not in accordance with
the centrifuge test. The shaft friction is invariably too
high, the base resistance still low. A possible cause is the
relatively high prestressing around the shaft as com-
pared to the amount of prestressing near the pile tip.

This can be improved with prescribed displace-
ments at the interface between pile and soil. This
allows for different amounts of expansion to be used
in the horizontal and vertical directions, in contrast to
the method using volumetric strains. The load-
displacement curves for several combinations of pre-
scribed displacements are given in Figure 4. The
resulting shaft resistance and base resistance are very
sensitive for the magnitude of the prescribed horizon-
tal displacement (�ux), variations of vertical displace-
ments (�uy) have much less influence on the results.

The shaft friction found with �uy � 50 mm is too
high, although, the base resistance is close to that
observed in the centrifuge test. Therefore it was decided
to perform several calculations with prescribed hori-
zontal displacements less than 50 mm. Figure 5 shows

the load-settlement curves for these cases. The case with
a horizontal prescribed displacement of 15 mm and a
vertical prescribed displacement of 1.5 m fits the cen-
trifuge test results best. Both the shaft friction and base
resistance are predicted to within 5%.

4.2 ALE

Figures 6(a) and 6(b) shows the distribution of the ver-
tical and shear stress after 3.5 meters of displacement
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Figure 2. Load-displacement curves for meshes with an
initial volume strain of the pile volume, fine meshes with
interfaces (R � 1 and 0.75) along the pile, for HS material
with c � 0°.

Figure 3. Load-displacement curves for meshes with an
initial volume strain of the pile volume, fine meshes with
interfaces (R � 1 and 0.75) along the pile, for HS material
with c � 4°.

Figure 4. Load-displacement curves for meshes with an
initial prescribed displacement �u at the border of the pile
volume, compared to the case of 100% initial volume strain,
fine meshes with interfaces (R � 0.75) along the pile, for
HS material with c � 0°.
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respectively. In Figures 7(a) and 7(b) the shear and
volumetric strain are depicted for the same situation.
The stress plots clearly show a stress concentration
directly under the pile tip and on the pile corner.
Directly under the pile tip a vertical stress of 6 MPa is
readed. The overall stress distribution is similar to the
small strain calculations. After full pile installation,
i.e. after 15 meters of pile displacement, the bearing
capacity of the pile tip is derived from the vertical
stress distribution and the area of the pile tip. The
mean stress per element is multiplied with it’s area.
This yields a pile tip bearing capacity of 1.25 MN, or
approximately 97% of the experimentally observed
value. When the shaft resistance is derived from the
mobilized shear stress in a similar manner a shaft
capacity of 1.1 MN is found for the first 5 meters, as
only an embedment of 5 meters is modelled. If a 
linear extrapolation to the remaining 10 m is made,
the total shaft capacity is estimated at 2 MN. This
overestimates the experimental results by 78%.

In the plot of the shear strains it becomes apparent
that after 3.5 meters of pile displacement the soil near

the upper part of the mesh is still undisturbed. In
Figure 7(a) it can be seen that the height of the disturb-
ance zone is indeed 3.5 meters. The same is observed
in the plot of the volumetric strains. The maximum
magnitude of the strains is exceeding 150%.

5 DISCUSSION

Both models leave something to be improved. In the
ALE environment it is difficult to get results using
advanced soil models, or even the MC-model, and it is
problematic to include a free soil surface. In small strain
FE code large strains are not considered and the instal-
lation process is modelled very schematically at best.

This suggests that a combination of the best of both
models could be a viable option, using the ALE large
strain approach to determine the stress change due to
the pile installation and a small strain/Lagrangian
approach to deal with the complex soil models and
model the pile load test. An implementation of the
Material Point Method could be the solution that offers
this combination. For the current engineering practice,
however, combining the ALE and small strain method
could be a short term solution.

6 CONCLUSIONS

In the small strain model a calculation scheme was
selected in which the stress increase due to pile instal-
lation is modelled with a few relatively simple steps.
First the initial stress field is calculated for the axisym-
metrical situation in which no pile is present. In this
situation, prescribed displacements are applied to the
volume of soil that will represent the pile. At the pile
shaft, a prescribed horizontal displacement equal to
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Figure 5. Load-displacement curves for meshes with an
initial prescribed displacement �u at the border of the pile
volume, compared to the case of 50% initial volume strain,
fine meshes with interfaces (R � 0.75) along the pile, for
HS material with c � 0°.

Figure 7. Calculated strains from ALE simulations.

Figure 6. Calculated stress from ALE simulations.
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7.5% of the pile radius is applied. At the pile tip, a
prescribed vertical displacement equal to 7.5 times
the pile radius is applied. After this prescribed dis-
placement is applied, the properties of the soil volume
representing the pile are replaced by the properties of
the concrete pile and all calculated displacements are
reset. These two steps combined simulate the pile
installation. After pile installation a load is applied to
the top of the pile and the load capacity is calculated.

In the Arbitrary Lagrangian Eulerian environment
the complete pile installation phase is simulated by 
15 meters of prescribed displacements. From the final
vertical and shear stress distribution the tip and shaft
resistance has been determined. The modelling of the
pile test itself is not attempted.

The results of both methods indicate the need for
improvements. The combination of the stress change
found in the pile installation simulation in the ALE
calculations with the capability of the more complex
soil models in the small strain methods could offer a
solution to the current engineering problems.
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1 INTRODUCTION

Soil-structure interaction problems such as shallow and
deep foundations often involve interface behaviour. In
the case of deep foundations such as vertical piles the
soil-structure interaction includes the shaft capacity
mobilised at the interface layer existing between the pile
and the surrounding soil and the base resistance at pile
tip. These are the two factors that define the axial capac-
ity of the structure.

In this paper results on the modelling of the
mechanical behaviour of a single pile in sand during
pile tests are presented. The general strategy adopted to
simulate the pile test is first described. This includes:
(i) the definition of the mechanical properties of soils
and interfaces moving from field and laboratory data,
(ii) the definition of the initial conditions following
the installation process and (iii) the constitutive and
numerical modelling of the soil-pile interface (where
almost all the non linearity of the problem is concen-
trated). The first point deals with the choice of the rele-
vant geotechnical data. The second point is tackled
adopting the design method proposed by Jardine &
Chow (1996) for jacked and driven piles. The third
point copes with the formulation of a constitutive
model for the interface. For axisymmetric FE calcula-
tions MEPI model (De Gennaro & Frank 2002) is con-
sidered to reproduce the elastic-plastic behaviour of the
pile-sand interface. The model, implemented in the
FEM code CESAR-LCPC, is associated to 8-nodes
thin layer element (Desai et al. 1984). For 3D calcula-
tions an oriented failure criterion based on Mohr-
Coulomb failure condition and non-associated ideal
plasticity (i.e. elastic perfectly-plastic behaviour) is
adopted (Frank et al. 1982). The model is associated
to a 20-nodes element. Existing differences between

the two models is briefly outlined. Results of FE calcu-
lations adopting both axisymmetric and the 3D config-
urations are then compared with field data from pile
test. Special emphasis is put on the role of the non-
associativity in the interface constitutive modelling
and on the effect of interface dilatancy.

2 PILE TEST

The pile test analysed is that performed by Chow (1997)
in Dunquerke. Measurements were obtained using a dis-
placement pile fully instrumented designed at Imperial
College by Bond (1989). We summarise in the following
paragraphs the geotechnical data and the test conditions
considered in view of numerical analyses using FEM.

2.1 Geotechnical data

The horizons encountered in Dunquerke consisted of a
top layer of hydraulic fill up to about 4 m depth and the
Flandrian sand formation from 4 m to 30 m depth. The
Flandrian sand horizon is interrupted at 7.6 m depth by
an organic layer, 0.6 m thick. The water table was found
at a depth of 4 m (Chow 1997).

Densities were assessed by means of CPT tests, that
revealed dense sand (ID � 0.75), with a net reduction in
density in the organic layer. The hydraulic fill had
ID � 1, the corresponding bulk densities were
� � 17.1 kN/m3 above the water table for the hydraulic
fill, and g � 19.9 kN/m3 below the water table, within
the Flandrian sand formation. The instrumented pile is
sketched in Figure 1. The cylindrical steel pile was
0.102 m in diameter and 7.4 m in length. The pile tip was
close-ended with a 60° conical shape. Four instrumented
clusters allowed the simultaneous measurements of
axial load, total radial stress sr and shear stress srz.

Axisymmetric and 3D analyses of pile test using FEM

V. De Gennaro, I. Said & R. Frank
Ecole Nationale des Ponts et Chaussées (CERMES, Navier Institute), Paris, France

ABSTRACT: This study focuses on the modelling of the mechanical behaviour of single piles in sand during
pile tests. The Finite Element Method (FEM) is used to simulate pile test. Numerical analyses are performed
using axisymmetric and 3D geometries. Two specific points are addressed: (i) the reproduction of the installa-
tion effects prior to the loading phase in the case of jacked and driven piles and (ii) the simulation of the load-
ing phase accounting for an accurate description of the interface behaviour. The validity of the approach is
verified against field data results from an available pile test.



The clusters were spaced about 1 meter along the shaft,
starting from a distance of 0.2 m from the pile tip.
Data treatment of the axial loads recorded in the four
clusters allowed to calculate the average shear stress
fs between two clusters.

2.2 Installation effects

Following Chow (1997), pile installation was per-
formed by means of successive jack strokes using a
hydraulic jack. During each stroke pile head was dis-
placed at a constant rate of 600 mm/min. Once the
installation performed, a period of stress equalization of
about 15 hours was observed. This time was assessed as
the time necessary to get almost complete stabilization
of the radial effective stress. An overall increase of the
radial effective stress ���rc after installation was
found in the four clusters at the end of the equalization
period. Values of ���rc were comprised between 5 kPa
and 117 kPa moving from the top cluster down to the
bottom cluster (near the pile tip), respectively.

In order to consider this installation effect on the
radial stress, Jardine & Chow (1996) and Chow (1997)
proposed the following empirical formula to quantify

the final value (after equalization) of the radial stress
along the pile shaft:

(1)

where h is the vertical distance from the pile tip, R the
pile radius, ��vo the effective vertical stress, ��rc the radial
effective stress at the end of installation and qb the net
cone resistance from CPT.

Note that installation effects on the shaft friction (i.e.
residual shear stresses) were not considered in the fol-
lowing analyses. The numerical calculations presented
in the next sections only accounted for the installation
effects on the radial stress, described by equation (1).
The quantification of the installation effects on residual
shaft friction will certainly deserve further studies.

3 FEM MODELLING

Finite element analyses were performed using CESAR-
LCPC code (Humbert, 1989). Both axisymmetric and
3D numerical modelling were performed, with the aim
to compare results in terms of load-settlement curves.
In both cases simulations required a specific treatment
of the interface layer, in terms of constitutive models
and contact finite elements. Details of the assump-
tions related to numerical and constitutive modelling
will be discussed further in the next sections.

3.1 Constitutive modelling

During simulations, Flandrian sand from Dunkirk was
considered elastic perfectly-plastic, obeying the Mohr-
Coulomb failure criterion. The mechanical parameters
for the Flandrian sand were obtained from the triaxial
data by Kuwano (1996), reported by Chow (1997). The
elastic parameters were: Es � 200 MPa and �s � 0.3.
At failure, neglecting cohesion, the internal friction
angle was �� � 37° and the dilatancy angle was 	� �
12°. Linear elasticity was considered for the IC steel
pile, with Ep � 195 GPa and �p � 0.28.

For the soil-pile interface modelling, two constitu-
tive laws were considered. The first law (Oriented
Criterion, OC) involves elastic perfectly-plastic behav-
iour, assuming the Mohr-Coulomb failure criterion and
non-associativity (Frank et al. 1982). The second con-
stitutive law for the interface was that proposed by De
Gennaro & Frank (2002), admitting non-associated
elastic-plastic behaviour (MEPI model).

Both interface laws consider the two components
of stresses �n and �, perpendicular and parallel to the
interface layer as the conjugate stress variables of the
normal and vertical relative displacements of the inter-
face (state variables). The two stress components are cal-
culated in each integration point as a projection on the
directions perpendicular and parallel to the interface
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Figure 1. The Imperial College instrumented pile (Chow
1997).



layer of the general stress tensors acting in this point.
Uncoupled linear elastic behaviour is considered in the
tangential and perpendicular directions to the inter-
face. The normal stiffness Kn and the tangential stiffness
Kt allow to define the stress-displacement relation-
ships in elasticity. Following the classical finite element
approach, stresses and strains at the interface are correl-
ated directly by a constitutive matrix. It’s easy to verify
that interface elastic stiffness Kn and Kt can be derived
considering the interface thickness t as a scaling fac-
tor. If a linear elastic behaviour is admitted fictitious
values of the Young’s modulus E and the Poisson’s coef-
ficient � are then obtained (e.g. Hohberg & Schweiger
1992, Sharma & Desai 1992). Referring now to the plas-
tic behaviour, the OC law admits the plastic parameters
of the standard Mohr-Coulomb failure criterion (i.e.
cohesion c�, friction angle �� and dilatancy angle 	�).

For the sake of space only the general features of
MEPI model are outlined, more details can be found in
the given reference. Plastic hardening is introduced by
means of an extended Mohr-Coulomb yield locus
including deviatoric hyperbolic hardening. The plastic
tangential displacement ut

p is the hardening variable.
The plastic flow is derived from the original Cam clay
model, considering the classical plastic potential func-
tion suggested by Schofield & Wroth (1968). Basically
MEPI model needs three friction parameters to be
determined: the coefficient of friction at failure �f, the
initial friction coefficient �o (elastic domain) and the
friction coefficient �co at phase transformation (con-
tractancy/dilatancy threshold). Two additional param-
eters are needed to control the hardening function and
the evolution law of dilatancy. Zero dilatancy rate at
large tangential displacements is one of the key behav-
ioural features introduced in MEPI model. This avoid
unrealistic increase of the normal stress due to exces-
sive dilatancy during interface shearing

For both constitutive laws data from Kuwano (1996),
who performed some interface direct shear tests on Flan-
drian sand, were used to identify the constitutive param-
eters. The parameters are summarised in Table 1.

3.2 Axisymmetric modelling

Pile test modelling entailed the discretisation of the
soil-pile system by eight-node rectangular isopara-
metric finite elements.

3.3 Axisymmetric modelling

Pile test modelling entailed the discretisation of the soil-
pile system by eight-node rectangular isoparametric finite
elements. Given the geometry of the problem (Fig. 1),
the axisymmetric finite element mesh was defined by
taking a radial vertical section cut of the pile and the soil
(Fig. 2a). The extension of the investigated domain was

set at 30 m in the vertical direction and 22 m in the radial
(horizontal) direction (moving from the pile axis), in
order to reduce boundary effects on the numerical results
obtained. Standard displacements constrains were
imposed on the outer boundaries, that is: radial displace-
ments equal to zero on the vertical boundary and vertical
displacements equal to zero on the bottom boundary.

The soil was discretised by means of 1352 axisym-
metric isoparametric 8-nodes elements, 100 pile elem-
ents and 50 interface elements. The total number of
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Table 1. Constitutive parameters.

Interface Soil
Parameters MEPI OC MC

E (MPa) – 1.5 200
� – 0.11 0.3
��(°) – 28 37
	 (°) – 10 10
Kn (kPa m�1) 288000
Kt (kPa m�1) 144000
�f 0.51
�co 0.1
�o 0.01
A 0.003
B 15
t (mm) 3

Figure 2. (a) Axisymmetric mesh and boundary condi-
tions; (b) 2D interface element.



nodes was 4389. The interface layer was t � 3 mm in
width (12 times D50 of the sand) and its behaviour was
simulated using eight-nodes thin-layer elements ori-
ented parallel to the pile shaft (i.e. � � 90°) (Fig. 2b).
The aspect ratio L/t of the interface elements (L/t �
48) was chosen in order to better reproduce the jinter-
face behaviour and avoid numerical ill-conditioning
related to the degeneration of the Jacobi matrix com-
ponents (e.g. Pande & Sharma 1979, Hohberg &
Schweiger 1992, De Gennaro & Frank 2005). In order
to describe the interface behaviour the MEPI model
or the OC law were associated to these elements.

3.4 3D modelling

The mesh used for the 3D modelling of the pile test is
shown in Figure 3a. Symmetry conditions with respect
to the pile axis in terms of loading and geometry allowed
the analysis of a sector representing one fourth of the
entire three-dimensional space.

The boundary limits of the cylindrical-shaped domain
were extended at 1.25 times the pile length below the pile
tip and 15 times the pile diameter in the radial direction.
A total of 2256 parallelepiped 20-nodes elements were
used for the soil, including 37 interface elements. The
pile was discretised by means of 188 triangular 15-nodes
elements. The total number of nodes was 10979.

In analogy with the axisymmetric case, the interface
layer was simulated by means of 3D thin-layer elements
oriented parallel to the pile shaft (Fig. 3b). This con-
dition was fulfilled assuming the normal vector n � (nx;
ny; 0), where nx and ny are the components of the nor-
mal vector in the x-axis and y-axis, respectively. The
aspect ratio relevant to the simulation of the interface
layer is again the ratio L/t. With the same arguments
already discussed for the axisymmetric case, numerical
ill-conditioning depends on the modification of some

elements of the Jacobi matrix where the ratio L/t appears.
An aspect ratio L/t � 67 was found to ensure a consis-
tent response of the interface elements in terms of mobi-
lized shear curves. The interface thickness was assumed
equal to 3 mm as in the axisymmetric calculations.
The mechanical behaviour of the interface layer was
reproduced using the OC law and the two components
of stress �rr and �rz (Fig. 3b) acting in the interface layer.
The same mechanical parameters adopted for the
axisymmetric analyses were assumed (Table 1).

4 RESULTS

All the analyses were performed after previous ini-
tialisation of the state of stress to the effective stresses
derived from the pore pressure profile (with the water
table at 4 m depth).

For the axisymmetric analyses equation (1) was con-
sidered to initialise the values of the radial stress along
the pile shaft and take into account the effect of jacking.
The installation effect on radial stress due to jacking
was disregarded in the 3D analyses. The change in base
resistance QP after installation was imposed assuming
the value of the axial load obtained at the end of the
equalization period (QP � 50 kN, Chow 1997). During
the initialisation phases only the soil was considered,
no interface constitutive models were introduced.

Moving from the initial conditions obtained during
the previous numerical modelling, compression loading
was performed imposing a total vertical displacement
of 8 mm to the pile head by successive increments.
Before the compression loading interface models were
activated in the interface thin-layer elements. For
axisymmetric analyses both interface constitutive laws
were used. In 3D analyses only the OC law was used to
simulate the interface behaviour. Results of the analyses
carried out are presented in the next two sections.

4.1 Axisymmetric analysis

Figure 4 shows the results of axisymmetric analyses
in terms of average shear stress and normal stresses
mobilised along the pile shaft during the piles test.
FEM predictions in terms of mobilised average shear
stress are compared with the experimental measure-
ments obtained from the four instrumented clusters
located along the IC pile (Fig. 4a). The agreement
between numerical prediction and field measurements
is rather satisfactory, in particular when MEPI model
was used to describe the interface behaviour. Note that
the experimental curves start from a residual negative
shear stress due to the relaxation of the soil-pile system
after jacking. As mentioned earlier, shear stress changes
on the pile shaft due to jacking were neglected in FEM
calculations during the initialisation phase.

The scatter between measured and predicted values
increases when the OC law is used for the soil-pile
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Figure 3. (a) 3D mesh and boundary conditions; (b) 3D
interface element.



interface. Increasing values of the average shear stress
at the interface and absence of shear stabilisation at
failure are observed. Figure 4b furnishes a key of inter-
pretation of this situation. Increasing shear stresses
result from the over-predicted dilatancy of the inter-
face layer. In other words, the highly dilatant behav-
iour predicted by the Mohr-Coulomb non-associated
criterion, constrained by the surrounding soil stiffness,
results in a continuous increase of the radial stress (nor-
mal to the pile shaft) and, consequently, of the shear
stress. This situation is not encountered in the case
of numerical simulations obtained using MEPI model
since the latter allows for dilatancy stabilisation at large
relative tangential displacements.

Figure 5 shows the results of the numerical predic-
tion of the axial capacity of the pile during the test.
Pile head load (QT) and base resistance (QP) are plot-
ted vs pile head displacement and are compared with
results from the numerical simulations.

Although values are slightly underestimated, the
predicted total load-settlement curve compares well
with the experimental one, showing similar trend.

The result obtained assuming the OC law at the
interface also compares quite well with field data, even

though the general trend of the load-settlement curve
seems to suggest that failure condition (plateau) is far
to be attained. Again the effect of the constrained dila-
tancy is believed to be at the origin of this behaviour.

As a concluding remark, a big scatter appears
between the measured QP at failure (about 92 kN) and
the predicted one (about 50 kN), the latter corres-
ponds to the same value imposed during the initialisa-
tion phase. It’s readily apparent that no mobilisation of
the base resistance is predicted by the numerical sim-
ulations, irrespective of the interface model adopted. It
seems likely that the base load is transferred to a highly
compressible material, whereas the overall effect of
jacking is very likely the opposite, resulting in a densi-
fication and a reduced compressibility of the soil below
the pile tip.

4.2 3D analysis

Results of the 3D analysis of the same pile test are
presented in Figure 6 in terms of pile head load (QT)
and base resistance (QP) plotted vs the pile head dis-
placement. As already mentioned, 3D numerical analy-
sis was carried out assuming only the OC law for the
interface layer. The results are in good agreement with
that obtained performing the same calculation assum-
ing axisymmetric conditions. It can be observed that
also in this case numerical prediction over-estimates
the total capacity of the driven pile. Furthermore, no
signs of stabilisation on a final plateau (failure condi-
tion) are apparent. The over-predicted dilatant behav-
iour of the interface seems to be again at the origin of
such a behaviour.

Surprisingly, the base resistance QP predicted using
the 3D numerical modelling is well captured. The
mobilisation of the base resistance during loading is
readily apparent from the curve in Figure 6.
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At the end of the simulation of the pile test the pre-
dicted base resistance value is practically equal to the
experimental value.

We conclude showing in Figure 7 the total dis-
placement field around the pile for an imposed pile
settlement of about 1 mm. By inspecting the curves of
mobilised shear stress and the load-settlement curves
we can recognise that the total displacement field can
be assumed roughly representative of the serviceabil-
ity state of the structure. The vertical settlement of about
1 mm corresponds to 1/3 of the mobilised total load
QT. As expected, displacements are localised around
the pile. The extension of the zone increases approach-
ing the surface, we also observe a rapid decrease
of the displacements following the radial direction.
Displacements are zero at about 7 diameters from the
pile axis.

5 CONCLUSION

The numerical analyses of the compression test of an
instrumented pile jacked into sand have been pre-
sented. Both axisymmetric and 3D conditions were
analysed using FEM.

A specific treatment of the interface layer in terms
of constitutive and numerical modelling has been pro-
posed and its importance has been clearly illustrated.
The proposed approach predicts results in good agree-
ment with the pile test data.

A further step will consist in implementing and val-
idating MEPI model in the 3D version of CESAR-LCPC
code. To this scope, a generalisation of the model to
the 3D space will be necessary.

Installation effects were tentatively accounted con-
sidering empirical relationship available in literature.
Only the change in radial stress around the pile, consecu-
tive to jacking was considered in this study. Similar cor-
relations could be used to reproduce the installation
effects in terms of residual skin friction.
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1 INTRODUCTION

Fully instrumented pile load test is an effective way to
verify the pile performance and evaluate the uncer-
tainties of in-situ soil profiles and parameters, and load
transfer characteristic that are much dependent on pile
installation effects. Types of pile load tests in com-
mon practice include static load test, statnamic and
pseudo-static tests, Osterberg-cell test and dynamic
pile test. The essential information provided by a pile
load test includes the load-settlement responses, axial
load distribution, shear stress load transfer character-
istics and structural integrity of the pile as constructed.
With reliable vibrating wire strain gages and telltales
embedded in bored piles, detailed information on the
pile/soil load transfer response can be obtained in a
proper instrumented pile load test.

For the ultimate pile load test to 3 times working
load, when the shaft resistance is fully mobilized, and
end bearing resistance is adequately mobilized, the
determination of unit shaft friction of the soil layers and
unit end bearing from the instrumented data to validate
the pile design is fairly straightforward. However, when
the tested pile fails prematurely, either as a result of soft
toe created during installation; or when the loading sys-
tem is inadequate and the pile cannot be loaded to ulti-
mate capacity, the interpretation and extrapolation of the
test data to ultimate pile capacity can be quite difficult.

This paper illustrates how the pile response can
be simulated in the FEM modeling to give insight into
the failure mechanisms, and how the test result can be
extended numerically when the capacity of test setup
had been exceeded.

The FEM study of the pile load test is conducted
using 3-dimensional axisymmetric finite element analy-
sis by means of the commercial computer program
PLAXIS version 8.2 (2002). Undrained analysis is
performed and Mohr-Coulomb soil model with 15 node
elements is adopted for the relatively stiff soils and
weak rocks where the pile end was embedded. Medium
mesh setting was used with the boundary at 30 m away
from the test pile to ensure minimal boundary effects on
the analysis. To enhance accuracy in the analysis, the
meshes 5 m around the test pile area are further refined.

It is well known that for that while loading a pile, the
shaft friction will first be mobilized, the pile movement
will increase almost linearly with the load increase.
When the shaft friction is fully mobilized, the end
bearing of the pile will be increasingly mobilized to
take the part of the load that exceeded the capacity of
shaft friction. Normally the load settlement curve will
begin to show a sharper bend at this location of the load
settlement curve of the pile. Since end bearing involves
the volumetric compression of the soil bulb around
the pile toe, plunging response of the load settlement
curve is quite unlikely to occur in piles with good toe
condition. A sharp plunging behavior is indicative of
piles with poor end bearing problem (like a soft toe).

2 CASE STUDY

2.1 Description

The proposed extension of AYE expressway involved
a working load O-Cell test of a 1.5 m diameter bored

Interpretation of pile load test failure using FEM simulation

S.A. Tan & T.Y. Bui
Centre for Soft Ground Engineering, Department of Civil Engineering, National University of Singapore, Singapore

ABSTRACT: This paper examines two cases of instrumented piles that did not performed as intended. The
first case is an O-cell test of a 1500 mm large diameter bored pile. The pile could not be loaded by the O-cell to
its required test load of 1.5 times working load of 18.5 MN. The upper part of the shaft resistance was not fully
mobilized at the end of test. The second case is the simulation of a conventional top loaded 1200 mm bored pile
installed by the slurry method that has a significant soft toe layer resulting in a plunging failure at 2.5 times its
working load at 25 MN. Using the FEM model to simulate the pile response, brittle plunging failure can be illus-
trated that correspond to the measured pile response at the time of failure. Also the model can be extended to
see how the pile would have performed if there were no soft toe at the base of the pile.
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pile in a Jurong Formation residual soil in Singapore.
The load test stop short of the specifications of 1.5 WL
(18.5 MN). To address concern over the load test inter-
pretation, a FEM model of the O-Cell test was done to
estimate what would be the test pile performance if it
had been loaded to 1.5 WL in a conventional top
down load test with kentledge system.

The 1.5 m diameter test pile is a cast-in-situ concrete
bored pile of 24.6 m long. The O-cell was installed at
7.0 m above the pile tip where it was estimated that
soil resistance above and below this level would be
nearly equal. The O-cells were pressurized to push the
pile upwards and downwards, with load applied in the
Quick Load Test Method as given in ASTM D1143
(1978). Altogether 6 loading increments up to 10.5 MN
were applied to the O-cell, at which point the O-cell
had reached its maximum capacity.

The subsurface soil profile belongs to the Jurong
Formation of Singapore consisting of weak sedimen-
tary rocks and residual soils of sedimentary origin
(Leung, 1996). The soil profile and properties at the
site is summarised in Table 1.

2.2 FEM study

Figure 1 shows the finite element mesh adopted in the
present study. The O-cell part of the pile is simulated
as solid elements of about 100 mm thick in accor-
dance with the extension range of the O-cell assem-
bly. When the O-cell assembly is not in operation
such as in the case of static load test with load applied
at the pile top, the material properties of the O-cell are
made identical to those of pile materials (i.e. con-
crete). When the O-cell is in use, its material proper-
ties are deactivated so that the interaction between the
shaft upward and downward movement as well as the
tip movement of the pile can be de-coupled.

Three assumptions made to reconstruct the equiva-
lent head-down load-settlement curve at the pile top
from an O-cell load test results are as follows:

• The shaft resistance-movement curve for upward
movement of the pile is the same as the downward
movement of a conventional head-down static pile
load test.

• The end bearing load-movement curve obtained
from an O-cell test is the same as the end bearing-
load movement component curve of a conventional
head-down test.

• The pile is assumed to be rigid so that the top and
bottom have the same movement but sustaining
different loads.

By adding the shaft resistance to the end bearing at
the same movement, a single point on the head-down
equivalent load-settlement curve is obtained. The
equivalent head-down load-settlement curve can then
be determined by repeating this step for all data. If
either the upper pile shaft resistance or the lower pile
end bearing has reached its ultimate state before the
other, hyperbolic extrapolation is usually applied by
constructing the linear regression equation to fit the
movement/load versus movement curve of either com-
ponent that needs to be extrapolated. The virtue of the
application of FEM analysis is that the load applied by
O-cell on either component of the pile can be simu-
lated to increase continually even if one or the other
component has reached its largest measured value.
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Table1. Soil profile and properties.

Depth g E_ref cu
to Name (kN/m3) v– (kN/m2) (kN/m2)

1.2 Fill 18 0.3 2000 10
2.7 S/YB/S/Silt01 16 0.4 6000 16
4.2 S/YB/S/Silt02 16 0.3 15000 40
5.7 VS/RB/S/Silt01 18 0.3 24000 80
7.2 VS/RB/S/Silt 02 16 0.3 48000 160

10.2 VS/RB/S/Silt03 18 0.2 60000 160
11.7 VS/RB/S/Silt04 18 0.3 79500 212
13.2 VS/RB/S/Silt05 18 0.2 88500 236
16.2 VD/RB/S/Silt 19 0.2 117000 312
17.7 H/RB/C/Silt01 20 0.2 150000 400
23.96 H/RB/C/Silt02 20 0.2 130000 350
25.6 VD/RB/S/Sand 20 0.2 150000 400
32.6 H/RB 20 0.2 200000 500
37.6 VD/S 20 0.2 120000 500

O-Cell

Pile toe

Figure 1. Finite element mesh of the O-cell load test.
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The elastic compression of the test pile can be deter-
mined accurately based on the readings of strain
gauges installed along the test pile. It is assumed that
a linear distribution of load transfer exists between
gauges. This is considered sufficiently accurate as there
are 8 levels of strain gauges in the test pile PTP1 and
the distance between the gauges is adequately small.

2.3 Results and discussion 

Figure 2 shows a comparison between the back-
analyzed load-movement curves with the measured
ones. It can be seen that the result from FEM analysis
and measured curves can matched very well.

The feature of shaft friction curve and end bearing
curve are also shown clearly in this Figure. When the
upper part of the pile move about 10 mm, the shaft
friction is already nearly fully mobilized. The load
movement curve of the upper part of the pile shows a
plunging response at this point. In contrast the load
movement curve of the lower part of the pile does not
show any plunge. A bend at movement of about 5 mm
showed that the end bearing start to be mobilized at
that point.

This feature showed that when the load test stopped
due to insufficient test capacity, it is not always rea-
sonable to extrapolate the result using any hyperbolic
curve because this mathematical extrapolation had no
means of producing plastic plunging failure of shaft
resistance.

It is more rational and reasonable to use back-
analyzed FEM model for pile load test extrapolation
than any hyperbolic curve fitting method. In the pres-
ent case, both the components of O-cell load-move-
ment curves are extrapolated by increasing the uplift
force and the push-down force to 10.5 MN in the FEM
O-cell model. It can be conserved that the capacity of
the shaft resistance of upper part has been reached
when loaded to 10.5 MN while the end bearing of
lower part is still increasing at a load of 10.5 MN.

The equivalent pile top head-down load-movement
curve is illustrated in Figure 3. The first hyperpolic
curve is named Extrapolation 1 which uses the hyper-
bolic extension of the measured upper shaft resist-
ance beyond the last measured point. The second
hyperpolic curve named Extrapolation 2 ignores the
contribution of the upper part of the shaft resistance
from the O-cell test beyond the last measured point. It
can be seen that the Extrapolated curve gave either
too high or too low a result when compared to the
result from FEM analysis. Finite element simulations
reflect a rational plastic yielding trend in the test.

3 CASE STUDY 2

3.1 Description

The simulation of a conventional top loaded 1200 mm
bored pile installed by the slurry method with total
embedded length of 27.3 m is considered next. Pile
instrumentation consisted of 32 vibrating wire type
strain gauges (VWSGs) at 11 different levels and 
3 tell-tale extensometers at about 10 m, 21 m and
27 m below pile top. Figure 4 showed the layout of the
instrumentation.

The pile has a significant soft toe layer that resulted
in a plunging failure at 2.5 times its working load
(2500 tons). The measured data showed that the pile
was carried by shaft friction only in the very stiff clays
up to a pile head settlement of 19 mm; until it failed
suddenly by brittle shearing at the pile shaft when all
the shear stresses had reached peak values simultane-
ously. With very little end bearing the pile unloaded
and plunges downwards by another 80 mm. The FEM
model with estimated soil parameters using the Mohr-
Coulomb soil model can model the pile response up to
peak load just before plunging failure. Also the model
can be extended to see how the pile would have per-
formed if there were no soft toe at the base of the pile.
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The soil profile and properties at the site is sum-
marised in Table 2.

3.2 FEM study

The pile was modeled with 200mm soft toe which
was modeled as an elastic soil with Young’s modulus
value of 1000kPa. In order to get more accuracy for
the analysis, the mesh around the pile toe was made
very fine. The interface element of the concrete pile
part was modeled outside the pile (in the soil side)
whereas it was modeled inside the soft toe (in the soft
toe part) because the soft toe material is much softer

than the soil around it. Figure 5 shows the finite ele-
ment mesh adopted in the present study.

3.3 Results and discussion

Figure 6 shows a comparison between the back-
analyzed load-movement curves with the measured
ones of both the pile top and the pile toe. It can be
seen that the measurement data and the result from
back analysis matched very well. The FEM model of
this pile illustrated the brittle failure response at the
loading test at about 2400 tons. It can be seen that the
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Distance VWSG #
from pile top TT1(10m) T2(21m)3(-27m) Design: 1200mm
(m) Pile Top 0m

0.8m A1, A2 X X

2.5-5m, Marine Clay.

5.3m B1, B2, B3, B4 X X X 1234mm

5-8m, Medium Stiff Clayey Silty sand

8-10m, Stiff brown silty sand.

10.3m C1, C2, C3, C4 X XX X 1249mm
(C3 malfunction)

12.3m D1, D2 X X 1224mm

10-14m, Light grey to yellowish grey

14.3m E1, E2 X X 1224mm

16.3m F1, F2 X X 1224mm
(F2 malfunction)

14-20.5m, Medium dense greenish brown
silty clayey sand

18.3m G1, G2 X X 1212mm
(G1 malfunction)

20.8m H1, H2, H3, H4 X X X 1212mm

20.5-23m, Stiff sandy silty clay.

23.3m I1, I2, I3, I4 X XX X 1201mm

23-27.3m, Very dense silty sand.

25.3m J1, J2 X X 1201mm

26.8m K1, K2, K3, K4 X X X 1201mm
(K2 damaged)

X

X

Figure 4. Instrumentation of pile test.

Table 2. Soil profile and properties.

g v E_ref c_ref phi
Depth to Name (kN/m3) (kN/m3) (kN/m2) (kN/m2) [°]

2.5 01a Backfilled Soil 19 0.3 15000 0.1 32
5.3 01b Marine Clay 17 0.4 15000 27 0
8.0 02a Medium stiff Clayey Silty Clay 18 0.3 50000 90 0

10.0 02b Stiff Brown Silty sand 18 0.3 50000 90 0
14.3 02c Light Grey to yellowish grey silty Clayey Sand 18 0.3 50000 90 0
18.3 03 Medium Dense Greenish brown silty clayey Sand 19 0.3 75000 140 0
20.3 04 Medium Dense Greenish brown silty clayey Sand 19 0.3 150000 250 0
23.3 05 Stiff Sandy Clayey Silty 20 0.3 400000 150 38
25.3 06 Very Dense Silty Sand 20 0.3 550000 350 40
50.0 07 Very Dense Silty Sand 20 0.3 550000 350 40

200mm
Soft toe

Figure 5. 
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Mohr-Coulomb soil model can produce a good simu-
lation of the pile load test response up to peak load
just before plunging failure.

The good match between the measurement and
the FEM result can be seen in the comparison of the
load transfer curve at failure as shown in Figure 7,
where negligible toe bearing is measured. It showed
that FEM analysis can model the soft toe condition
very well.

The FEM model can also be extended to see how
the pile would have performed if there were no soft
toe at the base of the pile. Figure 8 showed the load

settlement curve of the pile load test without a soft toe
condition. It can be seen that the pile in that case can
support the load test of about 2850 Tons. And then the
pile will yield more gradually and not plunge sud-
denly as in the soft toe case.

4 CONCLUSION

A study of two cases of instrumented piles in Singapore
that did not perform as intended using FEM had been
carried out to illustrate how FEM modeling can be used
to understand the unexpected pile load test perform-
ance. The following findings can be inferred:

• The FEM model can simulate quite accurately the
O-cell load test or Conventional load test to failure
in a pile load test.

• Using FEM to extrapolate the response of further
load applied to the pile load test give a more rea-
sonable prediction than any hyperpolic extrapola-
tion method, as plastic yielding of soil resistance
cannot be properly accounted for in hyperbolic
curve fitting.

• Soft toe plunging failure in pile load testing can be
properly simulated in FEM analysis.
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1 INTRODUCTION

The simulation of pile installation is still an unsolved
problem since it is deemed to be a complex nonlinear
mechanical problem.

If the whole installation process should be mod-
eled within a FE analysis as detailed as possible, large
deformations, large relative movement as well as con-
tact and separation between the pile and the soil have
to be taken into account. This demands the inclusion
of a contact formulation which is able to transfer the
stresses as accurate as possible from one contact surface
to the other. Therefore we choose a so-called NTS for-
mulation based on the master-slave concept of Hallquist

(1979). The derivation of the finite element model of
this concept and its adaption to geotechnical prob-
lems are described in detail Sheng et al. (2006).

First applications of this formulation to the geome-
chanical field lead to predictions of pile resistance
during the installation process, which otherwise could
not be obtained for nonlinear soil models so far. How-
ever, the discrete FE-description requires improvements
since the pile resistance shows oscillations instead of
a smooth increase.

Therefore, we compare the results of the NTS for-
mulation with the mortar type formulation given in
Fischer and Wriggers (2006).With this smooth, weak
(integral) contact description one is able to overcome

Different aspects of large deformation contact formulations applied to
pile-soil FE-analysis

Kathrin A. Fischer & Daichao Sheng
School of Engineering, The University of Newcastle, NSW, Australia

Numerical descriptions of the installation of displacement piles typically involve material nonlinearities, large
deformations and frictional contact. Additionally, large relative sliding as well as surface separation and closure
at the pile-soil interface must be taken into account.

Traditional finite element descriptions of geotechnical problems are indeed very accurate concerning material
nonlinearities, but not so concerning geometry and boundary nonlinearities. For example, joint elements or pre-
scribed constraints, which are commonly used to model soil-structure interaction, are only valid for small dis-
placements and are not appropriate for soil-structure interaction involving large frictional sliding, separation and
reclosure, such as those encountered in pile installation and in cone penetration tests. Therefore, large deform-
ation contact formulations, commonly used in various applications of mechanical engineering, have recently been
adapted to model soil-structure interaction in geotechnical problems (Sheng et al. (2005) and Sheng et al. (2006)).

Sheng et al. (2005) and Sheng et al. (2006) have successfully used the simple node-to-segment (NTS) contact
discretisation (Wriggers and Simo (1985)) to model the stability of sheet-pile retaining walls and the installation
of displacement piles. Nevertheless, there are a number of issues remain unsolved. These problems include, but
are not limited to, the discretisation of sharp corners (as part of the pile geometry for instance), the mesh distor-
tion at large deformation and the stability and efficiency of the solution schemes. In addition, the NTS technique
is only valid for linear elements which are seldom used for soil modelling.

This paper addresses some of the issues concerning frictional contact formulations for soil-structure interaction.
In particular, several possibilities for smoothing sharp corners will be discussed. Alternative contact discretisation
techniques will also be discussed. One interesting approach amongst others might be the mortar method which
originates from the domain decomposition technique firstly introduced by mathematicians as Bernardi et al. (1992).
The idea is to couple generally nonconforming meshes by defining a so-called mortarfunction on the intersec-
tion of the contacting bodies. Recent developments adapt this successfully to large deformation frictional contact
problems as given in Puso and Laursen (2004) and Fischer and Wriggers (2006) for example. Since the NTS
formulation can only be used with linear discretisations of the contact partners, the big advantage of this method
is that it can be coupled consistently with shape functions of higher order. If such a method is incorporated into
a geomechanical context, a wider range of complex soils-structure interaction problems can be analysed.
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well-known problems in contact simulations. For simi-
lar mortar approaches we refer to Yang et al. (2005) for
instance.

Instead of exchanging the NTS for the mortar type
formulation, another approach might be to change the
geometry of the pile by smoothing the vertex between
the pile tip and the shaft for instance.

2 PILE INSTALLATION SIMULATION

2.1 Pile installation in soil

A pile installation problem as given in figure 1 is
computed by using quadrilateral axi-symmetric elem-
ents with 4 nodes and 4 integration points for the soil
and the pile as well. Therefore the finite element pro-
gram SNAC, which was developed by the Newcastle
Geotechnical Research Group see Abbo and Sloan
(1998) is used. The soil is modeled by the modified
Cam clay model, while the pile is treated as an elastic
material. The material parameters and the finite elem-
ent mesh are given in figure 1 as well. Contact is dis-
cretised with NTS-elements where the soil is defined
as slave surface while the pile is used as the master
surface. The frictional behaviour between pile and soil
is assumed to follow COULOMB’s friction model
with tT � mtN.

The penalty parameters within the contact formu-
lation are chosen to be equal in normal and tangential
direction with eN � eT � 106kN/m3. They can be inter-
preted as an elastic bedding between the contacting
surfaces. Besides, they establish a linear dependance
between the contact pressure pN and the normal gap
gN and as well between the tangential contact stress tT
and the tangential gaps gT.

(1)

Note that the derivation of the tangential quantities
changes due to stick/slip changes.

The pile is initially located above the ground surface.
Gravity loading is first applied to the soil to establish
the initial in-situ stress states prior to the pile installa-
tion. Once the initial stress is established, all nodal
displacements are set to zero and the void ratio e0 of the
soil is set to the given value. The pile is then pushed
into the soil to a depth of 6 m by prescribing the dis-
placements at its top boundary.

The resulting pile resistance in vertical direction is
then plotted for three different frictional coefficients.
As depicted in figure 2, the resistance increase with the
increase of the friction coefficient m and the penetration
of the pile. However oscillations of the pile resistance
can be observed during the whole installation process,
no matter which friction coefficient is chosen. These
oscillations occur whenever a slave node is released
from vertical compression beneath the conical end.
The high vertical compression becomes a shear force
as soon as the slave node passes the transition point,
see figure 3. This shear force is restricted by the fric-
tion law and so a sudden drop of the total resistance
can be observed. Afterwards the resistance increases
again until the next slave node slides above the vertex.

This sudden rearrangement of stresses can even
lead to divergence of the entire problem if the forces
are highly concentrated at this vertex.
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Soilproperty:

33°φ′ =
λ = 0.06(~0.25)

κ = 0.006(~0.025)

0e = 0.96
OCR = 4.5
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Pileproperty:
shaftradius=0.4m
tipangle=60°
E = 100GPa
ν = 0.3

Interfacefriction:
µ = 0.0,0.1,0.2

Figure 1. Mesh and boundary conditions for the pile
installation (4-noded quadrilateral elements with 4 integra-
tion points).
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Figure 2. Pile resistance during push-in installation.
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This singularity problem is well-known in finite
element analysis. Simo and Meschke (1993) described
this behaviour as zig-zagging and attributed it down
to the relatively coarse mesh they used. It cannot be
solved by mesh refinement which will likely lead to
mesh distortion. Although these oscillations are a dis-
cretisation problem, also observed in extrusion simu-
lations Voyiadjis and Foroozesh (1991), we have to
investigate other possibilities to overcome this con-
centrated amount of nonlinearities in pile installation
simulations.

2.2 Pile installation in nonlinear elastic material
by using the NTS element

Obviously, the observed oscillations stem from the
contact discretisation. Hence we want to focus on
the smoothing of the contact stress transmission by
firstly excluding any side effects from the model.
Therefore the soil is replaced by a simpler hyperelastic
material, the so-called Neo-HOOKEian material. Here
the stresses depend nonlinearly on the strain measure
which itself depends nonlinearly on the displacements
due to large deformations. The linearisation of this
model leads to the linear elastic law of HOOKE.

The pile is assumed to be nearly rigid by using
YOUNG’s modulus E � 2.1 � 108kN/m2 and n � 0:3,
whereas the soil is represented by a soft material with
E � 104kN/m2. To avoid locking effects and ill-
conditioning due to material characteristics, this soft
material is meant to be perfectly compressible (n �
0.0). Furthermore, the pile and the soil (substitute) are
assumed to be weightless. Also plain strain instead of
axi-symmetry is assumed. The computation is done
for m � 0.1. The mesh, the boundary constraints and
the penalty parameters have been retained unchanged
as given in the pile-soil simulation in subsection 2.1.

For this computation, the finite element analysis
program FEAP, which was basically developed at
the University of Berkeley, California, was used.
Zienkiewicz and Taylor (2000) give a review about
the structure and the handling of this program.

The simplifying assumptions seem to have not a lot
in common with the former problem, but they simplify

the problem as much as possible to achieve fast results
due to good convergence without getting loss of the
regarded oscillation problem. As figure 4 shows oscil-
lations occur here as well.

Hence this model provides a starting basis in search
for other improving contact discretisation techniques.

2.3 Pile installation in nonlinear elastic material
by using the mortar type element

The mortar discretisation technique differs from the
NTS formulation by setting up contact constraints
variationally. The variational contact discretisation can
be combined easily with higher order shape functions
by using the same shape functions for the contact dis-
cretisation. The possibility of a consistent coupling is
a great advantage since the strong NTS formulation
can only be used consistently in a linear approximation.

The mortar type formulation discussed in Fischer
and Wriggers (2005) and Fischer and Wriggers (2006)
is already incorporated in FEAP and therefore it is used
in the following. Herein, a numerical integration is per-
formed by summing up the contact constraints evalu-
ated at GAUSS points. Therefore a fixed number N of
GAUSS points is put inside each non-mortar (slave)
segment s. The discretisation of the variational con-
tact formulation Cc is given as follows.

(2)

Herein, dgNsp
and dgTsp

are the variations of the normal
and the tangential gap functions. Asp

describes the
transformation of the segment length and wp is the
weighting of the associated GAUSS point p. Whenever
the contact constraint is not fulfilled (gNsp

� 0 or
pNsp

� 0) at a certain GAUSS POINT p, pNsp
and tTsp

are
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Figure 3. Turnaround and rearrangement of normal pres-
sure and tangential friction stress at the transition point.
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Figure 4. Pile installation in Neo-HOOKEian material using
NTS-contact-elements.
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set equal to zero, so that no contribution is delivered
to the global equation system.

The computation is rerun with the mortar type for-
mulation using linear shape function for different num-
bers of GAUSS points, namely 8, 10 and 20. Still the
same material and contact parameters as in the previ-
ous example are used.

For a small number of GAUSS points (8) the vertical
resistance oscillates within the same thresholds as the
NTS results as depicted in figure 5. An increase of
integration points reduces the amplitude by a reduc-
tion of the upper threshold by around 10%. The lower
threshold remains at the same level.

However, the oscillations are still significant. This
is due to stress concentration close to the vertex. Thus,
the move of the GAUSS point lying close to the vertex
is sufficient to create the drop of resistance. The slight
reduction of the upper threshold derives from the 
better stress distribution via the integral formulation.
However, the difference is slight, because the singular
stress concentrations cannot be distributed well.

For this reason, we now have a closer look at the
vertex and try to smooth it in the following subsection.

2.4 Pile installation in nonlinear elastic material
by refining the mesh

The vertex should now be smoothed which comes
along with mesh refinement. By creating the new mesh,
we paid attention to retain the significant geometry of
the pile cone as good as possible, see figure 6 a) and
b). In the first instance this smoothing seems to be an
unacceptable interference in the geometry of the inves-
tigated problem. But it can be motivated by the viscous
behaviour of fluids for instance. Viscous behaviour
leads to a void once the lower end of the pile shaft
comes into contact with the fluid, see figure 7. Due to
this void a drop of resistance can be observed at its
initialization. After the void is established and the soil
contacts the shaft a little bit further up the shaft, the
resistance increases smoothly.

Another reasonable explanation for smoothing the
vertex is that perfect singularities which would lead to
infinite stresses, do not exist in reality.

Indeed the amplitude of the oscillations can be
reduced clearly by around 80%, compared to the

616

-600

-500

-400

-300

-200

-100

0
-6-5-4-3-2-10

Penetration [m]

T
o

ta
l v

er
ti

ca
l r

es
is

ta
n

ce
 [

kN
]

mortar type element, lin. shp. fctns.,
8GP
mortar type element, lin. shp. fctns.,
10GP
mortar type element, lin. shp. fctns.,
20GP
Node-to-segment element
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Figure 6. a) Origin mesh used for the pile tip, b) Refined
mesh at the pile tip to obtain a smooth transition between
pile tip and shaft.
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Figure 7. Appearance of a void at the vertex due to viscous
flow.
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amplitude of the NTS computation, see figure 8.
Figure 6(b) depicts that the former vertex between
shaft and cone is now distributed to several vertexes
with smaller angles. So it is obvious that the resist-
ance still includes oscillations even though the ampli-
tude decreases significantly due to the distribution of
the vertex over a larger area.

Further smoothing and mesh refinement can of
course lead to a smoother resistance, but with cost of
more computation time. Thus, it is of interest to find
a more efficient solution.

2.5 Pile installation in nonlinear elastic material
by inverting slave and master surface

The exchange of master (mortar) and slave (nonmor-
tar) surface brings the pile to be the surface where the
slave nodes, respectively the GAUSS points are situated.
Hence the contact geometry is described now in terms
of the normal and tangential direction of the soft sur-
face of the soil (substitute) and therefore it depends 
on its deformations as well. This surface is smooth
and deformable and the way of bordering the vertex
depends strongly on the material model as already
mentioned. Thus, by using this surface as reference
surface for projection, the transmission of contact
stresses adapts to the limited characteristics of the
material. This makes sense since the contact formula-
tion acts only as transmitter of strains-stress relations
of material characteristics. So the stress transfer via
the contact surface can only be as accurate as the
stress-strain relation of the material model. Note that
whenever a soft material is used as projection surface,
a stable convergence can only be guaranteed if the lin-
earisation of the master (mortar) geometry is care-
fully included in the stiffness matrix.

The computation is now done by using the mortar
type element for contact discretisation. This has the
advantage that the mesh can retain unchanged since
several (20) GAUSS points per non-mortar segment trace
the pile surface accurately. In contrast to this, mesh

refinement would be necessary by using NTS-
elements.

In doing so, one is able to obtain a smooth vertical
resistance as expected, see figure 9. The curve depicts
one peak when the vertex dips into the soil (substi-
tute) the first time and afterwards the increase pro-
ceeds smoothly with further installation. The curve is
situated at the lower threshold of the oscillations which
were obtained by all previous computations.

In this simulation the penalty parameters must be
adapted to the stiffness of the projection surface as
mentioned in Wriggers (2002), otherwise the compu-
tations fail due to the new geometrical relations on
the contact surface.

The location of the smooth resistance curve at the
lower threshold is reasonable since the repeating steep
increase of the resistance and its sudden drop were
traced back to the slack flow of stress concentration at
the vertex. Since this singularity does not exist in real-
ity, the oscillations do not exist. Nevertheless the base
value has to be constant which is given by the lower
threshold. This lower threshold is independent of dis-
cretisation and the choice for the penalty parameters.

These characteristics of the vertical total resistance
is even confirmed by recomputations with the NTS
and the mortar type element due to subsections 2.2
and 2.3 using the same penalty parameters as given
here (eN � eT � 104kN/m3).

3 CONCLUSIONS

The presented different simulations yield to the 
conclusion that the oscillations of the total vertical
resistance are caused by the well-known problem of
handling singularities. Even though these oscillations
occur, their lower threshold is independent of discreti-
sation and therefore it can be interpreted as the real
resistance.

However, it turned out that the finite element con-
tact simulation by using the pile as non-mortar (slave)
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surface in combination with the mortar type element
yields the best results.

Furthermore, the simulations have shown that finite
element contact simulations including large deform-
ations and sliding demand a lot of experience and under-
standing about the meaning and handling of contact
variables like the penalty parameters and the possibil-
ities of discretising contact surfaces.

A next step should be to adapt the mortar type for-
mulation to SNAC, so that the presented results could
be confirmed for real soil behaviour. Afterwards this
contact discretisation technique can be extended, so
that it can be used in the context of higher order solid
elements which are usually used in soil simulations to
avoid locking. This would mean a great progress in
geomechanical finite element simulations since higher
order soil elements could be consistently coupled
with contact formulations for the first time.
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1 INTRODUCTION

There is relatively good experience regarding the
behavior of bored piles in cohesive and cohesionless
soils. Realistic design values for skin friction and tip
resistance are given in most standards and design rec-
ommendations. The DIN 4014 gives values of the
shaft skin friction and base resistance depending on
either the undrained cohesive strength of the soil in
case of clayey soils or depending on the results of the
static cone penetration test (soil density) in case of
cohesionless soil. Most of the standards (e.g. DIN
4014) correlate the bearing capacity of bored piles in
rocks with their uniaxial compressive strength. These
correlations can be suitable for unweathered to slightly
weathered rock where the behavior of the rock mass
depends mainly on the quality of the intact rock. In
moderately to completely weathered rock as well as
rock that is decomposed to residual soil, the load-
settlement behavior of bored piles depends on the whole
rock formation matrix considering the rock joint sys-
tem and the shear strength along the presented joints
and discontinuities more than on the quality of the
intact rock pieces.

The aim of the presented work is to study the
behavior of large diameter bored piles in moderately
to completely weathered rock and residual soils con-
sidering the results of a case history of a bridge foun-
dation in Germany. Deep foundation using large
diameter bored piles was required for the 5-span high-
way bridge (Fig. 1). The bridge has a total length of
about 450 m with a maximum span of about 169 m.

The bridge is a part of the new federal highway A38
to establish a new connection between west and east
Germany (from Kassel to Halle). This bridge was
planned to cross a deep valley (Weidatal) with a
height of about 50 m (Dürrwang et al. 2005). The 5
span continuous prestressed concrete rigid frame con-
sists of two completely separated structures that carry
three lanes of traffic each.

The subsoil mainly consists of Quaternary forma-
tions of silt down to a depth of about 10 m. Below the
Quaternary soil; there is a layer of completely weath-
ered limestone and residual soils (silt and clay) with a
thickness of about 30 to 40 m. A sublayer of a slightly
to moderately weathered limestone bank with a thick-
ness of about 6 m (Fig. 1) divides the completely
weathered layer in an upper and lower sublayers.
Moderately to slightly weathered rock formations of
limestone and dolomite were found in large depths of
about 40 to 50 m beneath the ground surface. The first

Numerical analyses of pile foundation in complex geological conditions

Y. El-Mossallamy
Ain Shams University, Cairo, Egypt
c/o ARCADIS Consultants, Darmstadt, Germany

ABSTRACT: Deep foundations using large diameter bored piles nowadays are applied widely to support
heavy structures such as bridges, industry constructions and high rise buildings. The structural serviceability
requirements can be fulfilled with relatively fewer piles in an economic manner. Although large diameter bored
piles are successfully applied in most subground conditions, their behavior in moderately to completely weath-
ered rock and in residual soils is not sufficiently clarified. The results of pile load tests for a bridge foundation
using Osterberg-cell technique in weathered rock will be demonstrated. The conducted analyses to re-calculate
the pile load tests and to simulate the behavior of the bridge foundation to consider the pile group action will be
illustrated and discussed in detail.

Figure 1. Bridge layout and subsoil conditions.
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design suggested a deep foundation that reaches the
lower rock formation with a total pile length of about
50 m. As a special proposal, the bridge piers were
suggested to be founded on large diameter bored piles
that should be socketed 2 m in the above mentioned
slightly to moderately weathered limestone bank
reducing the required pile length to only 25 to 30 m.

2 PILE LOAD TEST

To ascertain the adequacy of the pile bearing capacity
and determine appropriate design values, at first pile
load tests were conducted on large diameter bored
piles. The tested piles are socketed in the suggested
bearing layer of the slightly to moderately weathered
limestone bank (see Fig. 2). To avoid the need for a
large reaction system, multiple Osterberg-cells were
applied to conduct the load test.

The Osterberg-cells (Osterberg 2001) is a very well
established static pile load test where the pile is used
as a test pile and as the reaction system at the same
time avoiding the need of extra reaction system. The
loading system consists of a hydraulic jack (Osterberg-
cell also O-Cell) that is installed at a certain depth
along the pile shaft. During the test, the O-Cell is
inflated with water pushing the upper part of the pile
and mobilizing the skin friction along it. At the same
time the lower pile part is pushed downward mobiliz-
ing the skin friction and base resistance of this part.
The pile load test using this technique can be done up
to relatively large loads (more than 50 MN) without
the need of any external reaction system. Using only
one O-Cell can lead to test results where only one part
of the pile reaches its ultimate capacity. Therefore,
multi cells were applied at different depths (Figs. 2 and
3) to load the pile segments in different combinations
to reach the ultimate capacity of all segments.

The pile load tests were carried out using two 
O-Cells that were installed in the different geotechnical
subground layers (Fig. 2). The pile performance has
been monitored extensively with geotechnical meas-
urement devices such as a load cell at pile tip to
measure directly the pile tip resistance. Telltales are
attached at the upper and lower plates of the O-Cells
as well as at the load cell at the pile base to get infor-
mation on the displacements of the different pile seg-
ments during the test. Strain gages along the pile shaft
were installed to measure the skin friction of different
layers (Fig. 3). Results of the conducted geotechnical
investigations just beside the pile load tests at pier 50
are illustrated in figure 2. The results of the con-
ducted dynamic penetration test -according to the
German standard: DIN 4094- show that the alluvial
sand and gravel is dense to very dense. The measured
values of the standard penetration test in the residual
soil (silt and clay) range between 30 and 50. Therefore,

the consistency of the cohesive residual soil can be
estimated as very stiff to hard.

The results of the conducted unconfined (uniaxial)
compression tests on samples of the different sub-
ground layers are given in figure 2. The residual soil
has values of unconfined compression strength between
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Figure 2. Instrumentation of pile load test.

Figure 3. Pile load test.
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80 and 1000 kPa (kN/m2) with an undrained cohesion
of 40 to 500 kPa. These values correlate well with the
measured values of the SPT and lie in the existing
experience with cohesive soils (Peck et al. 1974). The
uniaxial compressive strength of the bearing layer
(moderately weathered limestone) varied between 18
and 54 MPa (MN/m2) with an average value of about
28.5 MPa. Therefore, according to the German rec-
ommendation FGSV (1992) this rock can be classi-
fied as slightly to moderately weathered rock. Details
of one of the two conducted pile load tests are given
in figure 3. The O-Cells were chosen to be able to
apply loads up to 12 MN for each cell corresponding
to a total load of about 50 MN. The results of the two
load tests are rather comparable to each other. Figure
3b shows the applied pile reinforcement (rigid steel
frame of double U profiles) with the installed 
O-Cells. Figure 3b shows also the load cell used to
measure directly the loads transmitted at the pile base.
The O-Cell is shown in more details in Figure 3c.

The load test is carried out in three stages (Fig. 4).
In the first stage, the upper O-Cell is shut and the
lower one is loaded to its maximum value to estimate
the skin friction and base resistance of the lower pile
segment. In the second stage; both O-Cells are loaded
applying the same pressure. This stage gives informa-
tion on the skin friction development in the upper pile
segment. In the third stage, the upper O-Cell is kept
open and the lower O-Cell is loaded to measure the
skin friction along the middle pile segment.

A realistic estimation of the elastic modulus of the
pile material is required to calculate the normal forces
along the pile shaft. Using the measurements of the
strain gages, the development of the skin friction in
different subground layers can then be determined.
The second load stage can be considered as a huge
compression test on the middle pile segment. The
pile’s elastic shortening is given as the difference
between the measured displacements (using the tell-
tales) at the lower plate of the upper O-Cell and the
upper plate of the lower O-Cell. The pile’s elastic

shortening is shown in figure 5. These results are used
to calculate the in-situ elastic modulus of the pile
material. An elastic modulus of about 31000 MPa is
determined for the pile concrete.

Figure 6 summarizes the results of the three
applied load stages.

Figure 7 represents the evaluated skin friction in
the different layers as well as the measured pile base
resistance in the bearing stratum. The measured ulti-
mate skin friction in the alluvial sand and gravel layer
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Figure 4. Load stages of the pile load test.

Figure 5. Determine the elastic modulus of the pile material.

Figure 6. Results of the multi-Osterberg load test.
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reaches about 200 kPa. This value is larger than the
maximum value given in DIN 4014 for cohesionless
soil but still lies in the expected range according to
experience (e.g. Kempfert 1982 and Dürrwang 1997).
In the contrary the measured ultimate skin friction in
the residual soils with a value of about 600 kPa reaches
about 10 times the corresponding value for cohesive
soils according to DIN 4014. This high value of skin
friction in completely weathered rock and residual
soils were measured by other load tests on large diam-
eter bored piles (Dürrwang 1997 and Moormann
2005). These high values are due to the structure of
completely weathered rock and residual soils on one
hand and the conventional sedimented cohesive soils
on the other hand. The residual soils show a dominant
dilation performance that leads to increasing the hor-
izontal stresses during shearing by pile loading. The
increased horizontal confinement stresses cause a
large increase of the ultimate skin friction.

The ultimate skin friction in the slightly to moder-
ately weathered lime stone reaches 1000 kPa and lies
higher than the given value according to DIN 4014.
The ultimate pile base resistance reaches about
4.8 MPa and lies beneath values given by DIN 4014.
These results show that the correlation between pile
capacity in weathered rock and the uniaxial compres-
sive strength of the intact rock is not accurate to esti-
mate the ultimate capacity of bored piles in such rock
formations.

3 NUMERICAL MODELLING OF THE PILE
LOAD TEST

As no possibility does exist to take into account–in an
adequate manner–the effect of pile installation by the-
oretical means, the numerical model as well as soil
parameters applied to design the piled foundation of
the bridge were first calibrated and adjusted to the
results of single pile load tests. The bridge founda-
tions were then designed using the same numerical

model and the determined soil and pile/soil parameters.
Table 1 summarizes the estimated soil parameters
according to the conducted soil investigation consid-
ering the results of the pile load tests.

The results of the load test using multi O-Cells
give information on pile segments. Therefore, the
first design step is to calculate an equivalent top-
loaded load-settlement curve from the results of the
pile segments. Figure 8 shows the equivalent load-
settlement curve that is calculated directly from the
pile load test (line 1). Line 2 represents the equivalent
load-settlement curve considering the elastic defor-
mation of the pile material. Line 3 demonstrates the
calculated equivalent load-settlement curve applying
axisymmetric finite element analyses using the
parameters of the soil and pile/soil as given in table 1.
The soil is modeled as linear elastic and the pile soil
interface applying Mohr-Coulomb as failure criterion
with the measured ultimate skin friction as an equivalent
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Figure 7. Pile skin friction and base resistance.

Figure 8. Total load-settlement behavior of the test piles.

Table 1. Geotechnical parameters of the different soil
layers.

Moderately
Alluvial Residual weathered

Soil parameter sand/gravel soil limestone

E [MN/m2] 60 100 180
� [–] 0.3 0.3 0.3
� / �� [kN/m3] 20/10 21/11 22/12
Ultimate pile 180 450 990
skin friction [kPa]

Ultimate pile base – – 4800
resistance [kPa]
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shear strength of the interface. The good correspon-
dence between line 2 and 3 supports the used numer-
ical model and pile/soil parameters.

4 BEHAVIOR OF BRIDGE FOUNDATION

The 5 span prestressed concrete rigid frame is founded
on piers (Fig. 1) with two completely separated super-
structures which are founded on the same foundation
(Fig. 9 and Fig. 10). Therefore, the internal stresses of
the superstructure depend mainly on the stiffness of
the pier foundations and the resulting differential set-
tlements between the different axes.

A structural study (Fig. 9) considering the stiffness
of both superstructure and foundations was carried
out in the design stage. This study has shown that the
deformation behavior of the superstructure in case of
separated foundation of pier 50 (Fig. 9b) is better than
that in case of coupled foundation (Fig. 9a). Therefore,
the pier foundation was conducted in two separated
foundations as shown in figure 10.

The structural design of the superstructure depends
mainly on the determined stiffness of the foundations.
The three dimensional feature of the foundation has a
dominant effect on the foundation behavior and
should be considered in a realistic manner. Therefore,
a three dimensional analyses to study the foundation
behavior under working conditions was carried out.
Figure 11 demonstrates the used three dimensional
finite element model to simulate the behavior of the
foundation (pier 50).

It can be recognized from figures 8 that the pile
behavior under working conditions is mainly elastic.
Due to a lack of enhanced information regarding the
stress-strain behavior of the whole rock formation
matrix, it was decided in the design stage to apply a
conventional elastic model to simulate the stress-strain
behavior of the subground. This simple constitutive
law with the corresponding elastic parameters of the
subground based on the conducted pile load tests and
the re-calculation of the test results is more realistic
for design purposes.

Figure 12 represents some results of the conducted
analyses. The expected settlements of the pier foun-
dation range between 1.2 cm in the construction stage
and 1.7 cm at the end of construction. Considering the
measured time-settlement behavior of the single pile
during the load test, the time dependent part of the
foundation settlement under working conditions is
estimated to be negligible. Corresponding foundation
stiffness was calculated according to the conducted
deformation analyses. The superstructure then was
designed depending on the determined foundation
stiffness. The construction of the bridge was begun at
the end of 2004. The construction period is about two
years. The construction of the first half of the bridge

was almost completed at the end of 2005. Therefore
the applied load on the foundation amounts to about
50% of the total design load. The corresponding meas-
ured settlement of pier 50 is about 5 mm and agrees
well with the estimated value of about 12 mm under
the complete load of the two superstructures (load case:
during construction).

The simulation of the behavior of a single founda-
tion pile was also carried out applying the same three
dimensional numerical model with the same soil and
pile parameters. A comparison between the settlement

623

Figure 9. Foundation with geological conditions (axis 50).

Figure 10. Layout of the foundation (axis 50).

Figure 11. Layout of the used three dimensional model.

Copyright © 2006 Taylor & Francis Group plc, London, UK



of the pile groups and that of the corresponding single
pile under the same average load gives an idea on the
so-called pile group action which is the settlement of
the pile group divided by the settlement of the single
pile under the corresponding average load. Table 2
summarizes the calculated values of the pile group
action for both pile groups beneath pier 50.

The pile group action ranges between 2.3 and 3
depending on the applied load level and the interac-
tion between the two separated foundations. In gen-
eral, the pile group action depends on many factors
such as the pile length, pile spacing, the number of
piles in the pile group, the arrangement of the piles
within the pile group, on the stiffness of the pile cap
and on the applied load level.

5 CONCLUSION

The behavior of large diameter bored piles in weath-
ered rock formations depends on the weathering
degrees and on the behavior of the whole rock mass
and not only on the uniaxial compressive strength of
the intact rock pieces. The presented pile load tests
show that the ultimate pile capacity (skin friction and
base resistance) in these rock formations is too higher
than the estimated values according to standards and
design recommendations. Pile load tests in such com-
plex geological conditions are the most appropriate
method to get realistic design parameters and to opti-
mize the foundations. The O-Cell load test can be
applied in an economic manner to realize the required
pile load tests.

The pile group action regarding the settlement of
the pile group related to that of the corresponding sin-
gle pile under the same average load of the pile group
is a decisive design criterion for important construc-
tion on pile groups. In such cases an appropriate three
dimensional analyses are needed to obtain a realistic
estimation of the group behavior. The applied model
and the required parameters should be evaluated
through back-calculation of the pile load test. Other
pile group action is the so called “pile group effi-
ciency” that is defined as the ultimate capacity of the
pile group compared with the ultimate capacity of the
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Figure 12. Deformation behavior of pier 50.

Table 2. Pile group action.

Left Right
Load case foundation foundation

During construction 2.8 2.3
End of construction (max. 2.6 2.8
load of left foundation)
End of construction (max. 3.0 2.3
load of right foundation)
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corresponding single pile time the number of piles in
the pile group. This pile group efficiency can be con-
sidered larger than unity for most cases of pile groups
in weathered rocks. The deformations under working
conditions (serviceability requirements) can be con-
sidered as the most governing design criteria of large
diameter bored piles in weathered rock.
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1 INTRODUCTION

According Bea (2005) many people (mainly in the
USA) have worked on the field of probabilistical geo-
technical engineering (Wu 1974, Meyerhof 1976,
Vanmarke 1977, Baecher 1979, Harr 1987, Wu et al
1989, Whitman 1984, 2000, Bea 1990, Ronold, Bjer-
ager 1992, Christian et al 1994, Lacasse, Nadim 1994,
Morgenstern 1995, National Academy of Engineering
1995, Kulhawy 1996, Kulhawy, Phoon 1996, Tang
et al 1999, Duncan 2000, Vick 2002, Lacasse 2004,
Christian 2004).

However, the field of probabilistical geotechnical
engineering in combination with finite element mod-
elling (FEM) is until now rather underdeveloped. In
Europe a few institutes have studied on methods
to calculate the probability of failure of a geotechni-
cal structure using FEM. These institutes are Graz
University of Technology (Peschl, Schweiger, Pöttler
and Turner), University of Manchester (Hicks), the
Dutch Ministry of Public Affairs (H.L. Bakker) and
the Delft University of Technology (Waarts and inde-
pendently the author).

Also other Dutch institutes like GeoDelft (Calle)
and TNO (Waarts) have studied this subject. In the
Netherlands this research is driven by a special reason.
For the safety check of the 3500 km of main dikes,
besides a calculation of the safety factor, nowadays also
a risk analysis is required.

Both a circular slip surface stability calculation
(Bishop or Fellenius) and a FEM calculation (c-phi
reduction) produce a safety factor but not a probabil-
ity of failure or reliability index. The major problem
with the calculation of the probability of failure is that
variable soil parameters create a correlated and there-
fore also variable failure mechanism. The question is
how much this correlation influences the value of the
calculated probability of failure. Therefore four differ-
ent probabilistical approaches were studied:

1. an analytical linear approximation based on a sin-
gle slip surface calculation

2. various approximations using stability calculations
(point estimate method)

3. a single point approximation (reliability method)
4. a Monte Carlo calculation of the probability of

safety

The first approach is rather simple, but neglects the
correlation. The second approach is in other words a
sort of linearisation of the non-linear safety factors.
The third one is, more or less, the same as the second,
because it also needs point estimates, but needs only
one final point for the probability analysis.

The fourth one is because of the many slip surface
calculations, the most accurate estimation. The cor-
responding disadvantage is that a Monte Carlo cal-
culation is far too time consuming for daily FEM

Implementation and validation of a simple probabilistic tool
for finite element codes

Stefan van Baars
University of Technology Delft, The Netherlands

ABSTRACT: Both a circular slip surface stability calculation (Bishop or Fellenius) and a FEM calculation 
(c-phi reduction) produce a safety factor but not a probability of failure or reliability index. The major problem
with the probabilistical calculations is that variable soil parameters create a correlated and therefore also variable
failure mechanism. The question is how much the value of the calculated probability of failure is influenced by
this correlation. The Monte Carlo method leads, because of the many slip surface calculations, to the most accu-
rate calculation of the probability of safety. The disadvantage of this method is that it is far too time consuming
for daily FEM calculations. The idea is therefore to replace the Monte Carlo approach by another approach with
only a limited amount of calculations. In this paper several methods are discussed and validated. An indication is
given about the error, the number of necessary stability calculations and the optimal estimation points for an addi-
tional stability calculation. In this way a minimum number of FEM calculations is needed to obtain a certain desired
accuracy.
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calculations. The idea is therefore to replace the Monte-
Carlo method by a point estimate method or reliabil-
ity method. For a few different dike profiles is studied
with slip surface calculations how much the error
of the first three approaches versus the MonteCarlo
approach can be.

2 NON-LINEARITY

The problem of non-linearity can be explained by the
following example of an embankment. The structure
contains three layers: below a stiff clay ground surface,
in the middle a medium clay layer of 3 m thick and on
top a soft clay layer of 2 m thick. All three layers have
a unit weight of � � 17 kN/m3.

The 5 m high embankment has a slope of 1 to 3
(hor.–vert.), see Figure 1.

The three soil layers each have an independent
undrained cohesion, which can be described as a nor-
mally distributed function:

(1)

For the values, see Table 1.

3 CALCULATION METHODS

3.1 Monte Carlo

In the used Monte Carlo calculation, 100,000 inde-
pendent drawings for each of the three uncorrelated
undrained cohesion values are made, leading to a rather
accurate total distribution of the probability density
function of the Safety Factor SF of the geotechnical
structure.

3.2 Linear-analytical solution

Another simple method to predict the probability of
failure of the structure is the linear analytical solution.
The average Safety Factor is:

(2)

and the corresponding standard deviation is:

(3)

where:
n � number of distributed soil parameters (layers)
i � soil layer number
ui � angle of the slip surface in the i-th soil layer
S � Solicitation

� driving moment caused by weight of failing soil
mass

mcu,i � average undrained cohesion of the i-th layer

By calculating the reliability index

(4)

the probability of failure can be found:

(5)

This solution is a linear solution and neglects the
2nd order influence of the changing slip surface by the
changing soil parameters. This method is only possi-
ble if the exact position of the slip surface is known,
which is the case for a Fellenius/Bishop slip circle
method, but is not the case for a finite element method.
There the angles and radii are unknown.

3.3 First Order Point Estimate Method (FO-PEM)

Another method which works well both for circular slip
plain models and for finite element models is the Point

Table 1. Undrained cohesion per layer.

Layer
number cu per layer: m (cu)i s (cu)i
(i) (type) [kPa] [kPa]

3. Soft clay 2 2
2. Medium clay 24 3
1. Stiff clay 26(2)* 4

* See example about double failure mode.

Figure 1. Geometry of example.
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Estimate Method. The Safety Factor is regarded as a
function of the distributed soil parameters. The most
simple approximation is a linear or 1st order prediction:

(6)

This first order prediction needs n � 1 point calcula-
tions. One for determining C0 (which is mSF) at xi � 0
i " n and one for each Ci, so for each soil variable, for
example xi � �2�xj$i � 0 i,j � n.

In this way the four safety factors are found for the
example with three layers:

(7)

3.4 Advanced First Order Point Estimate Method
(A-PEM)

The 1st order method can be improved by estimating
the non-linearity in the function by only one extra cal-
culation (n � 2 points). This can be for example,
xi � �1 i � n, giving SF�1,�1,�1. If the function of the
safety factor would be linear, then the following fac-
tor should be one:

(8)

However, in most cases this factor is not one. To
reduce the parameters Ci, with this factor would be a
too strong reduction, especially for many parameters,
so a reduction of:

would be more appropriate, but this needs some more
research. This leads to the following advanced first
order prediction:

(9)

3.5 Probability of failure

The probability density function of each parameter is
described by:

(10)

or:

(11)

The probability of failure is defined by the summa-
tion of this probability density function over the area
with a safety factor SF �1.00, so:

(12)

The only difference between the different first order
calculations is the area over which the probability den-
sity function is integrated.

Only for non-correlated probability density func-
tions the combined probability density function can be
split in the independent probability density functions
of each independent parameter:

(13)

3.6 Advanced First Order Reliability Method
(A-FORM)

This method is in fact the same as the linear analyti-
cal solution, but the factors ai are measured with fluc-
tuations of the individual soil parameters, giving:

(14)

This results in a single point reliability index:

In this way the probability of failure is found without
integrating over the total probability density function.

4 EXAMPLES

4.1 Single Failure Mode

To test the different methods, the example with the three
soil layer embankment is calculated for all previous
mentioned methods. The bars in Figure 2 show the
Monte Carlo distribution and the straight line the Linear-
Analytical Solution. All date can be found in Table 2.

The Monte Carlo simulation is close to the real
answer and is therefore used as reference. The Linear
solution is the best approximation, but can not be

(15)
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implemented in Finite Element Models, since the
length of the slip plane through each soil layer is in
those models unknown. The Point Estimate Models
(FO-PEM & A-PEM) and the First Order Reliability
Method (A-FORM) show more or less the same rea-
sonable approximations. Both PEM predictions are
the same because the reduction factor R � 1.

The Linear Solution and the Point Estimate Models
show good results because there is in this case only
one failure mechanism, which is failure of the embank-
ment (layer 2 and 3) with a circular slip plane through
the toe of the dike (x � 0, y � 0).

4.2 Double Failure Mode

Suppose the ground layer (1st layer) has not an aver-
age undrained cohesion of 26 kPa, but of 20 kPa. In
this case the probability of a second failure mecha-
nism is strongly increased, which is a deep slip circle
failure in the first layer, see Figure 3.

For: r �� h one can state for the load (Solicitation):

(16)

and for the soil strength (Resistance) along the slip
plane:

(17)

This means failure is initiated when:

(18)

This means the embankment foundation will fail if its
undrained cohesion is lower than:

(19)

The corresponding reliability index and probability
of failure are:

(20)

This probability of failure is much larger than what
can be expected based on the slip circle correspon-
ding to the average values. This extra failure mecha-
nism causes a large non-linearity in the failure
distribution, see Figure 4, showing a probability den-
sity function for the linear prediction versus a Monte
Carlo prediction with 100,000 simulations.

The Monte Carlo and PEM simulation clearly dis-
cover the extra mechanism (and that is why alter-
ations of the variables of al least 2s are made), but the
linear solution doesn’t. Only the advanced PEM
approximation and the advanced FORM give a rea-
sonable prediction here. It is remarkable that these
methods give the same results. The description of the
safety factor in the Advanced PEM is:

(21)

Figure 2. Probability density function of the safety factor.

Table 2. Probability of failure according several methods
(Single Failure Mode).

Probability
of failure Monte Linear FO- A- A-
(Single Failure) Carlo Anal PEM PEM FORM

mSF 1.388 1.389 – – 1.388
sSF 0.137 0.137 – – 0.139
P(SF �1.00) 0.21% 0.23% 0.26% 0.26% 0.26%
Error – 11% 26% 26% 26%

g

r
h

cu

Figure 3. Deep slip surface.
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The used reduction factor of R � 0.83 is clearly smaller
than one. This means that only non-linear functions
can describe this failure plane (SF � 1) more accurately.

5 ADVANCED RESEARCH

The first steps for future research are improving the
methods described in this paper and implementing
these in slip surface models and finite element models.

Another step which has to be made is to study the
affect of having several random input variables, such
as c, f, g, instead of only cu. A more complex step will
be to implement the inhomogeneous soil layer behavior
in vertical and two horizontal directions. Especially the
2nd horizontal direction will be complex, since most
slip surface stability models and finite element pro-
grams are 2-dimensional.

6 CONCLUSIONS

The advanced first order reliability method gives the
same results as the advanced point estimate method.
The first method saves an amount of work by not mak-
ing a n-th order integration over the probability density
functions. Therefore the advanced first order reliabil-
ity method (A-FORM) gives, in an easy way, the most
accurate prediction of the probability of failure, for both
the single and double failure modes. This method can
be easily implemented in all finite element codes and
slip circle models.
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Figure 4. Probability density function of the safety factor.

Table 3. Probability of failure according several methods
(Double Failure Mode).

Probability
of failure Monte Linear FO- A- A-
(Double Failure) Carlo anal. PEM PEM FORM

mSF 1.293 1.389 – – 1.388
sSF 0.166 0.137 – – 0.229
P(SF �1.00) 5.04% 0.23% 7.89% 4.5% 4.5%
Error – 95% 56% 10% 10%
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1 INTRODUCTION

1.1 Inverse modelling

In geotechnical engineering context inverse modelling
or back analysis consists in finding the values of the
mechanical parameters, or of other quantities charac-
terizing a soil or rock mass, that when introduced in the
stress analysis of the problem under examination lead
to results (e.g. displacements, stresses etc.) as close as
possible to the corresponding in situ measurements.
The optimal state of the system is obtained by min-
imizing the discrepancy between the observed values
in the system and the forecasted or modelled state of
the system within a certain time interval. In the eighties
and the nineties, several articles concerning inverse
analysis in geomechanics using the Maximum Likeli-
hood and the (Extended) Bayesian method were pub-
lished (Gens et al. 1996, Honjo et al. 1994a,b). Recent
developments in other fields of science have shown a
new powerful technique indicated as the Ensemble
Kalman filter. In a filter, the state of the system is
analysed each time data becomes available.

1.2 Geological uncertainty

Usually in the field of geomechanics the Finite Element
Method is used for numerical simulations. In this
method, one particular value for a certain parameter is
assigned to the soil mass or a soil layer, which remains
constant throughout the mass or the layer. However, in
nature, this is not really the case: properties of natural
soils will vary through depth and often also in horizontal
extent due to for example different loading conditions
or different depositional conditions. One way to deal
with this uncertainty is the Random Finite Element
Method. This technique incorporates the spatial cor-
relation between the properties using Monte Carlo
simulations in order to represent the proper stochastic
properties.

The general formulations of the Ensemble Kalman
filter and the Random Finite Element Method will be
discussed in the next sections. In Hommels et al. 2005
the effectiveness of the Ensemble Kalman filter using
the Finite Element Method has been proven. In this
paper the Ensemble Kalman filter will be combined
with the Random Finite Element method in a conceptual

Inverse analysis of an embankment using the Ensemble Kalman Filter
including heterogeneity of the soft soil

A. Hommels & F. Molenkamp
Delft University of Technology, Delft, The Netherlands

ABSTRACT: Geomechanical models are indispensable for reliable design of engineering structures and
processes and hazard and risk evaluation. Model predictions are however far from perfect. Errors are introduced
by fluctuations in the input or by poorly known parameters in the model. To overcome these problems an inverse
modelling technique to incorporate measurements into the deterministic model to improve the model results
can be implemented. This allows for observations of on-going processes to be used for enhancing the quality of
subsequent model predictions.

In geomechanics several examples of inverse modelling exist where the improved model of the system is
obtained by minimizing the discrepancy between the observed values in the system and the modelled state of
the system within a time interval. This requires the implementation of the adjoint model. Even with the use of the
adjoint compilers that have become available recently, this is a tremendous programming effort for the existing
geomechanical model system.

The Ensemble Kalman filter is being implemented to overcome this problem. The Ensemble Kalman filter
analyses the state of the system each time data becomes available. The Random Finite Element Method is used
to simulate the heterogeneity of the subsurface.

Very promising results of a conceptual example, based on the construction of a road embankment on soft clay,
are presented. The Ensemble Kalman filter is not only used for a straight forward identification of the elastic
modulus E and the Ko parameter of several soil layers below the embankment, but also incorporates by means
of the Random Finite Element Method the variation of the parameters throughout a soil layer.
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case study. The sensitivity of the analyses to the num-
ber of Monte Carlo simulations is also considered.

2 THEORY

2.1 Basic principles

The true state of the subsurface at time step k can be
described by a state vector xt(k). The elements of the
state vector are filled with stresses but possibly also
strains or other state parameters. The superscript “t”
denotes that xt(k) is the “true” state; the exact value is
probably unknown. To obtain insight in the true state,
a model is developed to make a forecast or to model
xf(k � 1) at time step k � 1:

(1)

The superscript “f” denotes that xf(k) is a “forecast” of
the true state xt(k) at time step k, which is in the best
case a good approximation. In the context of the shal-
low subsurface, the state vector can partly be filled
with displacements u. M denotes the dynamical model
operator, which describes for instance the constitutive
model of the soil, e.g. the soil parameters Young’s
modulus E and Poisson’s ratio n in the simplest elas-
tic case. If there are uncertainties in the parameters,
which have to be updated, the state vector xf(k) is also
filled with the uncertain parameters.

Since models are never perfect:

(2)

in which h(k) is the unknown model error in the k-th
forecast with E{h} � 0 (E denotes expectation) and
E{h2} � P, which is the model error covariance matrix.

Some entities of the state are compared with data
from an observational network, for example the meas-
urements yo of the surface displacements. All avail-
able data for time step k are stored in an observation
vector yo(k). The superscript “o” denotes that yo(k) is
an “observation”. There is a difference 
(k) between
the “true” state xt(k) and the actual “observed” data
yo(k):

(3)

where H(k) is the linear observational operator. The
observations are assumed unbiased (E{
} � 0) and
E(
2) � R, which is the measurement error covariance
matrix.

The final goal of inverse modelling methods is to
improve the state vector; at each time step k measure-
ments become available, with an error 
(k) as small as
possible.

2.2 Extended Kalman filter

In a filter, the state of the system is analysed each
time data becomes available. This is done in a two-step
approach. In the first step, the time update step, the
modelled values are calculated for the time measure-
ments will come in. Also the forecasted (or modelled)
error covariance matrix Pf is calculated as well as the
Kalman gain K, which is a kind of weighting factor
between the measured values and the modelled values.
The Kalman gain K is independent of the measure-
ments. In the second step, the measurement update step,
the measurements will come in and the assimilated
state vector xa(k) using the Kalman gain are calculated
as well as the assimilated error covariance matrix Pa.
The simplest filter is the linear Kalman filter. However
the linear Kalman filter is designed for linear systems
and therefore not very useful in geomechanics. It is
possible to derive approximate filters using lineariza-
tion techniques for non-linear systems. Again, assume
that the system can be described by a state vector x,
and the physical process is governed by the non-linear
stochastic equation:

(4)

in which u(k) is the system input, G(k) is the noise input
matrix and w(k) is the process noise with zero mean
and covariance matrix Q. In the time update step, the
equations can be written as:

(5)

(6)

where

(7)

The measurement update equations can be written as
follows:

(8)

(9)

And the Kalman gain is given by:

(10)
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2.3 Ensemble Kalman filter

Evensen introduced the Ensemble Kalman filter
(EnKF) in 1994 and the theoretical formulations
as well as an overview of several applications are
described in Evensen (1994, 2003). The EnKF was
designed to resolve two major problems related to the
use of the extended Kalman filter (EKF). The first
problem relates to the use of an approximate closure
scheme in the EKF, and the other one to the huge com-
putational requirements associated with the storage
and forward integration of the error covariance matrix
P. For further details the reader is referred to the 
references.

In the Ensemble Kalman filter, an ensemble of
possible state vectors, which are randomly generated
using a Monte Carlo approach, represents the statis-
tical properties of the state vector. The algorithm does
not require a tangent linear model, which is required
for the EKF, and is very easy to implement.

At initialisation, an ensemble of N initial states (jN)0
are generated to represent the uncertainty at time step
k � 0. In the measurement update step, the matrix
Ef(k � 1) defines an approximation of the covariance
matrix P(k � 1).

The time update equations for the Ensemble Kalman
filter for each estimate of the state are:

(11)

(12)

(13)

In the measurement update step:

(14)

Equation (11) is never really calculated due to huge
computational requirements, as mentioned before, but
is split up:

(15)

(16)

where 
 is for each ensemble member a randomly
added measurement error.

2.4 Random Finite Element Method

The Random Finite Element Method (RFEM) com-
bines the finite element analysis with the random field
theory generated using the local average subdivision
method (Fenton & Vanmarcke 1990). A brief descrip-
tion will be given.

In the Finite Element Method the uncertainty of a
material is defined by its mean � and its standard
deviation �. For the introduction of more spatial vari-
ability, the introduction of an additional statistical
parameter, the spatial correlation length ', is required.
The spatial correlation length defines the distance
beyond which there is minimal correlation and can be
determined from for example CPT-data. A large value
of ' indicates a strongly correlated material, while a
small value indicates a weakly correlated material. Now
the random field can be generated and in the Random
Finite Element Method, this is done using the local
average subdivision (LAS) (Fenton & Vanmarcke
1990), based on a standard normal distribution (mean
� is zero and the standard deviation � equals one) and
a spatial correlation function 
. LAS generates a square
random field by uniformly subdividing a square domain
into smaller square cells, where each cell has a unique
local average, which is correlated with surrounding
cells. For an isotropic field, where ' is equal in all
directions, the Gauss-Markov correlation function 

is given by

(17)

in which t is the lag vector. The random field for
a certain parameter E for cell i, based on a standard
normal distribution, can then be transformed into for
example a normal distribution:

(18)

in which mE is the mean and sE is standard deviation
of parameter E; Zi is the local average value for cell i.

There are an infinite number of possibilities for the
random field, based on the given set of statistics of �,
� and '. Again Monte Carlo simulations are used to
express the spatial distribution (Hicks & Samy 2002).

2.5 Monte Carlo simulations

Since both the Ensemble Kalman filter and the
Random Finite Element Method are based on Monte
Carlo simulation, these simulations are combined in
order to save computational effort. However enough
realizations are required to ensure a good representation
of probability density of the state estimate.
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3 CASESTUDY

3.1 Loaded soil column

Consider a soil column consisting of 16 elements,
which are 1 meter in length. Each element has a random
stiffness EA, calculated using LAS. The column is
axially loaded at element number 16.

The true state value of the element axial stiffness
vector EA is 16 KN and based on this value the meas-
urements are generated. The measurement noise is
normally distributed with zero mean and standard
deviation 0.01.

The stiffness EA of the soil has a normal distribution,
with mean m � 16 KN and standard deviation s � 2.
The total length of the column is 16 meter and the
spatial correlation length ' equals 3. During 100
timesteps the load is increased from 0.5 kN to 1.1 kN.

3.2 Update process

In figure 1, the results of the update of the stiffness,
for one element is shown. The assimilated values tend
to approach the value of the true state, but it takes a
while due to the random field assumption.

At the start of the update or assimilation process,
the uncertainty of parameter EA is very large. The
range of the ensemble members is shown in figure 2.
In figure 3, the range of the ensemble members is
shown after 100 loading steps. One can see that there
has been a large reduction of the parameter uncer-
tainty. The true state can be found, for both loading
steps, between the range of the ensemble members
and therefore the filter is performing well. In figure 4,
the different distributions for loading step 1 and load-
ing step 100 are shown. Again the large reduction of
the uncertainty is shown. The distribution at loading
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Figure 1. The update process of parameter E for several
time steps.

Figure 4. Comparison of starting and final distribution
of E.

Figure 3. Uncertainty of parameter E after 100 loading
steps.

Figure 2. Uncertainty of parameter E at loading step 1.
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step 100 is much smaller than the distribution at time
step 1. Therefore the uncertainty about the value of
the stiffness EA has decreased.

3.3 Sensitivity to the number of MC realisations

In principle, a higher number of Monte Carlo realisa-
tions will give a better estimate of the parameter.
However often not a very large amount is required to
obtain good results. In figure 5 the update of each
element after 100 loading steps for a different number
of Monte Carlo realizations is shown. A number of
500 MC realizations gives a slightly better estimate
than for 100 MC realizations. However, the difference
is very minimal. One can then choose for a lower
amount of MC realizations, which will save computa-
tion time.

In figure 5 it is also shown that the true state is never
fully reached, not even for 500 MC realizations. This
is due the fact that the observation points are limited
to 4 points. If the observation points were “traveling”
throughout the material, the estimation would be
much better, because then the true state is observed at
least once. However this is hardly ever the case in the
“real” world and therefore not simulated here.

3.4 Embankment

The authors are working on an a case study of the 
construction of a road embankment where the
Ensemble Kalman filter in combination with the
Random Finite Element Method will be applied to
determine several uncertain parameters of the shallow

subsurface. During the presentation the first results
will be shown.

4 CONCLUSIONS

The Ensemble Kalman filter has already proven to be
effective in the field of geomechanics using the stand-
ard finite element code (Hommels et al. 2005). In this
paper the effectiveness of the ensemble Kalman filter
in combination with the Random Finite Element
Method is shown.

After 100 loading steps, the parameter uncertainty
has been decreased significantly. The true state will
never be fully reached if there are a limited amount of
observation points at fixed places.

The analysis is slightly sensitive to the amount of
Monte Carlo realizations. It is shown that not a very
high amount of realizations is necessary to obtain a
good representation of the probability density of the
state estimate.
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1 INTRODUCTION

Drilled shafts have become the preferred deep foun-
dation element in many areas around the world because
soil conditions are usually unfavorable to driven piles,
scour depths on the ephemeral river channels are quite
large, and the increased confidence in the bearing layer
afforded by the drilled shaft construction process. 
A related issue of concern to designers is the perform-
ance of groups of drilled shafts in gravelly soils under
load. AASHTO standards call for groups to be designed
in cohesionless soils using a reduction factors times
the individual capacity of each shaft (AASHTO 1998).
Traditionally, the design process is either based on one
conventional safety factor or based on multi safety fac-
tors or the so called partial safety factors. Recently, this
new concept of partial safety factors has been employed
in some codes of practice (Eurocode 1 1991). However,
the determination of partial safety factors was based
somehow on empirical judgment not on mathematical
basis.

2 DETERMINISTIC ANALYSES

2.1 Analytical approach

All methods for determining the skin friction of drilled
shafts are based upon the general equation:

(1)

where Qs � kin friction capacity, fs � shaft resistance
per unit area, and As � surface area of the sides of the

shaft in contact with the soil. For differing layers of
soils, Qs consist of contributions from each layer. The
methods that follow are focused on determining fs for
cohesionless granular soils.

2.1.1 Tomlinson 2001
The unit skin resistance is calculated by Tomlinson
(Tomlinson 2001):

(2)

where �� � average effective overburden pressure over
the depth of a soil layer, K � coefficient of horizontal
soil stress, and � � soil-pile friction interface angle
obtained from laboratory shear box tests.

2.1.2 Meyerhoff 1976
Meyerhoff gives the unit side resistance as:

(3)

where N � average number of blows from standard
penetration test (SPT N-value), not corrected for
overburden pressure. (Meyerhoff 1976)

2.1.3 Reese and O’Neill 1989 (AASHTO
METHOD)

The unit side resistance for a given layer is given by
Reese and O’Neill and adopted by AASHTO as:

(4)

System reliability assessment of friction drilled shafts in gravel soils

A.M. Harraz & M.M. El-Meligy
Structural Engineering Department, Mansoura University, Mansoura, Egypt

ABSTRACT: Most design equations used to predict the skin friction values of drilled shafts are based on test
results in sands and clays where the concrete-soil interface is much smoother and does not take into account the
effect of soil dilation which is much higher in gravels compared to sand. The objective of this paper is to con-
duct system reliability analyses on friction shafts to study the probability of failure and determine the reliabil-
ity indices and partial factors of safety of these kinds of shafts. A parametric study was conducted using finite
element technique. The response surface methodology is used to link between the finite element analyses phase
and the reliability analyses. As a result of this study, two limit state functions, ultimate bearing capacity and ser-
viceability functions were developed. It is found that soil dilation, soil angle of internal friction and soil modu-
lus are the most important parameters controlling the probability of failure of friction shafts in gravelly soils.
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where # � K tan � in equation (2) and is given by the
function

(5)

�� � vertical effective stress at the middle of a layer,
and z � depth to the middle of a layer in feet. (Reese &
O’Neill 1989)

2.1.4 Kulhawy 1989
The unit side resistance is found using the general
equation:

(6)

where � can be expressed as a function of angle of inter-
nal friction, ��. The ratio �/�� is a function of construc-
tion technique and for good construction techniques
equals 1. For poor slurry construction techniques where
sufficient care was not taken to ensure that all of the
slurry was expelled from the hole or the slurry was
mixed together with and infiltrated the sides of the
hole, �/�� is reduced to 0.8 or lower. (Kulhawy 1989)

2.1.5 Rollins, Clayton, Mikesell, and Blaise 1997
Rollins et al. expanded on Reese & O’Neill’s method
(AASHTO method) by suggesting # factors for grav-
elly soils (Table 1) (Rollins et al. 1997).

where z � depth to the center of the layer. Their
results were based upon uplift tests (Rollins et al.
1997).

2.2 Field test approach

There are many tests performed on axially loaded
drilled shaft in clayey, silty or sandy soils, but there are
few tests conducted on gravelly soils. This is because
the heavy equipments (pump and jacks) needed for
field tests in these kind of soils due to the large capacity
of shafts. In these kinds of testing, shafts are instru-
mented with strain gauges, load cells, and displacement
sensors. The advantages of performing field tests are to
develop a real load displacement and load transfer
curves. These load test results have served to create
and validate the equations used to predict shaft capacity.
However, these tests are always expensive and need a
big effort and special equipments (Walsh et al. 2002).

2.3 Finite element approach

Finite Element Method (FEM) is another analytical
method used for the design of axially loaded shafts.
There are four basic components of finite element:
mesh generation, failure criterion, calibration, and
boundary conditions. The selection of the size and num-
ber of elements of the mesh is important because they
define where stresses and strains will be calculated.
To obtain a valid solution to a problem using the finite
element method it is necessary to develop a proper
mesh. The results obtained from the FE analysis can be
highly dependent on the failure criterion that is used.
Establishing boundary conditions is of great impor-
tance when using the FEM, especially when modeling
soil. The advantage of the finite element method is
that it performs analyses based on the stress and strain
characteristics of the materials used in the design. The
form of the solution does not have to be assumed in
order to solve the problem. The disadvantages of this
method are that it is very complicated and the analysis
time is very large. Another disadvantage of finite ele-
ment is the difficulty in modeling soil properties with
great precision. Due to the complexity of FE, it is more
of a research tool than a tool used in design practice.

3 SYSYEM RELIABILITY ANALYSES

3.1 Methodology

The system failure event Fsys can be expressed in terms
of minimal unions of intersections as (STRUREL
1997)

(7)

where

(8)

denotes the j-th failure event in the i-th intersection of
the system, and gij (X) is the j-th failure event in the 
i-th intersection of the system, and (X) is the vector of
basic random variables with dimension n. According
to the probability theory unions correspond to series
systems and intersections to parallel systems. The exact
evaluation of the probability of unions of events is
prohibitively expensive. However, bounds have been
proposed by several authors (e.g.; Ditlevsen 1979). The
computation of the probability of intersection which
is the key to system reliability analysis requires first
performing the probability distribution transformation
(Hohenbichler & Rackwitz, 1981)

(9)
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Table 1. # values (Rollins et al. 1997).

(%) Gravel #

Less than 25% # � 1.5 – 0.135z0.5; 0.25 � # � 1.2
25% to 50% # � 2.0 – 0.0615z0.75; 0.25 � # � 1.8
Greater than 50% # � 3.4e�0.0265z; 0.25 � # � 3.0
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where u � vector of independent standard normal vari-
ables (realization of U) and x � a realization of X.
Then, for large reliability index b, the failure proba-
bility can asymptotically determined as (Hohenbichler
et al. 1987)

(10)

where )k(b;R) � k-dimensional normal integral with
b a vector of the local reliability indices the compo-
nents of which are given by (Rangannathan 1990)

(11)

and R � matrix of correlation coefficients with ele-
ments {aT

i aj}, ai � normalized gradients of the k
active limit state surfaces in the joint b-point u* (the
design point in u-space) for which (El-Meligy &
Abedelatif, 1999)

(12)

CSORM � correction factor accounting for curvatures
of the active failure surfaces in the joint bb-point u*.
The generalized reliability index is defined as 
(El-Meligy & Rackwitz, 1998)

(13)

3.2 Partial safety factors (PSF)

Generally, the partial safety factor can be defined as
the factor by which the variable is multiplied in order
to achieve a target reliability index ; i. e.,

(14)

(15)

where, gli � partial safety factor for the loading vari-
able, gsi � partial safety factor for the strength variable,
xc,i � characteristic value of the random variable x*i �
design value of the random variable which can be cal-
culated as (Harraz et al. 1998)

(16)

where, Fi
�1[ ] � distribution function of the random

variable under consideration, bT � target reliability

index, ai � normalized sensitivity of the reliability
index with respect to the random variable xi in the 
u-space; i. e.,

(17)

and ||.|| indicates Euclidean norm. If ai has a positive
sign this means that the random variable is a strength
variable; otherwise, it is a loading variable. Clearly, a
partial safety factors, in this concept, is dependent on
the probability distribution and sensitivity of the ran-
dom variable under consideration as well as on the tar-
get reliability index (Rackwitz & Fiessler, 1987).

4 IDENTIFICATION OF UNCERTAINTIES

4.1 System uncertainties

As for most systems considerable amount of uncer-
tainty exists in the assessment of drilled shaft safety. In
general, the uncertainty may be categorized in three
groups; namely, system properties, system geometry,
and loading.

The reinforced concrete and soil are the two main
materials that comprise the drilled shaft foundations.
Generally, three major sources of uncertainties associ-
ated with soil properties can be identified (Vanmarcke
1977). The first source is the in-situ variability that may
be due to the variation of the mineral composition,
stress history and process of stratification. The second
source of uncertainties is the result of measurement
errors. The difference between the measured and the
actual values is mainly due to sample disturbance, test
imperfections and human factors. The statistical uncer-
tainty that is due to the limited number of tests and
samples required for the evaluation of subsurface
conditions is the third source of uncertainty. The vari-
ability in reinforced concrete properties is the result
of many factors; among others are the inherit vari-
ability of constituents and quality control. Generally,
in soil mechanics problems the variability in system
geometry does not contribute too much. The load vari-
ability depends on the considered type of loading; dead
load, live load, earthquake load, etc. An additional
source of uncertainty results from the difference
between the actual behavior of the component or sys-
tem and the behavior of the mechanical model for the
same component or system. This source of uncer-
tainty is mainly due to the simplifications in the
mechanical model. The above-mentioned sources 
of uncertainties are compiled in the reliability analy-
sis through the stochastic model, which contains 
the probability distributions and statistical moments
(El-Meligy 2002).
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5 PROPOSED ALGORITHM

The proposed algorithm for the reliability assessment
of drilled shaft is summarized as follows:

1. Prepare the mechanical as well as the stochastic
models.

2. Perform the required numerical experiments using
ABAQUS code (ABAQUS 1998). Then, using
regression analysis find in closed form the limit
states considered in the assessment; i.e., the shaft
bearing capacity and settlement.

3. The system reliability package STRUREL
(STRUREL 1996) is used for system reliability
analysis.

4. In the first run use STRUREL to perform sensitiv-
ity analysis for the random variables with respect
to the failure probability for each limit states and
for the system as well.

5. Based on the sensitivity analysis reduce the stochas-
tic model by replacing the unimportant random vari-
ables by deterministic variables at their mean values.

6. Perform the reliability analysis using SYSREL
based on the reduced stochastic model in order to
determine the reliability indices and the sensitivity
coefficients required for the evaluation of the par-
tial safety factors.

Get the partial safety factors using the aforementioned
sensitivity coefficients and based on the target reliabil-
ity indices of EUROCODE 1991.

6 CASE STUDY

6.1 Case study description

A real pull out field test that was performed in
January 1997 at Mapleton, Utah, USA was chosen as
a case study for this paper. The percent of gravel ranges
from 68% in the gravely materials to 2% in the silty
sand soil areas (Rollins et al. 1997). The main objective
of this test was to determine the skin friction values
between soil and shaft. The shaft diameter is 0.62 m
and has a length of 3.9 m.

6.2 Finite element model

Finite element analyses using the program ABAQUS
(1998) were performed on a 3-D finite element model
with 8-node elements. The boundary conditions include
infinite (continuous) elements to reduce the effect 
of stress concentrations. The mesh shown in Figure 1
represents the results of several mesh refinement runs
(Harraz et al 2005). In this mesh, the soil and shaft
were discretized. The behavior of the reinforced con-
crete shaft was modeled as linear elastic. The soil was
modeled as an elastic-perfectly-plastic, Drucker-
Prager-Type material with volumetric dilation (Chen &

Baladi, 1985). Friction elements with a coefficient 
of friction, f, were used to represent the interaction
between the soil and the shaft. Harraz et al (2005)
developed the best soil set to fit this real field load-
displacement curve as shown in Table 2 using in situ
and laboratory data as well as FEM. Where, � � soil
angle of internal friction, ! � soil dilation, c � soil
cohesion, E � soil modulus, � � soil unit weight, k �
initial coefficient of lateral earth pressure at rest, f �
coefficient of friction between soil and shaft, L � shaft
length. The finite element results showed also that the
initial coefficient of lateral earth pressure, k, soil
Poisson’s ratio, �, and concrete shaft modulus have
neglect effect on the skin friction values. (Harraz 
et al. 2005)

6.3 Stochastic model

A sensitivity analyses performed by the authors using
STRUREL showed that the soil cohesion, c, and soil
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Soil Finite Elements

Infinite (continuous) Soil Elements

Shaft Elements

Y
X

Z

Figure 1. Half symmetry of shaft and soil discretization
mesh.

Table 2. Soil parameters at Mapleton (Harraz
et al. 2005).

Parameter Values

�° 42
	° 42
c (kPa) 23.85
E (kPa) 1.0 � 105

�(kN/m3) 19.6
k 1.0
f 1.0
L (m) 3.9
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shaft friction, f, have the lowest normalized sensitiv-
ity factors in the model. This implies that we need to
consider these two random variables as constants.
Table 3 shows the reduced stochastic model. Random
variables are assumed to be uncorrelated.

6.4 Discussion of results

Two limit states were developed for shaft bearing
capacity and settlement. Linear and quadratic func-
tions were used for each limit state. A parametric
study was performed using STRUREL to study the
change of coefficient of variation of each variable on
the system reliability indices and probability of fail-
ures. Figures 2, 3 show the effect of the basic random
variables on the system reliability and probability of
failure; respectively, for both the linear and quadratic
limit states. It can be seen that the effect of nonlinear-
ity is considerable. Moreover, the effect of the vari-
ability of f is larger than the effect of the variability
of any other random variable. That is due to the high
sensitivity of the reliability with respect to f in com-
parison with the other variables. Figures 4–8 show the
effect of the variability of �, !, E, �, and L; respec-
tively, on the partial safety factors of the basic random
variables using target reliability equals to 3.8. Generally,
the increase of the variability of a random variable
results in decrease of its partial safety factor and increase
in the partial safety factors of the other variables.
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Table 3. Reduced stochastic model.

Random Probability Coefficient of 
variable Units distribution Mean variation

� degree Normal 42 0.25
! degree Normal 42 0.25
E kPa Normal 1 � 105 0.25
� kN/m3 Normal 19.6 0.20
L meter Normal 3.9 0.10
c kPa Constant 23.85 —
f — Constant 1.0 —
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on system reliability.

0.00

0.10

0.20

0.30

0 5 10 15 20 25 30 35
C.O.V. (%)

P
ro

b
ab

ili
ty

 o
f 

F
ai

lu
re

E

L

φ
Ψ

γ

Linear Limit State     

Quadratic Limit State

Figure 3. Effect of coefficient of variation of all variables
on system probability of failure.

0.00

0.20

0.40

0.60

0.80

1.00

0 5 10 15 20 25 30 35
C.O.V., φ (%) 

P
ar

ti
al

 S
af

et
y 

F
ac

to
rs

, (
P

S
F

)

Linear Limit State     

Quadratic Limit State

E

L
γ

φ

Ψ

Figure 4. Effect of coefficient of variation of � on System
PSF.

0.00

0.20

0.40

0.60

0.80

1.00

0 5 10 15 20 25 30 35
C.O.V., Ψ (%) 

P
ar

ti
al

 S
af

et
y 

F
ac

to
rs

, (
P

S
F

)

Linear Limit State     

Quadratic Limit State

E

L
γ

φ
Ψ

Figure 5. Effect of coefficient of variation of ! on system
PSF.

0.00

0.20

0.40

0.60

0.80

1.00

0 5 10 15 20 25 30 35
C.O.V., E (%)

P
ar

ti
al

 S
af

et
y 

F
ac

to
rs

, (
P

S
F

)

E

L
γ

Linear Limit State     

Quadratic Limit State

φ

Ψ

Figure 6. Effect of coefficient of variation of E on system
PSF.

Copyright © 2006 Taylor & Francis Group plc, London, UK



Table 4 shows the partial safety factors for each vari-
able for linear and quadratic limit states functions.
From Table 4, it is clearly shown that � and ! play
the most important rule in system reliability of skin
friction drilled shaft foundations in gravelly soils.

7 CONCLUSIONS

An algorithm has been proposed for the system reliabil-
ity assessment of skin friction drilled shaft foundations
in gravelly soils. The algorithm enables the inclusion
of the probabilistic concept in soil mechanics and foun-
dation codes of practice. The large number of random

variables, which can be prohibitively expensive, is
reduced based on the normalized sensitivity of the
variables. The partial safety factors required for the
codified design of friction shafts are determined
according to the target reliability levels recommended
by EUROCODE. The partial safety factors are deter-
mined corresponding to the system failure. It is found
that the soil angle of internal friction, soil dilation, and
soil modulus are the most important random variables.
The results and findings in this paper are only related
to the considered example. Generalization of the results
requires more intensive work. More intensive research
and data collection are required to determine the most
appropriate stochastic models for the important ran-
dom variables.
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Table 4. Partial safety factors (�T � 3.8).

Partial safety factors

Variable Linear limit state Quadratic limit state

� 0.36 0.36
! 0.46 0.48
E 0.66 0.66
� 0.88 0.86
L 0.91 0.89
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1 INTRODUCTION

Appropriate constitutive models of soils are the key to a
successful prediction of the behaviour of geotechnical
structures. A large number of models based on various
constitutive theories have been proposed in the last
three decades. All of them assume a-priori, a mathemat-
ical framework of the model and the material param-
eters corresponding to the assumed framework have to
be identified from physical material tests. Many mate-
rial parameters in complex constitutive theories have
no physical meaning, are difficult to determine and
have to be identified by trial and error from numerical
simulations.

Neural Network based Constitutive Models
(NNCMs) do not require a-priori stipulation of any
mathematical framework. They also do not require iden-
tification of any material parameters, although desired
material parameters can be identified from virtual tests
on the trained NNCM [Shin & Pande, 2003]. NNCMs
simply learn the complex relationship between stresses
and strains from the physical test data presented to it for
training. Following the pioneering work of Ghaboussi
and his co-workers (1998), Shin & Pande (2000) have
shown that the NNCMs can also be trained from the
monitored load-displacement response of ‘structures’
having non-uniform field of stress and strain. Monitored
response may be from a test on an arbitrarily shaped
specimen with known boundary conditions in an

experimental configuration or may be from a field or
in-situ test. In either case, trained NNCMs can be inter-
rogated to obtain material parameters, if required. Such
NNCMs embedded in a finite element code are also the
basis of ‘self-learning finite element’ procedures, pro-
posed by Shin & Pande (2000) and Pande & Shin (2002).
There are, thus, distinct advantages in adopting NNCMs
for the analysis and design of geotechnical structures.

The triaxial tests data of soils do not contain infor-
mation relating to shear stress-shear strain response
explicitly. To overcome this, Shin & Pande (2002) used
a data enrichment scheme which involved transform-
ation of test data (stresses & strains) along arbitrarily
rotated axes to generate shear stress – shear strain
response. This scheme has been used here and found to
be effective. In the previous research papers, NNCMs
have been developed for geomaterials under monotonic
loading only. Apart from problems of cyclic and tran-
sient loading, unloading and reloading can take place
even in a quazi-static geotechnical problem. To account
for this, in this paper, a new input parameter, viz. the
length of strain trajectory, #, has been introduced. This
parameter, is called ‘intrinsic time’ and has previously
been used in ‘endochronic’ theories of material behav-
iour proposed by Valanis (1982) and his co-workers and
Bazant (1982) and his co-workers. Results of the study
indicate much improved predictions of stress-strain
response under loading re-loading conditions in prac-
tical problems from NNCMs trained from synthetic data.

A neural network equivalent of hardening soil model of PLAXIS

S.I. Drakos & G.N. Pande
Centre for Civil & Computational Engineering, Swansea University, Swansea

ABSTRACT: This paper presents a Neural Network based Constitutive Model (NNCM), which is an equivalent
of the Hardening Soil Model (HSM) available in the commercial software PLAXIS. The primary aim is to study the
feasibility of developing a User Defined material module from the raw experimental data obtained from testing of
soils. Instead of using real triaxial test data for any particular soil, synthetic data were generated by choosing a set
of parameters, typical of sands, for the HSM. The technique of data enrichment proposed by Shin & Pande (2002)
was adopted to obtain a good performance of the NNCM. To model a realistic behaviour of soils under different
loading/unloading/reloading conditions, the length of strain trajectory in strain space, #, has been introduced as an
independent input parameter. Four different stress paths in triaxial space were used for training. Two geotechnical
problems, viz. a foundation and an excavation were analysed using the HSM. The stress paths at some typical points
in these structures were predicted using the trained NNCM and compared with that obtained from the HSM. Good
agreement was found. A secondary aim of the study was to check if NNCM equivalents of complex constitutive mod-
els were computationally more efficient than the original models. This aim, however, could not be achieved in this
study due to lack of time.
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2 NEURAL NETWORK BASED
CONSTITUTIVE MODEL

2.1 Neural network based constitutive model
methodology and architecture

A neural network is composed of causes (inputs), the
hidden layer and the effects (outputs). The aim of neural
network training is to find out the complex relationship
between the causes and the effects. A neural network
can be used to simulate stress-strain response of any
material by using appropriate data. In this case, the
components of strain become the causes whilst the
resulting stresses are the effects. Description of stress-
strain behaviour by a NNCM does not require checking
for plastic flow, computation of flow vector, updating
and reconstitution tangential stress integration matrix.
Full details are contained in the publications of the
senior author and his co-workers. Here a brief descrip-
tion will be given for completeness and continuity.

Total (as distinct from incremental) stress vector can
be computed from the corresponding strain vector as
follow:

(1)

Where:

(2)

(3)

Here, NNCM stands for a neural network trained
from stress-strain data. Alternatively, a NNCM can be
trained with pairs of incremental strain and incremental
stress data at various stress levels.

In many geotechnical problems, soils are subjected to
cyclic and transient loads. Even in quasi-static problems
many elements are subjected to unloading and reload-
ing. For constitutive models to be valid, in such situ-
ations, it is proposed to adopt ‘intrinsic time’ (Bazant,
1982, Valanis, 1982) or length of strain trajectory, #, as
an independent input parameter. Mathematically, #, is
defined as follows:

(4)

Where, d# is an increment of deviatoric strain
defined as

(5)

Intrinsic time, #, is a monotonically increasing positive
parameter. The above definition can be changed to
include volumetric strain as well as real time.

The NNCM adopted in this paper has strain incre-
ments, stresses and ‘intrinsic time’ as the input vari-
ables. Increments of stress are the output variables. For
two-dimensional analyses, the optimal architecture of
the NN is presented in figure 1. It is constituted by 9
input nodes two hidden layer of 18 and 8 nodes
respectively and 4 output nodes. In order to train the
neural network the resilient backpropagation (RPROP)
algorithm is used. RPROP was first proposed by
Reidmiller (1993) and implemented by Shin (2001). It
is a local adaptive learning scheme based on the stan-
dard backpropagation framework.

2.2 Data enrichment

The strain-stress pairs from the triaxial tests are actually
principal stresses and strains since no shear stresses/
strains are involved. If such data were used for training,
NNCM will have to extrapolate wherever shear stress/
strain components are involved. This will lead to large
inaccuracies in stress-strain response of the NNCM.

To overcome this limitation, Shin & Pande (2002)
proposed a data enrichment strategy. They created add-
itional data by transformation of stress and strain in
which the shear components will naturally be non-zero.
In the two dimensional case, the transformation of a
principal stress vector by an angle ' measured antilock
wise from the X axis is as follows:

(6)

(7)

(8)

Where:

(9)

(10)

For strains

(11)
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dεx dεz
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σxn-1 σyn-1 σzn-1 dεy dγ ξτn-1
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Figure 1. Architecture of NNCM [9-18-8-4] for two-
dimensional analysis.
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(12)

(13)

Where:

(14)

(15)

This method produces a large amount of training
data depending on the number of transformations
chosen to generate data. Among the expanded data there
are many duplicated strain-stress pairs so an additional
process of ‘data pruning’ is adopted. In this paper an
incremental angle, �' equal to 5° was used in order to
rotate the strain-stress axes from �45° to �45°.

3 TRIAXIAL TEST SIMULATION

3.1 Data generation

As stated in the abstract of the paper, the main goal of
this research is to study the feasibility of developing
User Defined models based on experimental data.
However, in place of using real experimental data for
any material, we have chosen to generate data (these
are termed as ‘synthetic’ data) from the well known
constitutive model, the Hardening Soil model available
in the commercially available software, PLAXIS. For
this purpose typical parameters for sand have been
arbitrarily chosen and are shown in Table 1. For the
definition of various variables, the reader should refer to
PLAXIS software manuals.

The triaxial test paths corresponding to conditions of
Loading in Compression (LC), Loading in Extension
(LE), Unloading in Compression (UC) and Unloading
in Extension (UE) have been simulated under stress
controlled drained conditions using PLAXIS software
with HSM. These stress paths, in deviatoric stress, q, and
effective mean stress, p�, space are shown in figure 2.
Three different confining pressures of 50, 100 and

150 kPa were used for each of the above stress paths. In
engineering practice, if such test data were available
for a soil, one would perhaps term them as ‘extensive’.
These stress-strain data obtained from these simulations
were then used for training the NNCM.

Plots of q versus axial strain, 
yy, as predicted by
the trained NNCM and the original HSM data used
for training, for various stress paths are shown in
figures 3 and 4. An excellent match is seen confirming
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Table 1. Arbitrary sand parameters.

E50
ref (for pref � 100) 20000

Eur
ref (for pref � 100) 60000

Eoed
ref (for pref � 100) 20000

Cohesion c� 0.0
Friction angle �� 30
Dilatancy angle c 0
Poisson ratio v 0.2
Power m 0.5
Konc 0.5
Tensile strength 0
Failure ratio 0.9

-δσr

-δσa

+δσa

+δσr

p

q Unloading Loading

Compression

Extension

O

Figure 2. Stress paths in q – p� space used for generating
synthetic data.
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Figure 3. Graph of q versus 
yy under LC and LE condi-
tions for a confining pressure of 100 kPa.
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Figure 4. Graph of q versus 
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that NNCM has been adequately trained. This, how-
ever, is not surprising since prediction of response is
made for the confining pressure which was also used
in training data. We need to check if the response at
confining pressures within the training range as well
as outside that used in training is also reasonable. This
issue is discussed in the next section of the paper.

4 MODEL VALIDATION

In the part of the paper, we present the prediction of
the trained NNCM for two additional triaxial tests
with confining pressures of 10 & 200 kPa which are
out of the range of the training data. For these tests the
predictions of the NNCM were poor. NNCM was
then re-trained using additional data generated for the
four stress paths described earlier and for confining
pressures of 1 kPa and 200 kPa. The graphs of q ver-
sus 
yy are presented in the figures 5 and 6 for the
HSM, trained and re-trained NNCMs. This confirms
that extrapolation by NNCM is always of poorer qual-
ity than interpolation, Pande & Shin (2004).

5 NUMERICAL EXAMPLES

The stress paths imposed in real problems are obvi-
ously different from those under the aforementioned
four stress paths. The aim of this section is to compare
NNMC and HSM predictions in typical geotechnical
problems. For this purpose, we have chosen two
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Figure 7. Geometry and monitoring points of the founda-
tion problem.
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examples. In the first example a foundation problem
has been considered whilst in the second a problem of
excavation has been studied. The soil parameters for a
both problems are taken from table 1. PLAXIS FE
code has been used in order to solve the above geotech-
nical problems. Plane strain and drained condition
was assumed for the calculations.

5.1 Foundation problem

In figure 7 the geometry of the foundation problem is
presented. Six node triangular isoparametric elements
have been used for the analysis. A uniform load of
150 kPa has been incrementally applied and the
resulting strain–stress curves at two monitoring
points, A & B, marked on the figure, for NNCM and
HSM are shown in figures 8 and 9.

5.2 Excavation problem

In this example, analysis of a 10 m � 4 m deep excav-
ation behind a sheet piled wall was carried out in one

stage. After the calculation for the initial conditions,
excavation load is applied. The geometry of the prob-
lem and the locations of monitoring points are pre-
sented in figure 10. As mentioned earlier, three
confinement pressures were initially used to generate
data for the training of the NNCM. If this NNCM is
used for the prediction of stresses corresponding to
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Figure 10. Geometry and monitoring points of the retain-
ing problem.
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the strains at monitoring point A, predictions were
found be inaccurate. However, when the NNCM
trained with five sets of confining pressure data was
used, accurate response corresponding closely to HSM
was obtained, see figure 11 & figure 12. The reason
for this is obvious. In the excavation problem, at some
points, the confining pressure is small. The initially
trained NNCM had to extrapolate the response at low
confining pressures whilst after re-training with five
sets of pre-consolidation pressures, it had only inter-
polate or extrapolate only in a small zone beyond the
data used in its training.

6 CONCLUSIONS

In this paper, a Neural Network based Constitutive
Model which is an equivalent to the Hardening Soil
Model of PLAXIS has been presented. Four triaxial

stress paths with five initial confining pressures were
used to generate synthetic data. The performance of
the NNCM has been validated against stress paths
experienced by some critical points in typical prob-
lems of foundations and excavation. It is expected
that in the near future, the analyst would be able to
develop a constitutive model based on experimental
data, without invoking a constitutive theory and need
for identification of material parameters. Need for
engineering judgment in selection of appropriate data
will, however, be a paramount factor.
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1 INTRODUCTION

The surface wave method is a new nondestructive
seismic technique for in-situ evaluation of elastic
moduli and layers thicknesses of layered systems such
as pavements and natural soil deposits. The method is
based on the dispersive characteristics of surface
(Rayleigh) waves in layered media, i.e., waves of dif-
ferent wavelengths propagate with different veloci-
ties. The methodology of the surface wave test is
simple and has the potential to be fully automated.

The procedure for conducting the surface wave
method, which is referred to as spectral analysis of
surface wave method by some researchers, can be
divided into three phases: (1) data collection in the
field; (2) evaluation and construction of the experi-
mental dispersion curve; and (3) inversion of the dis-
persion curve for determining the stiffness profile of
the system. Elastic waves are generated by an impact
source on the surface of the system, detected by a pair
of receivers, and recorded by an appropriate transient
recording device. Figure 1 shows a schematic dia-
gram of the surface wave testing setup. The disper-
sion curve for a single receiver spacing is obtained
from the relationships for phase velocity and wave-
length for an arbitrary frequency component. The test
is repeated for several receiver spacings to cover a
broad range of wavelengths and in two directions to

minimize the effects of dipping layers and the internal
phase of the instrumentation. The dispersion curves
for all receiver spacings and two directions are fully
filtered and statically combined to derive an average
dispersion curve for the system.

The objective of the surface wave method is to obtain
the experimental dispersion curve that describes the
relationship between the velocity of wave propagation
(phase velocity) and wavelength (or frequency). Then,
through an inversion process, the profile of the layers
stiffness and thickness of the layered system is obtained.
Typical results of the field measurements are shown
in Figure 2. Determination of the dispersion curve is

Application of artificial neural networks in solving inversion problem of
surface wave method

T. Akhlaghi
University of Tabriz, Tabriz, Iran

ABSTRACT: Surface wave method is an in-situ nondestructive testing procedure for estimation of elastic
moduli and layers thicknesses of layered structures such as pavements and natural soil deposits. In this research
“Matlab” has been employed for applying artificial neural networks in solving inversion problem of surface
wave test dispersion curve and estimating the soil profile. Multi layer neural networks along with back propa-
gation training procedure are used to carry out the required inversion process. The networks are trained using
the Steepest Descent Gradient Algorithm, Conjugate Gradient Algorithm and Levenberg–Marquardt Algorithm.
Eight training functions have been employed and assessed in three, four and five layer networks. The most opti-
mized network with the least error rate and iteration number for convergence was selected and tested for cer-
tainty. By employing the selected optimum network, a number of real cases have been studied and the results
obtained have been compared with the available actual data. The results show very good match indicating that
the selected back propagation neural network is capable of providing a useful tool for carrying out the inversion
process of surface wave method.

Figure 1. Schematic diagram of surface wave test setup.
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a simple and mostly automated task. The inversion
process, however, is complex. Most of the inverse
techniques developed thus far are based on numerical
methods. These methods are almost time-consuming
and greatly dependent on the experience of the user.
Also the inversion process has been automated for
special conditions only, such as pavements and soil
profiles where the shear modulus increases with
depth. There is a need to develop methods for effi-
cient inversion of the dispersion curve under general
conditions.

This paper describes the application of neural net-
works to perform the inversion process for surface
wave method using “Matlab” program. Various back
propagation and general regression neural network
models were studied. These models accept a descrip-
tion of the dispersion curve as input, and provide the
results as output ratios describing the stiffnesses and
layers thicknesses of the system.

2 ARTIFICIAL NEURAL NETWORKS

Artificial neural networks are biologically inspired
analogues of the human brain. They are composed of
many operationally simple but highly interconnected
processing units. The processing units themselves have
certain functional similarities to biological neurons,
and their organization bears at least superficial resem-
blance to the organization of neurons in the brain.

The type of calculation performed by a neural net-
work is determined by the architecture of the network.
The most common architecture used for mapping,
classification and forecasting is the multi-layer, feed-
forward network (Hecht-Nielsen 1989). These net-
works consist of several layers of processing elements.
The processing elements pass information in the form
of signal patterns from the input layer of the network
through a series of hidden layers to the output layer.
The signals travel along connections whose strengths
are adjusted to amplify or attenuate the signal as it

propagates through the network. Each processing ele-
ment sums the signals arriving at its inputs from the
previous layer, performs a nonlinear transformation on
the collective signal, and passes the transformed signal
on to each of the processing elements in the succeeding
layer. Thus, the output signal pattern that results from a
given input signal pattern is uniquely determined by the
distribution of connection strengths throughout the net-
work. In that respect, the “knowledge” contained in
the network is stored as the connection strengths.

The neural network gains its knowledge through
training. Training of feed-forward networks is com-
monly accomplished using a supervised learning
method. In supervised learning, a set of training exam-
ples (consisting of input-output pairs) is iteratively pre-
sented to the network. The input signals are propagated
through the network, and the resulting outputs are
compared to the target outputs. A learning algorithm
is employed to adjust the connection strengths so as to
minimize the differences between the calculated and
target outputs.

The back propagation learning algorithm has
become the de facto standard for training multi-layer,
feed-forward networks. After each training example
is presented to the network, the differences between
the calculated and target output patterns are com-
puted and propagated backwards through the network
using the existing network connection strengths. The
individual connection strengths are then adjusted in
the direction that reduces the error apportioned to
them. If training is successful, after many iterations
(using training examples each time or reusing a lim-
ited set of training examples in a different order), the
connection strengths attain values that globally mini-
mize the output error (commonly expressed as the
root mean square or arithmetic mean) for all inputs.

3 NEURAL NETWORK TRAINING

Back propagation and general regression neural net-
work models are trained using a training set. This
training set consists of training patterns, each of
which is a data pattern consisting of input variables
and correct output variables. The inputs in these mod-
els are the dispersion curves data. The dispersion
curves used to instruct the neural networks are synthetic
dispersion curves constructed using the exact dynamic
stiffness matrix method developed by Kausel &
Roesset (1981) and computerized by Manochehri
(2003).

The dispersion curves in the training set can be defined
either in terms of dimensionless velocity versus dimen-
sionless frequency or dimensionless velocity versus
dimensionless wavelength. The dimensionless values of
the parameters are used to enable application of the
database to a much wider range of soil profiles. The
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Figure 2. Typical results of surface wave field measurements.
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dimensionless velocity and dimensionless wavelength
are respectively given by the following relations:

(1)

(2)

where Vs1 and d1 are the shear wave velocity and
thickness of the surface layer, Vphase and lphase are
phase velocity and corresponding wavelength in the
dispersion curve, respectively.

The training data considered contain a four-stratum
soil profile, as shown in Figure 3. One hundred nineteen
training cases were developed each with 76 inputs.
All the curves are defined for the same set of 76
dimensionless pair of data (dimensionless wavelength-
dimensionless shear wave velocity) in the range 
from 5–20 with step of 0.2 for the dimensionless
wavelength.

The effects of mass density and Poisson’s ratio on
the dispersion characteristics of surface waves are
small. Nazarian & Stokoe (1984) has shown numeri-
cally that the effects of these two parameters, in most
practical cases, are less than 5%. Therefore, to sim-
plify the inversion process, it is assumed that mass
density and Poisson’s ratio for each layer are known
parameters. Reasonable values are assigned to these
parameters based upon past experience. In the present
work, these parameters have been assumed to be
v � 0.4 and r � 2000 kg/m3. Also shown in Table 1
are the various values required for each of the five
output parameters used in the construction of the cor-
responding dispersion curve of the given soil profile.

The corresponding output for each training case is
the soil profile. This profile is described by two thick-
ness ratios, d2/d1 and d3/d1, and three shear wave
velocity ratios, Vs2/Vs1, Vs3/Vs1 and Vs4/Vs1. The train-
ing sets were developed so that the dispersion curves
matched various combinations of these output param-
eters. Implementation of the neural network in the field
for backcalculation of the soil profile using the surface
wave method requires the thickness and the shear wave
velocity to be known. The experimental dispersion

curve is then normalized according to the relations
(1) and (2), and input to the neural network. Finally,
the neural network provides output defining the soil
profile.

4 BACK PROPAGATION NEURAL NETWORK

A back propagation network is made up of intercon-
nected nodes arranged in at least three layers. The
input layer receives the input data patterns, and passes
them into the network. The number of input nodes
equals the number of input data values. The output
layer produces the result. The hidden layers have no
direct connection to input or output.

During training, back propagation networks process
patterns in a two step procedure. In the first or forward
phase of back propagation learning, an input pattern is
applied to the network, and the resulting activity is
allowed to spread through the network to the output
layer. The desired results are then compared to the
actual results produced by the network. This compari-
son results in an error for each node in the output layer.
In the second or backward phase, the error from the
output layer is propagated back through the network to
adjust the interconnection weights between layers. This
process is repeated until the network’s output is suffi-
ciently accurate. Back propagation learning is this
process of adapting the connection weights. After
instruction, a back propagation network can process
unknown input data. An unknown input pattern can be
applied, and the network produces a corresponding
pattern at the output.

In this paper, the Matlab 6.5 software has been used
for development of the network and performance of its
training, evaluation and assessment. Normal three-,
four- and five-layer back propagation networks were
tested. These networks in company with learning algo-
rithms such as Steepest Descent Gradient (SDG)
Algorithm, Conjugate Gradient (CG) Algorithm and
Levenberg-Marquardt (LM) Algorithm were used to
evaluate the training data. To train the networks, a test
set of 35 normalized dispersion curve in company
with their soil profile were developed and used. After
running the program, the error for each case was cal-
culated and the number of neurons in hidden layers

659

Layer Thickness Shear wave Mass Poisson's 
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Figure 3. Idealized soil profile and layers parameters.

Table 1. Output training parameters.

d2/d1 d3/d1 Vs2/Vs1 Vs3/Vs1 Vs4/Vs1

1.2 1.3 1.2 1.5 2.0
1.4 1.6 1.4 1.8 2.5
1.6 1.9 1.6 2.1 3.0
1.8 2.2 1.8 2.4 3.5
2.0 2.5 2.0 2.7 4.0
2.2 2.8 2.2 3.0 4.5
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determined. The mean squared error (MSE) was used
to evaluate the performance of the network due to dif-
ferent number of intermediate neurons (in the hidden
layers). Examination of the outputs from the neural
network models indicates that these models are capable
of matching the dispersion curve inputs with the cor-
rect soil profile. The MSE is given by the following:

(3)

where A � actual output value, P � output value by
the neural network, and n � number of cases in the
training set.

The lower values of the MSE indicate that the neu-
ral network is working better. Table 2 shows the MSE
values for the test set for each model.

Eight instructive functions have been used, including:
Batch Gradient Descent (traingd), Batch Gradient
Descent with Momentum (traingdm), Steepest Gradient
Descent with Variable Learning Rate (traingdx), Fletcher-
Reeves Conjugate Gradient (traincgf ), Polak-Ribiere
Conjugate Gradient (traincgp), Powell-Beale Conjugate
Gradient (traincgb), Scaled Conjugate Gradient (trainscg)
and Levenberg-Marquardt (trainlm) algorithms. After
instructing the network all instructive algorithms
have been assessed in three, four and five layer net-
works. Among these networks, the most optimized
one with the least error rate and iteration number to
be converged was studied and investigated. It was
noticed that the Scaled Conjugate Gradient (SCG)
algorithm is the best and fastest one among the others
and therefore this algorithm was selected as the 
optimum one to be utilized in the network training.
Levenberg-Marquardt algorithm was also applied but
as the network was so large, the computer confronted
with run out of memory. Considering the methods to
decrease the memory for algorithm, again computer
failed to run the program because of great dimensions
of network. Therefore, according to the Matlab’s rec-
ommendation, the other algorithms were used.

Table 3 compares the results between neural net-
work calculations and the actual examining values for

5 test data. Figures 4 and 5 show artificial neural net-
work’s results with actual examining data in the form
of dispersion curve and plot of soil profile in 5-layer
network (5-90-80-70-119) using Conjugate Gradient
algorithm in TEST-1 (for instance).

Figures 6 and 7 also show the trained neural net-
work results in company with actual site dispersion
curve and soil profile (for instance).

These dispersion curve and soil profile have been
determined using surface wave test and exploration
logs conducted at the site. The site is located at
Sacarya in Turkey (Rosenblod & Stokoe 1999). As
can be seen from the Figures, the agreement between
the calculated neural network results and the actual
data is reasonably good. This agreement was also
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Table 2. Mean squared error for test set.

Learning Training 
Model B. P. algorithm function Epochs MSE

3-layer SDG traingdx 28750 0.388234
4-layer SDG traingdx 21750 0.29405
5-layer SDG traingdx 19250 0.25504
3-layer CG trainscg 4380 0.099985
4-layer CG trainscg 1592 0.099900
5-layer CG trainscg 1243 0.099966
3-, 4- and LM trainlm – –
5-layer
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Figure 4. Dispersion curves of neural network results and
actual examining data.
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Figure 5. Soil profiles of neural network results and actual
examining data.

Table 3. Neural network output parameters’ error values.

Test data d2/d1 d3/d1 Vs2/Vs1 Vs3/Vs1 Vs4/Vs1

TEST-1 �0.0735 �0.1796 0.1867 �0.0204 �0.0149
TEST-2 0.0235 0.2826 �0.1257 0.0677 �0.0348
TEST-3 �0.1972 0.0583 0.0813 0.0980 �0.0135
TEST-4 0.2445 �1.1585 �0.1320 �0.0154 �0.0463
TEST-5 �0.3148 0.2218 �0.0681 0.3976 �0.014
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seen in all other cases studied as well. The results
indicate that back propagation SCG model with five
layers provides good results in analyzing the disper-
sion data obtained by surface wave method.

5 CONCLUSIONS

Investigations and results on back propagation neural
networks show that these networks are capable of
estimating the soil profile under study. The networks
studied in this research work inverse the surface
waves dispersion curve in order to find out the corre-
sponding four-stratum modeled soil profile.

According to the observed results, among applied
networks in this study, five layer back propagation net-
work with Scaled Conjugate Gradient (SCG) training
algorithm produced the best estimation in accordance
with these dispersion curves. Using dispersion curves
data obtained from the tests carried out on real sites to

train the neural networks, made it possible to use this
method for real sites.

One of disadvantages of neural network methods to
inverse dispersion curves is lack of recognition of the
soil layer number and it can be removed by training the
network according to assumed soil layers. It means that
we can not use a trained neural network for four-layer
soil system in a five-layer soil profile. In the case of
using neural networks for more soil layer profiles, we
need to increase the training data suitable with that pro-
file. Increasing the range of problem, network will need
to learn more complex points which will in turn lead to
bigger networks, and several more examples will be
needed to train the network. Also faster training algo-
rithms will be required in order to complete the set of
training data within a reasonable period of time.
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1 INTRODUCTION

Uncertainties and approximations are inherent in geo-
technical earthquake engineering practice. Therefore,
realistically accurate approximation methods can be
applied very effectively. On the other hand, advances
in computational hardware and software resources
since the early 90’s resulted in the development of
new non-conventional data processing and simulation
methods. Techniques based on Metamodels that belong
to Soft Computing (SC) methods are gaining popular-
ity very rapidly lately in various time-consuming,
large-scale applications in structural and geotechnical
engineering. Among SC methods, Artificial Neural
Networks (ANNs) has to be mentioned as one of the
most eminent approaches of the so-called intelligent
methods of information processing.

From among general problems that can be ana-
lyzed by means of ANNs the simulation and identifi-
cation problems can be classified as follows:

– simulation is related to direct methods of structural
or geotechnical analysis, i.e., for known inputs
(e.g., excitations of mechanical systems (MS)) and
characteristics of structures, geo-structures, or
materials outputs (responses of MS) are searched;

– inverse simulation (partial identification, for exam-
ple, of an unknown excitation) takes place if inputs

correspond to known responses of MS and excita-
tions are searched as outputs of ANNs; and

– identification is associated with the inverse analy-
sis of structures, geo-structures and materials, i.e.,
excitations and responses are known and MS char-
acteristics are searched.

Over the last decade an increasing number of articles
presenting ANN applications in geotechnical earth-
quake engineering has been published. Most of these
studies are focused on liquefaction potential under
seismic excitations (Chouicha et al. 1994, Goh 1994,
Wang & Rahman 1999, Baziar & Nilipour 2003),
which is an extremely computationally intensive task
and therefore suitable for ANNs. Recently, some of
the studies in this field are examining the applicabil-
ity of ANNs in soil dynamic analysis (Hurtado et al.
2001, Garcia et al. 2002, Paolucci et al. 2002, Garcia &
Romo 2004, Kerh & Ting 2005).

In the present study the application of ANNs is
focused on the simulation of the seismic response of
an embankment. The embankments (water dams, tail-
ings dams, solid waste landfills, etc.) usually constitute
important large-scale geo-structures, the safety and
serviceability of which are directly related to environ-
mental and social-economical issues (Psarropoulos et al.
2006a). This kind of structures became subject of sys-
tematic research following the Northridge (1994) and

Simulating the seismic response of an embankment using soft computing
techniques

E.C. Georgopoulos & Y. Tsompanakis
Technical University of Crete, Greece

N.D. Lagaros & P.N. Psarropoulos
National Technical University of Athens, Greece

ABSTRACT: Geotechnical earthquake engineering can generally be considered as an “imprecise” area due to
the unavoidable uncertainties and simplifications. Therefore, relatively accurate predictions, using advanced
Soft Computing (SC) techniques, can be tolerated rather than solving a problem conventionally. Artificial
Neural Networks (ANNs), being one of the most popular SC techniques, have been used in many fields of sci-
ence and technology, as well as, an increasing number of problems in engineering. In the present study the
application of ANNs is focused on the simulation of the seismic response of an embankment. Typically, the
dynamic response of an embankment is evaluated utilizing the finite-element method, where nonlinearity of
geo-materials can be taken into account by an equivalent-linear procedure. This extremely time-consuming
process is replaced by properly trained ANNs.
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Kobe (1995) earthquakes, after which extended inves-
tigations took place to examine the failures, occurred
in embankments due to seismic actions.

Usually, the dynamic nonlinear response of an
embankment is evaluated utilizing the finite-element
method. This strategy has been also used in the pres-
ent study, where nonlinearity of materials is taken into
account by a time-consuming equivalent-linear pro-
cedure. Since a large number of dynamic analyses are
required in order to simulate the dynamic behavior of
the embankment under various seismic excitations, in
order to reduce the aforementioned computational
cost, a specially tailored back propagation ANN has
been used. Initially, the ANN is trained utilizing avail-
able information generated from selected dynamic
analyses of the geo-structure. In the sequence, the
trained ANN is used to accurately predict the response
of the examined geo-structure to various seismic
excitations replacing the conventional analysis proce-
dure. The results demonstrate the efficiency of the
proposed methodology for treating large-scale prob-
lems in geotechnical earthquake engineering.

2 SEISMIC RESPONSE OF EMBANKMENTS

As most of the failures of embankments are related to
slope instabilities (either of the embankment mass or
of the supporting soil), seismic slope stability analysis
is certainly a critical component of the design process.
Recent practice is based on three main families of
methods that differ primarily in the accuracy with
which the earthquake motion and the dynamic slope
response are represented.

The most accurate methods are considered to be
the stress-deformation methods, which are typically
performed using dynamic finite-element analysis. In
general, these methods are used to describe the non-
linear behavior of the material with the highest possible
accuracy, but they require sophisticated constitutive
models involving a large number of parameters that
cannot be easily quantified in the laboratory or in
situ. Because of their complexity, these methods are
usually excluded from the seismic design of embank-
ments. On the other hand, simplified seismic stability
procedures are widely used in geotechnical practice.
A crude index of seismic slope stability (or instabil-
ity) is the factor of safety evaluated in a pseudo-static
fashion in the realm of conventional limit-equilibrium
analysis. Finally, an alternative family of methods uti-
lizes displacement-based approaches to predict per-
manent slope displacements induced by earthquake
shaking.

The key issue in limit-equilibrium methods is the
selection of a proper seismic coefficient, as the later
controls the pseudo-static forces in the soil masses,
whereas in the displacement-based methods permanent

displacements are calculated using either acceleration
time histories (Newmark 1965) or seismic coeffi-
cients (Makdisi & Seed 1978). Thus, it becomes evi-
dent that slope stability methods require an accurate
estimation of the acceleration levels induced on the
embankment under examination. Therefore, pertinent
response analyses incorporating the “local site condi-
tions” should precede any kind of seismic slope sta-
bility analysis. The term “local site conditions” is used
here to describe not only soil conditions (stratigraphy,
geomorphology, topography) of the site, but the geo-
metric and mechanical properties of the embankment
as well.

Records and analyses of valleys and hills have
shown that local site conditions of a site, either in two
or in three dimensions, may alter substantially the
ground motion (Gazetas et al. 2002) by: (a) amplifying
the ground motion, (b) elongating its duration, and
(c) generating differential motions, phenomena which
will be referred hereafter to as “aggravation”. Recent
analyses have shown that geomorphic and topo-
graphic conditions may profoundly aggravate the sur-
face ground motion in the presence of low levels of
material damping, while material nonlinearity may
substantially suppress aggravation by diminishing scat-
tered body waves, especially horizontally propagating
surface waves (Psarropoulos et al. 2006b). Therefore,
in most cases aggravation depends not only on the
geometrical and mechanical properties of a surface
formation, but also on the amplitude of the excitation.

The aim of the present study is to examine in more
detail the aggravation of horizontal acceleration and
to investigate the relationship between this aggrava-
tion and the potential nonlinear behavior of soil. To
accomplish this goal, two-dimensional (2-D) finite
element equivalent-linear numerical simulations have
been performed utilizing specially tailored ANNs to
examine the nonlinear dynamic response of a typical
embankment. The main parameters examined are the
characteristics of the seismic excitation. Results indi-
cate that local site conditions may play a significant role
in the seismic response of an embankment, depending
on the circumstances. However, as the material
behavior of the geo-structure is directly related to the
characteristics of the seismic excitation, this role can-
not be judged a priori as beneficial or detrimental for
the overall response of the geo-structure.

3 ARTIFICIAL NEURAL NETWORKS

An ANN is an information processing paradigm that
is inspired by the biological nervous systems, such as
the brain process information network. It is composed
of a large number of highly interconnected processing
elements (neurons) working in unison to solve specific
problems. As in biological systems, learning involves
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adjustments to the synaptic connections that exist
between the neurons. ANNs, with their remarkable
ability to derive meaning from complicated or impre-
cise data, can be used to extract patterns and detect
trends that are too complex to be noticed by either
humans or conventional computational techniques.

An ANN is configured for a specific application,
such as pattern recognition or data classification,
through a learning process. ANNs, like human beings,
learn by example. A trained ANN provides a rapid
mapping of a given input into the desired output
quantities, thereby enhancing the efficiency of the
analysis process. This major advantage of a trained
ANN over a conventional procedure, under the provi-
sion that the predicted results fall within acceptable
tolerances, is that it leads to results that can be pro-
duced in a few clock cycles, representing orders of
magnitude less computational effort than the conven-
tional procedure.

In this work a fully connected network with one
hidden layer is used. The learning algorithm, which
was employed in this study for the ANN training, is
the well-known Back Propagation (BP) algorithm.
The BP algorithm progresses iteratively, through a
number of epochs. On each epoch the training cases
are submitted in turn to the network and target and
actual outputs are compared and the error is calcu-
lated. This error, together with the error surface gra-
dient, is used to adjust the weights, and then the
process is repeated. Training stops when a given num-
ber of epochs elapses, or when the error reaches an
acceptable level, or when the error ceases to decrease
(user-defined convergence criteria). The ANN training
comprises the following tasks: (i) select the proper
training set, (ii) find a suitable network architecture

and (iii) determine the appropriate values of charac-
teristic parameters such as the learning rate and
momentum term; two user defined BP parameters
that effect the learning procedure.

4 NUMERICAL STUDY

In order to examine more thoroughly the effective-
ness of ANNs in computationally expensive dynamic
finite-elements problems, the 2-D numerical model,
shown in Figure 1, was investigated. The discretiza-
tion of the finite element model is presented in Figure 2.
The embankment is founded on stiff rock. Shear-
wave velocity of the embankment soil material at
small strain levels was set equal to 250 m/s and unit
weight of the soil was considered to be 10 kN/m3.
While the geometry and the properties of the model
remained constant, the seismic excitations varied dur-
ing the analyses.

The simple embankment examined herein can be
regarded as a relatively small-scale earth embank-
ment, the dynamic behavior of which has thoroughly
been examined in the past by other researchers
(Gazetas 1987). Assuming plane-strain conditions,
the seismic response of the embankment examined
was evaluated using QUAD4M code (Hudson et al.
1994), which is capable of performing 2-D equivalent-
linear finite-element analyses. As shown in Figure 2,
the model was discretized with three-noded triangular
finite elements. The size of the finite elements was
tailored to the wavelengths of interest. Material non-
linearity for soil was taken into account approxi-
mately by an iterative procedure, according to which
the values of material stiffness and material damping

665

VS=250m/s

γ =10kN/m3

Figure 1. Geometry and material properties of the examined embankment. Bullets represent the position of the “receivers”.

Figure 2. Discretization of the embankment into three-noded triangular finite elements.
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are consistent with the level of maximum shear strain.
Stiffness degradation and damping increase for the
soil were based on the curves proposed by Idriss &
Sun (1992).

A suite of characteristic accelerograms has been
used as seismic excitations: namely 43 recorded
earthquake motions (presented in Table 3) and 3 ide-
alized pulses. The three pulse excitations were simple
Ricker pulses with a varying central frequency: fo � 2, 3,
4 Hz, respectively. Furthermore, in order to cover a
sufficient range of nonlinear behavior (strains) of the
soil, all input motions were scaled to peak ground
acceleration (PGA) ranging from 0.01 g to 0.5 g.
Thus, five cases were examined:

• Case I (essentially linear behavior): 0.01 g
• Case II (almost linear behavior): 0.05 g
• Case III (low level of nonlinearity): 0.1 g
• Case IV (medium level of nonlinearity): 0.2 g
• Case V (high level of nonlinearity): 0.5 g

The use of ANN in this study was motivated by the
fact that the finite-element models are time-consuming:
approximately 30 minutes for a “simple” run (linear
run (Case I) with a short duration Ricker pulse) of the
examined 2–D model of Figure 2 (with 850 nodes and
1540 elements) at a Pentium IV PC with 2.53 GHz
CPU processor and 1 GB RAM. While, for a more
“complex” run (a real record with larger duration
and/or for a higher level of nonlinearity) the comput-
ing time increased significantly, up to 60 minutes. On
the other hand, the computational cost for the calcula-
tion of an ANN prediction in all cases was only a few
seconds.

Therefore, the need for an efficient computational
tool for the simulation of the seismic response of
large-scale geo-structures is indisputable. The ANN
software used in this study has been developed by one
of the authors (Lagaros & Papadrakakis 2004). For
the needs of the present paper, the ANN-based simu-
lation has been compared with the results of non-linear
finite element models obtained using QUAD4M. The
ANN has been used for the prediction of the seismic
response in terms of peak ground horizontal accelera-
tions at the embankment’s surface, as well as in the
embankment’s body. For this reason the embankment
has been separated into zones, as it is presented in
Figure 1, where the “receivers” for recording the local
seismic response had been placed. The total number
of the receivers was 138, placed at the left half of the
embankment, because of the symmetric shape of the
geo-structure.

The ANN configurations used were properly
trained in order to predict the acceleration for new
earthquake records. The records used were identified
using a set of Intensity Measures (IMs). The term
Intensity Measure is used to denote a number of

commonly used ground motion parameters, which
represent the amplitude, the frequency content, the
duration or any other important ground motion param-
eter. In addition, IMs can be classified as only record
dependent, or as both structure and record dependent.

A significant number of different IMs can be
found in the literature. In the present investigation, in
addition to the IMs available in Kramer (1996), the
A95 parameter (Sarma & Yang 1987) was used. This
parameter defines the acceleration level of a record
below which 95% of the total Arias Intensity (Ia) is
contained. For instance, if the entire accelerogram
yields a value of Ia equal to 100 then the A95 param-
eter is the threshold of acceleration such that integrat-
ing all the values of the accelerogram below it one
gets Ia � 95. The most significant IMs were used in
this study, after examining various combinations of
them for each “load-case”, in order to provide the best
possible training to ANN metamodels.

4.1 Ricker pulse excitations

Initially, the embankment was excited with the three
Ricker pulses and the five different maximum accel-
eration levels, resulting to 15 models in total. The
input data for the ANN metamodel were the coordi-
nates of the receivers, which are positioned in an axial
distance 2 m at x-axis and at y-axis (at the surface and
inside the body of the embankment) and several IMs
that described efficiently the Ricker pulse. The output
was the seismic response of each receiver for the spe-
cific Ricker pulse.

The ANN that has been used for the prediction of
the embankment’s response excited by the Ricker
pulses consisted of three layers: the input layer with
seventeen nodes (receiver’s coordinates �x, y�,
PGA, PGV, PGD, PGV/PGA, ARMS, VRMS, DRMS,
characteristic intensity, specific energy density,
cumulative absolute velocity, acceleration spectrum
intensity, velocity spectrum intensity, effective design
acceleration, A95 parameter and predominant
period), the hidden layer and the output layer with one
node (response). After an initial investigation about
the number of the hidden layer’s nodes, the ANN con-
figuration resulted in a [17-50-1] architecture.

The ANN model trained with the Ricker input data
was used to evaluate embankment’s response for a
Ricker pulse with 2.5 Hz predominant frequency and
its performance was very satisfactory. The maximum
tolerance between the computed by QUAD4M and
the predicted through the ANN (for all Cases I to V)
are presented in the diagram of Figure 3. The results
shown in Figure 3 can also be presented in a table
form, according to the percentage of the absolute
value of the tolerance between the computed and the
predicted value of the seismic response, as it is
depicted in Table 1.
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Furthermore, in order to evaluate more efficiently
the performance of ANN metamodel, a coefficient of
correlation was used, which was defined as follows:

(1)

where xi and x– are the recorded and the averaged
response values; yi and y– are the ones estimated by
ANN and their averaged value; and m denotes the
number of ANN training data sets. This coefficient
may have a positive or negative value, therefore, its
square value r2 can be used instead in order to repre-
sent the degree of correlation of the recorded data and
their approximation by the ANN metamodel. In
Figures 3 to 5 the mean value (for all receivers and
Cases) of the correlation parameter is depicted.

It was observed that a higher discrepancy between
the predicted and the calculated values of the seismic
response occurred for the receivers that were located
inside the embankment’s body. If the internal receivers
are ignored then the accuracy for the external receivers
is much better, as it is clearly shown in Figure 4 and
Table 2.

4.2 Earthquake excitations

The next stage was to use, instead of relatively simple
Ricker pulses, records derived from real earthquakes.
The earthquake data from the 43 records used for
ANN training are presented in Table 3. For each earth-
quake record the aforementioned five acceleration lev-
els have been used. Following the same considerations
as for the Ricker pulses case and after an extensive
investigation a [16-20-1] architecture was used for the
prediction of the geo-structure’s response. After con-
sidering various possible IMs combinations, the input
layer in this case consisted of sixteen nodes (coordi-
nates �x, y�, PGA, PGV, PGD, PGV/PGA, charac-
teristic intensity, specific energy density, cumulative
absolute velocity, acceleration spectrum intensity,
velocity spectrum intensity, sustained maximum accel-
eration, sustained maximum velocity, effective design
acceleration, A95 parameter and predominant period)
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Figure 3. Computed versus Predicted seismic response for
the entire embankment (Ricker Pulse).
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Figure 4. Computed versus Predicted seismic response for
the upper boundary of the embankment (Ricker Pulse).

Table 1. Percentage of receivers that exceeds different lev-
els of tolerance for the entire embankment (ricker Pulse).

Tolerance Receivers Total Receivers 
(%) No of receivers (%) (%)

0 to 5 216 31.3 31.3
5 to 10 139 20.1 51.4
10 to 20 156 22.6 74.0
20 to 30 46 6.6 80.7
30 to 40 31 4.4 85.2
40 to 50 23 3.3 88.5
50 to 60 7 1.0 89.5
60 to 70 11 1.5 91.1

Table 2. Percentage of receivers that exceeds different lev-
els of tolerance for the upper boundary of the embankment.

Tolerance Receivers Total receivers 
(%) No of receivers (%) (%)

0 to 5 26 47.2 47.2
5 to 10 14 25.4 72.7

10 to 15 15 27.2 100.0
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in order to provide the more important input data and
therefore enhance the predictions of the ANN.

After its training the ANN metamodel was used to
predict the response for Sepolia record (Parnitha
earthquake, Greece, 1999). This record was chosen
due to the fact that its IMs were similar to those of the
earthquakes used for the ANN training (an ANN can

interpolate, but not extrapolate). As it can be seen in
Figure 5 and Table 4 in this case nonlinearity affects
more the performance of ANN. Nevertheless, even in
this case, which is more computationally intensive,
ANN approximate with a relative high level of accu-
racy the seismic response of the embankment, espe-
cially for the external receivers.

5 CONCLUSIONS

In the present implementation of ANNs the objective
was to investigate their ability to capture the dynamic
nonlinear response of an embankment under various
seismic excitations and reduce the excessive compu-
tational cost. In general, ANN achieved a slightly bet-
ter approximation of the response for the receivers
that are positioned at the crest and the upper part of
the embankment than for the receivers that are posi-
tioned inside the embankment. Furthermore, compar-
ing the results obtained via ANN for the Ricker pulses
and the earthquake records it is obvious that when the
embankment material behaves linearly or with a mod-
erate level of nonlinearity then the response of the
embankment is approximated very accurately by the
ANN-based metamodel. When a severe earthquake
occurs, then high nonlinearity deteriorates the accu-
racy of ANN predictions. However, they can still be
considered very satisfactory, while in this case the
computational gains are even more than in the linear
case. In conclusion, ANN presented a very good per-
formance in marginal computing cost and their appli-
cability in the field is very promising.
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1 INTRODUCTION

Although numerous investigations for the behavior
and bearing capacity of piles have been conducted
over the years, the mechanisms of these behavior and
bearing capacity of piles have yet to be entirely under-
stood. The problem is that many parameters affect the
pile behavior, which is difficult to quantify and involve
considerable uncertainty. Kraft (1991), Brucy et al.
(1991), Baik (2002) and Cho (2003) illustrated that
the more important parameters are the soil condition
(the type of soil, density, shear strength, and others),
information related to pile (diameter, penetration depth,
whether the tip of pile is open-ended or closed-ended,
and others), and other information (driving method,
driving energy, set-up effect and others).

Although many methods predicting pile resistance
have been presented, these methods cannot appropri-
ately consider the various parameters affecting pile
resistance. Moreover, these methods over-simplify pile
resistance and do not appropriately consider the char-
acteristics of the soil, pile type, and information about
the driving. Because of these weaknesses, a pile load
testing is accepted as the best way to provide accurate
pile capacity, but it is restricted by time and cost, despite
of its reliability. Consequently, an alternative method
that can predict pile capacity is necessary to determine
the amount of pile to install in preliminary design.

Recently, artificial neural network (ANN) has been
successfully applied to many applications in geo-
technical engineering (Goh, 1994; Lee and Lee, 1996;

Rahman et al., 2001). In particular, neural networks
have been used to predict static pile capacity (Lee and
Lee, 1996; Teh et al., 1997). ANN has been found to be
very useful in learning complex relationships between
multidimensional data.

Although ANN is an effective algorithm for solving
complex engineering problems, only few approaches
are available to design the network and most of them
rely on iterative procedures. The design of network
architecture mainly consists of the appropriate selec-
tions of a training algorithm, network layers, number
of neurons of each layer, and the transfer functions
between layers. To make an ANN more efficient, the
convergence speed must be improved and the compu-
tational complexity of ANN reduced. The convergence
speed and computational complexity of network are
generally affected by the number of neurons in each
layer. And the network performs poorly as the model
become larger and more complex. In general, the struc-
ture of ANN is designed by the trial and error approach,
which runs repeatedly to find the network architec-
ture. There is no general framework for the selection
of the optimum ANN architecture and its parameters
(Chung and Kusiak, 1994; Kusiak and Lee, 1996).

Genetic algorithm (GA) is an evolutionary search
algorithm based on the mechanics of natural selection
and natural genetics and can search a large number
of combinations, because of interdependencies and
redundancies between variables (Goldberg, 1989).
GA is a very effective and robust approach for solving
a wide range of problems in science and engineering.

Hybrid neural network and genetic algorithm approach to the
prediction of bearing capacity of driven piles

H.I. Park, J.W. Seok & D.J. Hwang
Institute of Construction Technology, Samsung Corporation, Sungnam-si, Kyunggi-do, Korea

ABSTRACT: Although numerous investigations have been performed over the years to predict the behavior
and bearing capacity of piles, the mechanisms are not yet entirely understood. The prediction of bearing capac-
ity is a difficult task, because large numbers of factors affect the capacity and also have complex relationship
with each others. Therefore, it is extremely difficult to search the essential factors among many factors, which
are related with ground condition, pile type, driving condition and others, and then appropriately consider com-
plicated relationship among the searched factors. The present paper describes the application of Artificial Neural
Network (ANN) in predicting the capacity including its components at the tip and along the shaft from dynamic
load test of the driven piles. The results of this study indicate that the neural network model serves as a reliable
and simple predictive tool for the bearing capacity of driven piles.

Copyright © 2006 Taylor & Francis Group plc, London, UK



This study considers the use of hybrid ANN/GA in
applications in science and engineering. Yu and Liang
(2001) presented a hybrid approach involving ANN
and GA to solve job-shop scheduling problem. The
computational ability of the hybrid approach, ANN’s
computability and GA’s searching efficiency, is strong
enough to deal with complex scheduling problems.
Therefore, in this study, the advantages of ANN and
GA are used together in a hybrid approach to design
an optimal ANN model to predict pile resistance.

The present paper describes the application of ANN
in the prediction of the resistance of driven piles. The
structure of the proposed ANN model is obtained by
the hybrid design method based on ANN and GA. The
proposed model is trained using the results of the
dynamic load test (Cho, 2003) performed at various
sites in Korea. The effect of each parameter on the value
of pile resistance is investigated using the proposed
model.

2 ARTIFICIAL NEURAL NETWORK (ANN)

Artificial neural networks are promising computational
techniques capable of mapping and capturing all fea-
tures and sub-features embedded in a large set of data
that yields a certain output. A network that has success-
fully captured the governing relationships between
input and output data can be used as a prediction tool
for cases where the output solution is not available.
The input variables comprise the input layer to the net-
work and the output layer contains the target output
vector (the solution of the problem).

An example of typical back-propagation artificial
neural network is shown in Figure 1. A network can
have several layers. The output of each intermediate
layer is the input to the following layer. Each layer has
a weight matrix W, a bias vector B, and an output vec-
tor a. Each element of the input vector P is connected
to each neuron input through the weight matrix W.
The ith neuron has a summer that gathers its weighted
inputs and bias to form its own scalar output n(i). The
various n(i) taken together form an S-element vector n.
Finally, the neuron layer outputs form a column vec-
tor a.

The layers of a multilayer network have different
functions. The layer that receives the inputs is called the
input layer and the layer that produces the network out-
put is called the output layer. All other layers are called
hidden layers. A hidden layer, usually placed between
the input and output layers, is usually employed to
assist the network in the learning process. The most
commonly used transfer functions are the linear, the
log-sigmoid, and the tan-sigmoid function (Rahman
et al., 2001).

In this study, the training data sets (inputs and tar-
get outputs) were normalized according to Equation 1

and Equation 2. Processing of the training data was
performed so that the processed data was in the range
of �1 to �1. The output of the network will be
trained to produce outputs in the range of �1 to �1,
and we convert these outputs back into the same units
that are used for the original targets.

(1)

where p � matrix of input vectors; t � matrix of tar-
get output vectors; pn � matrix of normalized input
vectors; tn � matrix of normalized target output vec-
tors; max p � vector containing the maximum values
of the original input; min p � vector containing the
minimum value of the original input; max t � vector
containing the maximum value of the target output;
and min t � vector containing the minimum value of
the target output.

The normalized data were then used to train the
neural network (to get the final connection weights).
The data from the out neuron have to be post processed
to convert the data back into unnormalized units
according to Equation 2.

(2)

The normalized output is then obtained by propa-
gating the normalized input vector through the net-
work as follow:

(3)

where W1 � weight matrix representing connection
weights between the input layer neurons and hidden
layer; b1 � weight matrix representing connection
weights between the hidden layer neurons and the
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(Rahman et al., 2001).
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output neuron; W2 � bias vector for the hidden layer
neurons; and b2 � bias for the output neuron. The
log-sigmoid function, logsig is defined as:

(4)

An example of typical back-propagation artificial
neural network is shown in Fig. 1. A network can have
several layers. The output of each intermediate layer is
the input to the following layer. Each layer has a weight
matrix W, a bias vector B, and an output vector a. Each
element of the input vector P is connected to each neu-
ron input through the weight matrix W. The ith neuron
has a summer that gathers its weighted inputs and bias
to form its own scalar output n(i). The various n(i)
taken together form an S-element vector n. Finally, the
neuron layer outputs form a column vector a.

3 STRUCTURAL DESIGN OF ANN
USING GA

In the proposed approach, a trained neural network
(NN) was employed to model the complex relationships
among the parameters related to the resistance of driven
pile, whereas genetic algorithm (GA) was applied to
determine a set of optimal architecture of NN.

The hybrid approach involving ANN and GA was
developed and implemented. It consists of two unit:
an NN prediction unit and a GA optimization unit.
First, an initial population, which contains a number
of sets including information about the structure of
ANN, is randomly generated. Then the individuals
stored in it are fed into a NN-based prediction unit.
The predicted quality measures, which related to
objective function, are used to indicate the fitness of
the individuals. Secondly a GA-based optimization
unit is used to establish the best architecture of NN. In
the following sections, the key issues of the design
and development of NN prediction unit and GA opti-
mization are discussed.

3.1 Creation of initial population

The hybrid ANN-GA approach starts with the generation
of an initial population, which contains a predefined
number of chromosomes (strings). Each chromosome
is composed of binary strings that include the design
information of ANN’s structure. For example, a chro-
mosome used in this study is presented in Figure 2.

This chromosome is composed of the eighteen
binary strings. First seven binary strings in the chro-
mosome include the information about the selection
of input parameters. Six binary strings deal with the
input variables used for the network architecture, with
the 0 code indicating that a variable that cannot be

used and with the 1 code indicating that a variable can
be used. There are eight input variables, in this chro-
mosome; six binary strings present that the first six
inputs should be kept, and the last two inputs removed.
The information about hidden layer and transfer func-
tion is included in the other ten binary strings.

3.2 Genetic operation

A GA is an optimization procedure that operates on
sets of design variables. Each set is called a string and
it defines a potential. Each string consists of a series
of characters representing the values of the discrete
design variables for a particular solution. The fitness
of each string is the measurement of the performance of
the design variables as defined by the objective func-
tion. In its simplest form, a genetic algorithm consists
of three operations: (1) reproduction, (2) crossover,
and (3) mutation (Goldberg, 1989). Each of these
operations is described below.

The reproduction operation is the basic engine of
Darwinian natural selection by the survival of the
fittest. The reproduction process promotes the informa-
tion stored in strings with good fitness values to sur-
vive into the next generation. The next generation of
offspring strings is developed from the selected pairs
of parent strings exposed to the application of explo-
rative operators such as crossover and mutation.

Crossover is a procedure in which a selected par-
ent string is broken into segments, some of which are
exchanged with corresponding segments of another
parent string. In this manner, the crossover operation
creates variations in the solutions population by pro-
ducing new solution strings that consist of parts taken
from a selected parent string.

The mutation operation is introduced as an insur-
ance policy to enforce diversity in a population. It intro-
duces random changes in the solution population by
exploring the possibility of creating and passing fea-
tures that are nonexistent in both parent strings to
the offsprings. Without an operator of this type, some
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Figure 2. Design information about the structure of ANN
included in chromosome.
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possibly important regions of the search space may
never be explored.

3.3 Definition of objective function

The objective function for each chromosome is com-
puted by Equation 1. The objective function of the ith
chromosome, ObjV(i) is composed of the error func-
tion, Ei, calculated as the difference between measured
values and predicted values, and the penalty function,
Pi , calculated on the basis of the complexity of struc-
ture of ANN. The complex structure of an ANN model
increases the probability that the value of the error
function will decrease, but generality is more likely
to decrease due to overfitting. Therefore, the penalty
function, Pi, is included in the objective function to
control the decrease of generality.

(5)

where � � 0.01; Nmea � the total number of meas-
ured data; Tmax � the maximum value among meas-
ured values; Tk � kth measured value; and tk � kth
predicted value; Ni

n � total number of nodes used in
the ith chromosome; Nmax � the maximum number
of nodes that can be applied to the structure of ANN
in this study; CWi � total number of connections
used in the ith chromosome; and CWmax � the maxi-
mum number of connections that can be applied to
the structure of ANN in this study.

4 DATA BASE FOR ANALYSIS

165 dynamic load tests were preformed for seventy
seven piles in five different areas of Korea, as illus-
trated in Table 1 (Cho, 2003).

As shown in this Table, the pile resistance was
assumed to be affected seven parameters which are
the soil type near the tip and shaft, the diameter of the
pile, the driven depth, the tip condition of the pile
(open-ended or closed-ended), the penetration depth
of the pile, and the elapsed time after the end of initial
strike. The applied dynamic load tests were performed
by using a Pile Driving Analyzer (PDA) according to
ASTM D 4945 (Crowther, 1988). The value of bear-
ing capacity was evaluated by CAPWAP, which used
the force and velocity data obtained with the PDA as
input. In this study, the soil type near the tip and shaft
of a pile was classified as shown in Table 2.
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Table 1. Test result obtained by dynamic load tests (Cho, 2003).

Penetration Elapsed Soil type Shaft Tip
Diameter depth EMX time resistance resistance

Site (m) Tip type (m) (kN � m) (day) Shaft Tip (kN) (kN)

Po-Hang 0.508 Closed or open 9.6�18.3 41.2�60.8 0�28 6 8 451�2502 1423�2031
0.406 Closed or open 10.5�14 20.6�43.2 0�27 216�1030 1236�1835

Kwang- 0.508 Closed or open 23�24.2 50.0�94.2 0�11 613�1988 2384
Yang Closed or open 24.2 58.9 0 1232 1867�1986

0.406 Closed or open 24.1�24.6 54.9�95.2 0�13 636�1754 1704�2442
0.355 Closed or open 22�23.7 41.2�60.8 0�12 3 8 725�1484 1664�1903
0.323 Closed or open 24�24.4 51.0�78.5 0�20 785�1589 1501�1942
0.400 Closed or open 23.3�23.6 24.5�56.9 0 42�949 1053�2228
0.273 Closed or open 24 42.2�62.8 0�13 668�1117 1356�1617
0.508 Closed or open 20.4�22.8 44.1�102 0�27 343�1689 1880�2741
0.406 Closed or open 20.5�21.6 30.4�77.5 0�25 308�1350 1495�2376

Si-Heung 0.406 Closed or open 26.1�29.1 42.2�74.6 0�5 3 7 1031�2841 391�1617
0.400 Closed or open 26�28.1 42.2�66.7 0�4 332�1717 1324�2075

Yong 0.610 Closed or open 31.3�42.8 59.8�99.1 0�18 1 7 736�5401 725�2256
jong-Do 0.406 Closed or open 34.7�39.6 54.9�65.7 0�9 5 8 385�2865 394�2076

Dong-Hae 0.350 Closed or open 14.7�25 15.7�33.4 0�35 7 8 154�1372 157�500

Pusan 0.450 Closed or open 21.5�29 26.5�61.8 0�12 1 1 172�1398 313�1319

Table 2. Classification according to soil types
near the shaft and the tip of pile.

Classification of soil Value

Clay 1
Silt – Clay 2
Silt 3
Sand – Clay 4
Sand – Silt 5
Fine Sand 6
Sand 7
Sand – Gravel 8
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5 DATA BASE FOR ANALYSIS

Hybrid NN/GA approach is presented to design the
optimal ANN model which estimate the resistance
of driven pile. In this research, the following value are
used for design parameters related to this approach
which population � 1000, mutation probability �
0.005, crossover rate � 0.3, maximum node num-
ber of hidden layer � 16. Figure 3 shows the search
results of optimal neural network to estimate resist-
ance of driven pile. As shown in Figure 3, optimal
neural network architecture was searched in 15 gen-
eration. In this figure, the variation of the combina-
tion of input parameters and transfer functions and
node number of hidden layer is shown according to
generation based on the optimal architecture of neural
network.

After computation experiments with the hybrid
ANN/GA approach, the best results were obtained
with the structure of ANN model (5 � 12 � 1), which
had a single hidden layer with eight neurons, an input
layer with six neurons, and log-sigmoid (1/(1 � e�n))
and linear transfer functions for the hidden layer neu-
rons and output layer neurons, as shown in Figure 3.
Remained six parameters excluding the tip type of
pile and the soil type near the tip of pile are used
in this input layer of the model. Figure 4 shows the
relationship between the output targets (measured
values) and predicted values obtained through the
training and testing process. High coefficient of cor-
relations (R2) are obtained for both training and test-
ing sets of data.

6 CONCLUSION

The objective of this paper was to demonstrate the
feasibility of using ANN to predict the shaft resist-
ance, the tip resistance, and the total resistance of
driven piles installed in many sites located in South
Korea in various soil types. In order to propose a sim-
ple and effective ANN model to predict the pile
resistance, the hybrid NN/GA approach that com-
bines the characteristics of GA and NN to overcome
the shortcomings of NN structure design was applied.
The appropriate combination of input variables, hid-
den layer, the number of neuron of hidden layer, and
transfer function was obtained by optimization using
the hybrid NN/GA approach.
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1 INTRODUCTION

Many geotechnical engineering problems lack a precise
analytical theory or model for their solutions. This is
usually because the engineering properties of soil and
rock exhibit varied and uncertain behavior due to the
complex and imprecise physical processes associated
with the formation of these materials (Jaksa 1995). This
is in contrast to most other civil engineering materials
like steel or concrete which have greater homogeneity
and isotropy. In order to cope with the complexity of
geotechnical problems traditional forms of engineering
design solutions have been widely developed. The
information has been usually collected, synthesized and
presented in the form of design charts, tables or numer-
ically developed empirical formulae.

In recent years, by pervasive developments in com-
putational software and hardware, several alternative
computer aided pattern recognition and data classifi-
cation approaches have been emerged and developed.
The main idea is that a pattern recognition system (e.g.
neural network, fuzzy logic or genetic programming)
learns adaptively from experience and extracts vari-
ous discriminants, each appropriate for its purpose.
Although there are other general purpose data-driven
techniques, artificial neural networks (ANNs) are the
most widely used pattern recognition methods that have
been introduced to model complex geotechnical engi-
neering problems and capture nonlinear interactions

between various soil (and rock) parameters in a sys-
tem. So far ANNs have been applied to a wide range
of geotechnical applications such as pile bearing capac-
ity (Goh 1996, Abu-Kiefa 1998), site characterizations
(Juang et al. 2001), soil behavior (Zhu et al. 1998), liq-
uefaction potential (Juang & Chen 1999, Baziar &
Nilipour 2003), slope stability (Lu & Rosenbaum
2003), foundation settlement (Shahin et al. 2002b),
underground openings (Benardos & Kaliampakos
2004), and many others. The basic architecture of neu-
ral networks has been covered widely (e.g. Lippmann
1987, Flood & Kartam 1994). A neural network con-
sists of a number of interconnected processing ele-
ments, commonly referred to as neurons. The neurons
are arranged into two or more layers and interact with
each other via weighted connections. The data are pre-
sented to the neural network using an input layer; and
an output layer holds the response of the network to
the input. The input/output relationship is captured by
repeatedly presenting examples of the input/output data
sets to the ANN and adjusting the model coefficients
(i.e., connection weights and biases) in an attempt to
minimize an error function representing the difference
between the actual outputs and the outputs predicted
by the model.

Although it has been shown by various researchers
that ANNs offer great advantages in the analysis of
many geotechnical engineering phenomena, but they
have their own drawbacks. One of the disadvantages

Application of evolutionary programming techniques in 
geotechnical engineering

M. Rezania & A.A. Javadi
University of Exeter, Exeter, Devon, UK

ABSTRACT: Analysis of many geotechnical engineering phenomena is a complex problem due to the het-
erogeneous nature of soils and the participation of a large number of factors involved. During the past few years
artificial neural networks (ANNs) have been the most widely used pattern recognition techniques in modeling
of complex geotechnical engineering problems; however they suffer from a number of drawbacks. In this paper
the application of a new evolutionary polynomial regression (EPR) method to a number of geotechnical engi-
neering problems is presented. Like ANN, this method can operate on large quantities of data in order to capture
the nonlinear interaction between variables of the system. In addition, it provides a structured representation of
the data, which allows the user to gain additional information on how the system performs. Capabilities of the
EPR methodology are illustrated by application to a number of complex practical geotechnical engineering
problems which are difficult to solve or interpret using conventional approaches. The merits and limitations of
the proposed method are discussed in detail.
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of the ANN is that the optimum structure of the net-
work (such as number of inputs, hidden layers, trans-
fer functions, etc.) must be identified a priori, which
is usually done through a time consuming trial and
error procedure. Furthermore, the main disadvantage
of the neural network-based models is the large com-
plexity of the network structure, as it represents the
knowledge in terms of a weight matrix which is not
accessible to user understanding. In addition, as ANNs
perform function approximation through large parame-
terization and the use of simple functional structures
(transfer functions); parameter estimation and over-
fitting problems represent other major disadvantages
of a model constructed by ANN (Giustolisi 2002). In
this paper, the application of a new evolutionary poly-
nomial regression (EPR) method to a number of geot-
echnical engineering problems is presented.

2 EVOLUTIONARY POLYNOMIAL
REGRESSION

2.1 Overview

Evolutionary polynomial regression is a data-driven
hybrid method for a multi-model approach based on
evolutionary computing, aimed to search for polyno-
mial structures representing a system. A general EPR
expression may be given as:

(1)

where y � estimated output of the system; aj � a con-
stant value; f � a function constructed by the process;
X � matrix of input variables; and m � length (num-
ber of terms) of the polynomial expression (Giustolisi &
Savic, in press). The general functional structure 
represented by f(X, aj) is constructed from elementary
functions by EPR using a Genetic Programming (GP)
strategy. The GP is employed to select the useful input
vectors from X to be combined. The building blocks
(elements) of the f(X, aj) structure are defined by the
user based on understanding of the physical process.
While the selection of feasible structures to be com-
bined is done through an evolutionary process; the
parameters aj are estimated by the least square (LS)
method.

2.2 Some features of EPR

EPR is a technique for data-driven modeling. In this
technique, the combination of the genetic programming
to find feasible structures and the least square method
to find the appropriate constants for those structures
implies some advantages. In particular, the GP allows

a global exploration of the error surface relevant to
specifically defined objective functions. By using such
objective (cost) functions some criteria can be selected
to be satisfied through the searching process. These cri-
teria can be set in order to (a) avoid the overfitting of
models; (b) push the models towards simpler structures;
and (c) avoid unnecessary terms representative of the
noise in data. EPR shows robustness and in every situa-
tion can get a model truly representative of data.

The interesting feature of EPR is in the possibility of
getting more than one model for a complex phenom-
enon. Each different model can be trained according
to a specific cost function. A further feature of EPR is
the high level of interactivity between the user and the
methodology. The user physical insight can be used to
make hypotheses on the elements in the function f(X, aj)
and on its structure (Equation 1). Selecting an appropri-
ate objective function, assuming pre-selected elements
in Equation 1 (based on engineering judgment), and
working with dimensional information enable refine-
ment of final models (Giustolisi & Savic, in press).

3 APPLICATION OF EPR IN GEOTECHNICAL
ENGINEERING

Two examples are presented to illustrate the capabilities
of the EPR approach in capturing nonlinear interaction
between input and output variables in geotechnical sys-
tems. The accuracy of every proposed model for each
particular phenomenon is evaluated based on the coef-
ficient of determination (COD) and root mean square
error (RMSE) which are calculated as:

(2)

(3)

where Ym � actual measured value; Yp � predicted
value; and N � number of samples.

3.1 Pile bearing capacity

Piles have been used for many years as a major type of
structural foundation. However the estimation of bear-
ing capacity of pile foundations has been a difficult
problem due to the contribution of different factors
that affect the behavior of piles and the uncertainties
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involved in determination of these factors. Theoretical
approaches are mainly based on simplifications and
assumptions; therefore, in-situ testing has been
accepted as the most reliable means of calculating the
bearing capacity of these structures. However, this is
not necessarily the most economical method. During
recent years, the prediction of the load capacity of
piles, particularly those based on pile driving data, has
been examined using artificial neural networks (Goh
1994, 1995a, b, 1996, Chan et al. 1995, Lee & Lee
1996, Teh et al. 1997, Abu-Kiefa 1998). The ANN-
based (black box) models have been able to success-
fully capture the input-output relationship for the given
set of data but they do not provide a transparent rela-
tionship that can be used in engineering practice.

In this research, several EPR models have been
developed using the same database of the in situ pile
tests presented in Abu-Kiefa (1998). Five variables
were selected to be the model inputs. These inputs
were the angle of shear resistance of the soil around
the shaft (ws), the angle of shear resistance at the tip
of the pile (wt), the effective overburden pressure at
the tip of the pile (s�v), the pile length (L) and the
equivalent cross-sectional area of the pile (A). The
model had one output representing the total pile capac-
ity (Q). The range of values for each parameter, used
in the development of the EPR models, is listed in
Table 1.

The data set was divided in two subsets: a training
set used for model construction (78%) and a test set
used for testing of the developed model (22%). It is
important to emphasize that the test set was never
used in the model construction phase, thereby allowing
evaluation of the generalization capabilities of the
models. In this way, an unbiased performance indicator
was obtained on real capability of the models. The
EPR analysis was conducted with various combinations
of different number of generations, different functions,
different multi-objective optimization strategies and
different number of terms in order to obtain a number
of potential relationships describing the pile bearing
capacity as a function of the selected input parame-
ters. Among the relationships obtained, three were
chosen according to their performance on both train-
ing and testing sets. The COD and RMSE values for

the selected models are summarised in Table 2. The
selected models are:

(4)

(5)

(6)

It was observed that the EPR was able to learn the com-
plex relationship between pile capacity and the main
contributing factors with a very high accuracy. For
example Figure 1 shows the comparison of the results
for the training and validation sets, obtained from EPR
model (5). It can be seen that the trained model can
predict the pile bearing capacity and generalize the
learning to unseen cases with a very good accuracy.
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Table 1. The range of values for the parameters.

Parameter Minimum value Maximum value

ws (degree) 28 39
wt (degree) 31 41
s�v (kN/m2) 38 475
L (m) 3 47.2
A (m2) 0.0061 0.6568
Q (kN) 75 5604

Table 2. COD and RMSE values for the selected EPR
models.

Training set Testing set

Model COD RMSE (kN) COD RMSE (kN)

4 0.87 456 0.81 536
5 0.87 457 0.8 544
6 0.88 447 0.81 526
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Figure 1. Predicted versus measured pile bearing capaci-
ties for both training and testing cases, using EPR model (5).
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3.2 Settlement of shallow foundations on
granular soils

Determination of settlement of shallow foundations on
granular soils is another complex geotechnical engi-
neering problem due to the complex and heterogeneous
nature of soils and the participation of several factors
related both to the soil and foundation properties. Due
to the complexity of the problem, several researchers
have attempted to model this phenomenon using dif-
ferent techniques. As a result, a considerable number
of theoretical, empirical and numerical methods have
been developed to predict the settlement of shallow
foundations on cohesionless soils. In past few years
ANN has been the most widely used method for deter-
mination of shallow foundation settlement based on
field data (Sivakugan & Eckersley 1998, Shahin et al.
2002a, b, 2003a, b, 2005). However, these methods
cannot provide a well formulated scheme which can be
used by practicing engineers and non-academic people.

In the present study, EPR models were developed
using a database of 173 SPT-based case histories, col-
lected from the literature that involved field measure-
ments of settlement of shallow foundations on granular
soils. The input parameters were considered as the
foundation width (B), foundation net applied pressure
(q), soil compressibility represented by average SPT
blow count (N), foundation length (L) and foundation
embedment (Df). Settlement was the single output vari-
able. The range of values for each parameter, used in
the development of EPR models, is listed in Table 3.

The whole database of the case histories was divided
into two sub-sets; the training set used for model con-
struction (81%) and the test set used for testing of the
developed model (19%). Having done different analy-
ses with different criteria, several EPR models were
obtained. Among the models obtained, the three best
models are presented here.

(7)

(8)

(9)

Table 4 shows the values of COD and RMSE calculated
for the three selected models. It is shown that, again, for
this geotechnical problem, EPR was able to capture the
complex relationship between input and output vari-
ables with a very high accuracy.

In order to assess the performance of the proposed
method in providing improved predictions of settle-
ment of shallow foundations, the results of the model
presented by Equation (8) were compared with those
obtained using a number of commonly used empirical
methods including the methods proposed by
Schmertmann et al. (1978), Schultze & Sherif (1973)
and also a neural network based model (Shahin et al.
2002b). The results of settlement prediction (for the val-
idation part of the EPR model), obtained using the
aforementioned methods are presented in Figure 2. The
values of the COD calculated for each method are
shown in {} in the legend.

The results show that the method of Schmertmann
et al. (1978) appears to overpredict small settlements
of about 0–20 mm. The method of Schultze & Sherif
(1973) generally provides reasonable predictions for
settlements of up to 20 mm but underestimates larger

680

Table 3. The range of values for the parameters.

Parameter Minimum value Maximum value

B (m) 0.9 55
L (m) 0.9 101
q (kPa) 18.32 697
N 4 60
Df (m) 0 10.7
Sc (mm) 0.6 121

Table 4. COD and RMSE values for the selected EPR
models.

Training set Testing set

Model COD RMSE (mm) COD RMSE (mm)

7 0.91 7.8 0.95 5.8
8 0.92 7.4 0.94 6.4
9 0.91 7.7 0.84 10.1
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Figure 2. Predicted versus measured settlement for testing
cases, using EPR model (8) and conventional methods.
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settlements. It is shown that, in some cases, the appli-
cation of the traditional methods could lead to error
of more than 400%. The ANN model performs better
than the traditional methods although it has some prob-
lems with accurate prediction of small settlements. The
proposed EPR model appears to outperform the con-
ventional methods. It also provides a considerable
improvement over the ANN-based model both in terms
of the accuracy and ease of use in engineering practice.

4 SUMMARY AND DISCUSSION

Current practice in geotechnical engineering often
involves the use of subjective or empirical techniques
to evaluate imprecise field or experimental data that
involve complex relationships between various geot-
echnical parameters. The traditional methods usually
suffer from the lack of physical understanding. Further-
more, the simplifying assumptions that are usually
made in the development of the traditional methods
may, in some cases, lead to very large errors. In recent
years, a number of alternative pattern recognition meth-
ods (such as neural networks) have begun to be used
in the analysis of engineering problems. These methods
have the advantage that they do not require any simpli-
fying assumptions in developing the model. However,
the neural network models suffer from a number of
shortcomings including their inability to present an
explicit relationship between the input and output
parameters.

In this paper, a new approach has been introduced
for the analysis of complex geotechnical problems
using evolutionary polynomial regression. The capa-
bilities of EPR methodology have been illustrated by
application to two practical geotechnical engineering
problems including prediction of pile bearing capacity
and settlement of shallow foundations on granular soils.

The results show that the EPR models provide a
significant improvement over the existing models.
Furthermore, the proposed EPR models generate a
transparent and structured representation of the sys-
tem. An additional advantage of the EPR approach is
that there is no need to assume a priori, the form of
the relationship between the input and output param-
eters. The explicit and transparent structures obtained
from the proposed EPR method can allow physical
interpretation of the problem which gives the user an
insight into the relationship between input and output
data. For design purposes, the EPR models, presented
in this study, are simple to use and provide results that
are more accurate than the existing methods. In the EPR
approach, no preprocessing of the data is required and
there is no need for normalization or scaling of the
data. Another major advantage of the EPR approach is
that as more data becomes available, the quality of the
prediction can be easily improved by retraining the

EPR model using the new data. However, it should be
noted that the EPR models should not be used for
extrapolation i.e. for new cases where one or more
parameters fall outside the range of the parameters
used in training (see Tables 1, 3), the predicted results
should be taken with caution and allowance should be
made for the uncertainty.

5 CONCLUSION

In this study the feasibility of using a new evolutionary
polynomial regression (EPR) method to capture non-
linear interactions between input and output variables in
complex geotechnical engineering systems was demon-
strated. The method provides a structured representa-
tion of the data, which allows the user to gain additional
information on how the system performs. The capabil-
ities of this method were illustrated by application to
two practical geotechnical problems. Based on the
results, the EPR method was found to be very reliable
and accurate.
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1 INTRODUCTION

In the geotechnical engineering field both analytical
and numerical solutions are used to estimate flow rates
and pore water pressures associated with seepage in the
presence of phreatic surfaces. Calculation of steady
state flow rates and drawdowns for both confined and
unconfined problems is often based on the assumption
of predominantly horizontal flow (Dupuit’s assump-
tions). Under these assumptions, transient seepage can
also be modelled as a sequence of steady states. When
applied to transient flow, the Dupuit-Forchheimer
assumptions, can lead to the one-dimensional, transient
Boussinesq equation, which can be linearised. Thus,
a number of analytical solutions can be obtained. For the
majority of problems, however, use of numerical tech-
niques such as finite differences or finite elements
will be required. Two distinct approaches to modelling
unconfined flow have been used with numerical  models.
Both approaches involve strong non-linearities, making
their numerical solution challenging.

The first approach assumes that water flow below
the phreatic surface is of primary importance and 
idealises the flow domain as one confined to the 
saturated zone only (Taylor & Brown 1967, Bathe &
Khosghoftaar 1979). The phreatic surface is treated
as a geometrical boundary between a completely sat-
urated and a completely dry zone in which any flow is
ignored (free boundary approach). Although real soils
do show a decline in hydraulic conductivity with

increasing suction, it is clear that most previous work-
ers have used the former approach as an artifice to
eliminate (or greatly reduce) flows above the phreatic
surface.

When time dependent movement of the phreatic
surface is modelled the usual approach is to apply a
flow term uniformly distributed along the phreatic sur-
face, to account for the volume of water released or
absorbed by the soil as the phreatic surface moves
(e.g. Bathe et al. 1982). The specific yield of the soil is
used to quantify this term. According to this approach,
any subsequent flow above the phreatic surface is, in
effect, ignored.

A different approach, which will be referred to as
the variably saturated domain approach, considers
continuity of flow between the saturated and the
unsaturated zones. The position of the phreatic sur-
face emerges as a by-product of the calculation. This
approach is more realistic, as it does not introduce
any arbitrary boundary assumptions between the zones
above and below the phreatic surface. Moreover, it
can give an estimate of suctions in the zone above the
phreatic surface. However, it involves complications
with added unknown soil parameters, especially if a
coupled flow-soil deformation analysis is desired. In
the latter case, an appropriate constitutive model for
partially saturated soils would also be required. An
additional complexity is that these functional rela-
tionships have to be determined separately for every
soil and are difficult to obtain in practice.

Some experiences developing software for seepage with phreatic surfaces

M. Mavroulidou & M.J. Gunn
Faculty of Engineering, Science and The Built Environment, London South Bank University, London, UK

R.I. Woods
School of Engineering, University of Surrey, Guildford, Surrey, UK

ABSTRACT: Geotechnical engineers need versatile numerical tools for the successful solution of seepage
problems involving phreatic surfaces. The paper reviews and assesses techniques used for the numerical mod-
elling of this category of problems, for both steady-state and transient conditions. This is based on experience
gained through the development of a finite element computer model for seepage with phreatic surfaces. It is
shown that the results from the various methods may differ significantly, especially for transient seepage analy-
ses. A realistic modelling of flow in the unsaturated zone was found to improve the quality of the results. The
study also led to conclusions on some additional points of interest to the numerical modeller, concerning other
factors potentially affecting the quality of the results.
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For practising geotechnical engineers the main
question is whether there is any need for such increased
complexities in the modelling of seepage with phreatic
surfaces. To assess this, the writers have developed two
finite element seepage programs. The first is based on
the free boundary approach and can provide solutions
of steady-state unconfined seepage problems. The second
is based on the variably saturated domain approach.
The paper compares the two methods based on results
of steady seepage through flow domains of different
geometries and material properties. Results of transient
flow are also presented and compared with previously
published solutions. Some additional points of inter-
est to the numerical modeller are also discussed.

2 METHODOLOGY

2.1 Free boundary approach model

The governing equation for steady-state fluid flow
through saturated porous media is:

(1)

where h � total head; Kx, Ky, Kz � hydraulic con-
ductivities in the x, y and z directions respectively.

Equation 1 is written with respect to the main axes of
hydraulic conductivity. For the derivation of Equation 1
flow was assumed to obey Darcy’s law. For homoge-
neous and isotropic soils Equation 1 reduces to Laplace
equation.

Having physically neglected the flow in the unsat-
urated zone, the free surface becomes not only a zero
pressure isobar, but also the limit of the flow domain.
In steady-state flow, this means that the phreatic sur-
face also constitutes the upper streamline which is
expressed mathematically by the boundary condition
that the flux normal to the surface should be zero. The
other boundary condition to be satisfied along the
free surface, is that water pressure along it is zero.
Note the non-linearity introduced by the free surface
boundary conditions according to this approach: the
location of the free surface depends on the head dis-
tributions; the head distributions depend in turn on
the free surface location.

To develop the computer program, the variable mesh
technique was used, which re-adjusts the geometry of
the mesh as part of the iterative process (Taylor &
Brown 1967). The Gauss-Seidel iterative procedure
was used for the solution of the matrix equations.

The iterative procedure can be described as follows:
(a) An initial guess of the free surface position is made
before the iterative process starts. Zero-flux boundary
conditions are imposed along the assumed free surface
(i.e. the phreatic surface is assumed to be a flowline).

This gives a first numerical solution; (b) the second
boundary condition that a free surface should satisfy
is checked, namely that the free surface must be an
equipotential line of zero pressure. This is equivalent
to checking whether the total head equals the elevation
head on the free surface nodes (within the specified
tolerance); (c) if this condition is not satisfied, the iter-
ative procedure is repeated, starting with the updated
position of the free surface (and hence that of the flow
domain), after the coordinates of all internal nodes
have been readjusted accordingly.

2.2 Variably saturated domain approach

The basic equation governing flow of water through
the soil is:

(2)

where h � total head; Kx, Ky and Kz � hydraulic con-
ductivities in the x, y and z directions respectively;
	 � pressure head; ' � volumetric moisture content;
Ss � elastic storage coefficient; and C(	) � moisture
retention capacity, representing the rate at which the
soil absorbs or releases water as a function of the neg-
ative pressure head. It is determined by the slope of the
moisture retention curve (relating volumetric water
content to pressure head).

The latter two quantities are responsible for defin-
ing elemental water content changes for saturated and
unsaturated conditions respectively. For the derivation
of Equation 2 Darcy’s law was assumed to be valid in
both saturated and unsaturated zones. For steady seep-
age where �h/�t � 0, the right hand side of Equation
2 vanishes.

The dependence of the hydraulic coefficients on
pressure head variations causes Equation 2 to be non-
linear. Picard iteration is used for the linearisation of
the non-linear systems of equations.

To describe the form of the volumetric water content
and hydraulic conductivity variation in the unsaturated
zone (defined experimentally) the program offers the
choice between some of the most widely used expres-
sions (Brutsaert’s 1966, Brooks & Corey’s 1966,
Gardner’s 1958 and Van Genuchten’s 1980).

The finite element program developed according
to the variably saturated domain approach can per-
form both two- and three- dimensional analyses using
linear or quadratic quadrilateral and parallelepiped
elements respectively. It can handle soil anisotropy and
heterogeneity (layered soils), existence of seepage
faces, hysteresis of the hydraulic properties and hence
falling, rising and fluctuating water table conditions.
The program has been validated against analytical,
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analogue, numerical and experimental results, as well
as case studies found in the literature.

3 NUMERICAL ANALYSES

3.1 Analyses performed at the validation stage

The first conclusions concerning the comparative
assessment of the two methods as well as factors affect-
ing the quality of the results were derived at the verifi-
cation/validation stage. The investigation was carried
out in order to choose the most appropriate method (or
to exclude potentially inappropriate methods), before
applying the code to problems for which the solution
is unknown.

3.1.1 Free boundary approach model
When linear quadrilateral elements were used, instabil-
ity problems concerning the seepage face exit point
location were observed. This resulted to unacceptable
exit point positions. These findings are in agreement
with Taylor & Brown’s (1967), Kazda’s (1978), Gioda &
Cividini (1986) and Cividini & Gioda’s (1989) obser-
vations, while they contradict suggestions by Griffiths
(1990).

Note that this instability was not observed when 
linear triangular elements were used. The probable rea-
son why triangular elements perform better than quadri-
lateral in this case, is the better distribution of nodal
flow between the two adjacent triangular elements. This
way, the error in the exit point flux calculation is min-
imised. (The problem with the modelling of the exit
point in the free boundary approach is that it belongs

both to the phreatic surface and the seepage face. Being
a point of the phreatic surface, it is assigned zero flux –
or it is expected to justify the zero flux condition,
while being a point of the seepage face, in which water
exits the dam, it has clearly a non-zero flux).

3.1.2 Variably saturated domain model
The study included comparisons of results between
two methods used for the discretisation of the element
time-dependent storage matrix (namely lumped or
consistent formulation) and different forms of math-
ematical functions to model the hydraulic property
variations in the unsaturated zone. A study of hydraulic
property hysteresis effects and the appropriateness of
various hysteresis models was also performed
(Mavroulidou 1999). Due to space limitations only a
summary of the findings is provided here:

(a) Consistent versus lumped formulation
Results showed that the lumped formulation gave
slightly superior results with respect to the
consistent formulation. Nevertheless, the overall
improvement of the results when using the lumped
formulation was not so important, to suggest that
the consistent formulation of the time-dependent
matrix should be avoided for reasons of accuracy.
Note that the lumped formulation has often been
suggested as a way to improve the numerical sta-
bility (e.g. Cooley 1983 and Milly 1985). However
for the range of problems solved at the valida-
tion stage, no instability problems were encoun-
tered when the consistent formulation was used
(Mavroulidou 1999).

(b) Models for the hydraulic property curves
In most cases studied at the validation stage, all
functions gave a reasonable fit to the experimental
data of the soil hydraulic properties, despite some
differences in the exact form of the curves. Conse-
quently, all hydraulic curve models gave substan-
tially the same numerical results for the seepage
problems solved at the validation stage, despite
these differences (Mavroulidou 1999). However, for
general applications, it is advisable that before
using a function, a plot is always made of the curve
that it produces. This is necessary in order to check
if its form is appropriate for a given soil and the
ranges of suctions involved in a particular problem.

(c) Modelling hysteresis
The results accounting for hysteresis improved the
numerical predictions in cases of reversals in the
boundary conditions (Mavroulidou 1999).

3.2 Further applications to geotechnical
problems

A series of consistent comparisons of the two methods
were made for steady state problems (Mavroulidou
1999, Mavroulidou et al. 2006). These included
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Figure 1. Unacceptable exit point locations obtained from
the variable free boundary approach model.
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investigations of the effect of scale, material proper-
ties and heterogeneity (idealised core dams). For the
sake of brevity, only some indicative results and the
summary of findings are presented here. The geom-
etry and boundary conditions of the selected prob-
lems are shown in Figures 2a, 2b and 3. The hydraulic
conductivity (permeability) variation in the unsatu-
rated zone for the homogeneous and heterogeneous
domains is shown in Figures 4 and 5 respectively. The

curves were produced based on the empirical formu-
lae mentioned above, in which typical parameters for
various types of soils were used. The results of the free
boundary approach are represented by a single figure
for all homogeneous soil analyses (Fig. 6). This is
also the case for the core dam analyses (Fig. 10). This is
because when the free boundary approach is used, the
results give the same relative water table position, irre-
spective of the material assumed or the domain
dimensions (i.e. the water table coordinates are pro-
portional to the section dimensions but always pass
through the same relative section coordinates). No flow
vectors are represented in the free boundary analyses
figures as all flow above the water table is discarded
by definition. Figures 7 and 8 represent material effects
in small homogenous sections according to the variably
saturated domain approach. Figure 9 represents a large
homogenous section analysis according to the variably
saturated domain approach to investigate potential scale
effects. Figures 11–13 represent results from the vari-
ably saturated domain approach to show material
effects in small dams with cores of different hydraulic
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(a)

(b)

Figure 2. (a) Small rectangular section. (b) Large rect-
angular section.

10m

3m

0.5m

Dam Section

Figure 3. Small sloping edge dam section.

Figure 4. Homogeneous dams: hydraulic conductivity
variation in the unsaturated zone.

Figure 5. Core dams: hydraulic conductivity variation in
the unsaturated zone.

Figure 6. Free boundary approach. Homogeneous section
3 � 10 m.

Figure 7. Variably saturated approach. Homogeneous
section 3 � 10 m; saturated hydraulic conductivity
K � 10 m/d (curve A).
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properties (the latter are shown in Fig. 5). From the
above mentioned figures it can be noticed that:

(a) Steady state analyses
In homogeneous domains, the water table config-
urations as obtained by the two approaches are in

reasonable agreement irrespective of material. Note
that when the variably saturated domain approach
is adopted a slightly higher number of iterations
might be needed for steeper hydraulic conductivity
functions (Fig. 4, curve type A). The water table
has the same relative position (i.e. in proportion to
scale) for both bigger and smaller homogeneous
domains. Nevertheless, the results from the variably
saturated domain program show that the water table
is not the upper flow line (which is the assumption
made according to the free boundary approach). This
is in agreement with Papagiannakis & Fredlund’s
(1984) findings. The unsaturated flow components
are shown to be more important in small rather than
in large flow domains (c.f. Figs. 8 and 9) and in soils
showing more gradual changes in hydraulic conduct-
ivity with respect to suction and which do not dry
out completely, rather than for soils with steep
hydraulic conductivity-suction functions that reach
very low hydraulic conductivities (c.f. Figs. 7 and 8).

Conversely, for the heterogeneous domains
(idealised core dams), the water table configura-
tion as provided by the two approaches is not the
same (Figs. 10–13). In general, the variably sat-
urated domain approach results give lower water
table configurations. Steep hydraulic conductivity
functions for the core material (Figs. 11 and 13)
tend to give results closer to the free boundary
approach results.

(b) Transient seepage
For the transient flow case, previously published
results were used to compare the two methods, as
the free boundary approach program only handles
steady state flow. Figure 14 represents results
from a problem of rapid drawdown in a homoge-
neous square cross section (Bathe et al. 1982). The
geometry and boundary conditions of the problem
are also shown in Figure 14. The assumed hydraulic
properties were selected to be consistent with those
adopted in Bathe et al. (1982).

The results of the two analyses do not agree.
Although the final steady state configurations of
the phreatic surface are similar, the free boundary
approach seems to underestimate significantly the
time needed for the steady state to be reached 
(Fig. 14). It gives considerably lower water table
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Figure 8. Variably saturated approach. Homogeneous sec-
tion 3 � 10 m; saturated hydraulic conductivity K � 0.1 m/d
(curve B).

Figure 9. Variably saturated approach. Homogeneous sec-
tion 30 � 100 m; saturated hydraulic conductivity K �
0.1 m/d (curve B).

Figure 10. Free boundary approach. Core dam section
3 � 10 m; dam saturated hydraulic conductivity K � 1 m/d;
core saturated hydraulic conductivity K � 0.005 m/d.

Figure 11. Variably saturated approach. Core dam section
3 � 10 m; dam saturated hydraulic conductivity K � 1 m/d
(curve C); core saturated hydraulic conductivity K �
0.005 m/d (curve D).

Figure 12. Variably saturated approach. Core dam section
3 � 10 m; dam saturated hydraulic conductivity K � 1 m/d
(curve C); core saturated hydraulic conductivity K �
0.005 m/d (curve E).

Figure 13. Variably saturated approach. Core dam section
3 � 10 m; dam saturated hydraulic conductivity K � 1 m/d
(curve C); core saturated hydraulic conductivity K �
0.005 m/d (curve F).
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configurations for all time steps except the initial,
as compared to those derived by the variably satu-
rated domain approach. Note that the variably sat-
urated approach results were found to agree
satisfactorily with experimental results for similar
boundary value problems and material properties
(Mavroulidou 1999, Mavroulidou et al. 2003).

This discrepancy can be explained by the fact
that the free boundary approach neglects all water
retained by and flowing through the unsaturated
zone. Instead, it assumes instantaneous flow of
the water stored or released by the soil when rise
or fall of the water table occurs. Moreover, it
assumes a uniform distribution of the volume of
water released during desaturation. This is a poor 
representation of the physics involved in seepage
with a moving phreatic surface. The importance of
accounting for a varying storage coefficient in the
unsaturated zone was demonstrated in Mavroulidou
et al. (2003). This was further supported by results
of case studies of pumping under transient flow
conditions. In these studies, the variably saturated
method was also found to improve predictions
with respect to solutions assuming constant soil
coefficients (Mavroulidou et al. 2005).

It is acknowledged that, strictly mathematically
speaking, differences between the two methods
were expected, as the respective mathematical
problems to be solved are not exactly the same
(e.g. different boundary conditions and property
variation). The purpose of this paper however, was
precisely to show how different ways of modelling
the same physical problem may lead to more real-
istic solutions, and a better representation of the
physics involved.

4 CONCLUSIONS

The study drew conclusions based on the writers’
experience developing software for problems of seep-
age in the presence of phreatic surfaces. These

covered aspects of interest to both the numerical mod-
eller and the geotechnical engineer. It was shown that
the variably saturated domain approach was overall
superior to the free boundary approach: it did not suf-
fer the severe numerical instabilities the latter was
subject to and gave a better representation of the
physics of flow with phreatic surfaces. It therefore
gave better agreement with experimental results or
field studies. This was particularly true for the solu-
tion of transient problems. Therefore, numerical tools
based on the variably saturated domain approach
show promise in providing improved solutions of
seepage in the presence of phreatic surfaces.
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1 INTRODUCTION

In tunnelling construction under certain conditions,
water inflow at the tunnel face during tunnelling
construction can be prevented by applying a certain
magnitude of air pressure into the tunnel space. The
magnitude of air pressure must be equal or greater than
the magnitude of groundwater pressure at a level of
tunnel invert which leads to a linearly increase of pres-
sure difference between air pressure and groundwater
pressure. The pressure difference causes an air flow into
the surrounding soil. Two-phase flow in an upward
direction takes place both at the tunnel face and along
the shotcrete lining.

Determination of air consumption due to tunnelling
construction has been studied at the Institute for Soil
Mechanics and Foundation Engineering at Graz
University of Technology for couple of years, e.g.
Chinkulkijniwat et al. (2005). However, a surface
movement has not yet concerned. In this paper, the
surface movement due to tunnelling construction is of
interest. There are many reports have been argued that
applying of air pressure in the tunnel space during
tunnelling construction can reduce a magnitude of
surface settlement, e.g. Weber (1983). The interaction
between fluid flow and mechanics, which is so-called
a fluid-mechanical interaction, is an explanation of
the reduction of surface settlement due to compressed
air tunnelling construction.

Basically there are three algorithms to perform a
numerical simulation for the fluid-mechanical interac-
tion, the full coupling, the loose coupling, and the one
way coupling. The loose coupling simulation has been

chosen in this study. Comparing to the one way cou-
pling, the loose coupling is considered more accuracy.
Advantage of the loose coupling over the full coupling
is an ease in implementation. Moreover, it opposes
less limitation to modify the code. Therefore, further
extension on the capability of the code is very straight-
forward. In order to perform loose coupling simula-
tion for fluid-mechanical interaction, two numerical
codes are needed, one for mechanical simulation and
the other for fluid flow simulation. In this paper,
TOUGH2 (Pruess et al. 1999) and FLAC3D (ITASCA
2002) are used for fluid flow and mechanics, respec-
tively. This paper examines whether the loose coupling
simulation can capture the feature of flow and defor-
mation due to the application of air pressure to the
subsoil (Chinkulkijniwat, 2005). The results for field
test according to Kramer & Semprich (1989) is used
in this paper to verify the calculation results.

2 METHODOLOGY

2.1 Assumptions

Unsaturated soils consist of three components includ-
ing a solid and two fluids: water and air. Three phases,
including solid, liquid, and gas, represent mixture of
components. Liquid is a mixture of water and dissolved
air. Gas is a mixture of air and vapour water. Solid is
soil skeleton. Unsaturated soils are considered as a
multiphase, isothermal, deformable system whose voids
are filled partly with liquid and partly with gas. Each
fluid phase composes of two components, i.e. water

Flow-deformation due to two-phase flow: A loose coupling simulation

A. Chinkulkijniwat
School of Civil Engineering, Suranaree University of Technology, Thailand

S. Semprich
Institute for Soil Mechanics and Foundation Engineering, Geotechnical Group Graz,
Graz University of Technology, Austria

ABSTRACT: TOUGH2-FLAC3D coupling is employed to simulate flow and deformation due to two-phase
flow induced by the application of air pressure into subsoil. The NATM compressed air tunnelling is of interest
in this paper, thus test results from an in-situ air flow test in Essen, Germany are used to verify the TOUGH2-
FLAC3D simulation. The comparison shows good agreement between the calculation results and the corresponding
test results.
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and dissolved air in liquid phase and vapor and air in
gas phase. The mechanical behavior of unsaturated
soils is governed by the effective stress (Bishop 1959).

(1)

where s� � effective stress; s � total stress; pg � gas
pressure; pl � liquid pressure; and � � Bishop’s effec-
tive stress parameter. In this paper, the effective stress
is the difference between total stress and the average
pore pressure. Thus Equation 1 can be rewritten as

(2)

where Sl � degree of liquid saturation. A small mag-
nitude of deformation is assumed consequently an elas-
tic model is applicable. Deformation due to mechanical
response is then translated to the increment or decre-
ment in porosity due to the balance of mass as shown
in Equation 3.

(3)

where f � porosity; and 
v � volumetric strain.
According to Leverett (1941), the capillary pressure
function must be modified with the current fluid con-
ductivity and porosity as:

(4)

where pcL � Leverett’s corrected capillary pressure;
pc � calculated capillary pressure; and �i � initial
porosity.

2.2 Coupling algorithm

According to the use of loose coupling, two numeri-
cal simulators are employed. The TOUGH2-FLAC3D
coupling is conducted as introduced by Rutqvist et al.
(2002), i.e. sequential execution and data transfer via
a set of external ASCII files. TOUGH2 is developed
to handle non-isothermal, multiphase, multicomponent
fluid flows in 3-dimensional porous and fracture media.
However, mechanical simulation is not possible in a
stand alone TOUGH2 simulation. FLAC3D is devel-
oped to perform mechanical simulation in soils and
rocks. Although FLAC3D can also handle the fluid-
mechanical interaction for single-phase fluid flow,
a simulation of two-phase fluid flow is not possible
with a stand alone FLAC3D simulation. The sequential
coupling of two codes is more time consumed in com-
parison with having a single code. However, the big

advantage of the coupling TOUGH2 and FLAC3D is
that both of them are world widely used and well tested
in their respective fields. Additionally, source code is
available for TOUGH2. Thus modification of the code
as well as implementation of the constitutive transport
equations is possible. In FLAC3D, an embedded pro-
gramming language a so-called FISH enables the user
to define any new variables and functions. FLAC3D
can communicate with TOUGH2 via this feature.

In order to let two numerical simulators: FLAC3D
and TOUGH2, communicate each other, knowledge of
their corresponding meshes and data structure store in
the meshes must be established. A finite difference
mesh in FLAC3D generated by the user consists of ele-
ments and nodal points. An element is the smallest
geometric domain within which the change in a phe-
nomenon (e.g., stress versus strain) is evaluated.
A nodal point is points at the corners of the correspon-
ding element. In FLAC3D, state variables which are the
vector quantities are stored at the nodal points and the
state variables which are the scalar and tensor quanti-
ties are stored at the element centroids. However, the
input variables can be submitted into the FLAC3D mesh
only through the FLAC3D nodal points. Regarding to
TOUGH2 mesh, TOUGH2 does not use nodal points
but elements. Therefore all the state variables in
TOUGH2 are stored at the element centroids.

The effective stress at each FLAC3D element is
calculated based on Equation 2. Thus, variables that
FLAC3D needs from the TOUGH2 simulation are the
degree of liquid saturation Sl, the pressure of liquid
phase pl, and the pressure of gas phase pg. The capil-
lary pressure can be calculated from the difference
between pressure of liquid phase and pressure of gas
phase. The degree of gas saturation Sg, can be calcu-
lated by deducting the degree of liquid saturation Sl
from 1.

An increment in porosity is calculated from a vol-
umetric strain as written in Equation 3. A volumetric
strain increment is stored at a FLAC3D element cen-
troid, therefore an updated porosity represent at the
corresponding element centroid. The updated porosity
after the FLAC3D simulation run is then sent to a cor-
responding TOUGH2 element. Figure 1 is schematic
diagram shows how to send the information from
TOUGH2 mesh to the jth FLAC3D node and the
information from FLAC3D mesh to the ith TOUGH2
element.

The TOUGH2-FLAC3D coupling is initiated
with TOUGH2 simulation run. TOUGH2 is executed
between t0 and t1 until convergence is reached. At
each TOUGH2 element, porosity is assumed constant
during this time step. Then FLAC3D is executed for
mechanical simulation for the same period of time
step. The effective stress at each FLAC3D element is
calculated. To the end of each time step, an increment
in porosity is calculated from a volumetric strain as
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written in Equation 3. TOUGH2 is then executed for
a next time step. The updated porosity after the
FLAC3D simulation run is then sent to a correspon-
ding TOUGH2 element. TOUGH2 is again executed
between t1 and t2 until convergence is reached. These
procedures are repeated until the simulation time reach
a time specified by the user. Figure 1 shows numerical
procedures of the coupling TOUGH2 and FLAC3D.

Between fluid flow and mechanical simulations in
Figure 2, interpolation is needed to map inputs and
outputs from one mesh to the other. It is because the
variables are submitted into FLAC3D mesh through
its nodal points, while TOUGH2 mesh uses only ele-
ments. Moreover, even the outputs from FLAC3D are
at a FLAC3D elements, in loose coupling, the com-
putational grid mesh used in each simulation codes is
not necessary the same therefore interpolation is also
needed. In this study, a weighted distant interpolation
is used for interpolation inside the domain. At the
boundaries of the model, the closest point is searched
and assigned to the destination, point by point.

3 VERIFICATION

3.1 In-situ air flow test in Essen

In this topic, an example dealing with two-phase flow
and deformation due to the application of air pressure
into the soil domain are demonstrated and verified.
The in-situ air flow test in Essen carried out by the
German contractor Bilfinger � Berger Bauaktienge-
sellschaft (Kramer & Semprich 1989) is chosen.

Simultaneously with a tunnelling construction proj-
ect in Essen, Germany, an in-situ air flow test was car-
ried out to investigate the fluid conductivity of gas
phase and the deformations due to two-phase flow
induced by the application of compressed air. Figure 3
shows a schematic diagram of the experimental set up.
The certain magnitude of air pressure was introduced
into the ground via a borehole of 1.5 m diameter. Inside
of the borehole a steel pipe is installed and the annu-
lar between the pipe and the ground is filled with clay
throughout its length except at a depth from 13 to 16 m
and a depth from 18 to 21 m below the ground surface
where gravels are filled in the annulus as shown in
Figure 3.

During the test the rate of air supplied by a com-
pressor, the pore pressure in the ground in vicinity of
the borehole, and the ground surface displacement
were monitored. As shown in Figure 3, a number of
piezometers were installed in vicinity of the borehole
to monitor the magnitudes of pore pressure according
to the application of air pressure. The ground surface
displacement was controlled by geodetic leveling.
Thirteen level rods were installed at different distances
from the borehole. According to Kramer & Semprich
(1989), the Essen subsoil consists of four distinct layers
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Figure 1. Communication between TOUGH2 and
FLAC3D.

Figure 2. TOUGH2-FLAC3D coupling procedures.

Figure 3. In-situ air flow test in Essen (Kramer & Semprich,
1989).
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including an approximate 3 m thickness of fill, an
approximate 7–8 m thickness of silt beneath the fill,
an approximate 1.2 m thickness of sand beneath the silt,
and a thick layer of marl which is rather weathered in
the upper region and pronounced joints further down.
The groundwater table is at about 4.7 m below the
ground surface.

In total, three sets of different tests were carried out.
Two of them were carried out by varying depth where
the air pressure was applied into the soil. In a test
so-called 1A, the air pressure was applied at a depth
between 13 and 16 m from the ground surface. In a test
so-called 1B, the air pressure was applied at a depth
between 18 and 21 m from the ground surface. In the
third test, the soil was grouted and the air pressure was
applied into the soil at a depth between 11 to 14 m from
the ground surface through a second large diameter
borehole. Details of the experiment are elaborately
described in Kramer & Semprich (1989). Period of the
test 1B which is considered here took about 3.5 days.
In this test, air pressure was applied three stepwise
pa � 160 kN/m2, pa � 220 kN/m2, and pa � 235 kN/m2

within 3.5 days.
Figure 4 shows beside another the magnitudes of

ground surface displacement read from three level rods
at 1.7 m (Mp16), 11.9 m (Mp22) and 16.1 m (Mp26)
horizontally apart from the borehole. Figure 5 shows
beside another the time series curve for the rate of air
losses read during the experiment 1B. Due to an ease
in simulation, only the first pressure level pa �
160 kN/m2 is concerned in this study.

Figure 6 shows beside another, the magnitudes of
pore pressure read from four piezometers during the
experiment. The symbols represent locations of the
piezometers. The magnitudes of pore pressure read
from these piezometers are depicted beside the corre-
sponding symbols.

The physical and mechanical properties of all the
soil layers are shown in Table 1. The lower half part of
silt is weaker in stiffness than that of the upper one
and the stiffness properties of this lower half part are
written in parentheses in the table.
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Figure 4. Vertical displacement at the ground surface dur-
ing the experiment (Kramer & Semprich, 1989).

Figure 5. Rate of air losses during the test 1B (Kramer &
Semprich, 1989).

Figure 6. Pore pressure distribution and gas saturation.

Table 1. Physical and mechanical properties of subsoil layers
in Essen.

Subsoil layer

Fill Silt Sand Marl

Grain density [g/cm3] 2.72 2.90 2.72 2.79
Dry density [g/cm3] 1.74 1.68 1.74 1.87
Young’s modulus [MPa] 20 12.5 21.2 14.3

(9.2)
Poisson’s ratio [ ] 0.33 0.35 0.32 0.40

(0.37)
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The fluid related properties of each subsoil layer
are represented in term of model parameters written
in Table 2. The model parameters are according to van
Genuchten equation and van Genuchten-Mualem equa-
tion which are written in Equation 5 and Equation 6,
respectively. Equation 5 represent soil-water retention
characteristics while Equation 6a and 6b represent fluid
conductivity of liquid and gas phase, respectively. It is
noted according to Kramer & Semprich (1989) that
high anisotropy between horizontal and vertical fluid
conductivity should be aware.

(5)

(6a)

(6b)

where po � air entry pressure; kl � fluid conductivity;
kg � gas conductivity; n � model parameter related
to pore size distribution; K � intrinsic permeability;
and Se � effective saturation which is expressed as
written in Equation 7.

(7)

where Slr � residual liquid saturation; and Sls � maxi-
mum liquid saturation.

3.2 Numerical modelling

According to the use of loose coupling method for
the simulation of fluid-mechanical interaction, two
numerical models are created separately. Details of
the numerical model in FLAC3D is first presented and
followed by the details of the numerical model in
TOUGH2. To the end, the results calculated from the
coupling TOUGH2-FLAC3D simulation are presented
and compared with the corresponding experimental
results.

Figure 7a shows the FLAC3D mesh to simulate
the problem. The width of the model in transverse

direction (x) and longitudinal direction (y) are respec-
tively 100 m. The height of the model is 25 m. The mesh
discretization along the transverse direction is the same
as that along the longitudinal direction. Taking advan-
tage of the axisymmetry of the problem, only one-forth
of the geometry is considered and the symmetry axes
are simulated by boundary conditions with roller dis-
placement. The roller displacement type boundary
is also prescribed on all remained boundaries of the
model except the upper and lower boundaries. The
upper boundary is prescribed as a free deformed
boundary while the lower boundary is prescribed as a
fixed boundary. According to the subsoil conditions
described in the previous section, the groundwater table
is at 4.75 m beneath the upper boundary. The mesh is
discretized in vertical direction such that the soil layers
and the groundwater table can be taken into account.
In horizontal direction, the mesh is discretized such
that the size of elements in vicinity of the borehole is
rather small but becomes bigger as increasing distance
from the borehole.

Figure 7b shows the TOUGH2 mesh to simulate the
problem. Once again taking advantage of the axisym-
metry of the problem, only one forth of the geometry
is considered and the symmetry axes are simulated by
the impermeable type boundary. Dirichlet conditions
are prescribed to all remained boundaries of the
model. The dimensions of the model are the same as
those of the FLAC3D model. The discretization of the
mesh is done under the same consideration as done in
the FLAC3D mesh.

The initial conditions are first prescribed to the
TOUGH2 model according to the geometry described
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Table 2. Fluid related properties of subsoil layers in Essen.

Subsoil layer

Fill Silt Sand Marl

K [�10�12m2] 4.95 0.495 9.90 2.48
Slr [ ] 0.20 0.20 0.05 0.15
po [kPa] 4.0 30.0 4.0 12.0
n [ ] 5.0 2.0 2.86 2.5

Figure 7. Air flow test model in FLAC3D and TOUGH2.
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in the previous section. Due to the small displacement
found from the experimental results, linear elastic
behavior is assumed for the whole domain.

3.3 Results

Figure 6 shows the calculated pore pressure and gas
saturation after 27 hours of the application of the air
pressure pa � 160 kN/m2 into the borehole. The dis-
tribution of pore pressure after 27 hours of applying
the air pressure pa � 160 kN/m2 into the borehole is
shown in Figure 6a. The magnitude of pore pressure
increases significantly in vicinity of the borehole but
retains its magnitude of hydrostatic pressure at certain
distance apart of the borehole. The magnitudes of pore
pressure measured from 4 piezometers are also shown
in Figure 6a. As can be found from Figure 6a, good
agreement between measured and calculated pore pres-
sures is a conclusion. The distribution of gas saturation
after 27 hours of applying the 160 kN/m2 of air pressure
into the borehole is shown in Figure 6b. A bulb like
shape of desaturation zone in marl layer is found. In
marl layer, high degree of gas saturation can be found
at vicinity of the air injection zone. However, it is only
a small area of the marl layer is desaturated. In sand
layer, because of its relatively high value of fluid con-
ductivity, the desaturation zone spreads over a whole
sand layer. However, in silt layer, the desaturation zone
does not exist due to its low value of fluid conductivity
and high value of air entry pressure.

Figure 8 is the comparisons between the surface
displacement measured from the experiment and that
calculated from the loose coupling simulation at
27 hours after applying the 160 kN/m2 air pressure into
the borehole. The blue diamonds are experimental
results extracted from Figure 4. Keeping in mind that
each soil layer is assumed homogeneous and isotropic,
good agreement between the experimental results
and the numerical results can be concluded even the

magnitude of surface displacement given by the
numerical simulation is somewhat higher that that
found from the experiment.

Figure 9 shows the comparisons between the rate
of air losses measured from the experiment and that
calculated from the numerical simulation. To the end of
the first pressure step in the experiment 1B, the simu-
lation yields somewhat 50% of that found from the
experiments. It is worth reminding that the numerical
model assumes that the soil layers oppose isotropic
properties. However, as reported by Kramer & Semprich
(1989), high anisotropy between horizontal and verti-
cal fluid conductivity might be encountered. Moreover,
the continuum medium is assumed in the model,
whereas it is reported that the fractured media type
might be found after 13 m below the ground surface.
By ignoring those attributes of the ground conditions,
difference between the experimental results and the
simulation results is expected.

4 CONCLUSION

The calculation results from TOUGH2-FLAC3D cou-
pling simulation show good in agreement with the
corresponding test results indicating that the TOUGH2-
FLAC3D coupling can capture the feature of flow and
deformation due to the application of air pressure to
the subsoil. The next step is to implement an elasto-
plastic model for unsaturated soils into FLAC3D and
extend the simulation to explain surface settlement
due to compressed air tunnelling construction.
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1 INTRODUCTION

In general, the property of seepage of rock masses
mostly depends on the permeability of texture sur-
faces of fractures. Due to complicated causes, large
time-scale and uncertainties of texture surfaces of frac-
ture, the properties of permeability of rock masses are
discrete, and with wide range of the value of parame-
ters. For general seepage problem in engineering, the
rock masses can be considered as strongly inhomoge-
neous and anisotropic permeable continuum, the coeffi-
cient tensors of permeability are required to express the
macroscopical properties of permeability. However, up
to now there is still no any test method or numerical
method to decide the coefficient tensors of permeabil-
ity accurately in theory.

In order to obtain the geological structure and char-
acteristics of permeability of rock masses, enormous
work is required to do, like geological exploration,
water pressure test, observation data of groundwater
head, sometimes it is also necessary to observe exit
points of groundwater of openings and outflow points
of natural spring. These observation data represent the
comprehensive characteristics of permeability involv-
ing all kinds of influence factors. Hereby, according to
a certain algorithm, to inverse the coefficient tensors
of permeability and parameters of boundary conditions
is very important in solving seepage problem and
design seepage control on the basis of observation data.
Recently, inverse analysis has been received increasing
concern.

Due to the facts that in engineering practice just
short-term and discontinuous observation data of
water level of borehole and strongly discrete results of
water pressure test are obtained, the finite element
method and optimization theory are adopted in our
algorithm proposed by authors, which can successfully
perform the reverse analysis of identification of coeffi-
cient tensors of permeability in different parts of see-
page domain. There are a lot of difficulties in inversion
analysis, like large-scale of inversion problem, great
number of unknown parameters, wide range of values
of parameters. In order to overcome these problems,
some procedures are adopted including the procedure
of nodal virtual flux is used to get the free table and
most possible algorithms are used to improve the con-
vergence of iterative calculation, an effective term for
penalty is added to the minimum objective function,
so that the solution to three-dimensional complicated
reverse problems can be obtained. Two examples in
this paper show that the procedures proposed can 
satisfactorily handle the reverse analysis of identifi-
cation of coefficients of permeability tensor in inho-
mogeneous and anisotropic seepage domain.

2 THEORY

2.1 Coefficient tensors of permeability

The property of fractured rock masses is strongly het-
erogeneous and anisotropic. Due to the width of texture

Identification of characteristic coefficient of seepage in 
inhomogeneous and anisotropic rock masses
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ABSTRACT: The fractured rock masses can be considered as inhomogeneous and anisotropic permeable
media. The optimal fitting for calculated and measured water level and seepage discharge of measuring points
is made. The reverse problem to identify the coefficient tensors of permeability of the rock masses is trans-
formed into an equivalent mathematical minimizing problem. To improve the convergence of iterative calcula-
tion, an effective term for penalty is added to the expression of the minimum optimization function. Hereby, the
solution to three-dimensional complicated reverse problems can directly be obtained on computer. Finally, the
solution of a complicated practical example is presented in detail.
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surfaces of fracture is much smaller compared to the
characteristic size of project, like dam bottom width,
tunnel diameter, slope height, rock masses can be con-
sidered as inhomogeneous and anisotropic equivalent
continuum media, whose property of permeability can
be described by coefficient tensor of permeability. The
corresponding Darcy’s law is described by equation (1),
and in general the direction of velocity vector is not
consistent with the direction of hydraulic gradient.

(1)

Where, Vi denotes the component of velocity; Ij denotes
the component of hydraulic gradient; kij denotes coeffi-
cient tensor of permeability with six independent com-
ponents, whose matrix form is described by equation
(2). The goal of this paper is to inverse the coefficient
tensors of permeability and relevant parameters in dif-
ferent parts of seepage domain.

(2)

2.2 Solving seepage problem using FEM

For the Darcy’s seepage problem shown by figure 1,
the FEM governing equation in the domain 21 below
the free surface ABCD can be described by equation
(3) according to the variational principle.

(3)

Procedure of nodal virtual flux in fixed grid can be
used to solve the seepage problem with free surface,
the virtual seepage domain 22 above the free surface
is also taken into account, iterative form is shown as
equation (4).

(4)

Where, i is index of iterative step, {Q2} is the equivalent
nodal virtual flux in virtual seepage domain contributed
by known water head boundary condition, {�Q}
denotes nodal virtual flux. Due to arrays {Q2} and {�Q}
are depended on the array of nodal water head, {H}, the
iteration method is required to solve equation (4).

2.3 Inversion method for coefficient tensors of
permeability

The general idea for inversing seepage problem is to
search a set of parameters in the probable range of values
determined by the known conditions, then termination
criterion is reached when the measured values on site are

fitted ‘best’ well with the calculated values of them,
hereby, the reverse analysis of identification of parame-
ters of seepage domain becomes a mathematical opti-
mization problem shown in equations (5) and (6).

(5)

(6)

Where, ({k}) denotes the quadratic sum of difference
between calculated and measured values of water head,
{k} � [k1,k2,…,kN]T denotes the array of unknown
parameters with the number of N, vi,t denotes the
weight coefficient of point i at time t, wc

i,t and wm
i,t

denote the calculated and measured value of water head
at time t, respectively, kj and –kj denote the probable
lower and upper limit value of parameter, kj which can
be determined according to the property of hydrological
geology of rock mass and results of water-pressure test.

A number of techniques are available to solve the
optimization problem, for example complex method.
Due to the seepage problem is an unsteady-state flow
through porous media, in general the solution to com-
plicated reverse problems of seepage defined by equa-
tions (5) and (6) is difficult to obtain. A simplified
method is to choose some typical measurement times,
like T0 times, which can be approximated to steady
state seepage, so the unsteady-state seepage in T meas-
urement times is substituted by steady state seepage in
T0 times solved according to equations (6) and (7).

(7)

Where, Re({k})t denotes the quadratic sum of error of
water head involving t times.

The optimum solutions with the number of T0 can
be assumed as:

(8)

We can also assume that k0
j is the estimated opti-

mum value of, kj, and we have:

(9)

Where vj,t is weight coefficient of jth parameter at
tth measurement time. And we have:

(10)

Then we obtain the terminal inversion solutions of
characteristic coefficients described in equation (11).
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(11)

In general, the seepage problem is with free sur-
face besides with the characteristics of inhomogeneous
and anisotropic, so the calculated value of water head
wc

i,t ({k}) must be calculated iteratively. Moreover, the
permeability parameters is with wide range of value
and with discrete characteristic, and the non-diagonal
elements of tensor kij maybe negative, which cause the
stability solving equation (4) is not very well, even iter-
ative computations fail to converge in optimization
problem described by equation (6) and (7), the inver-
sion calculation has to break. In order to overcome
this problem, a feasible procedure is to redefine the
objective function Re({k})t in equation (7), we have:

(12)

Where, additional term P({k}) is penalty correction
term in minimum objective function, which will be in
effect through a relative large value of objective func-
tion is chosen at the unknown parameter point when
the solving process of equation (4) is unstable. So the
inversion process can go on smoothly.

This procedure has proved to be a very powerful
tool in automatically searching optimum results of
inversion problem shown in equations (6) and (12).

In the solving process of inversion problem of
seepage in rock mass described above, equation (13)
or (14) can be regarded as the convergence criteria.

(13)

(14)

where, �ki,t � |kj
i,t � kj�1

i,t| denotes the absolute value
of difference between inversion value of ith parameter in
jth step and that in ( j � 1) th step at tth measurement. 
k
is the maximum tolerance error of undermined parame-
ter between two successive iterative steps, 
R denotes the
tolerance error of accumulative quadratic sum of calcu-
lated and measured values of water head.

3 EXAMPLES

3.1 Example of flow through embankment

An isotropic seepage problem with free surface 
is shown in figure 1, its upstream water level and
downstream water level are 6.0 m and 1.0 m respec-
tively, which can be solved by procedure of nodal vir-
tual flux. The whole embankment can be regarded as

computation domain, which is divided into 4 � 6
grids. And computation domain is divided into two
subdomains according to the permeability of materials,
in where the x-value is less than or equal to 1.0 the
coefficient of permeability k1 is equal to 1.0, in where
x-value is greater than 1.0 the coefficient of perme-
ability k2 is equal to 5.0. The thickness of the domain
in Y-direction is equal to 1.0. Three sides of Z � 0,
Y � 0 and Y � 1.0 are impervious boundaries. Using
finite element method the flow through embankment
can be simulated, the coordinates of three points P1,
P2 and P3 in free table are (1.0,0.0,4.96), (2.0,0.0,4.27),
(3.0,0.0,3.49). In first case we assume that the calcu-
lated water heads at the three points of P1, P2 and P3
as measured values, our reversion algorithm is used to
identify the characteristic coefficients of domain, after
9 iteration steps we get the results of k1 : k2 � 1.0:5.006
and Re (k1,k2) � 1.6 � 10�5 (
R � 1.0 � 10�4 is cho-
sen). In second case we assume that the calculated
water heads at the two points of P2 and P3 as measured
values, after 14 iteration steps the results of k1:k2 �
1.0:5.003 and Re (k1,k2) � 2.0 � 10�6 (
R �
1.0 � 10�5 is chosen) are obtained. In third case just
assume the calculated water head at point P2 as meas-
urement value, after 7 iteration steps we can get the
results of k1:k2 � 1.0:5.116 and Re (k1,k2) � 8.0 � 10�6

(
R � 1.0 � 10�5 is chosen). One can see the genuine
solutions are generally yielded in these three cases. We
choose k1 and k2 with the uniform probable upper and
lower limit values of k1 � 0.01, –k1 � 100.0 and k2 �
0.05, –k2 � 500.0 which are smaller or larger two orders
of magnitude than genuine solutions and uniform initial
value of (k1,k2) � (100.0,0.05) is used to inverse.

When the material of embankment is homoge-
neous and anisotropic, the coefficient of permeability
is assumed as equation (15).
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Figure 1. A seepage flow problem with free surface.
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(15)

Using finite element method the flow through the
embankment is simulated and the free surface loca-
tions are z � 5.57, 5.09 and 4.62 at where y � 0,
x � 1.0, 2.0 and 3.0. In first case, when traditional
method defined by equations (5) and (6) is used to
identify the coefficients of permeability, the optimum
solutions cannot be achieved due to automatic combi-
nation of 6 elements in tensor kij is too bad to con-
verge. However when our improved inversion method
defined by equations (6) and (12) is used, the opti-
mum solution can be obtained smoothly shown in
table 1. And the locations of free surface are simu-
lated are z � 5.58, 5.09 and 4.62 at the three meas-
urement points. One can see inverse values are quite
similar to the measured values.

3.2 Inverse analysis for initial seepage field of
Dachaochan underground hydropower station

Dachaoshan hydropower station is located in the lower
and middle reach of Lancang River in Yunnan province
of China. The pivot is composed of a RCC gravity dam
with 115m in height, group of openings on the right bank
and other hydraulic structures. Before dam construction
the groundwater levels of near and far river reach of ini-
tial seepage field are mainly subjected to the change of
water level of river and rainfall respectively.

The plant is located in the hard basalt between the
Longtang Trench and Qingmiao Trench, and the dis-
tance between two trenches is about 450 m, the slope is
about 35°, the trend of basaltic layer is N50�70°E, the
angle to the direction of axis of main plant is about 45°,
and slope is 20�25°. The faults are well developed in
rock masses, namely, F217, F168 and F114 etc., and the
permeability of them are slightly weak except few
faults. The unit water absorption v obtained by water
pressure test is 0.0075�0.0095 L/min � m � m. The style
of groundwater is fissure phreatic water. For the case of
this project the migration condition is to infiltrate from

both slopes to riversides due to the higher groundwater
level on both slopes. Table 2 shows the results of water
pressure test in the boreholes of Zk417, Zk419 and
Zk435 and so on all together 9 boreholes in the weakly
weathered, slightly weathered and fresh rock layer,
the ratios of relative permeability of them are
64.198:12.16:1.0. According to equation (16) the value
of v obtained from water pressure test can be converted
to comprehensive average coefficient of permeability in
rock masses, so the coefficient of permeability k in
these three rock masses are 0.65 � 10�5, 7.95 � 10�5

and 4.20 � 10�4cm/s respectively.

(16)

Where, r0 � 3.75 cm and R � 2000 cm are radius of
borehole and influence radius of infiltration in water
pressure test.

The flow domain is shown in figure 2. Qingmiao
Trench is regarded as downstream side of domain, about
300 m away from left side of Longtang Trench is
regarded as upstream side of domain, and width of
upstream-downstream direction is about 700 m. The
width is about 500 m from inside of the slope to middle
plane of river; elevation of base of domain is 650 m, and
the elevation of top of inside of slope is 1030 m. In order
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Table 2. The v-values of the rock mass obtained through
in situ water-pressure test L/min � m � m.

Serial Borehole Weakly Slightly Fresh 
number number weathered weathered rock

1 ZK417 0.04603 0.0089 0.00024
2 ZK419 0.0296 0.0213 0.00018
3 ZK423 0.0049 0.00543
4 ZK428 0.3478 0.07857 0.005775
5 ZK431 0.0302 0.08093 0.00533
6 ZK432 0.5855 0.00843 0.000438
7 ZK433 0.2209 0.2061 0.00632
8 ZK434 0.0045 0.0059
9 ZK435 0.5059 0.01645 0.00573

10 mean value 0.2523 0.04779 0.00393
11 relative ratio 64.198 12.16 1.0

I

II

III

IV

Figure 2. The calculation domain and element mess for
back analysis to determine seepage parameters.

Table 1. The inverse value of coefficient tensor of permeability of
homogeneous anisotropic embankment.

Parameter kxx kxy kxz kyy kyz kzz

True value 2.0 �0.3 �0.5 3.0 0.5 1.0
Upper limit  0.02 �30.0 �50.0 0.03 0.05 0.01
value

lower limit 200.0 �.003 �.005 300.0 50.0 100.0
value

Initial value 0.02 �30.0 �0.005 0.03 50.0 0.01
Inversion 2.0 �0.32 �0.49 2.89 0.49 0.99
value

Error 0.0 0.02 �0.01 0.11 0.01 0.01
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to insure the precision of calculated water heads, there is
at least one layer of virtual element above free surface.
The top of the domain can be considered as probable
seepage surface, the base, upstream and downstream
sides, along with middle plane of river are considered as
impervious boundary. The zone of river-bed where
water level is relatively deep can be regarded as known
water head boundary with average water head of
818.5 m. Assume the water head along the inside of the
domain presents linear distribution with elevation (water
head of base at the elevation of 650.0 m is determined by
inversion analysis, and the result obtained is 935.43 m,
see table 3). According to the data of geological explo-
ration the permeability of upstream and downstream
rock masses are different, the natural slope of ground-
water surface of near river reach is just 0.05, while that
of far river reach increases vastly to 0.3�0.72, even to
0.84. In the model of inversion analysis the flow domain
shown in figure 2 can be considered as heterogeneous
and isotropic media. According to the location of
Longtang Trench, the borderline between near and far
river reach, four degrees of weathering of rock mass and
faults of F217, the domain can be divided into 17 subdo-
mains, namely, 1�4th subdomains are located in the I
zone, 5�8th subdomains are located in the II zone,
9�12th subdomains are located in the III zone,
13�16th subdomains are located in the IV zone, 17th
subdomains is located in the fault of F217. The coeffi-
cient of permeability of every subdomain is determined
by the inversion analysis. In rectangular coordinate sys-
tem, X axis is parallel to the axis of main plant building,
and directs to river bed; Y axis is perpendicular to the
axis of main plant building and directs to upstream,
Z axis directs upward, and origin is at the zero altitude.
There are 102 unknown elements in 17 coefficient ten-
sors of permeability of subdomains. In order to simplify
the inversion model, first the meshes are relative rough,
then the relationships of relative ratio of permeability
obtained from the water pressure test in every degree
weathering rock masses are taken into account, and
assume that the tangential permeability of fault belt F217

is greater one order of magnitude than the normal per-
meability. And due to the analogy in geologic structure,
there are proportional relationships between the coeffi-
cient tensors of permeability of both sides of Longtang
Trench and between near and far river reach. The num-
ber of unknown variables reduces from 103 to 10,
namely, k1,k2,…,k10, where, k1�k6 are the relative ratios
among six independent elements in I zone, k7 and k8 are
the scale factors of the coefficient tensor of permeability
of both sides of Longtang Trench and near and far river
reach, k9 is the scale factor of tangential relative perme-
ability of fault belt F217, and k10 is the water head on the
boundary of slop side with the elevation of 650 m.

The probable upper and lower limit values, initial
values and optimum solutions of 10 independent vari-
ables are shown in table 3. The optimum solutions are
not unique theoretically because there are only observa-
tion data of water level of borehole. And only relative
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Table 3. The upper and lower possible limit values, initial
values, and reverse values of the identified parameters.

Undetermined Lower Upper Initial Inversion 
parameters bound bound value value

k1 1.0 50.0 1.0 17.99
k2 �20.0 20.0 20.0 17.15
k3 �20.0 20.0 20.0 19.38
k4 0.01 100.0 0.01 78.76
k5 �20.0 30.0 30.0 28.75
k6 0.01 100.0 0.01 90.89
k7 1.0 50.0 1.0 1.19
k8 0.1 10.0 10.0 2.58
k9 10.0 5000.0 10.0 363.26
k10 650.0 m 1020.0 m 1020.0 m 935.43 m

Table 4. The coefficient tensors of permeability of the subdomains
(10�5cm/s).

Zone
Coefficient of permeability

number kxx kxy kxz kyy kyz kzz

1 0.149 0.142 0.161 0.654 0.239 0.755
2 1.817 1.731 1.957 7.952 2.903 9.177
3 9.591 9.141 10.331 41.983 15.326 48.449
4 14.939 14.239 16.091 65.394 23.872 75.466
5 0.386 0.368 0.415 1.688 0.616 1.948
6 4.689 4.469 5.050 20.525 7.492 23.686
7 24.755 23.594 26.664 108.362 39.557 125.051
8 38.559 36.751 41.533 168.788 61.615 194.783
9 0.176 0.168 0.190 0.771 0.281 0.890
10 2.141 2.041 2.306 9.373 3.422 10.816
11 11.308 10.775 12.176 49.485 18.064 57.106
12 17.608 16.783 18.966 77.079 28.137 88.950
13 0.454 0.433 0.490 1.989 0.726 2.296
14 5.527 5.268 5.953 24.192 8.831 20.918
15 29.178 27.810 31.428 127.724 46.625 147.395
16 45.448 43.318 48.954 198.947 72.624 229.587
17 301.59 0.0 0.0 30.160 0.0 301.59

Table 5. The measured and inverse values of the piezomet-
ric levels (m).

Point Measured Calculated 
number data data Error

ZK111 824.14 820.99 �3.15
ZK113 915.86 915.98 0.12
ZK117 822.38 821.62 �0.76
ZK125 946.47 949.74 3.27
ZK133 843.87 844.78 0.91
ZK135 819.98 819.31 �0.67
ZK405 827.70 829.14 1.44
ZK409 848.62 847.72 �0.90
ZK411 820.36 819.66 �0.70
ZK414 924.17 923.98 �0.19
ZK419 820.09 819.33 �0.36
ZK431 819.79 818.91 �0.88
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ratios can be obtained by inversion calculation.
Inversion solutions of coefficient tensors of permeabil-
ity of 17 subdomains shown in table 4 are obtained by
considering the inversion solutions of k1�k9 shown in
table 3, the properties of fracture structures, the
results of water pressure test shown in table 2 and
equation (16). One can see that the calculated water
head of 13 boreholes adopted in inversion calculation
are fitted very well with the measured values of them.

4 SUGGESTIONS

Because in equation (4) the vector of nodal water
head {H} will not change when all coefficient tensors
of permeability of domain are enlarged or reduced in
same scale simultaneous, so just the relationship of ratio
among the parameters of permeability can obtained by
inversion analysis only with the convergence criterion
of the calculated values of water head are fitted best
well with the measured values, that is to say there is a
problem that the inversion solution is not unique. In
order to overcome this problem, additional prescribed
flux condition is required. It is also feasible to supply
some known coefficient tensors of permeability of sub-
domains. As for how to achieve the genuine solution,
the authors based on their experiences in practice
engineering put forward some powerful suggestions
shown as following.

First, the inversion analysis should be performed
on the basis of observation data of initial seepage field
before construction, which can lead to less amount of
work to be done. The observation data of geological
exploration and results of tests etc. should be fully used
to determine the flow domain, some known boundary
conditions, reasonable subzone and probable upper
and lower limit values of determined parameters.

Second, at the present time the inversion analysis has
been implemented on the basis of steady Darcy’s flow
theory, and the groundwater flow in drought period
quite agrees with steady Darcy’s flow theory.

Third, it is necessary to measure the overflow
region and the flux. And the location of seepage over-
flow region and flux in geological exploration and
excavation are useful to improve the accuracy. On the
basis of ratios among the determined parameters and
measured seepage flux are known, the genuine solu-
tion can be achieved with the convergence criterion of
the best fitted seepage flux.

Fourth, besides routine work of water pressure test,
one should pay attention to choose appropriate loca-
tions in one or two typical subdomains, in where to
determine the coefficient tensor of permeability of
rock mass by water pressure test. Then the optimum
solution of coefficient tensor of permeability can be
directly obtained by inversion analysis according to
the initial observation data of water head.

Fifth, the permeability of rock mass is influenced
not only by geological structure of fractured media
but also greatly by the weathering. For example, the
permeability of completely weathered rock on the
surface is greater two orders of magnitude than that of
fresh rock of deep layer in Dachaoshan underground
hydropower station. So in inversion analysis this ratio
relationship of relative permeability obtained by water
pressure test can be used to reduce the number of
undetermined parameters.

Sixth, if the directions of major coefficients of per-
meability can be obtained by geological structure of
rock mass and water pressure test, the directions of
local coordinate axes, namely, r, s and t axis, can be
chosen to be same with the directions of major coeffi-
cients of permeability. Then the number of unknown
independent elements in coefficient tensor of perme-
ability in local coordinate system can reduced from 6 to
3. Then the coefficient tensor of permeability of rock
mass in global coordinate system kij can be calculated
by equation (17) corresponding to that in local coor-
dinate system k�lk.

(17)

Where, aij denotes cosine value of the angle of axes in
global coordinate system to axes in local coordinate
system.
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1 INTRODUCTION

Many geotechnical topics are associated with pene-
tration, including foundation elements (e.g. push-in
piles, caissons), in-situ devices (e.g. cones, dilatome-
ters), and samplers. An understanding of the influ-
ence of the penetration process on the stress-strain
behaviour of soil is essential for a rational design of
foundation elements, interpretation of in-situ tests
and assessment of sampler disturbances. A range 
of techniques have been developed to examine the
stress changes that occur within the soil as penetration
takes place.

Various experimental and analytical techniques
have been adopted to evaluate the influence of the pen-
etration process on soil behaviour. Experimental tech-
niques used to evaluate the stress-strain behaviour of
soil during penetration includes visual inspection of
soil displacements during penetration processes
(Butterfield et al. 1970, White et al. 2003); triaxial
(Siddique 1990) and chamber tests (Houlsby &
Hitchman 1988, Fahey et al. 1989). A range of analyti-
cal techniques have also been proposed to provide an
insight into the complex soil behaviour during penetra-
tion, including bearing capacity (Skempton 1951),
cavity expansion (Vesic 1972), strain path (Baligh
1984) and shallow strain path methods (Sagaseta
et al. 1997). The requirement for an exposed surface
elevation makes the visual inspection methods more
appropriate for examining two-dimensional penetra-
tion problems. The triaxial test also requires a known

stress or strain history to be applied to the specimen,
which is often unknown in many penetration problems.
The results of pressure chamber tests may be compli-
cated by boundary effects. Analytical techniques also
suffer from a range of limitations, such as the require-
ment for a pre-defined failure mechanism in the bearing
capacity method, neglecting the dependency of defor-
mations on the direction of penetration in the cavity
expansion method and ignoring the influence of inter-
face adhesions in the strain path and shallow strain path
methods (Farhangi 2006).

Numerical techniques have been the subject of
research in mechanical engineering and methods have
been developed to simulate penetration/indention prob-
lems (Anderheggen & Renau-Munoz 2000). In soil
mechanics, a wide range of numerical techniques (i.e.
finite element and finite difference methods) have
been employed to analyze soil penetration problems
over the last two decades (Griffiths 1982, Teh 1987,
Kiousis et al. 1988, Budhu & Wu 1992, Van den Berg
1994, Abu-Farsakh et al. 1998, Hu & Randolph 1998,
Liyanapathirana et al. 2000, Yu et al. 2000, Susila &
Hryciw 2003). However, the majority of these analyses
were limited to two-dimensional geometries and most
of these methods were not capable of simulating the
flow of soil around a penetrating object (i.e. large defor-
mations). In addition, due to modelling constrains, the
interface between the soil and penetrating object has
been modelled as either rough or smooth and the influ-
ence of interface adhesion has not been assessed on the
behaviour of the soil.

Numerical determination of soil deformations around a penetrating 
object in 2D and 3D models

S. Farhangi, D.J. Richards & C.R.I. Clayton
School of Civil Engineering and the Environment, University of Southampton, UK

ABSTRACT: Various numerical methods have been employed to determine soil deformations around pene-
trating objects. However, due to extensive computational resource requirements for 3D analysis, soil deformations
are usually estimated from 2D analysis. The adequacy of estimating soil deformations around a 3D penetrating
object with a 2D plane-strain analysis has been evaluated in this paper using FLAC3D and FLAC programs. The
modelling strategy and the use of interface elements in these programs for simulating penetration were outlined.
The comparison of strain paths determined from 3D and 2D analyses illustrates the existence of an out of plane
deformation component and shows that soil deformations around a 3D geometry with a finite width cannot be esti-
mated solely by a plane-strain analysis. In addition, it is observed that new modelling techniques such as the
explicit finite difference formulation can be used to analyze three-dimensional penetration problems.
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In this paper, the penetration of an idealized geo-
metry, termed the chisel (Figure 1), into a mass of soil
has been analyzed in both two and three dimensional
models. The modelling strategy implemented to ana-
lyze the penetration of a chisel in FLAC and FLAC3D

is outlined. The strain paths for a soil element close to
the centreline of the chisel in the three-dimensional
model have been compared with those for a corre-
sponding element in the two-dimensional model. The
results of this evaluation are also presented.

2 CONTACT LOGIC IN FLAC

FLAC and FLAC3D (Fast Lagrangian Analysis of
Continua) are two and three dimensional explicit
finite difference programs used in this study to ana-
lyze soil penetration (Itasca 2004). Although, the con-
stitutive formulation adopted in FLAC at each step is
small-strain, large-strain calculations are performed
by updating the mesh geometry and consequently the
stress tensors as displacements occur. FLAC is also
time-marching code (i.e. one step is equal to one iter-
ation in the calculation cycle) enabling the steady-
state penetration process to be readily simulated.

A contact logic (Frank et al. 1982) is used to model
the interface between two objects by specifying nor-
mal and shear (kn, ks) springs between opposite sides
of the interface plane. FLAC and FLAC3D however,
employ slightly different techniques to calculate the
interface forces.

The interface elements used in FLAC are double-
sided as shown schematically in Figure 2(a). Nodes
on either sides of the interface (e.g. interface node P)

are checked in turn for contact on the “target face”,
which is defined as half the distance of the interface
node (P) from the nearest left-side (M) and right-side
(N) nodes on the opposite side. At any time step, the
incremental relative displacement in the shear and
normal directions are used to determine the shear and
normal forces acting on across the contact length (L).

FLAC3D uses one-sided interface elements shown
schematically in Figure 2(b). An interface node (P) is
checked for interpenetration with any other face (i.e.
target face) that comes into contact during each itera-
tion cycle. In a process similar to FLAC, the shear
force acting across the contact area (A) is determined
from the relative incremental displacement in the
direction of shear. The normal force however, is cal-
culated from the absolute normal penetration distance
of an interface node into the target face.

Potyondy (1961) proposed to express the interface
resistance with the Coulomb failure envelope. FLAC
codes use the same criterion to limit the shear force
on the interface element by specifying an effective
cohesion and friction angle. FLAC’s interface logic
was used to simulate sliding and separation of two
objects in these penetration analyses.

3 2D PENETRATION MODEL

FLAC was used to simulate the undrained penetration
of the chisel geometry in 2D models (i.e. plane-strain
analysis). The penetration of the chisel was simulated
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Figure 1. Schematic view of the chisel.
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Figure 2. Interface parameter in (a) FLAC and (b) FLAC3D.
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by assigning a constant vertical velocity to the chisel.
Models with prescribed velocities were stepped
through the analyses until the intended length of pen-
etration (L) was achieved by the chisel (i.e. the initial
and final positions of the chisel tip were z � �L/2
and z � �L/2 respectively). As the chisel penetrated,
the soil elements were deformed and displaced around
the sliding chisel.

The mesh representing the soil had two features.
First, the mesh columns were aligned with imaginary
flow streamlines which would form around the chisel
if placed in a fluid flow field, in order to use complete
quadrilateral elements (rather than truncating elem-
ents adjacent to the boundaries) through out the entire
model. This alignment also reduced the occurrence
of modelling problems during large deformations
(Itasca 2002b). Secondly, the density of elements was
increased in all directions towards the initial position
of the chisel tip. This was due to the requirement for
a finer mesh adjacent to the tip, where significant
distortions due to penetration were envisaged. Other
parameters defined for the penetration models were:

1 The chisel geometry had a half-thickness of
w � 4.2 mm;

2 Elastic and Tresca constitutive models were reused
to represent the chisel and soil respectively;

3 The initial in-situ soil stress was isotropic and
equal to the vertical stress applied across the upper
boundary (i.e. initial equilibrium);

4 Double-sided interfaces were defined between the
plane of symmetry (x � 0) and soil, the plane of
symmetry and chisel, and the soil and chisel;

5 Boundary fixities were defined as rollers on the
bottom (z � �H) and far-right (x � A) bound-
aries, as illustrated in Figure 3(a).

Alternating boundary conditions for soil on a line of
symmetry (x � 0) was represented by an auxiliary
sub-grid (termed the mirror) as illustrated in Figure
4(a). During the penetration process, the grid points
on the left boundary of the soil were constrained in
the horizontal direction while they were below the tip
of the advancing chisel. As the chisel tip passed these
grid points, they were allowed to move along the
chisel boundary in both the horizontal and vertical
directions.

4 3D PENETRATION MODEL

Three-dimensional penetration models were developed
using the FLAC3D program. In common with the 2D
models, penetration was simulated by assigning a
constant vertical velocity to the chisel. The consti-
tutive models and initial in-situ/applied stresses for
the 3D models were identical to those specified for

709

Roller boundaries

Surface load

z

xO

initial

final

A

Pe
ne

tr
at

io
n 

le
ng

th
 (

L
)

H

HR
ol

le
r

bo
un

da
ri

es

w

(a) 2D MODEL

(b) 3D MODEL
Surface load

x
y

A

A

H

H

R
ol

le
r 

bo
un

da
ri

es

O

L

R
ol

le
r 

bo
un

da
ri

es

z

final

Roller
boundaries

B

w

initial

Figure 3. Boundary conditions in (a) 2D and (b) 3D pene-
tration models.

(a) 2D MODEL (b) 3D MODEL

I-shaped
mirror

L-shaped 
mirror

soil

soil

Figure 4. Mirror auxiliary sub-grids in (a) 2D and (b) 3D
penetration models.

Copyright © 2006 Taylor & Francis Group plc, London, UK



the 2D models. Other parameters defined in the 3D
models were:

1 The chisel had a width of B � 12 w (w � 4.2 mm);
2 One-sided interfaces were defined on the planes of

symmetry (x � 0 and y � 0), and on the chisel;
3 Boundary fixities were defined as rollers on the

bottom (z � �H) and far-lateral boundaries (x � A
and y � A), as illustrated in Figure 3(b).

Boundary conditions for the soil grid points on the
symmetry planes (x � 0 and y � 0) were controlled
by an L-shaped mirror, as illustrated in Figure 4(b).
The mirror sub-grid did not allow the soil grid points
to move inside the planes of symmetry, however, as
penetration occurred (i.e. the chisel moved down-
wards) the soil grid points were allowed to move in all
other directions.

Meshing was a more elaborate process in the 3D
penetration models, as primitive grid shapes (e.g.
bricks, wedges or tetrahedrons) from the FLAC3D

mesh library were deformed and attached together to
generate the model geometry. The mesh columns
were aligned along streamline as discussed for the
2D models. The mesh density in the soil was also
increased gradually towards the location of the chisel
tip. For a more effective use of the available comput-
ing power, an inner finer sub-grid was attached to an
outer coarse sub-grid (Itasca 2002a). The location of
attached faces between the fine and coarse meshes
are shown in Figure 5. In addition, a fine mesh was
also used at the surface of the soil, as this area experi-
enced high distortions during the penetration.

5 RESULTS AND DISCUSSION

In common with all numerical analyses, it is neces-
sary to assess carefully the influence of the various

modelling parameters on the calculated results. Details
such as the penetration rate, position of the bound-
aries, grid density and penetration length may all
affect the stability of the model, and were examined
in detail (Richards et al. 2005).

The soil behaviour during penetration was assessed
by evaluating the computed strain paths. The strain
path is a graphical means for highlighting changes 
in soil strain levels during the penetration process. 
A strain path shows the cumulative strain increments
(� � ��inc) plotted for a particular soil element
against its normalized relative vertical position,
z/w (relative to the position of the penetrating chisel

tip). Strain paths were presented for an element
located at P0(x0 � 10 w, y0 � 2 w, z0 � 0) in all 
outputs. Although P0 should have been chosen on 
the chisel plane of symmetry (y � 0), in order to
evade the artefacts of the interface, P0 was offset 
2 w from the centreline (y0 � 2 w). The strain paths
for longitudinal �yy), lateral (�xx), vertical (�zz) 
and shear (�xz) strains have been evaluated in 2D and
3D models and are discussed in the following 
paragraphs.

The strain path for the longitudinal (�yy) strains
was determined in the 3D model. The strain path for
the �yy strains was extensive (d�xx � 0) with mini-
mum strain values occurring at z/w � 10, as shown in
Figure 6. The longitudinal strain declined slightly
from this point until the z/w � 40 level, where it then
became relatively constant.

The strain path for the lateral (�xx) strains had a
similar pattern in both the 2D and 3D penetration
models, as shown in Figure 7(a). The �xx strain path
consisted of three sections: extension (d�xx � 0),
compression (d�xx � 0) and re-extension with the
peak compression and extension strain values occur-
ring at 10 w above and below the tip level.
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The strain path for vertical (�zz) strains determined
in the 2D analyses were markedly different from
those obtained from the 3D models, as shown in
Figure 7(b). In the 2D analyses, the absolute value of
vertical strain at any level above the tip was higher

than the strain value at the corresponding level below
the tip. In the 3D analyses however, vertical strains
above the tip were approximately equal to strain val-
ues at the corresponding level below the tip.

Figure 7(c) shows that the strain paths for shear
(�xz) strains determined in both the 2D and 3D penetra-
tion analyses. The peak shear strains were attained as
the soil elements passed the tip level. The shear strains
reduced slightly from the tip level until z/w � 20,
before then increasing.

As soils are non-linear (Atkinson 2000), the his-
tory of changes they undergo affects their current
stress-strain behaviour. The estimation of soil behav-
iour in a three-dimensional penetration problem, with
a two-dimensional model could hence lead to signifi-
cant errors in the behaviour predicted for soils around
a penetrating object.

6 CONCLUSIONS

The discrepancies between the strain paths determined
from the 2D and 3D analyses indicated that the defor-
mations generated around the chisel during penetration
could only be successfully evaluated by performing a
three-dimensional analysis. In contrast to the lateral
(�xx) and shear (�xz) strains that had a similar pattern in
the 2D and 3D analyses, there was a difference between
the vertical (�zz) strains determined from the 2D and 3D
models. It was shown that, the strain reversal and
return of soil elements to their initial vertical position
could not be predicted by the 2D plane-strain analyses.
As the stress-strain relationships for soils are generally
inelastic-nonlinear, differences in the strain-history of
the soil could lead to unrealistic estimation of stresses.

These analyses also showed that the advanced
modelling techniques such as the explicit finite dif-
ference formulation adopted in FLAC can be used to
model three-dimensional penetration problems.
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1 INTRODUCTION

In recent years, based on rapid development of comput-
ing power, it is possible to predict behaviors of geo-
material using numerical simulation. It is, however, still
difficult to solve large deformation problems using
traditional methods based on continuum mechanics
with Lagrangian mesh framework, such as the Finite
Element Method (FEM). Although, some other numer-
ical methods such as the Arbitrary Lagrangian-Eulerian
(ALE) method (Hughes et al., 1981) has been applied
to deformation analysis of geomaterials, it is still inca-
pable of treating extreme large deformation problems.

There is different way to simulate behavior of geo-
materials at large deformation region. Trunk et al.
(1986), Sousa and Voight (1991), Uzuoka et al. (1998),
Hadush et al. (2001) and Moriguch et al. (2005) pro-
posed numerical methods based on fluid dynamics with
non-Newtonian fluid models for the deformation analy-
sis of geomaterials. In these works, geomaterials are
assumed to be viscous fluids. The proposed methods
can treat large deformation of geomaterials in the
framework of Eulerian method. Additionally, Moriguch
et al. (2005) proposed fluid model with the Mohr-
Coulomb failure criterion, and it was confirmed that
deformation of geomaterials can be described using
the friction angle and the cohesion in the framework

of fluid dynamics. Moriguch et al. (2005) conducted
simulation of real geomaterial flow to validate the
proposed method. According to the simulated results,
it was confirmed that the method was effective to pre-
dict flow behavior and traveling distance of sediment.

The method based on fluid dynamics can describe
behavior of geomaterial, however, the method cannot
solve interaction problem between geomaterial and
solid. It is important to describe interaction between
geomaterial and solid for design of infrastructures. In
this study, the method proposed by Moriguch et al.
(2005) is modified to solve interaction problem, and
numerical simulations related to interaction problem
between geomaterial and rigid body are conducted.

2 CONSTITUTIVE MODEL

In this study, geomaterials are assumed to be the
Bingham visco-plastic fluid. The behavior of the
Bingham fluid can be expressed in one-dimensional
condition as follow,

(1)

where t is the shear stress, h0 is viscosity after yield,
g
. is the shear strain rate and ty is shear strength. From

CIP-based numerical simulation for large deformation problems
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ABSTRACT: Numerical methods based on Lagrangian framework, such as FEM, have widely used in order
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Equation 1, an equivalent Newtonian viscosity of the
Bingham fluid can be obtained. The equivalent vis-
cosity h� is expressed by following equation.

(2)

Figure 1 shows behavior of the Bingham fluid and
the concept of the equivalent viscosity. As shown in
Equation 1, the shear stress of the Bingham fluid is
described as a linear function of shear strain rate. Shear
strength of the Bingham fluid is expressed as intercept
of the liner function. In Figure 1, a solid line describes
the behavior of the Bingham fluid, and a dashed line
expresses the behavior of an equivalent Newtonian
fluid. The equivalent viscosity h� is described as the
gradient of the dashed line. In other words, h� is an
apparent viscosity of the Bingham fluid. If the shear
strain rate increases, the dashed line moves in the direc-
tion of (A) as shown in Figure 1, and the equivalent
viscosity coefficient becomes smaller. On the contrary,
when the shear strain decreases and the dashed line
moves in the direction of (B) then the equivalent vis-
cosity coefficient becomes larger.

The infinite value of the equivalent viscosity arises
when shear strain rate equals to zero. It is impossible
to treat such infinite value in numerical calculations. In
order to avoid the numerical difficulty, the maximum
value for the equivalent viscosity is defined as below,

(3)

where hmax is maximum equivalent viscosity. Using
this concept, the Bingham model is described as a
bilinear model as shown in Figure 2. The relationship
between the equivalent viscosity and the shear strain
rate is described in Figure 3. As shown in Figure 3, hmax

and h0 defines the maximum and minimum value of
the equivalent viscosity. In the simulation conducted in
this study, the equivalent viscosity h� is constant value
in one calculation step, and h� is updated step by step.
In the calculation for h� in two and three-dimensional
condition, the shear strain rate g. is defined using sec-
ond invariant of shear strain tensor Vij as follow,

(4)

in which,

(5)

where ui is the velocity vector.
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Using the equivalent Newtonian viscosity, the behav-
ior of the Bingham model can be expressed in the
numerical analysis. The original Bingham model, how-
ever, cannot describe deformation behavior of geoma-
terials perfectly. In order to express the shear strength
of geomaterial, Moriguch et al. (2005) introduced 
the Mohr-Coulomb failure criterion into the Bingham
model. The Mohr-Coulomb failure criterion is
described as follows,

(6)

where ty is the shear strength of geomaterial, sn is 
the effective stress, f is the internal friction angle and
c is the cohesion. Substituting the shear strength
derived from Equation 6 into Equation 1, the modi-
fied Bingham model with shear strength of geomate-
rial is given as below,

(7)

In this study, there is no concept of the effective
stress, because numerical framework is based on fluid
dynamics. Therefore, the hydrostatic pressure p is
used as a substitute for the normal stress sn as 
follows,

(8)

Using the modified Bingham model in Equation 8,
the equivalent viscosity is described as follow,

(9)

The equivalent viscosity derived from Bingham
model with the Mohr-Coulomb failure criterion is
obtained by above equations. Finally, the equivalent
viscosity is introduced into the constitutive model for
Newtonian fluid. The constitutive model for Newtonian
fluid is described by the following equation.

(10)

where sij is the stress tensor. By substituting the equiv-
alent viscosity h� forh, the constitutive model used in
this study is given as below,

(11)

3 NUMERICAL METHOD

3.1 Governing equation

In this study, following equations are used as govern-
ing equations.

(12)

(13)

(14)

where ui is the velocity vector, r is the density, Cs is
the sound speed, bi is the body force vector and wm is
the density function. Density functions are defined 
in each element to distinguish different kind of mate-
rials. If wm � 1, the element is filled up with the
material m, and if wm � 0, there is no material m in
the mesh. Equation 12, 13 and 14 show the equation
related to the pressure, the law of linear conservation
of momentum and advection equation of the density
function, respectively. By using the constitutive
model shown in Equation 11, the law of linear con-
servation of momentum is described as follow,

(15)

For Newtonian fluid, generally, the spatial derivative
of viscosity is not considered. The value of the equiv-
alent viscosity, however, depends on the distribution
of velocity and pressure as shown in Equation 9. This
means that the equivalent viscosity h� has the spatial
derivative. Therefore, the spatial derivative of h� is
considered in Equation 15.

Changes of velocity and pressure can be expressed
by the governing equations. However, changes of den-
sity, viscosity and sound speed are not expressed. In
this study, value of density, viscosity and sound speed
are calculated using density function. The density, vis-
cosity coefficient and the sound speed in each element
are calculated as follows,

(16)

(17)
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(18)

where, rm,hm and Cm
s is the density, viscosity, and

sound speed of the material m.
In this study, the governing equations are solved

using CCUP (CIP and Combined, Unified Procedure)
method (Yabe and Wang, 1991).

3.2 Equation considering motion of rigid body

Objective of this study is to describe the interaction
between geomaterial and solid. Therefore it is neces-
sary to consider an effect of solid motion. For describ-
ing an interaction problem between fluid and rigid
body, a framework was proposed by Xiao (1999). In
order to represent the interaction, following additional
term was introduced to the law of linear conservation
of momentum.

(19)

where Ui is the velocity of rigid body and wr is density
function of rigid body. This term works only inside of
the rigid body (wr � 1). By introducing this term into
advection term of the law of linear conservation of
momentum, Equation 17 is developed as below,

(20)

Additionally, Poisson equation of pressure is also
developed as follow,

(21)

In this study, the numerical framework mentioned
above is used to solve interaction problem between
geomaterial and rigid body.

3.3 Calculation method of the rigid body

In this study, not only behavior of geomaterial but
also motion of the rigid body should be calculated.
Motion of the rigid body can be separated into two
part, translation motion and rotational motion, so that
we can calculate translation velocity and rotational

velocity respectively. By integrating force acting on sur-
face of the rigid body, translation acceleration is calcu-
lated. In this study, translation acceleration is calculated
using density function of rigid body, as below,

(22)

where Vi is the translation velocity vector of the rigid
body, ui is the velocity vector of geomaterial and M is
the mass of the rigid body. By using above equation,
it is possible to calculate the force exerted on rigid
body from geomaterial without considering position
of surface of rigid body. Based on same thinking,
rotational angular acceleration of rigid body can be
described as follow,

(23)

in which

(24)

where 2k is angular velocity of the rigid body, I is the
inertia moment, eijk is the permutation symbol, xi is
the position vector and Xi is the position vector of
gravity center of the rigid body. From translation
acceleration and angular acceleration, the velocity of
the rigid body can be obtained.

3.4 High accuracy treatment for surface

In this study, the equivalent viscosity is used to describe
the behavior of geomaterials, so that it is necessary to
pay much attention to the interface treatment. For this
purpose, a tangent transformation method (Yabe and
Xiao, 1993) is applied. In the method, density functions
are transformed using a tangent function as below,

(25)

where H is the transformed density function. In the cal-
culation, this transformation is applied before advec-
tion calculation, and following inverse transformation
is applied after advection calculation.

(26)

Using this technique, the interface of different
materials can be kept sharply. In this study, the trans-
formation method is applied for the treatment of
interface of geomaterials.
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4 NUMERICAL SIMULATIONS

In former studies with respect to interaction problem
between rigid body and geomaterial we conducted,
rigid bodies were constrained as boundary conditions in
simulations. Therefore, a numerical method is proposed
to simulate the movement of rigid bodies in this study.
In order to investigate the validity of proposed numeri-
cal method, several interaction problems between geo-
material and rigid body are calculated using numerical
framework mentioned in this paper. In this section,
two types of numerical simulations are carried out for
the interaction problems between geomaterials and
rigid body.

4.1 Underground structure in a
liquefied ground

Generally, the stiffness of ground will be reduced to a
negligible value after liquefaction. If there is a struc-
ture which overall density is lighter than the liquefied
ground, the structure will be lifted up from the initial
position. In this section, the movement of structure in
a ground after liquefaction is simulated using proposed
method. Two cases of simulations are carried out for a
structure in a ground after liquefaction. Figure 4 shows
an initial condition and configuration of ground and
structure. In this section two types of ground materi-
als are assumed, case 1 for Newtonian fluid and case 2
for cohesive geomaterial. Material parameters for two
simulations are listed in Table 1. 10,000 (100 � 100)
square mesh (dx � dy � 0.05 m) is used in this simu-
lation in 5 m square field. The density of rigid body is
assumed lighter than that of ground materials.

Figure 5 shows the movement of the structure for
both cases at the time of 0.8 s, 1.6 s, 2.8 s and 4.0 s. In
case 1, the structure floats up quickly and fluctuates at
the ground surface. In the case 2 on the other hand,
the structure floats up slowly because of the existing
of friction between the structure and cohesive geo-
material. From the results of these simulations, it is
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Figure 4. Numerical model. Figure 5. Movement of the structure.

Table 1. Parameters for simulations.

Geomaterial

Structure Case 1 Case 2

Density (kN/m3) 5.0 10.0 10.0
Sound speed (m/s) 4000.0 3000.0 3000.0
Cohesion (Pa) – 0.0 200.0
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found that the interaction behavior of the underground
structure after liquefaction is simulated appropriately.

4.2 Collision of geomaterial against
retaining wall

The collision of geomaterial against retaining wall is
simulated in two-dimensional field. Two cases of inter-
action problems are compared with different shapes
of retaining walls. Figure 6 (A) and (B) show numerical
models for Case A and Case B respectively. I-shaped
retaining wall is used in Case A and L-shaped in Case
B. The difference between two cases is only the shape
of retaining wall. Parameters used in simulation are
shown in Table 2. As shown in Table 2, geomaterial 
is assumed to be a pure granular material (f � 41
degree). 10,000 (100 � 100) square mesh (dx �
dy � 0.02 m) is used in this simulation in 2 m square
field. The retaining wall is located close to the col-
lapsed mound.

Figure 7 and 8 show the simulated results for Case
A and B respectively. Upper figures show the surface
configuration of geomaterial and the retaining wall at
different time (0.4 s, 0.8 s and 2.0 s). Contours in lower
figures indicate the pressure of the ground. The val-
ues of pressure near the retaining wall are influenced
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Figure 6. Numerical model.

Figure 7. Configuration of geomaterial and retaining wall,
and pressure of geomaterial (Case A).

Table 2. Parameters for simulations of collision.

Retaining wall Geomaterial

Density (kN/m3) 10.00 10.00
Sound speed (m/s) 4000.0 3000.0
Cohesion (Pa) – 0.0
Internal friction – 41.0

angle (degree)

Figure 8. Configuration of geomaterial and retaining wall,
and pressure of geomaterial (Case B).
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by the motion of retaining wall. From the both figures,
retaining wall is affected by the collapse of the mound.
In Case A, the retaining wall is falling down due to
the collision of the mound (see Figure 7). On the
other hand, the retaining wall does not fall down in
Case B (see Figure 8). The magnitude of pressure just
beneath the horizontal portion in L-shaped retaining
wall in figure 8 is larger than other part of geomaterial.
The L-shaped retaining wall is found to be very effec-
tive to the stability against the collision of mound.
Based on these results, it can be concluded that the
proposed method can describe the effect of different
shape of the retaining wall against slope failure.

5 CONCLUSION

This work presented the numerical framework for the
interaction between geomaterial and rigid body. The
Bingham fluid model with the Mohr-Coulomb failure
criterion was used to describe the behavior of geo-
material, and the CIP-based numerical method was
modified to solve the interaction problem. Two types
boundary value problems were simulated using the
modified method. Simulations related to a structure
in a ground after liquefaction and a collision of geo-
material against retaining wall were conducted in this
study. The numerical results were investigated based
on the change in the configuration of geomaterial and
rigid body. In addition, the change in the ground pres-
sure was discussed to investigate the effect of the
L-shaped retaining wall. From these numerical results,
it is confirmed that the modified numerical method
can describe the interaction between geomaterial and
rigid body appropriately. However, the method has not
been validated based on change in real phenomena. It

is necessary to simulate real phenomena in the near
future.
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1 INTRODUCTION

High dams as engineering objects have a significant
stress value in foundations and supports because of dam
dead weight as well as the water pressure on dam and
rock mass. The analysis of filtration and stress–strain
processes in the interaction of dam and rock mass as
well as the analysis of stability of object-rock coupled
system represents an important part of engineering
studies for projecting of high dams. It also helps to
select a certain type of dam for a particular area. Rock
mass on dam has to be investigated and modeled by
defining certain characteristics of its filtration and
stress-strain behavior. These characteristics are quanti-
fied by the laboratory tests and investigation in situ.
According to this the material characteristics for filtra-
tion and stress-strain numerical analyses are defined.

By the development of hardware and software tech-
nology, numerical methods made great expansion and
found application in many fields of technique replac-
ing traditional methods of modeling and offering great
possibilities in daily analytical and project work.

By modeling of filtration and stress-strain processes
for various conditions, the fields of potential, gradients
and fluid velocity are obtained as well as the filtration
forces which appear as the result of fluid and soil inter-
action. By modeling of stress-strain processes, the
fields of displacement, stress, elastic and plastic strains
of soil are obtained. The fields of all relevant values
refer to the complete investigated space: dam, injection

curtain and surrounding rock mass. Based on achieved
results critical zones from the aspect of soil stress and
strain can be identified as well as the velocity of fluid
flow. Also, the cumulative indicators of dam safety
(safety factor in relation to appearance of instability,
total flow through the dam, etc.) can be determined.

The finite elements method is applied respecting the
real behavior of mediums using suitable nonlinear
material models. The program PAK (which is devel-
oped at Mechanical Faculty in Kragujevac in coopera-
tion with the Institute “Jaroslav Cerni”) is used and
adapted for the purpose of solving the problems of fluid
flow interaction and deformation of rock mass.

2 MODELING OF FILTRATION PROCESSES

Filtration processes are analyzed according to the dif-
ferential equation of fluid flow through a porous
medium for stationary and non-stationary conditions,
which is derived based on Darcy’s law for the case of
small velocities

(1)

where q � the Darcian velocity, k � hydraulic con-
ductivity. The gradient of potential i is

(2)

where f � total fluid potential or head.

Reservoir, dam and rock mass interaction modeling

D. Divac & D. Vuckovic
Institute for the development of water resources “Jaroslav Cerni”, Belgrade, Serbia and Montenegro

M. Zivkovic & S. Vulovic
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ABSTRACT: The objective of this paper is to show the modeling of filtration and stress-strain processes, during
the building of dam and accumulation in naturally loaded structure, using the finite elements method. Analyzed
region is modeled by the 3D finite elements mesh, whereas real geometry and disposition of different geological
environments are completely respected. Through modeling of filtration, the fields of potential and fluid velocity are
obtained for determined boundary conditions and for accepted material properties as well as for field of filtra-
tion forces as a measure of interaction between fluid and soil. Achieved filtration forces are used as input for stress-
strain analysis. The elasto-plastic material model with critical state is applied for stress-strain analysis. The paper
presents developed methodology which gives a very good evaluation of global safety of structure as well as a pos-
sibility of the critical zones localization concerning static and filtration stability shown in analysis of FR
Macedonian St. Petka dam.
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The governing differential equations of incom-
pressible fluid flow through a porous medium of vari-
able permeability have the following form, Desai
(1984),

(3)

where Q � volume source/sink and S � specific
storage. For the case of stationary fluid flow right side
of Equation (3) is equal to zero.

The finite element equation of balance is

(4)

where S is the profusion matrix

(5)

K is the hydraulic conductivity matrix

(6)

and t��t f is the flux vector

(7)

When the procedure converge, we can calculate the
gradient of potential (2), Darcy’s velocity (3) and
flow quantity in each node of the model using the
potential,

(8)

Flow quantity on a contour is equal to the algebraic
sum of flows in nodes inside that contour.

3 MODELING OF STRESS–STRAIN
PROCESSES

Stress-strain processes are analyzed by elasto-plastic
material model with the concept of critical state,
Kojic & Bathe (2005). This analysis can give field of
displacement, total and plastic strains, stress and
other relevant internal variables for given initial and
boundary conditions.

The principle of virtual work has the following
form:

(9)

The incremental iterative equilibrium equation of
finite element, which can be derived from principle of
virtual work (9), has the following form:

(10)

where:

(11)

is the stiffness matrix and

(12)

is the vector of internal forces.
t��t Fs is the vector of external forces and ��U(i)

is the vector of increment of displacements. The 
equilibrium iterations continue until the equilibrium
Equation (10) is satisfied within a specified tolerance.

To determinate the tangent stiffness matrix, we
need to find tangent constitutive matrix

(13)

For the case of small strains, total strains are

(14)

where t��tB(i�1) is strain-displacement matrix. The total
displacements are

(15)

In the implicit numerical procedure for stress calcula-
tion we start with the assumption that the stress-strain
state is known at a material point and time t. The known
quatities are: stress t��, strain t

, plastic strain t

p at time
t, and total strain t��t 

 at the end of load step. The task
within the stress integration is to determine stress t��t ��
and plastic strain t��t 

 at the end of time steps.

The basic steps in concept of the implicit stress
integration are as follows:

1. Express all unknown variables in terms of one gov-
erning parameter �ep

m (increment of the mean plastic
strain).

2. Solve the governing equation (yield function)
f(�ep

m) � 0
3. Calculate the unknown variables using �ep

m the
solution of the governing equation.
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4 COMPLEX MODEL OF FILTRATION AND
STRESS-STRAIN PROCESSES

Unique model for filtration and stress-strain processes
at St. Petka dam location (interaction of the reservoir,
dam and rock mass) is developed. Modeling is done
for terrain within area of dam with basis dimension of
252 � 250 m, from elevation 230 asl to 400 asl. The
3D elements mesh was developed for all calculations
(filtration and stress-strain) with 17099 nodes and
14505 elements (Fig. 1). Model is based on real filtra-
tion and stress-strain characteristics of presented medi-
ums. Therefore the mesh was formed to comprise all
quasi-homogenous zones by filtration and stress-strain
parameters (in total 41 zones). In filtration analysis,
boundary conditions with regard to potential are
defined as follows: at the part of the contour that cor-
responds to terrain surface below nominal water level –
potential is equal to 364 asl; at the part of the contour
that corresponds to terrain surface below river level
potential is 318 asl. Contour conditions with regard to
discharge (flux) are set according to model limits
(q � 0).

For stress-strain analysis, displacements for bound-
ary conditions are set up. In these analyses, following
loads are used: dead weight, filtration forces and water
pressure at dam.

In order to determine the significance of certain
elements of technical solution, several versions in
regard to prime model were established. Technical
solution of injection curtain are varied – dimensions
and filtration coefficient. The model without the cur-
tain is used as well as models with injection curtain

where its filtration coefficient has been varied within
a 0.5–3 Lu range.

5 THE PARAMETRIZATION OF MODEL

The material characteristics for filtration and stress-
strain analyses are determined by using experimental
and numerical methods with verification on in situ.
Generally, methods for parameterization are heteroge-
neous and depend on applied investigation methods as
well as on material model. The filtration coefficients
for quasi homogenous areas are determined by interpo-
lation and extrapolation of values obtained by experi-
mental investigation of water discharge. The model
comprises real position and configuration of defined
quasi homogenous zones of natural rock mass and
cracking zones as well as injection curtain with possi-
bilities of variation of its dimension and water dis-
charge. An acceptance of filtration coefficient depends
on investigation level and results interpretation.
Although the rock mass is discontinuous medium, for
the dimension problem it can be approximated by the
quasi continuum. The constitutive model should
describe the most important rock mass features for
elasto-plastic behavior comprising strengthening and
softening. The model of mechanical behavior for rock
mass as a discontinuous and anisotropic medium is
developed. The interaction of cracks and monolith is
incorporated in the constitutive relations. The concept
of constitutive model for cracking rock mass is based
on coupling monolith deformation and whole systems
respecting their real space location and frequentation.
The model for discontinuities which is based on theory
of plasticity with appliance of non associative yield is
developed. The Desai’s one surface yield condition and
concept of limit state are used, Desai (1984), Desai &
Siriwardane (1984). The methodological procedure and
software for data interpretation obtained by investiga-
tion is developed in order to obtain parameters of con-
stitutive model of rock mass. This method is based on
iterative procedure of simulation by application of finite
elements method and errors minimization. The numeri-
cal models are formed for simulation of more typical
tests. Therefore, the definition of quasi homogenous
zones and derived investigation of mechanical prop-
erties enable definition of certain values of mechani-
cal characteristics which are used as input data for
stress-strain modeling.

6 CRITERIA FOR ANALYSIS

6.1 Criteria for filtration

Criterions for analysis of results of filtration processes
model are: allowed accumulation losses and criterion
connected to filtration dam stability defined by
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Figure 1. Model of partition place of dam St. Petka.
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allowed gradients. It should be noted that water losses
and stability are not independent, because forbidden
filtration velocities can also produce progressive
increase of water discharge, what would result in pro-
gressive increase of water losses, thus endangering
dam stability.

Filtration stability at critical locations is investi-
gated, that is, at contacts of various mediums, within
a zone where underground water erupt, and at down-
stream under the dam. With regards to this, filtration
stability is defined by a safety factor for maximum
output gradients in relation to allowed ones (Fs �
Idop/Imax; where Idop � allowed output gradient, Imax �
maximum output gradient).

Criterions for allowed gradients are formed, through
application of results of numerous and of many years
investigations of local filtration deformation appear-
ance and of porous environment filtration collapse. In
regards of previous, allowed gradients criterions are
spatial variables, because they generally increase when
permeability decreases.

6.2 Criteria for stress-strain analysis

Main problem of applied method is criterion of dam
collapse. As very important, it has been supposed that
a numerical divergence coincide to physical instabil-
ity. This taken into account, criterion of dam collapse
depends on applied numerical method, on control of
numerical process and on a selection of tolerance
parameters.

Integral stability criterion for the complete structure
has been adopted and expressed through one number.
Safety factor is defined as the multiplication coefficient
for nominal load with which a balance of inner energy
can still be achieved. If load is further increased, proce-
dure diverge; Divac et al. (1996), Divac et al. (1998).

With regards to previous, the following procedure
of calculations is applied.

Initial stress field within a rock mass (that exists in
a nature before dam building) and a field of initial plas-
tic hardening are modeled by stress-strain analysis.

Dam building and accumulation formation, from
stress-strain aspect, is equivalent to application of pri-
mary load, that is, of water pressure to dam and applica-
tion of filtration forces due to underground water flow
(with its dead weight). Stress and strain fields that cor-
respond to exploitation conditions are then obtained.

After reaching exploitation condition, primary
load incrementally increases (dead weight, water
pressure and filtration forces) until the appearance of
numerical divergence. Integral safety factor of the
complete structure is defined here in two ways.

In the first case, safety factor is determined with
regards to water pressure on dam and to filtration
forces. After determining the initial stress field (from
the dead weight load only), pressure and filtration

forces are increased linearly until the dead weight
load is constant.

In the second case, safety factor is determined with
regards to all loads at the same time (dead weight,
hydrostatic water pressure and filtration forces). After
determining initial stresses (step 1) and achieving nom-
inal values for pressure and filtration forces (step 2), all
loads are increased linearly.

7 THE RESULTS OF FILTRATION

The 3D sections and views are selected to describe
filtration analysis around the dam and through sur-
rounding rock mass. They show fields of potential,
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Figure 2. Field of potential (kcurtain � 1 Lu).

Figure 3. Isolines of potential (kcurtain � 1 Lu) on 320 m
level.
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velocity and gradients. Analyses are performed in
order to identify the influence of injection curtain
water permability. The total flow dependence of 
the filtration coefficient for injection curtain is 
determined.

The results of analyses of filtration for curtain
(kcurtain � 1 Lu) are shown on Figures 2–5 (field of
potential, velocities and gradients).

The flow dependence of the filtration coefficient
around dam and through the surrounding rock mass
ranges from 33 l/s (for cases without curtain) to 7.3 l/s
(for case with curtain of 1 Lu).

8 THE RESULTS OF STABILITY ANALYSIS

The calculation of the stress field is firstly done, where
the load of the dead weigh of soil and dam is used.

Safety factor of the whole structure for the first cri-
terion (Fig. 6) is 4. With further load increase non-
stability occurred. Field of stress, in this case, is shown
on Figure 6, and field of total displacement on Figure 7.

Safety factor of the whole structure for second cri-
terion (Fig. 8) is 2. With further load increase non-
stability occurred. Field of stress, in this case, is shown
on Figure 8 and field of displacement in x direction
(direction of river flow) on Figure 9.
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Figure 4. Field of velocity (vertical section, decreased 1.3
times in palette).

Figure 5. Field of gradient (vertical section, decreased 8
times in palette).

Figure 6. Field of effective stress at the moment of the
crash of structure (case 1).

Figure 7. Field of total displacement at the moment of the
crash of structure (case 1).
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The following fact should be noted. If all loads
(dead weight, water pressure and filtration forces) are
multiplied, safety factor has less value in comparison
to the case with permanent dead weight. Regarding
the biggest deformations upstream on the left side of
dam, safety of a new structure (dam with rock mass)
probably is not less than safety of existing structure
(rock mass in natural canyon).

The results show that the global structure stability
is satisfied, i.e. building of the dam and forming of
the accumulation HEC “St. Petka” do not violate the
existing natural balance. A precise inspection is done
by using detailed calculations with analysis of poten-
tial unstable zones.

9 CONCLUSION

The complex modeling methodology is applied for
interaction between underground water flow and
stress-strain process that occur due to formulation of
dam and accumulation in naturally stressed structure.

More realistic image of structure behavior is
gained by creating this model. Rationalization and
improved safety can be achieved by application of
these modeling results.

Applied methodology gives a very good assess-
ment of global safety of structure, but also make it
possible to locate critical zones regarding static and
filtration stability.

Based on achieved results it can be concluded that
design solutions of dam “St. Petka” have required
safety.

Considering significant potential of applied
methodology, its generalization and application for
different structures is possible. Additionally, more
information should be collected through the inspec-
tion work and observation.
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Figure 8. Field of effective stress at the moment of the
crash of structure (case 2).

Figure 9. Field of x displacement at the moment of the
crash of structure (case 2).
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1 INTRODUCTION

A lot of CFRD’s are in operation world wide, as is
known. Several dams show relatively high deforma-
tions, non-elastic and without any later increase of
load. These obviously rheological deformations depend
on particle-size and mineralogic type of the rock
blocks. They are multiple higher than elastic and creep-
ing deformations of the concrete face and therefore at
some dams cause cracks. One typical example observed
in detail is Lesu CFRD in Romania (Fu & Feng 1993).
At this about 60 m high dam after 2 years of operation
the sealing in peripheral joints were destroyed
because of large relative deformation between face
slab blocks the abutment, with growing leakage; 2
years later some big cracks appeared.

These deformations only could be explained by a
statical model including rheological behavior of the
rockfill body. This example suggests, that main
mechanical properties should include rheological
behavior beside of nonlinearity, dilatation and so on.

Although it is difficult to study the rheology of
rockfill theoretically, many scientists and engineers
were interested in these topics in the past several
decades. Wahls (1962) studied the creep of rockfill in
the oedometer test. Parkin (1985, 1991) also made
rheological tests using oedometers and found the rhe-
ological rate in linear relationship with the logarithm

of time. Shen (1991) made rheological test of rockfill
in the triaxial apparatus and found that the rheological
effect would decrease over time and at last reach a
steady value. Based on the test data, he put forward a
3-parameter rheological model, widely used in the
numerical calculation. Li (2004) also executed a sim-
ilar test in a large triaxial apparatus.

First, this paper is orientated to analyze the rheo-
logical behavior and rheological theory of rockfill in
the aspect of particle components, gradation state,
degree of density, particle breaking, rain infiltration
and so on. Because of defining the components share,
this is a difficult and critical task.

Further on modeling approaches are studied in
detail.

Finally, the deformation and stress of a high CFRD
is numerically studied using 3-D FEM; the results are
discussed.

2 RHEOLOGICAL THEORY OF ROCKFILL
AND FACTORS OF INFLUENCE

Rockfill is obviously different from soil in aspect of
particle size and particle contacts, with a different
theory of rheological behavior. The rheological defor-
mation is caused by shifting, breaking and rearrange-
ment of particles, as rotation and dislocation, under

Study on the rheological property of rockfill and its influence on
deformation and stress in concrete face rockfill dams

W. Cen & Y. Zhu
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ABSTRACT: In this paper, the influence of the rheological property of rockfill materials on the stress and
deformation behavior within a concrete face rockfill dam (CFRD) is numerically studied using 3-D finite ele-
ment calculations. Shear rheology and volumetric rheology is taken into account based on the three paramter
model given by Shen. The mechanical behavior of the seal strips located between the concrete slabs is modelled
with a 3-D connection element by Gu. The results obtained from the numerical calculations show that the rhe-
ology of rockfill has a strong influence on the deformation of the rockfill body, the stress state of the concrete
slabs and the spatial deformation of the joints. In the present study the rheological component occupies about
20 percent of the total deformation in the dam body.
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high contact stress and influenced by rain infiltration
causing “wet” deformation and so on.

These effects of high contact stresses decrease dur-
ing time and gradually tend to a relative steady state.

Physical property of rock, available as natural or
broken blocks, has an important effect. The softer the
rock, the higher is rheological deformation. It obvi-
ously depends on stress level, particle size distribu-
tion, degree of density, share of broken particles.
Particle breaking under external load results in addi-
tional deformation, when broken particles can fill in
existing interspaces. Breaking or crushing easier
appears at sharp – angled particles.

Experience at many CFRD’s shows that settlement
velocity increases during heavy rainfall, as monsoon,
because of higher lubrication and therefore lower fric-
tion. This effect can create macroscopic values.

General there are two main approaches to the macro-
scopic rheology behavior for geotechnical materials:

One is the direct application of ideal rheolog-
ical models, consisting of reasonable rheological
components. 

There are two types of an ideal rheological model,
the differential model and the integral model. The dif-
ferential model is deduced from the comparison of
mechanical behavior with some rheological compo-
nents, with the basic equation in differential form,
which can be deduced easily. Some models are often
used such as Maxwell, Voigt, Kelvin, Merchant,
Schiffman so on. Because of the complexity of rheology
and the special applicability, the selection of model
should be combined with the macroscopic behavior.

Rheological integral model can consider the con-
struction progress of dam body. According to the
Boltzmann superposition principle, the strain of dam
body under the load at different time results in

It indicates the creep effect and the stress relaxation
of rockfill. The integrand can be derived from tests.
The rheological properties can be reflected by the
integrand which is a function of time and stress state.
The rheological integral models are not widely
applied at present, because they need complicated
mathematical calculation and it is difficult to get the
basic parameter values.

The other investigation approach is utilizing the
test data in laboratory or in situ. According to tests,
the rheological graph can be defined. Then the exper-
imental formula can be deduced by using functions
corresponding with reasonable assumptions. Some
appropriate existing rheological models can also be
used by analogy based on the foregoing rheological
graph. These types of model can reflect the true change

character of rheological deformation using reason-
able mathematic functions.

3 CONSTITUTIVE MODELING FOR
RHEOLOGY OF ROCKFILL MATERIAL

Figure 1 shows creep curves of the dry Xibeikou
rockfill material for different stress levels obtained
from triaxial laboratory tests carried out by Shen &
Zuo (1991). The axial creep strain will attenuate in
several hours and it tends towards a steady value
called ultra rheological value. Besides, some actual
monitoring data of CFRDs also indicate that the rhe-
ological deformation will weaken and reach a stead
value in several years (Shen & hao 1998).

Shen (1994) assumed that the evolution of creep
strain can be described by the following attenuation
exponential function, i.e.

(1)

The time derivative of Eq.(1) leads for the strain rate
to the relation:

(2)

where 
f denotes the ultra rheological value at time
t � 9, c is defined as the ratio of the strain rate at
t � 0 and the ultra rheological value, and 
t denotes
the rheological value at time t, which can be approxi-
mated by the summation over the increments, 
�t�t, i.e.

(3)

In order to distinguish between the volumetric rheology
and the shear rheology Shen (1994) proposed the fol-
lowing formulas to model the influence of the stress
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Figure 1. Rheological curves of Xibeikou rockfill (Shen &
Zuo, 1991).
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state on the ultra shear rheology 
vf and on the ultra
volumetric rheology 
sf :

(4)

(5)

where 
vf denotes the ultra volumetric rheological
value, 
sf is the ultra shear rheological value, s3 is the
confining pressure, Pa the atmospheric pressure, the
dimensionless quantity Sl is defined as the ratio of 
the deviator stress at time t and the deviator stress at the
failure, and b and d are dimensionless material con-
stants. In particular b means the ultra volumetric rhe-
ological value for s3 � Pa and d means the ultra shear
rheological value when Sl � 0.5. The values of
parameter b and d can be calibrated based on the data
of triaxial creep tests.

It is assumed that volumetric rheology and shear rhe-
ology can both be depicted by formula (2). Then the rate
of volumetric rheology 
�v and shear rheology 
�s read:

(6)

and

(7)

With respect of Eq. (4) and Eq. (5) the volumetric
strain rate 
�v is higher for a higher confining pressure
and the shear strain rate 
�s is higher for a higher devi-
atoric stress. The magnitude of both quantities
decreases with an increase of the time t. According to
the Prandtl-Reuss flow rule, the resulting rheological
strain tensor 
� can be expressed as:

(8)

where s denotes the deviator stress tensor, I is the unit
tensor and q denotes the general shear stress. Based
on the model by Shen typical rheological parameter
values for different types of rockfill materials are
listed in Table 1.

4 FE MODEL AND MATERIAL
PARAMETERS 

For the numerical simulation a CFRD with a maxi-
mum height of 168 m is considered. The dam body is
decomposed of the main rockfill, the minor rockfill,
the transition layer, the cushion layer and the concrete
slab layer. The conformation of the dam body in the
maximum cross section is outlined in Figure 2. The
ratio of upstream and downstream slope is for both
1:1.4. The design upstream water level is 285.6 m.
There are 23 sections and 22 columns of slab joints in
the direction of the dam axis.

Figure 3 shows the FE-mesh of the CFRD. There
are 4546 nodes and 3306 elements including 139 ele-
ments for slab blocks, 139 contact elements and 152
connection elements for joints. 3-D isoparametric
elements each with 8 nodes or 6 nodes are used for
the rockfill and concrete material. The nodes at bot-
tom and abutment of the dam are fixed for both rock-
fill material and concrete toe slabs.

For the instantaneous deformation, the Duncan E-
B model is used (Duncan 1980). The two main elastic
quantities Et and Bt of the model are defined as: 

(9)

(10)

Where Et denotes the tangent modulus, Bt is the bulk
modulus, K and Kb are modulus numbers, n and m are
modulus exponents, w is the friction angle, which is
calculated according to the formula:

where w0 denotes the value of w for s3 � Pa, the value
�w reflects the relationship between w and s3, c is the
cohesion, Rf is the failure ratio, Pa is the atmospheric
pressure and s1 and s3 are the maximum and mini-
mum principal stress, respectively. 

For constitutive modeling the rheological proper-
ties, Shen’s 3-parameter rheological model outlined
in the forgoing section is used. The relevant values of
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Table 1. Rheological parameters of Shen’s model for dif-
ferent rockfill material (Shen & Zhao,1998).

Mud shale Limestone Granite Sand
Parameters (soft) (middle) (hard) (pebble)

c 0.005 0.007 0.007 0.007
b 0.0012 0.0004 0.0003 0.0002
d 0.008 0.006 0.004 0.003

main rockfill

transition layer,
5m horizontal wide

minor rockfill

cushion layer
3m horizontal wide

concrete slab 
0.4m thick

concrete
toe slab

1:0.4

1:1.4
1:1.4

285.6 287.5

119.5 

Figure 2. Maximum cross section of the dam.
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the constitutive parameters for the Duncan E-B model
and Shen’s model used in the present calculation are
listed in Table 2.

For the concrete slab, a linear elastic material
behavior with g � 24.5 kN/m3, E � 2.1 � 107kPa, and
m � 0.167 is taken into account. So-called Goodman
elements (Goodman et al. 1968) are used to simulate
the contact property between the concrete slabs and
the cushion layer of the rockfill material. The tangent
stiffness number Kst of the Goodman element is cal-
culated by the following formula.

(11)

where K1 denote the modulus number, n is the modu-
lus exponent, d is the friction angle at interface, gw is
the bulk weight of water, sn is the normal stress at

interface t is the shear stress at the interface and Rf
denotes the failure ratio. The involved parameters can
be calibrated based on the data obtained from direct
shear tests. For the present numerical calculations the
following values are used: K1 � 4800, n � 0.56,
Rf � 0.74 and d � 36.6°.

In order to model the mechanical behavior of seal
strips in joints between the concrete slabs a special
connection element is applied. In particular the 3-D
connection element by Gu (1989) is used which has 8
nodes and an initially zero thickness as shown in
Figure 4. The element can simulate relative displace-
ments of the neighboring concrete blocks in all three
directions. It can transmit normal forces and shear
forces, but no bending moments. For the design of the
present CFRD seal strips made of copper are consid-
ered. In the peripheral joints also seal strips made of
synthetic material are added. The mechanical prop-
erty for these two materials and the calibration of the
parameters needed for the connection elements is out-
lined in more details by Cen (2005).
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(a) Mesh at the maximum section

(b) Mesh for the concrete slabs

Figure 3. FE-mesh of the CFRD.

X

Z

y

Figure 4. Sketch of the connection element.

Table 2. Values of constitutive parameters for different parts of the rockfill dam body.

Model Parameters Cushion layer Transition layer Main rockfill Minor rockfill

Duncan E-B model g/KN/m3 23.2 23.0 22.3 22.0
c 0.0 0.0 0.0 0.0
w0/

o 53 52 51 50
�w/o 9.5 10.0 8.5 9.1
K 1000 900 800 750
n 0.48 0.45 0.35 0.38
Rf 0.82 0.79 0.78 0.76
Kb 750 600 550 500
m 0.20 0.15 0.13 0.11

Shen’s model c 0.005 0.005 0.005 0.007
b 0.003 0.002 0.002 0.005
d 0.003 0.004 0.003 0.004

Copyright © 2006 Taylor & Francis Group plc, London, UK



5 NUMERICAL RESULTS

In this paper the results obtained for the numerical
simulation of two case studies are compared and dis-
cussed: Case 1 considers only instantaneous deforma-
tion without rheological effects. Case 2 takes into
account not only instantaneous deformation but also
rheological deformation during reservoir impounding.
Only two loads, gravity of materials and water pressure
acting on the concrete face slab, are considered in the
present calculation. In Case 2, the water impounding to
the design level lasted 8 months. In the numerical cal-
culation, the construction of dam body and impound-
ing process of water are simulated according the
construction and operation plans given by the designer.

5.1 Influence of rheology of rockfill on the
deformation of rockfill dam body

A comparison of the calculated deformations for
Case 1 and Case 2 is shown in Table 3, Figure 5 and
Figure 6. In particular Figure 5 represents isoline of
the horizontal displacements and Figure 6 represents
isoline of the vertical settlements of the dam body at
design water level for both cases.

Taking the rheological deformation into account,
the deformation of rockfill dam body of Case 2 con-
tinues to develop comparing with that of Case 1.
Because of rheology, the additional increment of set-
tlement is 15.8 percent of the total settlement of Case
1 and 0.09 percent of the height of dam. The value of
rheological deformation in the minor rockfill zone
near downstream is bigger than that of other zones
because the minor rockfill is softer than the rockfill
of the other zones (Figure 6). Figure 7 shows the set-
tlement of point A of the dam body (marked in Figure
3a) during the operation stage of the dam. The veloc-
ity of settlements increases within the first two years
and then it decreases and dent to zero. In particular
the value of the rheological settlement in the first two
years of operation stage occupies about 85 percent of the
ultra value of rheological settlement in the steady state.

5.2 Influence of rheology of rockfill on the
deformation and stress of concrete slabs

Owing to the rheological behavior of rockfill, the
dam body shows higher vertical and horizontal defor-
mation towards the center of the valley. The deforma-
tion of the rockfill body leads to displacements of
concrete slabs towards the center of the dam face both
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(a) Case 1 

(b) Case 2 

Figure 5. Horizontal displacement distribution of dam
body at design water level (unit: cm).

(a) Case 1 

(b) Case 2 

Figure 6. Settlement distribution of dam body at design
water level (unit: cm).

time
(day)

settlem
ent(cm

)

Figure 7. Settlement process of point A(unit: cm).

Table 3. The maximum deformation values of dam body at
design water level (unit: cm).

Horizontal
Horizontal displacement
displacement towards

Case towards upstream downstream Settlement

Case 1 14.8 40.1 93.8
Case 2 10.9 48.7 108.6
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in the slope direction and in the axial direction of the
dam. Figure 8 presents the displacement isolines of
concrete slabs in the axial direction of the dam for
two different cases.

A comparison of the maximum values of tension
and compress stress in the concrete slab in the slope
direction and in the axial direction of the dam at
design water level is given in Table 4.

Figure 9 shows the stress isolines of concrete slabs
in the axial direction of the dam. Taking rheology of
rockfill into account, the maximum value of com-
pression stress of concrete slabs located in the middle
area increases from 4.58 MPa to 7.63 MPa and the
maximum value of tension stress of concrete slabs
located near dam abutment increases from 1.95 MPa
to 2.48 MPa.

5.3 Influence of rheology of rockfill on the
deformation of joints

The numerical results show that the concrete slabs are
mainly in a compression state with the exception of
some slab joints near the dam abutment for the above
two cases. When the rheology of rockfill is included,

the compression of the central slab joints become big-
ger and the values of extension of the abutment slab
joints turn smaller. The deformation character of slab
joints accords with the axial deformation behavior of
slab blocks. Besides, the influence of the rheology
of the rockfill material makes the shear deformation
of peripheral joints larger and also has an effect on the
compression or extension deformations of peripheral
joints. Taking into account the rheology of rockfill
materials, the concrete slabs will move towards the
center of the valley in horizontal direction and also
move to the lower altitude. Therefore, the interspaces
between the upper concrete slabs and the toe slabs
will become smaller. 

6 CONCLUSIONS

The rheology of rockfill materials can show a strong
influence on the long time deformation of the dam
body, the stress changes in concrete slabs and the evo-
lution of stress and deformation in individual joints
between the concrete slabs. This is demonstrated in the
present paper for a CFRD 168 m high using a 3-D
finite element calculation. The mechanical behavior
of different rockfill materials is modeled based on the
Duncan E-B model and Shen’s 3-paramater rheologi-
cal law. The coupling of the individual concrete slabs
with seal strips is simulated with a special connection
element proposed by Gu. Goodman elements are used
to model the interface behavior between the concrete
slabs and the cushion layer of the rockfill dam. Two
case studies are investigated: the case of instanta-
neous deformation without rheological effects and
the case of instantaneous deformation and rheological
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(a) Case 1

(b) Case 2 

Figure 8. Displacement distribution of concrete slabs in
the dam axial direction (unit: cm).

(a) Case 1 

(b) Case 2 

Figure 9. Stress distribution of concrete slabs in the dam
axial direction (unit: MPa).

Table 4. The maximum values of stress of concrete slab at
design water level (unit: MPa).

In dam slope direction In dam axial direction

Tension Compression Tension Compression
Case stress stress stress stress

Case 1 1.86 5.62 1.95 4.58
Case 2 1.04 8.26 2.48 7.63
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deformation during reservoir impounding. The
results obtained from the numerical simulations show
that the compression of concrete slabs increases and
the stress of slabs under tension decreases in the slope
direction when the rheology properties of the rockfill
material is taken into account. In the axial direction of
the dam, however, the values of the compression
stresses and tension stresses in concrete slabs are
enlarged in the middle area and in the abutment area.
The joint compression increases in the middle area
while an extension of joints in the abutment domain is
obtained. Shear deformations become large in periph-
eral joints. These conclusions can be very useful for
the design, the construction and the monitoring con-
cept of concrete face rockfill dams.
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1 INTRODUCTION

Throughout the world soil conditions on construction
sites have become worse than ever due to the over-
population in the metropolitan areas. These conditions
have compelled engineers to construct earth structures,
major highways, and railways over expansive clays and
compressive clay deposits. According to Nelson and
Miller (1992), expansion and shrinkage are the result
of changes in the soil water system that disturb the
internal stress equilibrium. If the soil water chemistry
alters either by changes to the volume of water or chem-
ical composition, the inter-particle force field will
change. If this resulting change in internal forces is
not balanced by a corresponding change in the exter-
nally applied state of stress, the particle spacing will
change to adjust the inter-particle forces until equilib-
rium is reached. This change in particle spacing 
manifests itself as shrinkage or swelling. Retarding
evaporation, heavy rainfall, and growth of trees and
shrubs are the most important factors which result in
a noticeable change in the ground moisture. Trees,
shrubs, and grasses deplete moisture from the soil
through transpiration.

An increase in the cost of common ground modifi-
cation methods has definitely contributed to new methods
of treatment. More recently, native vegetation as a

ground improvement tool has received the attention of
many geotechnical engineers. For example, using native
vegetation in coastal regions of Australia to stabilise
railway corridors built over expansive clays and com-
pressive soft soils has become increasingly popular.
New maintenance observations show that where there
are trees beside railway tracks, their localised,
undrained failure is minimized (Figure 1). Properly
selected and implemented vegetation, including native
trees and shrubs, can reduce soil moisture by root water

Sensitivity analysis to examine tree root effectiveness in soft ground
stabilisation

B. Indraratna & B.Fatahi
Civil Engineering, Faculty of Engineering, University of Wollongong, NSW, Australia

ABSTRACT: Native vegetation in Australia is becoming increasingly popular for stabilising railway corridors
built over soft soils. A model previously developed to measure the rate of tree root water uptake and a computer
model are used to investigate the effect of a wide range of soil, tree, and atmospheric parameters on partially sat-
urated ground. First, sensitivity analysis is used to investigate the affect of different parameters on the maximum
initial rate of root water uptake, and then a reference example is simulated using finite element analysis. The
influence of parameters such as time, potential transpiration rate and its distribution factor, wilting point suction,
the coefficient of permeability, and the distribution of root length density are studied. Soil suction and settlement
was found to increase over time, with the effect being more significant in the first stages of transpiration. The
most sensitive parameters are wilting point suction, the coefficient of saturation permeability at higher values,
the rate of potential transpiration at lower values, and vertical root distribution when the coefficient is high.

Figure 1. Black Box tree beside rail track, Miram, Australia.
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uptake. Moreover, vegetation can increase the shear
strength and stiffness of soil by increasing matric suc-
tion and control erosion as a secondary effect.

When modelling the vadose zone influenced by vege-
tation, a detailed consideration of root water uptake is
required. Existing models only consider the affect of
root reinforcement or a very simplified model for tree
root water uptake. For example, Fredlund and Hung
(2001) did not consider the realistic root zone and
assumed that the root water uptake rate is time inde-
pendent, which is unrealistic.

As Indraratna et al. (2006) concluded, uncertainties
in the assumption of soil parameters, tree root distri-
bution and atmospheric parameters, cause most dis-
crepancies in these predictions. Therefore, the effects
of different parameters on the initial rate of root water
uptake are investigated in this paper. Then, using finite
element analysis, a sensitivity analysis is carried out
to study the influence of different model parameters
on the ground. The main objective of this study is to
identify and evaluate important variables that affect
ground under transpiration.

2 CONCEPTUAL DEVELOPMENT

Previous study by Indraratna et al. (2006) attempted
to develop a mathematical model for the distribution
of water uptake within the root zone. This proposed
model combines soil matric suction, root density and
potential transpiration. Accordingly, an exceptional
mathematical model is developed,

(1)

where, G(b) is the root density factor, f(c) is the soil
suction factor, and F(Tp) is the potential transpiration
factor. The most appropriate formula for f(c) is that
suggested by Feddes et al. (1978).

(2)

where, cw is the soil suction at wilting point, the suc-
tion limit at which a particular vegetation is unable to
draw moisture from the soil, cd is the highest value of
c and can (soil suction at anaerobiosis point) is the
lowest value of c at S � RWUmax, where RWUmax is
the maximum rate of root water uptake.

The following two equations are suggested by
Indraratna et al. (2006) for the root density factor and
the potential transpiration factor, respectively,

(3)

(4)

where k1 and k2 are two empirical coefficients depend-
ing on the tree root system and type, k3 is an experi-
mental coefficient, z is vertical coordinate (downward
is positive), r is radial coordinate, bmax is the maximum
root length density which is located at the point (r,z) �
(r0,z0), Tp is the rate of potential transpiration, k4 is an
experimental coefficient to involve the effect of depth
on the potential transpiration distribution, and V(t) is
the root zone volume at time t.

Figure 2 shows an example of the distribution of ini-
tial rate of root water uptake used in the finite element
analysis in next section.

The soil water flow differential equation, including
the sink term, S(x,y,z,t), can be written as:

(5)

where, u ( � Vw/V) is the volumetric moisture content,
(Vw � volume of water, V � total volume), % is the
divergence vector, ! is the soil suction, k is the
hydraulic conductivity and z is the vertical coordinate
(downward is positive).

3 PARAMETRIC STUDY OF RWUMAX

The sensitivity of RWUmax with respect to the various
parameters can be investigated using a sensitivity index
defined by:

(6)
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Figure 2. Initial distribution of root water uptake rate.
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where, (IS)i is the sensitivity index of ith parameter,
RWUmax is the maximum rate of root water uptake, and
ui is the variable which affect the rate of root water
uptake.

Based on the sensitivity index, parameters can be
categorised as follows:

(7)

Figure 3 shows the results of the sensitivity analysis.
The sensitivity of parameters are examined at the max-
imum, minimum, and average values of each variable.

It should be noted that they are related to the
assumed range and initial values of parameters. Con-
sequently the indices can be influenced by the magni-
tude and range of the variables.

4 NUMERICAL IMPLEMENTATION

Equation (5) comprises a set of non-linear partial 
differential equations. As fluid passes through a
porous medium, a coupled flow deformation analysis
is required to capture the 3-phase interaction between
the soil, air, and water. The governing equations for
pore fluid diffusion deformation are a combination of
Equation (5) and the relevant elasto-plastic deform-
ation equations relevant to the stabilised soil.

The basic theory used to analyse unsaturated soil
behaviour is given by Bishop (1959):

(8)

where,s�ij is the effective stress of a point on a solid
skeleton, sij is the total stress in the porous medium at
the point, ua is the pore air pressure, uw is the pore
water pressure, dij is Kronecker’s delta, and x is the

effective stress parameter attaining a value of unity
for saturated soils and zero for dry soils.

The finite element method is the most common
one for high non-linear flow equations, including the
sink term. In this study the non-linear finite element
programme ABAQUS has been used to examine the
development of soil suction induced by transpiration.
The numerical model capturing the authors’ root water
uptake model is used to describe the parameters 
representing the soil, tree and atmospheric conditions
on ground improvement, with special reference to
potential transpiration, root density and permeability.

4.1 Description of reference problem

A two dimensional finite element analysis is used to
conduct a sensitivity analysis of the relevant model
variables. The finite element mesh and specific bound-
ary conditions are shown in Figure 4. Because of sym-
metry, a zero flux boundary was applied along the left
boundary. Root water uptake was modelled as a mois-
ture flux boundary applied along the top surface of all
elements within the root zone. The mesh used in this
simulation consists of bi-linear strain quadrilateral
element (CPE4P) with 4 displacements, and four pore
pressure nodes at the corner of each element. The entire
FE mesh consists of 13,041 nodes and 12,800 elements.

The theoretical model representing the rate of root
water uptake distribution within the root zone (Eqn. (1))
is used in the FE analysis through a Fortran sub-routine.
The coefficient of soil permeability (k) is described
using the approach of Brooks and Corey (1964), and
the saturated coefficient of permeability is estimated
from the well known Kozeney-Carman equation. The
soil is assumed to be an over consolidated clay so its
consolidation is described by the well known equation:

(9)
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Figure 3. Results of the sensitivity analysis for RWUmax. Figure 4. The geometry and boundary conditions of the
FE model.
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Table 1. The initial assumed parameter values in the numerical sensitivity analysis.

Parameter Value Comments

(r0, z0) (4 m, 2 m) Corresponding to radial and vertical coordinate of gravity
centre of root zone

bmax(t) 25 m�2 Taken from the general shape suggested by Landsberg (1999)
k1 � k2 2 m�1 Applied by Knight (1999)
k3 8.74 � 10�2 m�2 Taken from the general shape suggested by Landsberg (1999)
k4 0.014 m�1 Assuming Hroot � �76.5 m and Rc � 0.05*
(rmax,zmax) (12 m, 6 m) Root zone boundary
can 4.9 kPa Feddes et al. (1976), Clay soil and air content of 0.04
cd 40 kPa Feddes et al. (1976; 1978), 40 � cd � 80 kpa
cw 1500 kPa Feddes et al. (1976; 1978), 1500 � cw � 2000 kpa
gd 18 kN/m3 Typical earth soil
Cs 0.05 Average value for clay soils in vicinity of building foundations
ks 5 � 10�8m/s Typical value for clay soils in vicinity of building

foundations (e � 1)
Passing #200 � 20 –

Plasticity Index
Tp 8 mm/day Myers and Talsma (1992), Pinus Radiata tree

(ACT, Australia)
Initial void ratio (e0) 1 Typical clay soil

* by comparing Equations (4) and Nimah and Hanks (1973) model, k4 can be estimated by k4 � �(1 � Rc)/Hroot, where Hroot
is the effective water potential in the root at the soil surface where z is considered zero and Rc is the flow coefficient in the
plant root system.

where, deel denotes the change of void ratio in the
element, Cs is the swelling index, p0 is the initial
mean effective stress, and dp is the mean effective
stress change on the soil skeleton. As Figure 2 indi-
cates, the soil water characteristic curve used in this
analysis is based on plasticity index as suggested by
Zapata et al. (2000).

Only the matric suction component was considered
in the numerical model, osmotic suction was not.
During the parametric study, one parameter was var-
ied, the others remained at their initial values. The ini-
tial values of all parameters are summarised in Table 1.
It was assumed that a steady state condition was
reached when the rate of change in matric suction
(dc/dt) is less than or equal to 10�6kpa/s.

4.2 Finite element analysis

Considering the initial parameters, the predicted pro-
file of the steady state soil matric suction is presented
in Figure 6. The matric suction varies from a maximum
of 1081 kPa at point (r0, z0) to 196 kPa at 20 m deep.
As expected the maximum change in matric suction is
at the centre of the root mass (r0, z0) gravity, and it
decreases away from this point.

Deformation of the soil profile due to root water
uptake is predicted through a coupled flow deformation
analysis that considers the stress deformation equa-
tions. Ground settlement at various depths under steady
state conditions is shown in Figure 7.

The radius of the influence zone for which the sur-
face settlement is at least 25 mm (i.e. change of curva-
ture of the settlement plots) is about 14 m. Ground
settlement decreases rapidly with horizontal distance
form the tree trunk, and beyond 30 m, the predicted
settlement is insignificant.

4.3 Effect of time (t)

Because soil suction and consolidation are time
dependent, investigating the effect of time on the pro-
file of soil suction and ground settlement are required
for design purposes. To study the effect of time the ref-
erence case analysis results are compared for 5 differ-
ent time intervals, from 7 days to steady state, as can
be seen in Figure 8.

Figure 8 indicates that ground settlement increases
rapidly for 6 months, after which it increases gradually.
Maximum ground surface settlement of 7 mm after 7
days increases to 40 mm after six months and then grad-
ually increases to 48 mm after reaching a steady state.

As expected and Figures 9 shows, the generated
matric suction induced by tree transpiration increases
by the time.

Figure 10 shows the evolution of soil matric suction
in different times.

4.4 Sensitivity analysis

When designing foundations, the maximum allowable
settlement is an essential criterion. Accordingly, 
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predicting ground settlement induced by transpiration
can enhance the approach to designing foundations near
tree roots. In this section, the sensitivity of maximum
settlement with respect to a number of parameters is
investigated using the sensitivity index defined by:

(10)

where, (IS)i is the sensitivity index of ith parameter,
Dmax is the maximum vertical deformation, and ui is
the parameter which influences the ground settlement.
Based on the sensitivity index and similar to Equation
(7), parameters can be categorised as insensitive, sen-
sitive, and very sensitive. Figure 11 shows the results
of the sensitivity indices of various parameters.

The results of the sensitivity analysis shown in
Figure 11 are based on assumed initial parameters and
an applied range of parameters. Table 2 summaries the
sensitivity of maximum ground settlement with respect
to variations in the parameters of the model.

The most sensitive parameters are wilting point suc-
tion, saturation permeability when the coefficient is

relatively high (�3 � 10�8 m/s), the rate of potential
transpiration at lower values (i.e. Tp � 9 mm/day),
and vertical root distribution coefficient (k1) when the
coefficient is high (�6 m�1).
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Figure 5. Predicted soil water characteristic curve (modi-
fied after Zapata et al. 2000).

Figure 6. Matric suction profile in steady state condition.
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Figure 8. Effect of elapsed time on soil surface settlement.
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Figure 9. Effect of elapsed time on matric suction change
on soil surface.
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Figure 10. Evolution of soil matric suction (Pa), (a) initial (b) after seven days, (c) one month, (d) four months, (e) six
months, and (f ) twelve months.

Figure 11. Results of the sensitivity analysis for the maximum ground settlement.
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5 CONCLUSIONS

In this paper, a sensitivity analysis and analysis of a
reference case are presented to investigate the influ-
ence of trees with typical specifications. Tree root suc-
tion was considered through the model developed by
Indraratna et al. (2006). A sensitivity analysis was con-
ducted to investigate the influence of variables on the
initial rate of root water uptake. It was found that the
wilting point suction, root density distribution, and
potential transpiration are the most important factors
influencing the rate of root water uptake.

Based on the theory of water flow in partially sat-
urated soils, and considering the developed model for
the root water uptake, an array of numerical analyses
were conducted. The root water uptake has been con-
sidered as a sink term in the flow equation. An in-depth
analysis on the effects of important variables has
shown that a complex interaction exists between tree
and soil properties. The findings of this study con-
firm that a number of parameters need to be measured
or estimated accurately to design a proper foundation.
Soil permeability, wilting point suction, root length
density, and the rate of potential transpiration, are sig-
nificant influences. Other parameters including soil
properties (e.g. consolidation and strength parameters,
and the soil water characteristic curve) should be meas-
ured accurately in the laboratory or field because they
are important factors.

This sensitivity analysis shows that some parameters
have marginal effects, but these results are related to
the initial values and assigned range of parameters
used in the reference case. Therefore, in some real
cases the results may vary and change the sensitivity
indices of the parameters.
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1 INTRODUCTION

Fossil dinosaur tracks have the potential to reveal
information on the size (Thulborn 1990), gait (Day 
et al 2002) and speed (Alexander 1976) of dinosaurs,
their locomotor evolution (Gatesy 1990, 1991 &
1995), as well as providing clues to their behaviour
(Lockley 1991). Furthermore, the tracks, together
with the surrounding sedimentary rocks, are the
record of the global Mesozoic terrestrial environments
and ecosystems (Gillette & Lockley 1989). When
interpreted correctly, all vertebrate tracks (not just
dinosaurs) can potentially unlock past environments,
behaviour and ecology, and therefore their study has
wide ranging application to themes such as biodiver-
sity and environmental change.

The underlying assumption of many interpret-
ations (through 100 years of literature) is that what is
preserved is a surface track. Therefore, data (e.g.
track length and width, digit length, number of digits,

interdigital angles) on which these interpretations are
based are recorded as 2D features. However, the study
of vertebrate tracks and traces, vertebrate palaeoich-
nology, has concentrated on describing the trace with
little or no interpretation of track formation and preser-
vation. The way in which sediments behave before,
during and after a track is formed, and the subsequent
processes that may further modify a track have been
essentially neglected.

Allen (1989, 1997) and Manning (2004) suggest
that fossil tracks are not simply 2D surface traces of the
maker’s foot, but most are complex three-dimensional
volumes associated with deformation at the surface
and in the shallow (few 10 s of cm) subsurface associ-
ated with each step. Pilot laboratory experiments
(Manning 2004) recovered subsurface track layers
yielding, for the first time, detailed information on
subsurface track morphology that could be related to
‘true’ surface trace features. It is clear from this study
that many tracks have been misinterpreted as surface

Parallel three dimensional finite element analysis of dinosaur 
trackway formation

L. Margetts & J.M. Leng
Manchester Computing, University of Manchester, England

I.M. Smith
School of Mechanical, Aerospace and Civil Engineering, University of Manchester, England

P.L. Manning
Manchester Museum, Manchester, England

ABSTRACT: Fossilised footprints and trackways provide palaeontologists with information regarding
dinosaur locomotion such as their gait, posture and speed. Current best practice is to interpret trackways as 2D
surface features. Using computational geomechanics, this paper demonstrates that subsurface deformation can
lead to transmitted or false footprints at different depths, whose size and shape relates to a distorted 3D pres-
sure bulb. The results of parallel 3D finite element simulations are compared with a set of transmitted tracks
owned by Amherst College, USA. At Amherst College, palaeontologists have peeled away each layer of solidi-
fied sediment to find a footprint in each one. Each of these footprints has a unique geometry, a different length
and angle between digits. If each of these was found in isolation, they would be erroneously interpreted as com-
ing from different species of dinosaur. Significantly, palaeontologists use a simple equation relating the length
of the foot and the distance between two footprints (stride) to calculate the dinosaur’s speed. As the footprint
length changes with depth, so does the apparent stride. The consequence is a different speed for the trackway at
each depth: a clear source of misinterpretation. To simulate the transmission of the footprint through the soil
layers, an elasto-plastic soil model is used together with a fine resolution 3D mesh. The requirements of such a
model have a marked impact on the computational cost and the authors describe how existing parallel libraries
were extended to build a scalable footprint simulator.
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traces when, in fact they are transmitted features that
are markedly different in size and morphology to the
surface traces.

The Amherst Museum in the USA possesses a
sequence of transmitted tracks, in a laminated mud-
stone. The photographs in Figures 1 and 2 show the
top and bottom surface of one of these laminae, where
there is a clear variation in track morphology.

The differences described have a major impact on
interpretations based on the analysis of tracks. For
example, when track length is used in calculations to

determine the speed of a walking dinosaur (e.g.
Alexander 1976), estimated speed can be an order of
magnitude higher if measurement is taken within the
subsurface deformed zone relative to the true surface
trace. Caution should also be applied when ‘estimat-
ing’ population dynamics from fossil track assem-
blages (Lockley 1994). Taxonomic characters, such
as track morphology and geometry, that are currently
used to define ichnotaxa have been clearly shown to
vary with depth within a 3D track volume, substrate
type and prevailing environment (Manning 2004),
making many ichnotaxa questionable and the animal
interpretations derived from them invalid. These sim-
ple observations have profound implications for the
interpretation of dinosaur tracks, and the broader
interpretations that are derived from the analysis of
all fossil tracks. What is required is a detailed
process-based investigation of the 3D deformation
associated with track formation and a reassessment of
fossil tracks.

Well established techniques in computational geo-
mechanics are potentially of significant use to the
palaeontology community. Numerical analysis using
the finite element method and constitutive models for
soils can be used to better understand the processes
involved. However, this type of study can be quite time
consuming. The soil behaviour can only be truly 
represented using three dimensions. The soil that the
dinosaur stepped upon has since turned to rock and a
parametric study for a range of soil properties is
required to give meaningful results. Reducing solution
times to enable detailed scientific studies to be carried
out requires parallel computation. This paper presents
the results of some preliminary analyses using a par-
allel finite element program that uses a simple elasto-
plasticity model.

2 SOFTWARE

The software used was a modified version of the paral-
lel program p122.f90 in the Smith and Griffiths text
(2004). The program uses the von Mises elastoplasitic-
ity model to represent the soil behaviour. An element
by element iterative solver is used to solve the system
of equations and plasticity is dealt with using a tangent
stiffness approach with consistent stress return.

The program proceeds by reading in a pre-processed
model and distributing it equally or near equally across
the number of processors specified at runtime. Each
processor stores its own set of elements, the number of
which is determined by dividing the total number of 
elements by the total number of processors. Each
processor computes the stiffness matrices for its own
set of elements, an embarrassingly parallel operation.
No global stiffness matrix is formed and therefore tradi-
tional domain decomposition techniques such as tearing
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Figure 1. Dinosaur footprint from the Amherst collection.

Figure 2. The opposite face of the same layer of rock.
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or substructuring are not part of the process. In fact, the
term domain composition is preferred in this case.

The equations are also simply distributed across
processors. The vectors of loads and displacements are
divided equally or nearly equally between the number
of processors used. This, together with simple element
distribution, means that the program is scalable in terms
of storage: larger problems need to be subdivided over
systems with more processors. A side effect of the sub-
division of equations is that some equations that are
stored on one processor may be needed on one or
more other processors.

This is dealt with by passing messages between the
processors at the appropriate time, in this case using
the message passing library MPI.

Loading is applied using an incremental displace-
ment control technique. Within each load step, a num-
ber of plastic iterations are carried out. During each
plastic iteration, a system of equilibrium equations is
solved using a parallel element by element version of
the iterative preconditioned conjugate gradient solver.
As a direct solver is not used, no factorisation of a
global stiffness matrix is required and it is cost effect-
ive to reform the element stiffness matrices during
each plastic iteration. This is an embarrassingly paral-
lel operation as stated earlier.

The authors have found that this approach leads to
a reduced number of plastic iterations and overall
solution times. When a direct solution method is used,
reforming and refactorising the element stiffness
matrices is more costly than the benefits gained in
reduced plastic iterations.

A summary of the program, using quasi-coding is
outlined as follows in Figure 3.

The reader should note that there is very little dif-
ference between the serial and parallel versions of the
programs. All the complicated coding for message
passing is hidden away in a series of subroutines. For
example, intrinsic FORTRAN functions such as SUM
and DOT_PRODUCT are simply replaced by the user
functions SUM_P and DOT_PRODUCT_P that func-
tion in parallel with distributed data.

Perhaps one of the greatest challenges for the
widespread use of parallel computing in research
software is the readability of the coding. Here, the
serial and parallel codes are almost identical. The par-
allelisation techniques used can be applied to any gen-
eral finite element application. The interested reader is
encouraged to consult the Smith and Griffiths text
where there are a number of example programs, with
both serial and parallel versions, covering a wide
range of problem types. Source code for the parallel
libraries and example programs are provided freely in
the ParaFEM library (www.parafem.org.uk).

3 EXAMPLE PROBLEM

Results of the footprint simulation are presented in the
following two sections that consider program per-
formance and scientific insight respectively. An image
of the mesh is not presented here as it is too fine
grained to reproduce graphically in this document.

The model comprises 73,728 8-noded hexahedral
elements and 78,449 nodes. There are 224,208 equa-
tions to be solved. Two analyses were carried out. In
the first, the “simple” case, the foot was displaced
vertically downwards into the soil. In the second,
loading by the foot was applied in a heel to toe cycle.
As the dinosaur walks forwards, its heel makes first
contact with the ground and then the weight shifts to
the toe before the foot is lifted away. In this paper 
a von Mises soil has been used, with an undrained
shear strength of 150 Nm2. This corresponds to the
“very stiff ” classification for clay, used in the British
Standards.

4 PARALLEL PERFORMANCE

The authors do not suggest that the parallel algo-
rithms used here will deliver results in the shortest
time compared with other methods. An indepth,
objective, comparison has not been made in the litera-
ture. Nonetheless, there are many opinions regarding
which is the best strategy.

It is of interest to note that parallel direct solvers
eventually run out of memory for similar reasons to
serial ones. Scalability is generally poor too, with the
largest number of processors typically used being 
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Figure 3. Outline of program.
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less than 50. Iterative, element by element solvers on
the other hand have been shown to scale over many
thousands of processors, as long as the problem is
large enough (Carey et al 1997).

Another point of note is that at the core of the itera-
tive method used here are repeated matrix-vector and
matrix-matrix multiplications that are responsible for
more than 90% of the time spent in the solver. These
functions make very good use of commodity proces-
sors and the authors have seen up to 40% peak
machine performance achieved for matrix-vector
computations and up to 70% peak for matrix-matrix.
In contrast, direct solvers typically achieve 1–2%
peak. Whilst it is true that element by element algo-
rithms do more work (judged by counting the floating
point operations), they do it very efficiently, espe-
cially using parallel computers.

Performance statistics for the dinosaur model are
presented in Table 1. The simulations were run using
a 512 processor SGI Altix. Access was kindly pro-
vided through the UK’s national high performance
computing service (CSAR).

The Altix has 2 GB memory per processor. Each
processor comprises a 1.3 Hz Intel Itanium chip with
four floating point operations per clock cycle. From
Table 1, it can be seen that solution times can be
reduced from around 7.5 hours to 7.5 minutes. 

The times given are those that the scientist would
wait to receive the results after starting the job. They
are for the full analysis, from reading and distributing
the input to collecting and writing the results.
Considering the speed up figures, the algorithms have
been shown to scale over larger numbers of proces-
sors elsewhere (Margetts 2002). The decline in per-
formance can be attributed to the size of the problem.
Quite simply, when using 128 processors there is
insufficient work per processor.

There is a misconception that parallel computing
necessitates having access to an expensive machine.
The software and generic approach described here
can achieve good usage of a cluster of PCs connected
together using 10/100 Mb Ethernet.

With hardware prices becoming ever more com-
petitive, it is now possible to purchase an “off the
shelf ” basic shared memory system with 8 dual core
processors for under 20,000€ and a distributed mem-
ory system with 16 dual core processors and a super-
computer class interconnect (significantly superior to
gigabit Ethernet) for under 30,000€.

These systems would provide around 60 and 120
Gflops peak performance respectively.

A Beowulf cluster, with the owner purchasing the
components, building and configuring the system,
prices would be considerably less.

5 DINOSAUR FOOTPRINT SIMULATION
RESULTS

The purpose of this study is to demonstrate whether
dinosaur tracks can be transmitted vertically down-
wards into the soil, changing geometry with depth, as
discussed in the introduction. So the obvious proced-
ure is to (a) run the analysis and (b) visualise the
results by cutting away the various layers and measur-
ing the dimensions of features belonging to the trans-
mitted footprint.

It turns out that this is not as easy as it first seems.
Setting a scaling factor and viewing the deformed
geometry is straightforward enough. However, after
stripping away layers of elements, identifying an outline
of the transmitted footprint is not easy. The principal
reason is that identification of the outline depends on
both the lighting of the visualisation scene and the sub-
jective judgement of the analyst.

The same problem arises with real fossil foot-
prints. How does one define where the print starts and
finishes? Manning, the palaeontologist contributor to
this work, has attempted to make the task as objective
as possible. Manning defines the edge of the footprint
to follow an imaginary line where there is an inflex-
ion in the deformation: between the soil displaced
downwards under the foot and the soil displaced
upwards nearby. The reader is invited to refer to the
photographs of the real footprints in Figures 1 and 2
and consider how one would measure the key features
such as length and inter-digital angle (angle between
the toes).

Bearing in mind the palaeontologist’s technique, a
close analogy was to look at the most highly sheared
zones in the soil, picked out by selecting values of
Mises stress; the technique used to produce the
images presented later in the paper (Figures 8–11).

Figures 4 to 7 show Mises stress using a randomised
greyscale colour map. Although this colour map does
not encode magnitude information, it does highlight the
features of the deformation more clearly than the
standard greyed rainbow scheme typical of engineer-
ing publications. All the figures use the same max-
imum and minimum values, with the range shaded
using identical intervals.

Comparing Figures 4 and 5, it is interesting to note
that the region of soil that has undergone deformation
is greater for the analysis in which a heel to toe load-
ing cycle was used.

In Figure 7, there are two prominent shear zones,
one to the rear of the heel and the other at the front of
the toe. The shear zones run deeper in Figure 7 than in
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Table 1. Parallel performance.

Processors 1 16 32 64 128
Speed up 1 14 25 40 58
Time (seconds) 26588 1965 1064 675 458
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Figure 6, when the loading is applied in the stepping
cycle.

In Figures 8 and 9, an isosurface plot shows where
the Mises stress has the same value through the soil vol-
ume. The value chosen is a representative one that has
been taken from the localized region that has undergone
yielding. The images show quite clearly how the foot-
print gets smaller with depth. The isosurface may be
thought of representing the pressure bulb that is famil-
iar to geotechnical engineers. Figure 8 shows results
from the simple loading and for Figure 9 the heel-toe
loading cycle was applied. The toe was more promin-
ent when the heel-toe loading cycle was applied. This

feature is seen in real tracks and is due to the weight
of the dinosaur bearing down on the toe as the foot is
lifted from the ground.

If the surface of the soil domain suffered weather-
ing and erosion, as occurs in nature, the isosurfaces of
Figures 8 and 9 would be intersected at increasing
depths, depending on the length of time taken for the
footprint to be buried by more sediments.
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Figure 4. Surface Mises stress plot – simple loading.

Figure 6. Mises stress cross section – simple loading.

Figure 7. Mises stress cross section – heel toe cycle.

Figure 5. Surface Mises stress plot – heel-toe cycle.

Figure 8. 3D Footprint volume – simple loading.
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Also, if the later rock is easily split into sheets, as
in the Amherst case, each sediment layer would inter-
sect the isosurface at a different depth. The result
would be different size footprints on each layer as
illustrated by the slices through the isosurface, in
Figures 10 and 11.

Figures 10 and 11 show the outline of the footprint
that would be seen at different depths in the soil strata.
The length of the footprint at the surface is 75 centi-
metres. In the figures, depth increases from left to right.
The depth of the first footprint has been chosen where
the initial punching shear ceases. Subsequent footprints
are sampled at regularly increasing depths as would be
the case if the soil had become a thinly laminated
mudstone.

6 CONCLUSIONS

A simple elasto-plastic model has been used to demo-
nstrate (a) that dinosaur footprints may be transmitted

vertically downwards into the soil and (b) that the
geometry of the footprint changes with depth. Whilst
this may be obvious to those working in geo-mechan-
ics or geotechnical engineering, the results are of
importance to the field of palaeontology where there
is not a widespread knowledge of either the principles
of soil mechanics or of finite element analysis tech-
niques.

Perhaps of more interest to the geomechanics 
community is the demonstration that practical 3D
problems can be solved in a reasonable period of 
time. With the use of parallel computing, the time to 
solve the problem presented here was reduced from 
7.5 hours to 7.5 minutes using 128 processors. The
authors note that these analyses are not particularly
large and problems with up to half a billion degrees of
freedom have been solved elsewhere (Adams 2004).
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1 INTRODUCTION

Natural hazards, like avalanches and rockfalls, will
always be a major concern for roads and railways in
mountain areas. Several measures are available to pro-
tect this infrastructure, but especially in areas with steep
slopes and high risks, rockfall- or avalanche shelters are
commonly used. Such protection structures are usu-
ally made from reinforced/pre-stressed concrete with
a cushion layer. A falling rock can produce very high
impact energies, these energies are governed by the
velocity of the fall and the mass of the rock. The cush-
ion layer, according to Pichler et al. (2005), has the
function of being an energy absorber and to distribute
the forces on the structure. Thus the forces developed
and the corresponding penetration depth are not only
dependent on the mass and velocity, but also the prop-
erties of the cushion material (Jacquemond 1999).

In general, a rockfall impact on ground surface has
two mechanisms; (i) displacement of soil particles in
the vicinity of the impact creating an impact crater,
and (ii) deformation further out in the soil due to
propagation of waves. As the waves propagate deeper
into the cushion layer the energy density attenuates,
due to both geometric and material damping.

In recent years, experimental studies to investigate
rockfall impact on buried structures have been per-
formed by a number of researchers (Labiouse et al.
1996, Descoeudres 1997, Kishi 1999, Montani Stoffel

1999). These studies were conducted on stiff structures
(i.e. concrete) with a cushion layer consisting of either
sand or gravel. Another experimental study was per-
formed by Pichler et al. (2005), focusing on the pene-
tration depth and impact forces on the cushion layer
(e.g. gravel). Recently Ebeltoft & Larsen (2006) con-
ducted large scale rockfall impact tests on a buried
corrugated steel culvert. A number of vertical rock-
falls were performed with rock block masses ranging
from 200–2650 kg from 5–20 m heights.

The work reported herein describes some initial
numerical simulations of rockfall impact on a buried
flexible structure, based on the field tests performed
by Ebeltoft & Larsen (2006). Although this is a 3-D
problem, it was in this preliminary study simplified into
a 2D plain strain problem. A 2-D Finite Element model
(FE) was developed using the program ABAQUS with
their elasto-plastic Mohr-Coulomb constitutive law. The
numerical results were compared with results gained
from the field study. The deceleration history, penetra-
tion depth and transmitted accelerations in the struc-
ture were compared.

2 EXPERIMENTAL STUDY

In the experimental study that was conducted, a 15.0 m
long structural plate metal arch culvert was installed

Finite element analysis of buried flexible culverts subjected to
rockfall loading

R. Ebeltoft, J. Gloppestad & S. Nordal
Geotechnical Division, Norwegian University of Science and Technology, Trondheim, Norway

ABSTRACT: In general, rockfall shelters are constructed with a concrete structure and a cushion layer of
geomaterial. A possibly cheaper and equally safe alternative could in several areas be to use a buried corrugated
steel culvert. To avoid significant damage during rockfall these structures, an absorbing cushion layer is added
on top with a minimum cover height. In this paper, a simplified finite element analysis is presented simulating
the dynamic response of a buried corrugated steel culvert. A 2-D finite element model with an elasto-plastic
Mohr-Coulomb constitutive law was used. The simulated numerical results were compared with results gained
from an experimental study, where a 4.0 m span arch corrugated steel culvert buried in soil has been instru-
mented during rockfall loading. Results compared were deceleration history, penetration depth and transmitted
accelerations in the buried structure. In spite of the simplifications introduced by using a 2-D model on a truly
3-D problem, many features observed in the field test could be reproduced by the numerical simulation. More
field testing followed by 3-D simulations are planned.
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on a reinforced concrete plate foundation, as shown
in Fig. 1.

The MP200 Arch type metal culvert (Asset
International 2002) was used, which is a galvanized
corrugated circular steel arch with a 4.00 m span at
the foot and a 1.93 m total rise. The culvert was man-
ufactured from structural plates with 200 � 55 mm
corrugations. The plate thickness was 5.0 mm.

The culvert was backfilled with gravel material. The
material in the near zone consisted of 8–16 mm gravel.
The cushion layer zone consisted of 23–64 mm size
gravel. Confinement of the gravel consisted of rock
surface on one side and an 80–200 mm size crushed
rock fill on opposite side, Fig. 1.

During the construction sequence the various back-
fill materials were placed in 300 mm thick layers 
and compacted. This procedure was commenced until
300 mm above crown. The remaining fill was placed
in 600 mm layers without compaction. A closer descrip-
tion of the experimental set-up is given by Ebeltoft &
Larsen (2006).

Impact load tests were conducted immediately after
the construction was completed. In the present study,
natural rock boulders have been used, and the impact

of these rocks were centered above the crown of the
culvert. After each impact test the cushion layer was
removed and replaced to same level.

3 NUMERICAL SIMULATION

The rockfall impact on a buried structure is dynamic,
highly nonlinear and involves wave propagation. As
an initial study we have chosen to simplify the analysis
by using a 2-D finite element model. Later in this ongo-
ing PhD-project a 3-D simulation will be made. For
both cases, acceptable results, with respect to accuracy
and stability, is dependent on the mesh discretization,
the size of the time step and the damping of the sys-
tem. These concepts are considered in the following
sections.

3.1 Governing equation

The equation that governs the dynamic response of
the soil and the structure is:

(1)

In matrix terminology; M is mass, C is viscous
damping and K is stiffness, while ü, u. and u are vec-
tors of the acceleration, velocity and displacements,
respectively. For dynamic problems the external force
F is a function of time. In general, soil is a nonlinear
material. Thus the stiffness of the soil is composed of an
elastic and a plastic part. The stresses in the soil can
be computed for a given strain increment using tangent
stiffness matrix. To compute this, direct integration with
the Newmark b-method is used, where

(2)

A small numerical damping, equal to a � �0.05,
being the default value in ABAQUS, was used for this
study. This provides an unconditionally stable inte-
gration method.

3.2 2-D vs. 3-D analysis

Performing an analysis of a rockfall impact on a buried
structure, which in general is a typical 3-D problem
using a 2-D plain strain model introduces crude
simplifications:

• The model can never be very realistic since it actu-
ally compares to dropping a long cylindrical object
on top of the tunnel.

• One might consider trying to determine some equiv-
alent length of impact loading along the tunnel axis
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Figure 1. Illustration of experimental set-up for rock fall
impact on buried corrugated culvert.

Copyright © 2006 Taylor & Francis Group plc, London, UK



in order to equalize the 2-D with a 3-D analysis.
Due to the dynamics involved, this is considered
extremely difficult, and hence a very simple proce-
dure is adopted where the 2-D loading is given by
the load of the actual falling stone distributed over
a 1 m length normal to the plane strain plane. Thus
in reality we are herein simulating the impact of a
falling long cylinder with mass pr. axial meter equal
to the mass of the stone.

3.3 Finite element mesh

The dimension of the simplified 2-D model was
7.0 m � 3.5 m, shown in Fig. 2. Elements used in this
model were 4 noded elements for the soil and 2 noded
linear beam elements for the culvert. Boundary con-
ditions, as shown in Fig. 3, were imposed on the outer
edges. Non-reflective boundaries on the sides were
not included, as it is assumed that the critical part of
the analysis was the first entrance of the propagating
impact stresses onto the structure.

Effects of large displacements were not included in
the study. Soil plasticity at impact was considered
much more significant, and a solution with time step-
ping, plasticity and geometric non-linearity was not
feasible.

3.3.1 Soil and steel parameters
Initial soil parameters assumed in this analysis are as
presented in Tables 1 & 2.

These parameters were calculated based on esti-
mated soil values.

For the steel the following parameters were used.
The steel parameters, as presented in Table 3, are

according to the steel used in the experimental study,
and are found from the manufacturers technical spec-
ifications (Asset International 2002).

3.3.2 Mesh discretization
In the finite element method, the accuracy of the results
depends on the discretization of the mesh in the direc-
tion of the wave propagation. Thus an element size must
be chosen according to the highest frequency for the
lowest velocity of the wave type considered. The ele-
ment size was determined based on the approximation
methods proposed by Zerwer et al. (2002), which states
that the element dimension (lmax) can be calculated
from:

(3)

Where � is the minimum wavelength. The constant j
is a fraction of the wavelength, and j � 0.25 for lin-
ear strain elements and j � 0.125 for constant strain
elements.

3.3.3 Size of time step
Implicit methods in general do not have step size limi-
tations due to stability. Accuracy concerns alone deter-
mine the step size. According to Ta & Rogers (1986), a
suitable time step (�t) appropriate for the analysis of
wave propagation problems is generally selected
according to the smallest element size (lmin) in the mesh.

(4)
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Cushion
layer

Near zone
layerCulvertCulvert

Figure 2. Finite element mesh.

7.0 m

3.5 m

Figure 3. Finite element model boundary conditions.

Table 1. Mohr Coulomb parameters for the cushion layer
material.

E (MPa) � (°) 	 (°) C (kPa) � 
 (kg/m3)

8 39 8 1.0 0.30 1800

Table 2. Mohr Coulomb parameters for the near zone
material.

E (MPa) � (°) 	 (°) C (kPa) � 
 (kg/m3)

14 39 8 1.0 0.30 1800

Table 3. Parameters for the corrugated steel culvert.

E (GPa) G (GPa) � �y (MPa)

210 80 0.20 229
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For a two-dimensional plane strain analysis, the com-
pression or body wave velocity, vp, is defined as

(5)

3.3.4 Damping
Material damping is also an important factor influenc-
ing the accuracy of the finite element model. In this
study the Rayleigh damping model have been used.
Rayleigh damping assumes that the damping matrix, C,
are a linear combination of the mass and stiffness
matrices:

(6)

The relationship between damping ratio and the natu-
ral frequency, as given by Eq. 5. Where mass damping
operates primarily at low frequencies, while the stiff-
ness damping operates more at high frequencies. In
our simulation the elasto-plastic model will provide
considerable material damping in all yielding material
points. The Rayleigh damping is additional damping
and a low damping ratio was considered. The damping
ratio chosen was z � 0.5%. Assuming no significant
mass damping the values a � 0 and b � 0.0001 have
been used for this study based on suggestions made
by Gu & Lee (2002).

3.3.5 Modeling of impact
The impact from the rockfall is modelled by letting a
rigid body with a circular cross section, Fig. 2., hit the
surface with an initial speed of 14 m/s determined
from the fall height. The contact area between the
falling body and the cushion soil increases during
impact and is controlled by a contact formulation.

4 COMPARISON AND DISCUSSION OF
EXPERIMENTAL AND NUMERICAL
RESULTS

The results shown in this section is a comparison of
simulations for a 200 kg rock impacting the cushion
layer from 10 m. A reasonable agreement was found
between the simulated and experimental results even
though considerable discrepancy is expected since a
2-D simulation is used.

4.1 Penetration depth

Figure 4 presents the penetration depth found in the
experimental and numerical study. The penetration
depth from the experimental results was 0.20 m, while

the numerical simulations showed a penetration depth
approximately 0.12 m. which is 40% less than what
the experimental results show.

4.2 Deceleration history

Deceleration histories found in the numerical simula-
tions and the experimental study are presented in Fig. 5.
It can be observed, by comparing the numerical simu-
lations with the experimental results, that the numerical
simulations show a higher peak deceleration and a
shorter duration than what was experienced in the
experimental study. Numerically the impact duration
lasts approximately 25 ms, while the experimental
results show duration of approximately 40 ms. The
rebound is steeper for the numerical results while the
experimental result yields a gentler rebound.

4.3 Propagation of waves

Numerical simulations are able to yield results that are
not easily achieved in an experimental study. This is
in particular the case for the propagation of the waves
generated during impact.
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Figures 6 & 7 show the total and plastic volumetric
strain at t � 20 ms after initial impact. As seen in Fig.
7, the region directly underneath the impact point
shows large strains (�10%) which form a crater with
1.5–2 times the radius of the rock. The maximum val-
ues of total strain are observed just under the rock at
the contact point. The plastic strains create permanent
deformations in the cushion layer. The model is not
able to reproduce the mounds observed in the field.
Outside the influenced zone, approximately 2–3 times
the radius of the rock, no irreversible strains are found
in the simulations.

The major part of the impact force is taken by com-
pression, while the remaining soil is partly dissipating
the energy of the rock fall. No permanent stresses are
applied on this remaining soil as far as the plastic
zone is bearing the rock. No plastic deformation of
the culvert is calculated for this particular simulation

of a 200 kg rock, dropped from 10 m. This was also
observed from the strain gages and deformation meas-
urements in the field test.

Figure 6 show total volumetric strain at t � 20 ms
after initial impact. Differences seen between Figs 6 &
7 are due to the elastic volumetric strain corresponding
to both compression and shear waves. Shear waves also
produce some volumetric strain due to dilatancy
angle. The shape of the wave into the soil is initially
convex corresponding to the shape of the rock. Some
reflections and changes in the transmitted waves occur
at the interface between the cushion layer and the near
zone layer.

Figures 8 & 9 show the total and elastic deviatoric
strain at t � 30 ms after initial impact.

As seen in Fig. 8 large total deviatoric strain is
observed underneath the impacting rock (couple of ten
presents). This high localization of strains corresponds
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Figure 6. Total volumetric strain at t � 20 ms after initial
impact.

Figure 7. Plastic volumetric strain at t � 20 ms after initial
impact.

Figure 8. Total Deviatoric strain at t � 30 ms after initial
impact.

Figure 9. Elastic deviatoric strain at t � 30 ms after initial
impact.

Copyright © 2006 Taylor & Francis Group plc, London, UK



mainly to the influence zone observed in Fig. 6 at t �
20 ms. These large deformations occur during pre-
peak deceleration, see Fig. 5, while post-peak decel-
eration (and rebound) does not increase plastic strain.
In Fig. 9 we observe that the propagating waves move
fast in the culvert and from there radiate back out into
the deeper regions of the surrounding soil. We note the
concentration of deviatoric strains in the soil at the toe
of the wall.

The cushion layer will in reality be transmitting
waves in all directions also in the longitudinal direc-
tion of the tunnel, a feature which is not reproduced in
our 2-D plane strain model.

The cushion layer seems to play the most impor-
tant role by absorbing energy through plastic strains
during the pre-peak phase of the impact, while the
remaining energy is transmitted to the soil below and
to the side and the culvert. This transfer should be
confirmed with a 3-D model with absorbing or non-
reflective boundary conditions. However, this elasto-
plastic 2-D plane strain model is able to reproduce the
main aspects of the behaviour of a buried flexible cul-
vert for rockfall protection.

4.4 Transmitted accelerations

Figure 10 presents the measured and numerically sim-
ulated accelerations at the crown of the culvert. It can
be observed that the amplitudes for the first cycle, in
both simulated and experimental results, are approxi-
mately two times gravity, or 2 g. The numerical results
show a shorter duration than found by the experimental
results.

4.5 Discussion

The results from this preliminary study show that the
model can simulate several aspects of the impact and
the wave propagation in the soil quite well. The model
underestimates the penetration depth compared to the

experimental results. The reason for this is that the
finite element model cannot describe the process
involved in the displacement of particles in the vicin-
ity of the impact, and the inappropriate use of a 2-D
simulation.

The model also seems to overestimates the peak
deceleration, but experimental results may be affected
by a possibly too low sampling rate for the accelerom-
eter placed on the falling rock.

For the acceleration of the crown of the culvert 
the simulation was found to give similar amplitude
response, but the numerical solution showed oscilla-
tions with shorter duration which most likely could be
explained by the fact that this is a 2-D simplification
of a 3-D problem. Further analyses, comparing a 2-D
and 3-D model, and using a more advanced soil model
must be performed to investigate this.

5 CONCLUSIONS

In this paper, a simplified numerical model for a buried
flexible culvert subjected to rock fall loading has been
presented. A very rough 2-D approximation to a real
3-D problem has been considered. Regardless, a rea-
sonable agreement was found between the simulated
and experimental results. It has been showed that the
2-D numerical model underestimates the penetration
depth. It is believed that a different soil model, which
can take into account the process of displacement 
of particles in the vicinity of the impact, must be 
considered.

Generally, a protection system against rock fall
impacts considering the use of buried flexible culverts
require competent backfill material and a backfill pro-
cedure that ensures an optimal soil structure interac-
tion. Further emphasis must be placed on:

• That the cushion layer must provides enough cover
against penetration, and that it act as a shock
absorber against the impact.

• The cushion layer must also be constructed such
that it will distribute the load. Numerical simulations
may be very useful in identifying the effects of using
different designs and alternative cushions and back-
fill materials.

6 ONGOING WORK

This preliminary study is part of an ongoing work
regarding buried flexible structures subjected to rock-
fall impact as a PhD study at NTNU in cooperation
with the Norwegian Public Roads Administration.

More field tests may be performed this year and
refined numerical analyses will be made. The need for
doing a full 3-D analysis is obvious. More elaborate

756

-5

-4

-3

-2

-1

0

1

2

3

4

5

0,015 0,035 0,055 0,075 0,095 0,115 0,135
Time [s]

A
cc

el
er

at
io

n
 [

g
]

Numerical

Experimental

Figure 10. Comparison of transmitted accelerations in cul-
vert for a 200 kg rock block impact from 10 m and numerical
simulation.

Copyright © 2006 Taylor & Francis Group plc, London, UK



laboratory tests on the backfill gravel should also to
be available shortly, which should enable the use of a
more advanced soil model. Further the behaviour of
the soil in the near impact zone will require some
additional considerations.
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1 INTRODUCTION

Application method for embankments of air foamed
lightweight material is called Foamed Cement Banking
(FCB) as stated in Foamed Cement Banking Method
(2000). The material is denoted here as FCB. FCB is
made by mixing cement and water and by adding foam-
ing agent that makes material light in its weight. A
bridge abutment backfilled with FCB constructed on
soft ground in Japan is investigated in detail.

The mechanical behavior and application method of
FCB have been investigated by Mishima & Masumura
(2000), Dashdorj et al. (2003) and Nagao et al. (1994).
However, research on improvement of the application
method has not been conducted.

A technique of placing of elastic plates in FCB as
one of countermeasures for reduction of lateral pres-
sure and displacement has been developed by Japan
Highway Public Cooperation. The technique is exam-
ined by 2 and 3D FE analysis in this research.

2 FIELD INVESTIGATION

Bridge backfilled with FCB investigated in this research
is constructed in Japan. Abutment No2 is investigated
as shown in Figure 1. The abutment is 11.05 m in height
and 11.0 m in width was supported by piles on soft
ground. The subsoil profile under the abutment-backfill
system is consisted of cohesive and sandy layers. In
order to investigate deformation behavior of abutment-
backfill system settlement at FCB surface and 

horizontal displacement of FCB backfill, and lateral
backfill pressure are measured over 600 days after
construction of FCB backfill. Measured points of set-
tlement and displacement are shown in Figure 1.

Figure 2a, b show the measured results of settle-
ment accumulated on the surface of FCB backfill.
Figure 2 a shows that FCB backfill at A2-1 and A2-2
points have been settled slightly over elapsed time.
However, settlement of FCB at A2-4 and A2-5 points
occurred remarkably with the increase of time as it is
illustrated in Figure 2b. Figures 2a, b give an image that
as the elapsed time increases FCB backfill is tilting
backward at the top of abutment but pushing at the

Two and three-dimensional modeling of abutment-backfill
system on soft ground

S. Dashdorj, S. Miura & S. Yokohama
Graduate School of Eng, Hokkaido University, Sapporo, Hokkaido, Japan

K. Masumura
Masumura Survey – Design Inc, Abashiri, Hokkaido, Japan

ABSTRACT: In order to reduce a weight of embankment constructed on soft ground air foamed lightweight
material has been developed in Japan. The material was applied for bridge abutment backfill and abutment-
backfill system behavior is investigated in this research. Reduction of displacement and lateral backfill pressure
by placing of elastic plates in FCB backfill is examined by FE analysis. Results from FE analysis revealed that
placing of elastic plates in a backfill is effective to reduce the lateral backfill pressure.
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Copyright © 2006 Taylor & Francis Group plc, London, UK



bottom of abutment. In the case if the settlement on
FCB surface continuously increases the traffic hazard
might be occurred. To prevent from such damage the
improvement method is essential to apply.

3 NUMERICAL ANALYSIS

3.1 Modeling of abutment-backfill system

FCB-backfill system with its underground soil layers
modeled and analyzed by FEM. Mohr-Coulomb
elasto-plastic model was applied for embankment and
also for subsoil layers laid beneath abutment-backfill
system. Concrete for abutment and piles were assumed
as linear elastic material in this analysis. Asphalt for
pavement laid on FCB and embankment is modeled
as linear elastic material.

A mesh for 2D analysis is generated for the analysis
even though the deformation of the ground in the direc-
tion perpendicular to the bridge axis is completely
neglected which is not true in actual case.
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Considering the existence of piles and 3D behavior
of abutment-backfill system, 3D FE analysis was per-
formed. It was assumed for 3D mesh generation that
the alignment of the highway is symmetrical, for 
simplicity and speedy analysis; a half of the highway
was analyzed. A complete view of model simulated by
3D analysis is shown in Figure 3. Boundary condition
is fixed as the same as that fixed for 2D mesh. The
bottom boundary of the ground layer was fixed as
rigid horizontally and vertically. 12590 elements and
14495 nodes were used for 3D mesh, where 8-node
hexahedron isoparametric elements were employed.

3.2 Mechanical parameters

Model parameters adopted for concrete abutment,
FCB backfill, asphalt pavement and soil layers were
specified as shown in Table 1. Parameters for concrete
abutment and embankment are taken the same as those
were used for typical road and bridges.

Parameters for asphalt for pavement are fixed as the
same as that fixed for typical asphalt layer for highway
constructed in Japan. For ground layers, internal fric-
tion angle, � was determined as specified in the Speci-
fications of highway bridges (2002) and elastic
modulus of FCB is set as 8.42 � 105N/m2 which is an
ordinary rigidity of FCB at 28 days curing condition
as specified in Lightweight banking method (2000).
Cohesion, c for FCB was determined as half of 
compressive strength of FCB and Poisson’s ratio, � is
taken 0.2 as accepted for case after construction.

In the model, joint element is fixed between EPS
and FCB in order to consider an occurrence of sliding
between the EPS and FCB backfill.

4 RESULTS AND DISCUSSIONS

4.1 Comparison of 2D and 3D FE
analysis results

A series of FE analysis were conducted by inputting
measured settlements at the surface of FCB backfill as
indicated B point as shown in Figure 2. Figure 4 shows
a relationship between lateral backfill pressure at bot-
tom of abutment, H1 and settlement on FCB backfill
surface at B point. In this figure measured data at field
were compared with data simulated by 2D and 3D FE
analysis. From this figure, it can be understood that 3D
analysis results were compared well with measured
data at the field. However, lateral backfill pressure was
overestimated by 2D analysis.

Relationship between horizontal displacement of
FCB backfill at bottom of abutment and settlement on
FCB backfill surface at B point is given in Figure 5.
This figure shows that analysis results simulated in 3D
condition are in good agreement with measured data
at field. However, analysis results simulated in 2D con-
dition didn’t show a good agreement with measured
data at field.

From those figures, it can be said that 3D analysis
can simulate abutment-backfill system behavior well
compare to 2D analysis. This fact indicates that the dif-
ference of analysis dimension influences the predicted
backfill pressure and deformation of bridge abutment-
backfill system. Analysis on lateral displacement of a
pile-supported abutment constructed in a soft subsoil
profile was performed by Wakai et al. (1997). Their
research also approved that abutment with pile foun-
dation is simulated well in 3D simulation than the
simulation in 2D condition.
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Table 1. Mechanical parameters.

Elastic modulus Unit weight Poisson’s ratio Cohesion Internal friction angle
E (kN/m2) � (kN/m2) � c (kN/m2) � (°)

Concrete 2.45 � 107 24.0 0.167 – –
EPS 1.96 � 103 0.12 0.075 – –
Asphalt pavement 5.89 � 105 20 0.35 – –
Upper subbase 1 � 105 20 0.35 – –
Lower subbase 5 � 104 20 0.35 – –
FCB 8.42 � 105 6.4 0.2 6.72 � 102 0
Joint element 1.00 – – – –
Embankment 1.96 � 104 19.0 0.35 0 30
Cohesive soil (1) 2.84 � 103 13.0 0.35 18 0
Sandy soil (1) 4.63 � 103 18.0 0.35 0 25
Cohesive soil (2) 4.36 � 103 16.0 0.35 36 0
Cohesive soil (3) 1.74 � 103 18.0 0.35 21 0
Sandy soil (2) 1.32 � 103 18.0 0.35 0 26.9
Sandy soil (3) 3.43 � 103 18.0 0.35 0 29.3
Cohesive soil (4) 3.43 � 103 16.0 0.35 54 0
Sandy oil (4) 8.33 � 103 18.0 0.35 0 31.4
Cohesive soil (5) 9.80 � 103 18.0 0.35 69 0

Copyright © 2006 Taylor & Francis Group plc, London, UK



4.2 Placing of elastic plate in FCB backfill
and its effect

It is observed at some construction field in Japan that
the large deformation such as tilt of FCB backfill has
been occurred as stated in Lightweight soil method
(2005). Such tilting of FCB backfill may be generated
due to consolidation of soft ground. Difference of unit
weight between FCB material and ordinary embank-
ment causes forming of the discontinuous surface at the
border of FCB and ordinary embankment. Such dis-
continuous surface might disturb the stability of FCB
backfill and be one of the reasons of traffic hazard.

As a technique for reducing of lateral backfill pres-
sure on abutment and settlement on FCB surface, a
method of placing of thin elastic plate in FCB backfill
is specified in the Specifications of design and con-
struction for FCB method (2005). Fixing of elastic
plate in FCB backfill and its effect on placement loca-
tion of elastic plates to reduce lateral backfill pressure
is evaluated by FE analysis in this research. Locations

selected for the placement of elastic plates are shown
in Figure 6. Notation of plates is shown in Table 2.

Combination of single, double and triple plate
cases are examined through FE analysis to predict an
efficient location for placing of elastic plates in FCB
backfill in order to reduce lateral backfill pressure. In
present analysis thickness of elastic plate is fixed as
100 mm. For parameters of elastic plate, unit weight,
� and Poisson’s ratio, � are assumed to be the same as
for EPS, which is the interface element between con-
crete abutment and FCB backfill. Young’s modulus, E
for plate is accepted to be as the same as that was
assumed for joint element fixed between EPS and
FCB backfill.

4.3 Lateral backfill pressure of FCB backfill

In order to investigate an effect of inserting plates in
different locations in FCB backfill, lateral backfill
pressure at bottom of abutment at H1 and horizontal
displacement of FCB backfill at D1, the bottom of
FCB (see Figure 2) were examined based on FE analy-
sis. Figure 7a–c show a relationship between lateral
backfill pressure at bottom of abutment at H1 and set-
tlement on FCB backfill surface at B predicted by 3D
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Table 2. Notation of plates.

Single plate
case Double plates case Triple plates case

P1: (P1) P1-2: (P1) and (P2) P1-2-3: (P1),
(P2) and (P3)

P2: (P2) P1-3: (P1) and (P3) P1-2-4: (P1),
(P2) and (P4)

P3: (P3) P1-4: (P2) and (P4) P1-3-4: (P1),
(P3) and (P4)

P4: (P4) P2-3: (P2) and (P3) P2-3-4: (P2),
(P3) and (P4)

P2-4: (P2) and (P4)

P3-4: (P3) and (P4)

*P: stands for plate.
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analysis. In those figures, cases inserted elastic plates
in FCB were compared with normal case of backfill
without placement of plate.

When single plates denoted as (P1), (P2), (P3) and
(P4) are inserted in FCB backfill, the lateral backfill
pressure at bottom of abutment (at H1) had been
decreased noticeably than that for without inserting of
plate in FCB backfill as shown in Figure 7a. Measured
data at field and predicted data simulated by FE

analysis for double and triple plate cases are shown in
Figure 7b, c.

From Figure 7a–c, it was found out that for any
plate combination cases with P1 plate, the lateral
backfill pressure at bottom of abutment (at H1) had
decreased remarkably than other plate combination
cases. However, reduction in lateral backfill pressure
is remarkable for inserting of single plate P1. From
Figure 7a–c, it can be concluded that inserting of
elastic plate located closer to the abutment wall is most
effective for reduction of the lateral backfill pressure
on abutment and the horizontal displacement of FCB
backfill.

5 CONCLUSION

The following conclusions were derived based on 2D
and 3D FE analysis:

1. Numerical analysis result showed that abutment
backfill system behavior could be predicted by
Mohr-Coulomb model well in 3D condition than
2D condition. 3 dimensional conditions couldn’t be
neglected in evaluation of abutment-backfill defor-
mation behavior for a bridge abutment with pile
foundation backfilled with lightweight material.

2. 3D FE analysis results approved that by placing of
elastic plates in FCB backfill, the lateral backfill
pressure on abutment and lateral displacement in
ground have been decreased. A placement of elas-
tic plate in FCB backfill is recommended as a
countermeasure for reducing of FCB backfill pres-
sure on abutment.

3. FE analysis results approved that placing of single
plate in FCB backfill is more effective than placing
double or triple plates to reduce the lateral backfill
pressure. However if elastic plate is fixed closer to
the abutment wall, the reduction in backfill pres-
sure would be revealed more significantly.
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1 INTRODUCTION

Modelling forces and displacements of stone columns,
the width of shear zones has to be considered correctly.
This applies for single columns and for groups of
columns as well (Wehr 1999a, Wehr 2004). The influ-
ences of different parameters like initial density, pres-
sure level and mean grain diameter on the width of the
shear zone was studied intensively with model tests
(Tejchman ’89, Hammad ’91, Hassan ’95) and could be
reproduced with FE-calculations (Tejchman ’97,
Tejchman et al. ’99).

Hu 1995 and Wood/Hu 1997 have observed in model
tests with a group of stone columns, that the deform-
ation mechanism depends on the stiffness of the footing.

In this publication model tests on a group of stone
columns below a rigid and a flexible footing are com-
pared, before re-calculations of the model tests by
means of the finite element method are presented. The
aim is to clarify the different deformation mechanisms,
but not to curve fit the force displacement curves
exactly. The latter is reserved for 3D-calculations.

2 MODEL TESTS

Model tests with groups of sand columns in clay have
been executed by Hu (’95) and Wood (’98) to get a
closer insight into the deformation mechanisms of a
group of stone columns under footings.

The soils of the model tests are Speswhite kaolin
clay which was reconstituted from a slurry with a
plasticity index of 27 and an average undrained cohe-
sion of cu � 13 kPa, and a poorly graded medium
Loch Aline sand (d50 � 0.32 mm, emax � 0.80, emin �
0.56, 0.67 � e � 0.74).

The preparation of the tests, the set-up and all soil
and column parameters used were described in detail by
Hu (1995). A summary may be found in Wehr (2004).

2.1 Stiff footing

All 16 model tests with columns below a rigid footing
were executed using displacement control with a
velocity of v � 0.061 mm/min. Compared to the tests
with single stone columns by Witt (1978) with a
velocity of v � 0.5 mm/min and a testing time of only
40 min the eight times smaller velocity in the tests by
Hu does not plays a negligible role. Therefore the
stiffness of the clay will most likely increase with
testing time. The contribution of the loading velocity
on the force and settlement of piles have been shown
by Krieg et al. (1998).

The main result in terms of deformation under the
footing is that a wedge shaped body is displaced ver-
tically in connection with bulging and buckling of the
columns, see Fig. 1. Buckling was observed near the
edges of the footing close to the ground surface and
bulging occurred under the center of the footing in a
deeper region. The columns adjacent to the footing
showed only a small amount of bending.

Stone columns – group behaviour and influence of footing flexibility

W.C.S. Wehr
Keller Holding GmbH, Offenbach, Germany

ABSTRACT: Recent research on the group action of stone columns points out that the behaviour of an isolated
single column is quite different from the one of a stone column in a group of columns under a rigid footing. To high-
light the differences, model tests of a rigid footing on a single sand column in clay and model tests of a rigid foot-
ing with various numbers of sand columns in clay are compared. Deformations of groups of stone columns depend
as well on the rigidity of the footing. In order to demonstrate the different deformation mechanisms, model tests by
Hu (1995) with a rigid and a flexible footing are compared.

Additionally a FE-re-calculation of the model tests is performed with an elasto-plastic constitutive model tak-
ing into account the mean grain diameter. Beginning with a single isolated column, the deformation mechanism of
the column has been reproduced, detecting a wedge shaped shear zone below the footing. The same footing on 20
columns has been analysed to study the group effect. At the end the deformation mechanism of a group of columns
below a flexible footing is reproduced. Finally recommendations for practical applications are given.
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The load bearing mechanism is significantly influ-
enced by the length of the columns as compared to the
diameter of the footing D. If the length of the columns l
is less than or equal to D (l � D), the base of the col-
umns will transfer the load to the underlying clay result-
ing in a significant punching of the columns, Fig. 2. But
if the length of the columns is larger than 1.5D the pen-
etration of the columns into the clay is insignificant.

This mechanism could be reproduced by FE-calcu-
lations by Wehr (2004). Additionally shear zones in

the clay were detected which were not visible in the
model tests due to their small thickness.

2.2 Flexible footing

Furthermore one test with a flexible footing has been
executed, Hu (1995). The load was applied by a pres-
surized cylinder with its bottom part being a rubber
membrane. The installation of the columns was not
changed with respect to the tests with the stiff footing,
however a 4 mm thick sandy load distribution layer
was used on top of the columns.

In contrast to the tests with a rigid footing this test
was executed with load control. After rising the load
from p � 120 kPa to p � 140 kPa and 8 days loading
time the soil displaced rapidly within a few seconds
and the test had to be stopped.

Fig. 3 shows the asymmetric deformation of the
columns. No distinct wedge-shaped soil body with
shear zones could be observed below the footing.

It will be analysed in the following FE-calculations,
if this kind of deformations is typical for a flexible
footing.

In Fig. 4 the load displacement curves of different
tests with rigid and flexible footing are presented.
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Figure 1. Deformed group of long slender columns, test
TS17 (Hu ’95).

Figure 2. Deformed group of short thick columns, test
TS08 (Hu ’95).

Figure 3. Deformed group of columns below flexible foot-
ing (Hu ’95).
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Test TS17 of fig.1 and 4 (rigid) with cu � 14 kPa,
column diameter ds � 11 mm and column length ls �
160 mm differs from test TS09 (rigid) because of the
different column diameter ds � 17.5 mm. In Fig. 4 it
may be seen, that slightly higher loads are applicable
in test TS09.

Test TL01 (flexible) corresponds to test TS09 (rigid)
apart from the slightly higher cu � 18 kPa which
results again in a higher applicable load, fig. 4. The
extraordinary high load steps in this test were leading
to failure which can be guessed nearly optically.

3 ELASTO-PLASTIC CONSTITUTIVE LAW

The Cosserat elasto-plastic constitutive model used
here includes isotropic hardening and softening. It has
been proposed by Mühlhaus (’87) and is described in
detail by Tejchman (’89,’97) and Tejchman/Wu (’93)
and Wehr (’99).

Differences from the conventional theory of plas-
ticity are the presence of Cosserat rotations and 
couple stresses using the mean grain diameter as a
characteristic length.

In Table 1, the parameters of the elasto-plastic
model for the two materials considered in recalcula-
tions of model tests are summarized. The parameters
for Karlsruhe sand have been determined by Tejchman
(‘97) and the parameters for Ahrtal clay has been esti-
mated from the material parameters given by Witt
(‘78). Modification were necessary due to the loose
state only for the peak friction angle and for the 
E-modulus similar to the parameters by Tejchman
(1997). The parameters of Speswhite kaolin clay were
estimated from the parameters of test TS17 given by
Hu (1995). An important parameter is the cohesion
which was determined from vane shear tests. The 
E-modulus was evaluated using a graph by Ladd et al.
(1977) with E/cu�100. The Cosserat-constants 
were not modified compared to Wehr (2004). Their

influence have been demonstrated by Tejchman/Wu
(1993).

Twelve material parameters are needed to charac-
terise a soil material:

• cohesion c,
• friction angle at peak wp and in the critical state wc,
• angle of dilatancy b � b1 (sin w � sin wc)
• modulus of elasticity E,
• Poisson’s ratio n,
• shear strains at the peak gp and at the beginning of

shearing g0

• mean grain diameter d50 and
• three Cosserat-constants a1 to a3

4 CALCULATIONS

The aim of the next sections is to demonstrate the dif-
ferent deformation mechanisms of a rigid and a flexi-
ble footing resting on a soft soil with stone columns.
In order to compare both cases the dimensions and
soil parameters of the rigid footing has been used for
the flexible footing as well.

Utilizing the symmetry of the system only 3.5 of
22 columns have been modelled.

4.1 Stiff footing

Fig. 5 shows the upper part of the deformed group of
columns after a displacement u � 20 mm. If these
results are compared with Fig. 1, a wedge shaped part
of the soil below the footing nearly undergoes no
deformation. The edge of this wedge consists of a
shear zone partly in the sand columns and partly in
the clay having the same inclination in the model test
and the calculation. Different deformations are
observed in the center column which bulges, and in
the middle and outer column where a shear zone
(buckling) is observed. This corresponds exactly 
to the observations made during the model tests by
Hu ’95.

The calculated width of the shear zone around the
wedge shaped area in fig. 6 is ds � 4 mm (10d50). 
A shear zone in the clay which could not be observed
in the model tests due to the small thickness can be
detected in fig. 6 near the column at the edge. It is
worth to note that this shear zone extends only to a
certain depth depending on the displacement of the
column relative to the clay.

Fig. 7 shows the load-displacement curves of test
TS17 and the recalculation for a rigid footing. Until a
displacement of approximately 6 mm both curves are
rather similar. However for larger displacements there
seems to be a growing influence of the consolidation
of the clay which has not been taken into account in
this model.
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Table 1. Material parameters for the elasto-plastic model
(Loch Aline Sand, Speswhite clay).

C �p �c �1
[kPa] [Grad] [Grad] [–]

Sand 0 37 35 3
Clay 14 0 0 0

E � �p �0
[MPa] [–] [–] [–]

Sand 15 0.3 0.05 0.03
Clay 1.4 0.45 0.05 0.03

d50 a1 a2 a3
[mm] [–] [–] [–]

Sand 0.32 0.375 0.125 1.00
Clay 0.002 0.375 0.125 0.25
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4.2 Flexible footing

The displacements for a rigid and a flexible footing
are chosen equally in a characteristic point which is
0.74 * D/2 apart from the center of the plate with D
being the diameter of the footing. After a displace-
ment of u � 10 mm in the center of the footing the
displacements are Sflex � Srigid/0,75. The initial state
for the flexible footing is a horizontal area. With
increasing displacement the bending of the footing
increases as well.

In fig. 8 the upper part of the deformed group of
columns can be seen below a flexible footing after a
displacement of u � 20 mm. In contrast to fig.5 no
wedge shaped zone with shear zones and no buckling
of columns is observed, but considerable bulging.

The form of shear zones for a flexible footing 
in fig. 9 is different from the one of a rigid footing 
in fig. 6. Starting with a broad vertical shear zone in

the clay at the edge of the footing, several approxi-
mately wedge shaped and parallel shear zones are 
created.

The first one starts at the edge of the footing in the
clay, cuts the first sand column and ends in the clay
between the columns.

The second one starts in a certain distance from the
footing edge in the direction of the footing center and
progresses in the shape of a wedge, similar to the rigid
footing.

The third one in fig. 9 just started at this deform-
ation stage. It starts again further apart from the foot-
ing edge and runs parallel to the second one only at
deformations larger than 20 mm.

Concluding the above a pattern of approximately
parallel shear zones is created in the case of a flexible
footing. The more shear zones are created, the larger the
deflection (bending) of the footing.
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Figure 5. Deformed group of columns below rigid footing,
upper part, u � 20 mm, clay (white) and column (grey).

Figure 6. Deformed group of columns below rigid footing,
upper part, u � 20 mm, Cosserat rotations: small circle &c �
0.0, large circle &c � 3.4.
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Shear zones in the clay which were not observed in
the model tests, may be seen in Fig. 9 between all
columns and outside the column under the edge of the
footing. Note, that these shear zone extends only to a
limited depth depending on the movements of the
columns relative to the clay. Concerning the widths of
the shear zones in clay, they are too large due to too

large elements chosen. Between two columns there
should exist a shear zone close to each column rather
than one shear zone extending from the left column to
the right column. The possibility of the unification of
two shear zones exists only if two column boundaries
are close enough together and the lateral deformation
is limited (Wehr ’97).

Fig. 7 additionally shows the calculated load-
displacement curves of a flexible and a rigid footing.
The results may be compared directly, because no
other parameter has been changed except of the foot-
ing stiffness. The total load which a flexible footing
can bear is slightly higher for all deformations than
the load of a rigid footing. This is essentially due to
the higher forces in the clay which are caused by the
wider shear zone below the footing edge and an add-
itional shear zone between the columns.
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Figure 7. Load-displacement curves of rigid and flexible
footing.

Figure 8. Deformed group of columns below flexible foot-
ing, upper part, u � 20 mm, clay (white) and column (grey).

Figure 9. Deformed group of columns below flexible foot-
ing, upper part, u � 20 mm, Cosserat rotations: small circle
&c � 0.0, large circle &c � 2.6.
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5 CONCLUSIONS

Model tests of groups of stone columns in clay show
a fundamentally different deformation mechanism, if
a rigid or a flexible footing is used.

Because of sudden large displacements which
occurred during the test with the flexible footing, no
general conclusions could be drawn.

Re-calculations of the model tests have been per-
formed by means of the finite element method with
an elasto-plastic constitutive law within the Cosserat
continuum. In this way, the mean grain diameter
which is essential to capture shear zones, is taken into
account and the solution is mesh independent.

In the model tests with a rigid footing and in the 
re-calculation a deformation mechanism was observed
with a wedge shaped deformation directly below the
footing. Buckling was observed near the edges of the
footing close to the ground surface and bulging
occurred under the center of the footing in a deeper
region.

In case of a flexible footing bulging of all columns
in the upper part was observed without any buckling of
the columns. Cosserat rotations display multiple paral-
lel shear zones forming a shear zone pattern. The larger
the flexibility of the footing, the more shear zones
occur.

The applicable load on a flexible footing is always
larger than the one on a rigid footing, if the average
deformations are equal. It is recommended to con-
struct footings on stone columns only as stiff as nec-
essary making use of the maximum value of the
allowable differential settlements.
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1 INTRODUCTION

Improvement of soft soils with stone columns becomes
an everyday practice in the construction industry. The
vibro-replacement method is well established and suited
for a wide range of soils. It has several positive effects
on the treated soil, namely an increase of strength,
stiffness and permeability.

The design methods for vibro-replacement are
mainly semiempirical. They are based on analytical
solutions of simplified geometry and idealized mater-
ial properties of the column and surrounding soil. The
overall trend for the application of numerical methods
offers an alternative approach for the design.
However, the comparability of numerical simulations
with traditional methods should be guaranteed for stan-
dard situations. Only such a basis allows for extrapo-
lations towards unknown conditions.

The following paper presents class-A predictions
submitted in the framework of an international exercise
on calculation of stone columns, organized in Paris,
2004. The settlements below an embankment on both,
unimproved and improved soil were calculated with
different methods. Moreover, time effects due to con-
solidation had to be taken into account.

2 PREDICTION EXCERCISE

2.1 Input data

For the Symposium ASEP-GI in Paris, 2004, a predic-
tion exercise on the behaviour of an embankment on a
soft soil improved by stone columns was organized.

The geometry of the embankment and of the improved
zone is shown in Fig. 1.

The deformation properties of the subsoil, consist-
ing mainly of silty fine-grained soils, were described
by pressuremeter moduli EM. These were accomplished
by a few index properties, compressibility and swelling
indices (Cc and Cs) of the fine-grained soil, undrained
shear strength cu and consolidation coefficient cv, see
Fig. 2.

The prescribed geometrical setup of the stone
columns and their parameters are summerized in Fig. 3.

The construction procedure included four steps:
after the initial state (0), the embankment reached the
height of 6 m during 40 days (1), after a rest period of
120 days (2), next 3 m of the embankment were con-
structed during 40 days (3). The final calculation
results were asked for 10 years after the construction
beginning (4). Prediction outputs consisted of values
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Figure 1. Embankment and subsoil geometry (ASEP-GI,
2004).
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of the settlements at the points O, A and B (see Fig. 1)
for both, unimproved and improved ground.

2.2 Priebe method

A widely used design method for the vibroreplacement
was proposed by Priebe, 1976. The basic version com-
bines several simplifying assumptions: stone columns
are in the active limit stress state, keeping their volume
constant and being supported by the earth pressure at
rest of the surrounding soil. Thus, the vertical deform-
ation of the columns corresponds to their radial
expansion and the load is distributed between soil and
columns according to their area ratio. More details and
design charts can be found e.g. in Dhouib et al (2004).

Priebe method was applied for the calculation of
final settlements (software GRETA). Pressuremeter
moduli were transformed into constrained (oedomet-
ric) moduli using the following scheme for the ratios
EM/Eoed � a: 0.5 for normally consolidated soils, 0.33
for sandy soils, 0.5 for normally consolidated fill and
0.25 for gravel. 

The time-dependent behaviour due to consolida-
tion effects is not covered by the Priebe method. One
can use solutions for the radial flow to wells pub-
lished by Barron (1948). His approach originates
from the application of the Terzaghi theory for this
particular problem case. Several simplifying condi-
tions are assumed: (i) all loads are initially taken by
the excess pore water pressure, (ii) all deformations
take place only in vertical direction and (iii) water
inflow to the drain is radial, (iv) soil and column have
the same stiffness. As extension of this theory, effects
of a remoulded zone at the column margin and effects
of the column permeability can be treated.

For the prediction exercise, time effects were taken
into account by the theory of Balaam and Booker
(1981). It originates from the Biot’s consolidation
theory and, contrary to the Barron’s solution, differ-
ent stiffnesses for soil and column are considered.
Nevertheless, the mechanical behaviour is described
only by elasticity.

The distribution of the calculated settlements at the
end of the second construction stage (embankment
height of 6 m, rest period) is shown in Fig. 4. The val-
ues reached 7 cm with and 12 cm without stone
columns. For the final stage, 10 cm with and 18 cm
without stone columns were calculated, see Fig. 5.

The results of this standard calculation procedure
show that the consolidation is already finished after
16 days. Therefore, the values of settlements of the
6 m high embankment after the first stage (40 days)
and after the second stage (160 days) are equal. The
same observation applies to stages 3 and 4 in case of
the 9 m high embankment. This conclusion coincides
well with the experience that the consolidation time
with stone columns is usually less than 1–2 months.

2.3 FE calculation

Numerical simulations of the calculation exercise
were performed with the finite element code Plaxis,
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Figure 2. Subsoil properties (ASEP-GI, 2004).

Figure 3. Stone columns parameters (ASEP-GI, 2004).

Figure 4. Settlements at the end of the 2nd stage calculated
by the Priebe method.

Figure 5. Final settlements calculated by the Priebe method.
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Version 7. Plane-strain 6-node elements were used in
the stepwise coupled analysis with closed consolidation
boundaries at the mesh edges. In agreement with the
prescribed material parameters, linear-elastic perfectly-
plastic constitutive model (Mohr-Coulomb) was con-
sidered for both, soil and column material (Bazgan,
2004). The finite element mesh is shown in Fig. 6.

Due to plane strain conditions, isolated stone
columns were replaced by continuous stone walls.
Their width of 0.2 m was obtained from the condition
of keeping the volume of the improved soil unchanged.

A typical distribution of vertical displacements in
case of the unimproved subsoil is shown in Fig. 7. It
may be noticed that the largest deformations are con-
centrated below the embankment edge and not, as
could be expected, in the middle of the fill. This can
be related to the stress state in the subsoil which is
close to the limit one and extensive plastic zones
develop.

Calculated displacements for the unimproved ground
are summerized in Table 1.

The behaviour of the embankment on unimproved
soil (Fig. 7) can be compared with the case including
stone columns. Fig. 8 shows vertical deformations for
the embankment height of 9 m in the final stage after

10 years consolidation. The distribution of the deform-
ations is more homogeneous in the latter case.
Moreover, the maximum settlements are almost 40%
smaller, reaching 11 cm.

An overview of the calculated settlements in case
of improved ground is given in Table 2.

2.4 Discussion of the results

In case of improved soil, a comparison of the calcula-
tion results by the Priebe and the FE method in Table 3
reveals strikingly similar values (the settlements in
point B at the end of the embankment cannot be cal-
culated by the Priebe method).

The embankment of the calculation exercise was
constructed after the submission of the predictions.
The measured settlements reached settlements close
to the ones of Tables. 1 and 3 (see the prediction of the
authors, No. 8, in Fig. 8 in Mestat et al., 2004). It
should be noted that many of the international experts
had difficulties already to estimate the settlements in
the unimproved case without stone columns. This was
a quite surprising result of this class-A prediction.

It seems that the particular task chosen for the cal-
culation exercise fulfils two important assumptions of
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Figure 6. Finite element mesh.

Figure 7. Distribution of vertical displacements at the 2nd
stage (unimproved subsoil).

Table 1. FE results – unimproved ground.

Stage t (days) H (m) O (cm) A (cm) B (cm)

1 40 6 9.8 11.2 �1.2
2 160 6 10.8 12.4 �1.2
3 200 9 15.6 16.4 �1.0
4 3650 9 16.5 17.5 �1.0

Figure 8. Distribution of vertical displacements at the final
stage (improved subsoil).

Table 2. FE results – improved ground.

Stage t (days) H (m) O (cm) A (cm) B (cm)

1 40 6 6.8 7.6 �0.2
2 160 6 6.8 7.6 �0.2
3 200 9 10.2 11.0 �0.2
4 3650 9 10.3 11.0 �0.2

Table 3. Comparison of Priebe and FE method for
improved soil (Priebe/FEM).

Stage O (cm) A (cm) B (cm)

1 6.4/6.8 6.4/7.6 –/�0.2
2 6.4/6.8 6.4/7.6 –/�0.2
3 10.0/10.2 10.0/11.0 –/�0.2
4 10.0/10.3 10.0/11.0 –/�0.2

Copyright © 2006 Taylor & Francis Group plc, London, UK



the Priebe method which are common with the FE
simulations. First, the material behaviour is elasto-
plastic. The crucial is the choice of an appropriate soil
stiffness and column strength. Second, time effects
fade away fast, thus having almost no influence on the
calculated outputs.

One can consider some additional benefits from the
application of a more powerful FE method. E.g. not
only an overall distribution of the vertical displace-
ments but also of the horizontal ones can be obtained,
see Fig. 9.

However, advantages of FE simulations are coun-
terbalanced by the complexity of the method. Leaving
aside many difficulties related to advanced constitu-
tive models, the role of purely numerical parameters is
often unclear to many users. They mostly rely on
defaults values of these parameters offered by the pro-
gram. Changing them can cause unexpected results.
For instance, if decreasing the standard tolerated error
from 3% to 1%, equilibrium for the first stage in case
of unimproved subsoil could not be reached (Plaxis
version 8 was used for this investigation). The reason
was an embankment failure along a shear surface, see
Fig. 10, which however did not occur in reality.

3 CONCLUSIONS

A comparison of the Priebe method and a FE analysis
for the calculation of settlements of an embankment
on the ground improved with stone columns yielded a
close agreement between both methods. If no addi-
tional information (e.g. horizontal deformations) is

needed, the Priebe method combined with the Balaam/
Booker procedure is more favourable because

• FE method is much more time consuming and
• the risk of input errors in FE calculations is much

larger.

In practice, other questions may be even more crucial
for the calculated results. The highest uncertainty is
usually related with the material parameters:

• The most important parameter for the consolidation
time is the cv-value, see Fig. 2. If “undisturbed”
soil samples are used to determine the cv-value in
the laboratory or the parameter is just estimated,
this may result in unrealistic consolidation times. It
is strongly recommended to use in situ cone pene-
tration tests (CPTU) including dissipation tests in
different depths to achieve realistic results.

• Another value which has to be estimated (using
a table quite common in France) is the value
a � EM/Eoed. Users from other countries who are
not familiar with pressiometer tests may not know
this factor at all or make considerable mistakes.

• In the soil profile of Fig. 1, an incompressible stra-
tum was assumed at 9 m depth. This assumption
is only valid if hard rock is present. Otherwise an
approach for calculating the limit depth, e.g. accord-
ing to DIN 4019, should be used.

If the three above parameters are not accurate, a fac-
tor of two between measured and calculated results
for final settlements and consolidation time may eas-
ily be reached.
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Figure 9. FE calculation, final stage: Horizontal 
displacements.

Figure 10. Incremental shear strain in the first calculation
step (unimproved subsoil) – standard tolerated error 1%.
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1 INTRODUCTION

The vibrated stone column technique is an econom-
ical and environmentally friendly process that treats
weak ground to enable it to withstand low to moder-
ate loading conditions (Dhouib & Blondeau 2005).
Large-sized columns of coarse backfill material are
installed in the soil by means of special depth vibra-
tors (Priebe 1976, 1995). Reinforcement of the soil
with stone columns provides basically reduction of
foundation settlement, improvement of the bearing
capacity of the soil, reduction of the risk of liquefac-
tion due to seismic activity and accelerates the consoli-
dation process (Barksdale & Bachus 1983).

The consolidation process in the soil commences
right after the moment the load applied (�c). Under
instant loading, the saturated soft clay behaves incom-
pressible, and the stress in the stone column (�c) is
small (Han & Ye 2001). Therefore, the soft clay tends
to move laterally towards the stone column. The ten-
dency of this lateral movement acts as a relief of excess
pore water pressures in the surrounding soil. Since
the commencement of the consolidation, the vertical
stresses in the soil (�s) starts to transfer onto stone
columns. In other words, a stress concentration onto
the column along with a vertical stress reduction
in the soil happens. This stress transfer or concentra-
tion induces a reduction of excess pore water pressure
in the soil. At the same time the load is transferred
onto the column, the lateral stress from the column
is increased. The rate of consolidation can be accel-
erated by increasing the modular ratio and redu-
cing the diameter ratio (influence diameter/column
diameter).

The bulging failure of the stone column occurs when
the applied load is higher than the lateral resistance of
the soil. The lateral resistance increases with depth,
so the failure happens in the upper part of the stone

column. The ultimate stress that can be applied to the
stone column (Soyez 1985) is:

(1)

where (��r) the ultimate lateral stress of the soil and
(Kp,c) the coefficient of passive pressure of the stone
column.

The main objective of this study is to examine the
influence of different factors and to conclude some
practical results on the design of stone columns pro-
jects, through finite element analysis. The effects of
these factors, applied load in the ground, area replace-
ment factor, friction angle of the gravel and undrained
shear strength of the soil, on the horizontal displace-
ments are analyzed.

2 METHOD OF ANALYSIS

The conversion of axisymmetric stone column unit cell
model with finite element analysis is used in this study.
The stone column and the surrounding soil are assumed
to behave as elasto-plastic Mohr-Coulomb materials.
After the construction of the improved site it is usually
used a rigid foundation system so as to permit a better
distribution of the loads. For that reason, the proposed
model considers a plate, in the upper part of the model
and neglects the effect of its own weight.

The length of the column has been considered 20 m,
the diameter 0.8 m, the applied load �o � 10, 40, 70,
100, 120 kPa and the area replacement factor, that
represents the percentage of the replacement of the
soil by gravel, a � 0.0704, 0.0959, 0.1253, 0.1958.
Also, the friction angle of the gravel material took
values from 38° to 44° and finally the range of the
undrained shear strength of the soil (cu) was from 10
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to 60 kPa. The stone and soil material properties that
have been used are shown in table 1.

Several factors, such as applied load in the ground
and area replacement factor, friction angle of the
gravel and undrained shear strength of the soil, influ-
ence the prediction of the settlements of foundations
supported by end-bearing stone columns. The proposed
model determine the influence of each parameter on
the horizontal displacements.

2.1 Influence of the applied load

In the first step of this study, Figure 1 indicates the
performance of the improved soil by stone columns as
the value of the applied load increases. The variation
of the (s/so) ratio, where (s) is the value of final settle-
ments of the improved soil and (so) the settlements of
the soil without improvement, as a function of (�o) is
indicated in Figure 1. It is obvious that this ground
improvement technique reduces the total settlements
of the soil and moreover as the load increases the settle-
ments increase as well.

Figure 2 demonstrates the variation of the (Hpl./l)
ratio as a function of (�o), where (l), the length of the
column and (Hpl.) the height of its plastic zone. The
height of plastic zone of the stone column increases
as the applied load increases.

The horizontal displacements at the interface of
stone column-soil are shown in Figure 3. The variation
of the (r/ro) ratio, where (r) is the value of final radius
of the stone column after the application of the load
and (ro) the initial radius of the column, as a function

of (z/l) ratio, where (z) is the increasing depth of the
column from the surface is demonstrated in this fig-
ure. It is evident from the shape of the curve that the
bulging failure tends to occur in the upper part of the
stone column and as the lateral resistance of the soil
increases with depth it is apparent that the soil tends
to move towards to the column. Moreover, it is adapted,
in the same figure, a polynomial equation for this spe-
cific case.

The influence of the applied load, by adopting the
polynomial equation of each case, is shown in Figure 4.
The higher the load is, the higher the final radius of the
stone column is. This remark becomes more obvious
in the upper part of the stone column. It is also observed
that in deeper levels and at low values of the load, the
soil tends to move towards to the column but as the load
increases, it is the gravel material that moves towards
to the soil.

It is written before that it is more obvious in the
upper part of the stone column the higher values of its
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Table 1. Geotechnical parameters used in the parametric
study.

� Kx � Ky E �
kN/m3 m/day Mpa � kN/m3 ��

Clay 19 0.0001 2 0.33 20 20
Stone 21 10 40 0.25 0.5 40
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Figure 1. Influence of the applied load (�o) on settlements
(a � 0.1253, �c � 40, cu � 20 kPa).
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Figure 2. Influence of the applied load (�o) on height of
the plastic zone (a � 0.1253, �c � 40, cu � 20 kPa).
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final radius. With that in mind and Figure 2, we obtain
Figure 5. The horizontal lines separate the plastic from
the elastic zone of each case and so, on top of each
line the area has been in plastic equilibrium. Further-
more, the point of intersection of the horizontal line
and the curve of horizontal displacements in each
case, is the point that the inclination of the curve starts
to change drastically.

2.2 Influence of the area replacement factor

Figures 6 and 7 indicate the influence of the area
replacement factor on the height of the plastic zone
and on the horizontal displacements respectively, where
the higher the value of (a) is, the lower the plastic
zone become. Also, the bulging area is more limited
and the soil moves towards to the column.

2.3 Influence of the friction angle of the gravel
material

It is known that a better compaction of the gravel mater-
ial decrease the amount of settlements (Andreou &
Papadopoulos 2005). From this point of view, Figure 8,
demonstrates that indeed, higher values of friction angle
of the gravel decrease the height of the plastic zone.

The influence of (�c) on the horizontal displace-
ments is indicated in Figure 9, where as before with
the influence of (a), the higher this value is, the lower
the plastic zone become, the bulging area is more
limited and the soil moves towards to the column.

2.4 Influence of the undrained shear
strength of the soil

Finally, the influence of the undrained shear strength
of the soil on the horizontal displacements seem to be
not important (Fig. 10).
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3 CONCLUSIONS

It is obvious that ground improvement by means of
stone columns reduces the total settlements of the soil
and moreover as the load increases the settlements
and the height of the plastic zone of the stone column
increases as well. The bulging failure tends to occur
in the upper part of the stone column and as the lateral
resistance of the soil increases with depth it is appar-
ent that the soil tends to move towards to the column.
The higher the load is, the higher the final radius of
the stone column is. This remark becomes more obvi-
ous in the upper part of the stone column. It is also
observed that in deeper levels and at low values of the

load, the soil tends to move towards to the column but
as the load increases, it is the gravel material that moves
towards to the soil.

Also, the higher the value of area replacement fac-
tor or friction angle of the gravel material is, the lower
the plastic zone become, the bulging area is more
limited and the soil moves towards to the column.

Finally, the influence of the undrained shear strength
of the soil on the horizontal displacements seem to be
not important.
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1 INTRODUCTION

Stone columns method is considered as a ground rein-
forcement technique which is composed of compacted
granular material inserted into the soft clay foundation
to improve the characteristics of the soil. One of the pur-
poses of using stone columns is to increase the bearing
capacity of the soil under the foundation. Unit cell tech-
nique was developed for this purpose by Hughes &
Withers (1974) and is followed by other researchers
over the years. This concept considers that each column
in the group of stone columns can act independently
from the rest of the columns and no interaction exists
between the adjacent columns. Bearing capacity of a
single column is calculated and is multiplied by the
number of columns in order to estimate the ultimate
bearing capacity of the group. In 1995 Hu performed
laboratory experimental work for group of stone
columns and concluded that group interaction has an
important role in the behavior of stone columns and this
effect should not be ignored. He observed that failure of
group of stone columns is due to shear failure and is dif-
ferent from bulging failure which is considered in the
unit cell methods. In 2005 Etezad et al. carried out
numerical analysis considering different soil and col-
umn materials and ground geometry. Utilizing finite
element method, they conducted over 600 tests. They
observed group interaction and declared that this effect

has an important role in predicting the behavior of stone
columns. They reported that general, local and punch-
ing shear failures modes should be considered as the
possible shape of failure for group of stone columns. In
the literature, few researches have estimated the bearing
capacity of stone columns using general shear failure.
In 1978 Madhav & Vitkar developed a theoretical
model to calculate the bearing capacity of a granular
trench using the upper bound limit analysis. Hamed 
et al. (1986) declared that this theory yields a higher and
unsafe value of bearing capacity comparing to the
experimental results. Priebe (1991) developed two
methods based on equivalent soil assumption. In the
first model, the average cohesion and angle of shearing
resistance are considered and accordingly, the ultimate
load on the foundation is calculated using the available
theoretical methods for unreinforced soil. In the second
method the average width of the foundation was
assumed and the bearing capacity is then calculated
using the material characteristics of the untreated
ground. Nevertheless, the equivalent soil properties
should fulfill the Mohr-Column failure criteria.

2 THEORETICAL MODEL

Figure 1 illustrates the general shear failure of group
of stone columns deduced from the numerical model.

Bearing capacity of group of stone columns

M. Etezad, A.M. Hanna & T. Ayadat
Dept. of Building, Civil and Environmental Engineering, 
Concordia University, Montreal, Canada

ABSTRACT: Stone columns method is an effective technique to improve the settlement and bearing capacity
characteristics of soft soil. Stone columns may fail individually or as a group. This paper presents a theoretical
model to predict the bearing capacity of a group of stone columns. Equivalent unit weight, cohesion and angle
of shearing resistance are introduced in this model. The method is based on the actual failure mechanism, which
is deduced from the results of numerical modeling on a group and single stone columns as well as the available
experimental data in the literature. The interaction between stone columns and the surrounding soil were con-
sidered in developing this model. The results produced by the proposed theory were validated.
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Due to symmetry only half of the group is presented.
The observed general shear failure is considered as
the failure mechanism in this paper. When stone
columns are installed in square arrangement, plain
strain condition can be considered as a reasonable
assumption for large group of columns.

If the As is defined as ratio of the area of stone
columns over total area of ground under the founda-
tion, the equivalent cohesion and unit weight of the
reinforced soil is considered as:

(1)

(2)

Where cs, cc, gs and gc are cohesion and unit weight of
the column material and soil respectively.

The cohesion cs is taken to be zero for sand.
Christoulas et al. (1997) and Mestat & Riou (2004)
consider the equivalent angle of friction as:

(3)

However Mohr-Column failure criteria should be
valid for the equivalent soil.

(4)

Where tequ.,ts and tc are the shear stress of the equiv-
alent soil, stone column and unreinforced ground. fs
and fc represent the angle of friction of stone column
material and soil respectively. Utilizing Mohr-Column
failure criteria, friction angle of equivalent soil is cal-
culated as.

(5)

Where

(6)

(7)

n, the stress ratio , is considered as the stress in the
granular material over the stress in the cohesive soil.
Barksdale & Bachus (1983) report that this value
ranges from 2 to 5. By conducting experimental work
Hu (1995) mentions that n varies in the range of 1 to 5.
Using the finite element model (Etezad et al. 2005a)
this value was estimated between 2 to 5 for different
ground and soil conditions. However more research
should be conducted to investigate the effect of 
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Figure 1. (a) Deform behavior (b) Failure shape of stone
columns.

Figure 2. Failure shape in equivalent soil.
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different soil and stone column material characteris-
tics as well as the ground geometry on this factor.

The soil under the foundation is divided into elas-
tic cone and log spiral and passive Rankine zones.
The reinforced soil section is considered as an equiv-
alent soil having cequ., fequ. and gequ.. Therefore the
ground under failure plan is considered as two sec-
tions: the equivalent soil section and clay section
which is outside of the reinforced area. The observed
failure plan was to have two log spiral surfaces, one in
each section, which cross each other at the boundary
of the two soils. The centers of the log spirals are not
the same. Limit equilibrium technique was used and the
method of superposition was implemented where the
effect of weight of the foundation is taken separately
from cohesion and the surcharge.

2.1 Calculation of q�

In order to estimate bearing capacity related to the
unit weight of the soil alone, qg, Terzaghi (1943) pro-
posed the method of trial and errors to determine the
center of log spiral area which gives the lowest value
of the passive pressure qg. The lowest value of qg can
be obtained by minimizing the characteristics related
to log spiral geometry such as the angle coordinate of
the center of log spiral. Kumbhojkar (1993) proposed
a numerical technique to evaluate this value. His
method is based on minimization of the angle of log
spiral section in order to derive the lowest value of qg.

As mentioned previously, the failure shape of the
ground under the foundation, observed by numerical
analysis (Etezad et al., 2005a), consists of two log spi-
ral surfaces one in the equivalent soil part and the
other in the surrounding soil section having different
centers and different angles u1 and u2. (Fig. 3)

Writing equilibrium equation for the equivalent
soil section results.

(8)

Where W1, W2, l1, l2, F and y1 represent weights and
lever arms of each soil blocks, pressure on AH and
vertical distance of the center of first log spiral to the
point A at. The cone angle c was derived by Etezad 
et al. (2005b) as:

(9)

The slip line in the Rankin passive pressure zone
was assumed to intersect the ground at an angle

u* � p/4-fc/2 with the horizontal. This assumption
agrees with the result which is deduced from finite
element method developed by Etezad et al. (2005a).
By substituting related values into Equation 8 and
rearranging the terms following equation is obtained.

(10)

Similarly, equilibrium equation is written for the
unreinforced soil section.

(11)

fc, x2 and y2 presence the angle of friction for the sur-
rounding soil section and horizontal and vertical dis-
tances of the second center of log spiral to point A
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Figure 3. Determination of Pg (q � 0, c � 0).
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respectively. Again the quantities in Equation 11 are
replaced with their related values and simplification
of the equation yields.

(12)

Where

Considering the equilibrium of forces for the elas-
tic cone section under the foundation qg is calculated
as follows.

(13)

In order to calculate qg, an arbitrary value of load Pg

is assumed and the equilibrium equation in equivalent
soil part is minimized to determine the value of load F
which states the critical condition of the failure. First
section is minimized respect to u1, the value of u1 is
evaluated and F is estimated subsequently. Next, the
unreinforced soil section is minimized respect to u2
and then F for this section is calculated. If the values of
F in the first and second sections are equal Pg is the
exact value otherwise the value of Pg is changed until
the force F in both equations becomes equal. A com-
puter program using Visual Basic is written for this
purpose. The value of d is considered equal to fequ. as

F is located in radius of the first log spiral. The values
of u1 and u2 were determined from the results of the
numerical model and Newton-Raphson method was
used for this purpose.

2.2 Calculation of qc and qq

Similar to the previous part two log spirals are con-
sidered for the equivalent and unreinforced sections.
The bearing capacity of this part is represented as
q� � qc � qq. For unreinforced soil the center of log
spiral part is considered at the edge of the foundation
in the literature. However, for soil reinforced by stone
column due to the interaction effect of two different
soils the center of log spirals might not be necessarily
in the edge of the foundation. Therefore same proce-
dure as before is used here.

Writing equilibrium equation for equivalent soil
section one may have.

(14)

Substituting with the corresponding values into
Equation 14 will produce the following equation.

(15)

For unreinforced soil section the following equa-
tion is obtained.

(16)

In the above equation cx � cequ.. x2 and y2 are the dis-
tances of the center of log spiral to point A and q is the
surcharge.
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The equation for the soil in this section is given as.

(17)

Where

As before a reasonable value of P� is assumed and
calculation is continued until the values of F in
Equations 15 and 17 become equal. u1 and u2 are min-
imized and their values are solved numerically.

q� can be calculated by considering the equilibrium of
forces for the elastic cone section under the foundation.

(18)

3 DISCUSSION AND VERIFICATION

The ultimate bearing capacity of the ground rein-
forced by stone columns is the sum on the two com-
ponents of the bearing capacity.
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Figure 4. Determination of Pc and Pq (g � 0).
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(19)

Utilizing the computer program which was written
to evaluate qu, charts are presented the calculates the
values of qg, qc, qq. Charts in Figure 5 are prepared for
fequ. � 40 and charts for other equivalent angle of
friction will be presented elsewhere.

Table 1 illustrates the comparison between the
results calculated by the theoretical method and finite
element technique. In this table q and D represent the
surcharge stress and diameter of the stone columns
respectively. Good agreement between the results of
the two methods is observed.

4 CONCLUSION

Theoretical model was proposed to predict the ultimate
bearing capacity of ground reinforced with stone
columns. General shear failure has been considered and
limit equilibrium has been used. In this analysis, the fail-
ure surface of the stone columns and the surrounding
soil was made of two log spirals. The ultimate bearing
capacity of the system was determined after minimizing
the angle of each log spiral. The results deduced by this
model have been compared with the finite element tech-
nique where good agreement was observed.
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Table 1. Comparison between results of the theoretical method with finite element 
method.

qu (kN/m2)

F.E.M Etezad
Test As (%) D (m) fs fc cc gs gc q (kN/m2) n Theory et al. (2005)

1 25 1 41 24 10 19 15 0 3 959 845
2 30 1 40 20 7 19 14 11.2 2 625 712
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1 INTRODUCTION

The Vibro replacement technique is one of the common
methods used to install stone columns (stone piles)
which are typically intended to reduce settlement and
increase bearing capacity of soft soils. Several attempts
have taken place to predict the settlement of vibro-
replaced soil using numerical modeling. Some of the
predictions were in good agreement with field results
Kundu et al. (1994), while others indicated that the
numerical modeling overestimate the settlement
Mitchell and Huber (1985), Ashmawy et al. (2000).
These contradictions are attributed to the assumptions
involved in settlement prediction, such as the physical
and engineering properties of the filling materials and
the surrounding soil, and the inaccurate estimation of
the diameter of the stone pile. In addition, in the cases
where stress dependent stress-strain paths are used for

both materials, the coefficient of earth pressure has a
great influence on the prediction of settlement.

In order to simulate the settlement of vibro replaced
soil using numerical models, this paper focused on the
estimation of the stone pile diameter by using field
results obtained from several projects conducted in
Central Florida, and the coefficient of earth pressure of
both filling material and surrounding sand using a new
application for the hysteretic model and wall movement
theory presented by Duncan and Seed (1986) and Fang
et al. (1997), respectively.

The physical properties of the filling materials in this
study were obtained from laboratory tests. The engi-
neering properties were estimated from widely-accepted
values in earlier papers, mainly because of the difficulty
of obtaining an undisturbed sample from both the stone
filling material and the surrounding sand, as well as
the inability to duplicate in the laboratory the high

Tracking the settlement of sand layers stabilized by stone piles using
numerical modeling

M.F. Mishriki
Dept. of Civil and Env. Eng., University of South Florida, Tampa, Florida, U.S.A

J.D. Hussin
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ABSTRACT: Several field plate load tests were performed on soft soils stabilized by stone piles installed
using the vibro replacement technique in Southeastern United States. In order to simulate field settlement using
finite elements, the actual stone pile diameter has been established using different techniques. The study
showed that the diameter of the stone pile was tapered from a maximum value at the surface to a minimum value
at a certain depth. By dividing the vibro replaced soil into several layers, the diameter of the stone pile was
established by assuming that the dry density of the first layer had reached its maximum value. Also the coeffi-
cient of earth pressure for both the filling material and surrounding soil were obtained based on the hysteretic
model presented By Duncan (1983) and the wall movement theory presented by Fang (1997), respectively.
Using these estimated column diameter and coefficient of earth pressure in constructing the numerical model
showed a good agreement between the predicted settlement and the measured settlement.
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stresses that are used during the field installation
process.

2 STONE PILE DIAMETER

One of the most critical parameters in simulating the
stone piles behavior is the diameter of the stone pile.
The diameter of the stone pile is typically determined
from the amount of the stone around the probe, assum-
ing that the diameter is constant along the whole
depth. By observing the installation technique (vibro-
replacement) of stone piles, it was noted that the diam-
eter depends solely on the radial resistance from the
surrounding soil. The radial resistance from the sur-
rounding soil is governed by two main parameters: the
properties of the surrounding soil, and the depth. Since
the radial resistance increases with depth, and since
the installation pressure is constant, it is reasonable to
assume that the diameter of the stone pile tapers from a
maximum value at the surface to a minimum value at a
certain depth. To examine this conclusion some analyses
were performed using the field results from projects
conducted in Central Florida.

The first study used the results of SPT borings before
and after the installation of stone piles for new condo-
miniums in Jacksonville, Florida. Based on the field
boring logs, the soil profile generally consisted of three
layers from top to bottom: a fine sand layer with silt and
some shell fragments in (SP-SM) with a thickness rang-
ing from (15–18 m); a thin layer of sandy silty clay
(CH); and weathered limestone.

The results of the SPT test preceding the stone pile
installation were corrected using correlations found
in Kulhawy and Mayne (1990), and the relative density
of the sand layer was estimated based on Terzaghi and
Peck (1967) transformation table. Also, from the results
of the corrected SPT that was applied after the instal-
lation of the stone piles, relative densities of the sur-
rounding soil were obtained. Based on Hough (1969),
the properties for uniform fine sand, emax, emin, and
specific gravity were taken equal to 1, 0.4, and 2.64
respectively. From the relative densities before and after
the installation of the stone piles, emax, emin, and specific
gravity, the dry densities of each layer have been
obtained. From the distribution of the stone piles and
the distance between them, the volume occupied by
sand can be determined, considering that the initial
diameter of the borehole is equal to 66 cm, which is
5 cm larger than the diameter of the probe. From this
volume and the dry densities of each sand layer before
and after installation of the stone piles, the diameter of
the pile at various depths was determined. It was con-
cluded that the stone pile diameter increases with depth
up to a depth of 2.5 m, then decreases with depth till the
end of the stone pile. This can be attributed to the fact
that SPT results are not reliable up to a depth range of

2–3 m Kulhawy and Mayne (1990). It is therefore plau-
sible to say that the diameters of the stone piles esti-
mated from the SPT results above this limit are not
accurate. To predict the diameters of the stone pile above
this limit, the amount of the stone that was installed in
each probe was used. The total amount of stone installed
in the pile for a depth equal to 7.5 m was considered to
be equal to 1 m3/m\ based on field reports from various
projects done by the same company. The properties of
the stone filling material were obtained from laboratory
tests and are presented in Table 1. The weight of the
stone installed in the probe was determined by multiply-
ing the cubic yards per foot of stone by the minimum dry
density. Then the weight of the stone installed at depth
below 2.5 m was obtained from the multiplication of the
volume of the stone below that level by the maximum
dry density. Finally, the weight of the stone installed
was subtracted from total weight to obtain the remain-
ing weight. The average diameter of the stone pile above
2.5 m was then obtained by dividing the remaining
weight by 2.5 m. Assuming that the stone pile in this
zone is tapered uniformly, we can then determine the
diameter of the stone pile near the surface.

Figure 1 shows the change in diameter versus depth.
It can be observed from the figure that the diameter of
the stone pile at surface was approximately equal to
1.5 m. In addition, Figure 2 shows the relationship
between the increases in diameter due to the installa-
tion of the stone pile versus radial stress. It can be noted
from the figure that the increase in diameter decreases
with depth up to a certain value of radial pressure
ranging from 0.3–0.4 times the atmospheric pressure.
Beyond this range, there is no change in diameter with
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Table 1. Properties of gravel that used as a filling material.

Properties emin emax SSD Max. dry density

Gravel #57 1 0.46 2.32 16.16 KN/m3

Properties N Rf K �
Gravel #57 0.333 0.9 1800 45
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Figure 1. Diameter versus depth estimated from the SPT
modified results.
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depth. It should be realized that this radial stress range,
shown in Figure 2, depends on the drilling equipment
that was used in the installation.

To verify the preceding hypothesis from which we
concluded that the diameter of the stone pile was tapered
from a maximum value at the surface to a minimum
value at a certain depth, another analysis was performed
using field reports containing the amount of the stone
that was installed in an 850-stone-pile project conducted
in Orlando, Florida.

The average amount of stone installed in each pile
has been estimated from the field reports then modified
based on the relative stiffness of the soil located nearest
to each pile, as obtained from the results of the SPT bor-
ings. The modified average was then classified accord-
ing to the depth of each stone pile. It was found that the
modified average diameter decreases as the depth
increases, as shown in Figure 3, which agrees with the
preceding hypothesis. For the purpose of investigating
these results, a conic diameter assumption has been
made based on the preceding results in which we
assumed that the diameter of the stone pile decreased
uniformly from the surface to a certain depth, then stays
the same until the pile ends. The concept of the conic
diameter was established in Figure 3 with the assump-
tion that the diameter at the surface was equal to 1.5 m

and 1.35 m. The effective depth was equal to 6 m for
both surface diameters, where the effective depth is
defined as the depth of the tapered zone. There was a
reasonable match between the conic shape and the
modified field results which supports the preceding
hypothesis.

3 SOIL PROPERTIES

In order to estimate the properties of the surrounding
soil, the profile was divided into four zones. Each zone
had a depth equal to 1.5 m. The diameter of the stone
pile was established for each layer by assuming that the
density of the surrounding soil in the first 1.5 m after
the installation of the stone pile is equal to the maximum
dry density. The dry density was uniformly decreased to
reach the field density prior to installation at a depth of
6 m. To avoid the overestimation that may occur due to
the correlation of the SPT N-value for the first 2.5, the
N-value used in that depth was taken as the actual blow
count without corrections. Based on that assumption,
the diameter of the stone pile was plotted in Figure 4 for
the first, second, third, and fourth 1.5-m layers. It should
be noted that to use Figure 4 for obtaining the diameter
of the stone pile, no SPT blow count correlations are
needed because they are built into the figure.

To verify the previous hypothesis, the diameter of the
stone pile at the surface was measured in a number of
projects that were conducted in Central Florida with
similar soil stratigraphy. To measure the diameter of the
stone pile, the surface was cleaned and leveled by a
loader, and then the stone pile diameter was measured
at surface. The results of the measured diameters versus
SPT N-value are also shown in Figure 4. It can be con-
cluded that there is a reasonable match between the
measured diameters and those obtained from the previ-
ous assumption.

According to Kulhawy and Mayne (1990), the con-
stitutive parameters of the surrounding soil were taken
as follows: n and Rf, were taken to be equal to 0.5, 0.8
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respectively, and K and � were calculated from the
following equations:

(1)

(2)

The model parameters n, Rf, and K are the hyperbolic
factors according to Duncan and Chang (1970), Dr is
the relative density, and � is the angle of internal fric-
tion. It should be noted that the relative density of the
first layer is always equal to 1. In addition, the properties
of the stone filling material were taken as in Table 1.

4 THE COEFFICIENT OF EARTH PRESSURE
AT REST, K0

When hyperbolic stress-strain relationship was adopted
in the numerical analysis to simulate the field settle-
ment, the coefficient of the earth pressure at rest, K0,
proved to be the parameter that most significantly
affected the settlement. Many previous studies sug-
gested certain values of K0 for the soil surrounding the
stone piles based on field results. Hafez (2003), indi-
cated that values of K0 around 1–1.2 yielded the best
results in several stone pile projects in Germany. Most
references on design of displacement piles recom-
mended a range for the coefficient of earth pressure in
the design of driven piles from 1.0 to 1.5. Hafez (2003)
concluded that K0 values may vary from 1.1 to 2.5, with
the most likely value being around 1.5. In the following
two sections of the paper, the coefficient of earth pres-
sure will be discussed in detail.

4.1 K0 for the stone filling material

Since the stones in the pile were compacted in layers
during the installation procedure, the coefficient of
lateral earth pressure can vary significantly. During
compaction, the forces exerted by the drilling equip-
ment cause an increase in both vertical and horizontal
earth pressures. When the probe is withdrawn, the
vertical pressure decreases to its overburden value,
whereas the horizontal earth pressure decreases to a
lesser extent. Several theories addressed the effect of
compaction on the lateral earth pressure either in the
free field or on vertical non-deflecting structures. Broms
and Ingleson (1971) developed empirical/analytical
procedures based on the concept of hysteretic loading
and unloading behavior. Mayne and Kulhawy (1982)
proposed an empirical equation to estimate the coeffi-
cient of earth pressure for pre-compacted soil based on
171 different laboratory-tested soils. Seed and Duncan
(1983), and Duncan and Seed (1986) presented mod-
els and analytical procedures for the calculation of
compaction-induced stresses either in the free field or
on vertical non-deflecting structures.

Mayne and Kulhawy’s (1982) empirical equation,
and Duncan and Seed’s (1986) hysteretic model were
adopted in this paper to determine the coefficient of
earth pressure at rest due to the effect of compaction.
To this end, the following parameters were assumed:
the weight of the drilling equipment was considered to
be equal to 13.5 ton which is 2.5 times the static weight
of the driller Duncan and Seed (1986). Based on the
field observations the thickness of the compacted layer
was taken as 1 m. The vertical stress at the mid point
of each compacted layer was estimated according to
Boussinesq’s solution for normal stresses caused by a
point load. The parameters Konc, �, and mr in Mayne
and Kulhawy’s equation were taken as (1 � sin�c),
(sin�c), and 0.75 konc, respectively, where �c is the
angle of internal friction of the compacted gravel. Also,
the Duncan model parameters (�, and K0 for virgin
loading, K1�c, and C) were taken as 0.6, (1 � sin�c),
Kp, and 0 respectively. The physical properties of the
gravel that were used in this application were obtained
from Table 1.

Table 2 shows the results of the coefficient of earth
pressure at rest due to compaction for each layer
obtained from both Mayne and Kulhawy (1982), and
Duncan and Seed (1986) for a project in Orlando,
Florida. From the table, it can be observed that there is
reasonable agreement between the two methods, except
for the first layer.

4.2 K0 for the surrounding sand

The stone pile installation causes an increase in the
diameter; therefore, the surrounding soil is compacted
horizontally. None of the earlier research studies eval-
uated the effect of horizontal compaction in stone piles,
although several papers discussed the effect of horizon-
tal movement on lateral earth pressure. In order to pre-
dict the change in the coefficient of earth pressure at
rest for the surrounding soil due to the increase in stone
pile diameter, findings from earlier studies were
adopted. Based on experimental results obtained using
a centrifuge model wall Schofield (1961), the retaining
wall movement required for a loose horizontal backfill
to reach a passive state was approximately one fifth of
the height. However, the passive wall movement needed
for a dense backfill was only 4% of the wall height.
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Table 2. K0 that obtained from Mayne (1982) and Duncan
(1986).

Mayne and Duncan and
Method Kulhawy (1982) Seed (1986)

Layer 1 (Surface-1.5 m) 2.933716 5.828427
Layer 2 (1.5–3 m) 1.020799 0.757168
Layer 3 (3–4.5 m) 0.638215 0.419371
Layer 4 (4.5–6 m) 0.474251 0.342672
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Fang et al. (1997) designed a special apparatus to
measure the movement needed for the backfill to
reach a passive state. The soil used in Fang’s study was
air-dry Ottawa sand with Gs � 2.65, emax � 0.76,
emin � 0.5, D60 � 0.36 mm, and D10 � 0.23 mm. The
unit weight achieved with the pluviation method was
15.5 kN/m3, with the relative density of 0.19, and the
corresponding internal friction angle of 30.9°. Fang
concluded that the lateral movement needed to reach a
passive state for the horizontal backfill with a transla-
tion movement was equal to 0.35 H.

To be more conservative, the movement causing a
passive state was assumed to be equal to 0.35 H in all
cases, where H is the layer thickness that may be
obtained from the following equation.

(3)

S is the half distance between the center lines of stone
piles.

Equation (3) was constructed based on square shape
patterns. It should be noted that H should never exceed
5 ft, the maximum thickness of each lift. For the edge
and corner piles, the distance S in equation (3) can be
determined from the following relation.

(4)

where C is the average half-distance between center
lines of stone pile under study and the outer stone
piles in feet, and K � n/� where

0 � K � 1

n � number of stone piles surrounding the pile 
under study
� � * for edge piles, and 1.5* for corner piles

Table 3 shows the results of the coefficient of earth
pressure at rest for the surrounding soil for the same
project shown in Table 2.

In Table 3, the term “inner soil” refers to the soil con-
fined in the square pattern whereas the “outer soil” sig-
nifies the region outside the pattern for edge piles; H for
the outer soil was taken equal to 5 ft. The data in Table 3
were obtained based on the assumption that if the
stone moved for a distance equal to 0.35 H, then K0 was
taken to be equal to Kp, and if there was no movement,
K0 was taken to be equal to Konc, which is equal to
(1 � sin�). Linear interpolation was assumed for val-
ues between 0 and 0.35H.

5 SETTLEMENT PREDICTION USING
ANALYTICAL METHODS

The previous results were used to build a finite element
model and compare the results with field measurements
in three projects conducted in Central Florida. In all
cases, the soil profile was sand to silty sand extending
to more than 15 m in depth, underlain by sandy to
silty clay layer over limestone. For the load tests,
3 � 3 m rigid plates consisting of steel sheets and
beams were used. The pressure was applied using two
pistons with total capacity of 600 tons. The reaction
was provided through eight ground anchors installed
in a 4-m diameter circular pattern to a depth of 15 m.
In the top 6 m, the grouting pressures were adjusted to
a minimum value to minimize interference with the
stone piles and surrounding soil. The settlement was
measured using four dial gauges positioned in each
corner of the plate.

For the finite element analysis, Plaxis 2D was used
in conjunction with a strain hardening soil model which
follows a hyperbolic stress-strain relationship for both
the filling material and the surrounding soil. The diam-
eter of the stone pile and the properties of the stone and
the surrounding soil were obtained from Tables 1, 2 & 3,
Figure 4, and Equations 1 & 2. The effect of the
ground anchors on the load-settlement behavior was
examined using the finite element model. The angle of
the interface friction between the anchors and the soil
was chosen to range from 10% to 67% of the angle of
the internal friction of the surrounding soil. Based on the
finite load-settlement results it was found that for the
entire range of the interface angle of internal friction
the presence of anchors had no significant effect on the
load-settlement.

The results of the field load test and finite element
simulation in the three projects are presented in Figure 5.
It can be observed that there was a good agreement
between the load-settlement curve obtained from the
field results and that obtained from the finite element
program, which further supports the earlier hypotheses.

6 CONCLUSION

A study was conducted to evaluate the effect of varia-
tion in stone pile diameter along the stone pile on the
load-settlement behavior. An analysis of field data
indicated that the stone pile is tapered from a maximum
diameter at the surface to a minimum value at the crit-
ical depth. The critical depth may differ according to the
pressure of the stone pile installation and the type of
the surrounding soil. Based on the SPT N-values prior
to the installation, the diameter of the stone pile was
estimated by assuming that densification of the sur-
rounding soil occurs near the ground surface during
installation of the stone pile. The coefficient of lateral
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Table 3. K0 for the surrounding soil

Method Inner soil Outer soil

Layer 1 (Surface-1.5 m) 5.044681 3.384899
Layer 2 (1.5–3 m) 4.714335 2.459147
Layer 3 (3–4.5 m) 3.202712 1.570218
Layer 4 (4.5–6 m) 1.783667 1.009927
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earth pressure for the stone material was estimated from
the hysteretic model presented by Duncan and Seed
(1986), while the coefficient of lateral earth pressure for
the surrounding soil was obtained from the wall move-
ment theory presented by Fang et al. (1997).

Based on the analyses and field observations, it is
not recommended to construct stone piles in a closely
spaced pattern because of possible softening of the sur-
rounding soil due to passive failure. To verify the opti-
mum spacing between the stone piles, further studies
need to be performed to evaluate the extent of the
improvement zone for the sand surrounding the stone
pile. A testing program that involves conducting SPT
tests after the installation of the stone pile at varying
distance from the center of the stone piles would be of
benefit in validating such optimum spacing.
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results.
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1 INTRODUCTION

Deep mixed columns are extensively used to improve
bearing capacity and reduce settlements of structures on
soft soils. The mechanical properties of very soft clays,
silts and organic soils can be improved with lime,
cement or lime/cement columns. Deep mixing is a soil
improvement technique in which stabilizing agents are
mixed deep into the soil by using auger-type mixing
tools either as a slurry or a powder. Deep mixed columns
have been used for decades under embankment fills
in Scandinavia and Japan, and are increasingly applied
in the rest of Europe and the United States.

The existing design methods for structures founded
on stabilized soils are still based on simple rigid-plastic
solutions to predict ultimate loads and empirical (elas-
tic) techniques to predict settlements. The most recent
design guidelines in Sweden (Carlsten & Ekström
1995) and Finland (Korkiala-Tantuu 1997), on which
the design guide by EuroSoilStab (2002) is based, rely
on the ideas proposed by Broms & Boman (1977). The
guidelines assume full interaction between the soft soil
and the columns and largely ignore the complex non-
linear behaviour of both materials.

An alternative to conventional design methods is to
use numerical techniques, such as finite element analy-
sis. With numerical modelling tools the complex stress-
strain behaviour of soft soil and stabilized soil can be
taken into account by adopting advanced constitutive
models.

Natural soft soils are often structured, and as a con-
sequence they exhibit anisotropy in their stress-strain
behaviour. Additionally to anisotropy some soft soils
exhibit the presence of interparticle bonding. Bonding

increases the strength of natural soft soils in comparison
to remoulded soils. Karstunen et al. (2005) demonstrated
the relevance of considering anisotropy and bonding on
the prediction of vertical and horizontal displacements
of Murro test embankment in Finland.

The simulation of circular columns under embank-
ment is a fully three-dimensional problem. As 3D
analyses are computational very expensive an enhanced
2D technique, based on so-called volume averaging
technique, is investigated. Basic idea of volume aver-
aging is to map the true three-dimensional problem into
two dimensions by describing the column-improved
ground as a homogenised composite material. Once
the adequate stress-strain response of both composites
is defined, the response of column-improved ground
subject to arbitrary loading and boundary conditions
can be studied in two dimensions.

Firstly, principle of volume averaging is described,
followed by a short description of constitutive models
used for the soft soil. The performance of the enhanced
model is then compared to axisymmetric and true 3D
unit cell calculations.

2 VOLUME AVERAGING TECHNIQUE

The idea of volume averaging method is to model a
homogenous material in finite element simulations
instead of modelling columns and soil individually
(Fig. 1). A way to model homogenised material was
proposed by Schweiger and Pande (1986). The way they
constructed the homogenised stiffness matrix lead to
the violation of the equilibrium conditions in radial
direction and a pseudo-yield criterion was proposed

Numerical modelling of deep mixing by volume averaging technique

U. Vogler, M. Karstunen & H. Krenn
Department of Civil Engineering, University of Strathclyde, Glasgow, Scotland

ABSTRACT: Deep mixed columns are commonly used to improve the bearing capacity and reduce settle-
ments of structures on soft soils. The paper describes an enhanced two-dimensional technique, the so-called
volume averaging technique to predict the settlements under an embankment load. The simulations of a unit cell
of improved Vanttila clay are compared with traditional axisymmetric and fully three-dimensional calculations,
using the S-CLAY1S model, a constitutive model that accounts for anisotropy, bonding and destructuration of
the in situ soft soil. The differences of the numerical predictions following the three approaches are discussed.
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in such a manner that radial equilibrium condition is
satisfied. The principles adopted for this study are
based on the ideas by Lee & Pande (1989).

It is assumed that the columns are distributed homo-
geneously within the soft soil. Moreover, perfect bond-
ing is assumed between the deep-mixed columns and
the in situ soil. The proposed method allows for adopt-
ing elasto-plastic constitutive models for the two
materials using a separate constitutive model for each
constituent. Equilibrium as well as compatibility con-
ditions are satisfied through stress/strain redistribu-
tion in successive iterations.

2.1 Equivalent material stiffness matrix

Homogenisation is carried out using the averaging
rule as follows:

(1a)

(1b)

where m is a volume fraction. The superscript eq, s
and c refer to the homogenized material, the soil and
the column material, respectively. �� and �� are the
(total) stress and strain rate tensors, respectively.

The coordinates are defined with y axis in vertical
direction. In order to satisfy local equilibrium condi-
tions the following equilibrium conditions are applied
to prevent any stress discontinuities on the interface
between soil and column:

(2a)

(2b)

(2c)

(2d)

The assumption of perfect bonding between soil and
column implies the following kinematic conditions:

(3a)

(3b)

The constitutive equations for the constituents can be
described in terms of effective stress increments as:

(4a)

(4b)

where Dc,s represent the appropriate elastic or elasto-
plastic material stiffness matrices for the soil and the
column expressed in terms of effective stress. It
should be noted here that the stiffness matrixes can be
derived based on any elasto-plastic constitutive law.
Considering the averaging rules (Eq. 1), the constitu-
tive relations (Eq. 4), the equilibrium and kinematic
conditions (Eq. 2, 3), the constitutive relation for the
averaged material can be described:

(5)

With the equivalent stiffness matrix defined as

(6)

The two material matrixes S1
s and S1

c are functions of
the volume fractions and the constitutive matrices of
both constituents (see Lee & Pande 1989 for details).

(7)

2.2 Solution strategy

If one or both constituents are beyond the elastic limit
the stresses calculated with the equivalent material
stiffness matrix (Eq. 6) would violate the equilibrium
conditions due to the return mapping procedure for
one or both constituents. Hence, a sub-iteration
scheme (Fig. 2) is adopted.

With the help of the equivalent material matrix Deq,
the boundary value problem is solved for a homogen-
ous medium and the averaged strain increments ��eq

are obtained. Next the individual strain increments ��s

and ��c in soil and columns, respectively, are calculated
with the help of the material matrices S1

s,c. From the
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Figure 1. (a) Descrete and (b) homogenized representation
of a footing problem (Jellali et al. 2005).
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constitutive equations the stress increments and the
elastic trial stresses for both constituents are deter-
mined. If both materials still remain elastic, no further
calculations are needed, and the averaged equivalent
stress can be determined directly by Equation 1a.

If one or both materials are yielding, return map-
ping procedures have to be applied. After return map-
ping the local stresses of soil and columns may
violate the equilibrium conditions (Eqs. 2). Possible
stress differences (whether positive or negative) are
then added to the column stresses.

After adding the stress differences to the column
material, the yield condition of the column material has
to be checked again. Equilibrium has to be re-checked
as it may have become out of balance during the pos-
sible return mapping of the column material. If the
local equilibrium on the virtual interface between col-
umn and in situ soil is satisfied, finally, the stresses on
the integration point can be calculated according to
the averaging rule (Eq. 1a).

3 CONSTITUTIVE MODELLING

3.1 Vanttila clay

The soft clay considered represents Vanttila clay, a
soft post-glacial clay from Espoo, in Southern
Finland, which is a typical example of sensitive
Scandinavian clays. Vanttila clay has a high clay min-
eral content (48%) with illite as the main clay min-
eral. The natural water content is very high and
exceeds the liquid limit. The stress strain behaviour of
Vanttila clay was investigated by performing oedome-
ter and triaxial tests on natural (undisturbed) and
reconstituted (remoulded and one-dimensionally con-
solidated) samples. Vanttila clay in its natural state
was found to be highly structured, with a high degree
of initial anisotropy (Koskinen & Karstunen 2004).

3.2 Embankment

The embankment is modelled by using a simple Mohr
Coulomb model, assuming the following parameter
values: Young’s modulus E � 40,000 kPa, Poisson’s
ratio �� � 0.3, friction angle w� � 38°, dilatancy
angle c� � 0° and the unit weight of the fill material
g � 20 kN/m3. For computational reasons a small
value of cohesion was assumed (c� � 1 kPa).

3.3 Columns

Vanttila clay was one of the test materials for a study
on deep stabilization of soft Finnish clays at Helsinki
University of Technology. The project investigated the
influences of mixing tools and manufacturing process.
Laboratory model tests were followed by full-scale
field tests as reported by Aalto (2003). The properties
of stabilized columns adopted for studies in this paper
correspond to cement columns that were produced
using 150 kg of cement/m3 of Vanttila clay. The highly
non-linear stress strain response of the column mater-
ial was simplified by the Mohr Coulomb material
model. The values for the shear modulus G were based
on an approriate stress level at 0.5 m depth for the dry
crust and at 5 m  depth for the Vanttila clay.

3.4 S-CLAY1S

The S-CLAY1S model (Karstunen et al. 2005) is a
critical state model that is able to account for both initial
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Figure 2. Sub-iteration scheme to correct the equilibrium
condition (after Lee & Pande 1989).

Table 1. Soil constants for column material (Mohr
Coulomb).

G f� c� c � g
Layer [kPa] n � [°] [°] [kPa] [kN/m3]

Dry Crust 1600 0.35 36 0 27 15
Vanttila Clay 2100 0.35 36 0 27 15
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and plastic strain induced anisotropy and degradation
of bonding. Anisotropy of the soil is modelled by
inclining the yield surface and bonding is described
by an “intrinsic yield surface” following the idea of
Gens & Nova (1993). The intrinsic yield surface is of
the same shape and inclination as the yield surface for
the natural soil (Fig. 3), but with a size p�mi that is
related to p�m, the size of the yield surface for the nat-
ural clay by

(8)

where x is the amount of bonding. The initial value of
x can be estimated based on sensitivity (x � St�1).
Natural and intrinsic yield surfaces are plotted in
Figure 3 in triaxial stress space. The yield surface f is
described in general stress space by

(9)

where p� is the mean effective stress, ��d is the devia-
toric stress tensor, M and p�m are the aspect ratio and
the size of the yield curve, respectively and �d is the
deviatoric fabric tensor, defining the orientation of
the yield surface in three-dimensional stress space
(see Karstunen et al. 2005 for details). In triaxial
stress space for a cross-anisotropic sample �d reduces
to a scalar value a as can be seen in Figure 3.

The S-CLAY1S model incorporates three harden-
ing laws. The first describes the change of size of the
yield surface and is assumed to be related solely to the
increments of plastic volumetric strain d
p

v similar to
the Modified Cam Clay model.

The second hardening law describes the changes in
deviatoric fabric tensor �d that relate to the orienta-
tion of the yield surface in three-dimensional stress
space. The orientation is affected by volumetric and
deviatoric d�p

d plastic straining and the current stress
path tensor � (���d/p�) described by:

(10)

with the soil constant m controlling the rate of yield sur-
face rotation and b controlling the relative effectiveness
of plastic shear strains and plastic volumetric strains
in the process.

The third hardening law describes the degradation
of bonding as a function of plastic volumetric and
deviatoric strains:

(11)

Similar to the rotation hardening law, a describes
the absolute effectiveness of degradation and b the
relative effectiveness of plastic volumetric and shear
strains. A detailed description of the S-CLAY1S model
can be found in Karstunen et al. (2005).

3.5 Model parameters

The values for the parameters describing the soft soil
(see Tables 3 and 4) have been chosen to correspond
to Vanttila clay (Koskinen & Karstunen 2004).
Preconsolidation of the soil is modelled by assuming
the vertical pre-overburden pressure POP (Table 2),
defined as the difference between the maximum past
value and the in situ value of vertical effective stress.
The initial values for the void ratio e and the coeffi-
cient of earth pressure at rest K0 are also given in
Table 2. The assumed values for the slope of the
swelling line k and the values for M are shown in
Table 3. For S-CLAY1S the slope of the intrinsic
compression line li is used, rather than the slope of
normal compression line l. Typically for a structured
soil the li - values are noticeably smaller than the cor-
responding l - values.
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Figure 3. Yield surface of S-CLAY1S (triaxial stress space).

Table 2. Initial values for state parameters and K0.

Depth POP
Layer [m] e [kPa] K0 a x

Dry crust 0–1 1.7 30 1.06 0.63 90
Vanttila clay 1–12 3.2 10 0.571 0.46 20

Table 3. Values for conventional soil constants.

g k n� l M
Layer [kN/M3]

Dry crust 13.8 0.029 0.2 0.25 1.6
Vanttila clay 13.8 0.032 0.2 0.88 1.2

Table 4. Values for additional soil constants.

Layer b m li a b

Dry crust 1.07 15 0.07 11 0.2
Vanttila clay 0.76 40 0.27 11 0.2

Copyright © 2006 Taylor & Francis Group plc, London, UK



4 UNIT CELL CALCULATIONS

The numerical analyses of a unit cell consider an infi-
nitely wide embankment fill founded on Vanttila clay,
which has been improved by stabilized cement columns.
The geometry of the problem is shown in Figure 4a. The
height of the embankment fill is assumed to be 2.5 m
based on stability analysis according to the EuroSoilStab
(2002) for 1.4 m c/c spacing. Deep stabilized columns
are assumed to be installed in a periodic square grid.

The column diameter is taken as 0.6 m, as this is a
common diameter used in industry, and for the simula-
tions shown in this paper the c/c spacing is chosen to be
1 m, so that the system is well below the ultimate limit
state. Fully drained analyses have been carried out for a
unit cell, assuming an infinitely wide embankment load.

The analyses have been performed using the 3D
finite element code PLAXIS 3D Foundations for the
true unit cell and PLAXIS Version 8.2 for the axisym-
metric analyses, in which the problem is modelled
both discretely, with the soil and the columns mod-
elled separately, as well as with the volume averaging
technique. The lateral boundaries of all models were
constraint in horizontal direction and the bottom
boundaries in all directions.

4.1 Axisymmetric unit cell

In the axisymmetric analysis the unit cell was dis-
cretized using a finite element mesh with about 220
15-noded triangular elements. Separate volume clus-
ters were assigned to Vanttila clay, the dry crust and
the embankment fill. After the generation of the ini-
tial stress state, the soil at the area of the column was
replaced by the column material. In the next step the
embankment fill was constructed as volume elements.

4.2 True 3D unit cell

Analogously to the 2D axisymmetric calculations, a
true 3D unit cell was created. A section of the finite

element mesh used for the 3D calculation can be seen
in Figure 4b. The mesh consists of approximately
5000 quadratic 15-noded wedge elements. Boundary
conditions were assumed identical to the 2D case.

4.3 Axisymmetric unit cell with volume averaging

The analysis using volume averaging uses the same
mesh and boundary conditions as the axisymmetric unit
cell. In contrast to the previous analyses, the installation
of the columns was modelled by replacing the whole
subsoil with materials that are representing the averaged
soil/column material behaviour. Like in previous simu-
lations the fill was simulated using volume elements.

4.4 Discussion on the results

The vertical displacements predicted by the different
analyses are summarised in Table 5 for certain depths
at the symmetry axis (in the column) and the outer
boundary (in the soil). VAT stands for volume averaging.
The discrete axisymmetric analysis and the 3D calcula-
tion of the true unit cell show a very good match. The
volume averaging method predicts deformations that
are approximately 20% lower than by the other analyses.
Based on the results in Table 5, all analyses predict
approximately the same amount of deformation in the
dry crust.

In Table 6, the predicted increases in the vertical
stress are presented. It should be noticed that the values
in Table 6 (and 7) are approximate averaged values
for a given depth, for the column and the soil, respect-
ively. In this way the inevitable fluctuations have been
smoothed. The predicted stresses are approximately in
equilibrium with the applied loading. The predicted
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Figure 4. (a) Soil profile and (b) 3D finite element mesh.

Table 5. Vertical displacements at different depths [mm].

Depth
Axisymmetric 3D VAT

[m] Avg. Col. Soil Avg. Col. Soil Avg.

0 275 274 275 279 278 279 228
1 258 254 260 261 257 263 211
2 230 230 230 234 234 234 190
5 160 160 160 161 161 161 129

avg. – average, col. – column.

Table 6. Vertical stress increase at different depth [kPa].

Depth
Axisymmetric 3D VAT

[m] Col. Soil Col. Soil Col. Soil

0.5 98 34 110 23 82 37
2 143 13 147 12 144 13
5 141 14 145 14 143 13
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increases in vertical stress within the dry crust differ
between the three methods (Table 6). The volume
averaging method predicts higher stresses in the soil,
and consequently, lower stresses in the column, than
the other methods. Below the dry crust in Vanttila
clay the predicted load distributions between the soil
and the column material are in very good agreement
for all three approaches.

For the discrete models of soil and columns, it is pos-
sible to investigate the arching mechanisms associated
with embankment loading. The mechanisms are rather
complex, as demonstrated in Figure 5 for the (discrete)
axisymmetric case. The arching is controlled by the rela-
tive stiffnesses of the constituents. Because overall the
stiffness assumed for the columns is higher than the
predicted stiffness of the soil, most of the embank-
ment load has to be transferred to the columns.

Arching is a gradual process and part of the load is
transferred to the columns already within the embank-
ment fill, and the remainder of this load transfer occurs
in the dry crust. In Figure 5, there is also some indi-
cation of some local load transfer from the columns to
the soil, due to the fact that in the dry crust, the columns
compress more than the soil (see Table 5). This indi-
cates that the top of the columns are yielding. With

volume averaging, the load is instantly distributed
between soil and column according to the respective
stiffness ratios, and therefore the vertical stresses in
the dry crust are predicted to be much lower than by
the other analyses (Table 6).

Comparison of the effective horizontal stresses
over the depth has been condensed in Table 7. The
results correspond to the situation prior and after the
embankment construction. The results are virtually
identical prior to construction. Overall, the volume
averaging method predicts lower horizontal stresses
than the other two methods.

5 CONCLUSIONS AND FUTURE WORK

The paper describes the principle of volume averaging
that enables mapping the complex three-dimensional
problem involving circular columns in a soft ground to
an equivalent two-dimensional analysis. The results
of unit cell calculations for a discrete 2D model, a 3D
true unit cell and an axisymmetric unit cell with aver-
aged material model are compared.

Overall, the discrete models (2D and 3D) show
rather similar response, although there are some local
differences in the load distribution. It is also possible
to visualise the complex arching mechanics associ-
ated to this boundary value problem with the discrete
models. The predicted vertical displacements overall
seem to be equal in the columns and the soil, which is
in agreement with the current design methods.

The preliminary results for the volume averaging
method are quite interesting. As the method does not
account for arching, the embankment load is instant-
aneously distributed according to the predicted stiffness
ratios at each layer boundary. The vertical displacements
predicted by the volume averaging method are smaller
throughout than predicted by the discrete models. The
reasons for this have to be investigated further before the
model is applied to other boundary value problems.
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Figure 5. Mean principle stresses in axisymmetric unit cell
demonstrate soil arching.

Table 7. Horizontal stresses at soil/column interface [kPa].

Depth
Axisymmetric 3D VAT

[m] Prior After Prior After Prior After

0.5 8 24 8 25 8 19
2 10 21 9 19 10 16
5 17 30 15 23 17 23
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1 INTRODUCTION

In cases that the soil is either too soft or too loose, its
use as a foundation layer is very often preceded by its
improvement with inclusions that are materialized via
replacement (e.g. vibro-flotation) or solidification (e.g.
soil mixing) methods. The improved site is composite
and has more or less different mechanical properties
than the natural soil. The amount of differentiation
depends on the inclusion material and the replacement
ratio of the improvement geometry. For example, a soft
clay site improved with gravel piles for the reduction
of the anticipated settlements has a different seismic
response than the natural soft clay site. Nevertheless,
this fact is very often neglected in the seismic design of
the superstructure, since taking it into account requires
the performance of at least 2D (not to mention 3D) seis-
mic ground response analyses. Moreover, opting for not
performing any analyses is often based on the ad hoc
assumption that the effect of improvement is beneficial
for the superstructure, a fact that is not necessarily true

More accurate design could be achieved if the nec-
essary ground response analysis of the improved site
could be performed via simpler methodologies, like
1D equivalent-linear analysis (e.g. using SHAKE91,

Idriss and Sun 1992). In an attempt to allow for
such analyses, this paper proposes a methodology for
modeling the composite (non-uniform) ground as an
equivalent-uniform material that if it is subjected to
the same base excitation leads to the same overall seis-
mic motion at the ground surface. The methodology
calibrates the shear modulus G degradation and damp-
ing # increase curves with the amplitude of the cyclic
shear strain � of the equivalent-uniform material, as a
function of the respective curves of the natural soil and
the inclusion material, as well as the replacement ratio
ar of the composite ground. The emphasis is put on grid-
like improvement geometries that are usually modeled
in 2D plane strain analyses like a series of embedded
soldier pile walls.

The methodology has a theoretical basis and is ver-
ified by comparing parametric results from 2D and 1D
equivalent-linear analyses that assume uniform soft soil
and improvement material properties from the ground
surface to the base. Despite the simplicity of the analy-
ses, the proposed equivalent-uniform soil model is con-
sidered appropriate for use for non-uniform material
properties, given the use of the appropriate per depth
value of the improvement-to-soil maximum shear stiff-
ness ratio Ko � Gio/Gso.

Equivalent-uniform soil model for the seismic response analysis of
sites improved with inclusions

G.D. Bouckovalas & A.G. Papadimitriou
National Technical University of Athens, Greece

A. Kondis
Civil Engineer, Greece

G.J. Bakas
Edrasis – C. Psallidas S.A., Greece

ABSTRACT: This paper studies how 1D equivalent-linear analyses may be accurately used for simulating the
seismic response of sites improved with inclusions (e.g. gravel columns). For this purpose, the composite ground
is modeled as an equivalent-uniform material, whose dynamic non-linear properties are a function of the respec-
tive properties of the natural soil and the inclusion material (e.g. gravel), as well as the replacement ratio of the
composite ground. The equivalent-uniform model of the composite ground has a theoretical basis and is verified
by comparing parametric results from pertinent 1D and 2D seismic ground response analyses, performed with the
equivalent-linear method, for small and high intensity motions. Emphasis is put on replacement and solidification
of cohesive soils using a grid of reinforcing columns (inclusions).
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Moreover, it is shown to be accurate for sites excited
by any earthquake intensity and predominant frequency
and approximately accurate for non-uniform improve-
ment geometries (e.g. shallow improvement in deep
soft soil deposit or narrow improvement zone in
extensive soft soil deposit). Sole exception to this rule
is that the use of the proposed equivalent-uniform
model is considered appropriate for the improvement
of soft soils that do not exhibit excess pore pressure
buildup and parallel drainage, a coupled mechanism
of fluid flow and deformation that was not addressed
in the performed analyses.

2 SEISMIC GROUND SURFACE RESPONSE
OF AN IMPROVED SITE

The 2D and 1D analyses in this paper were performed
with QUAD4M (Hudson et al 1994) and Shake91
(Idriss and Sun 1992), respectively, two (2) commer-
cial codes that perform an equivalent-linear analysis,
the former in the time domain while the latter in the fre-
quency domain. Before proceeding to the analysis of
improved sites, it was considered necessary to estab-
lish that the two (2) codes produce identical results for
the benchmark case of the 1D vertical S wave propa-
gation through a uniform horizontal soil layer over
rigid bedrock. This was achieved by disallowing ver-
tical motion of the lateral boundaries of the 2D mesh,
whose width was at least 5 times longer than the depth
H of the uniform soil column. This type of lateral
boundary conditions that are set far enough from the
area of interest is the optimal solution for the numerical
code at hand, which does not offer the user absorbing
or free-field boundaries, as other codes do.

The basic prerequisite for using 1D seismic ground
analysis for an improved composite ground is that the
actual seismic ground surface response shows negli-
gible spatial variability. If that is the case, then it has
the potential to be approximated by an “average”
ground surface response, that of an equivalent-uni-
form material. In order to answer this question, the
improvement geometry of Fig.1 was simulated by 2D
analyses, with a base excitation that imposes verti-
cally propagating SV waves.

The soft soil and the inclusions are assumed linear
visco-elastic materials with Gs,o � 80 MPa and Gi,o �
800 MPa having a total depth H � 10 m that are
imposed to a seismic excitation with peak accelera-
tion at outcropping bedrock equal to 0.15 g.

As shown in this figure, the peak horizontal accel-
eration amax at various points of the ground surface
show small variability (0.22 – 0.23 g). This is also
depicted in the time-histories and the elastic response
spectra of 2 neighboring nodes at the center of the
improvement geometry, one on natural soil and the
other on the inclusion that show practically identical

results. Hence, the ground surface response can be
considered as practically uniform and as such, it can
potentially be estimated without the use of a 2D
analysis, but via a 1D analysis of the seismic response
of an equivalent-uniform soil column of the same
depth H.

The question that arises is what are the dynamic
properties of this equivalent-uniform material? This
is the subject of the following paragraphs.

3 EQUIVALENT-UNIFORM MATERIAL FOR
LINEAR ANALYSES

The improvement configuration of any 2D analysis
may be identified in terms of two (2) parameters: (a)
the improvement-to-soil maximum shear stiffness ratio
Ko � Gi,o/Gs,o (�1), and (b) the improvement area
ratio ar � d�/s (�1), where d� is the width of the
embedded soldier pile walls of the analysis and s their
center-to-center interdistance. For the example of
Fig.1, ar � 1 m/3 m � (33% and Ko � 800/80 � 10.
Note that the actual values of d� and s are not important
for the seismic ground response, but only the improve-
ment area ratio, i.e. ar � d�/s. This is shown in Fig.2
that compares the elastic response spectra at ground
surface from three (3) analyses with the same Ko (�10)
value and the same ar (�15%) value that are excited
by the same input motion.

As a first approximation, the maximum shear mod-
ulus Geq,o of the equivalent-uniform material can be
estimated by assuming that the vertically propagating
SV waves impose the same shear strain � to both the
improvement inclusion and the neighboring natural
soil (e.g. Baez & Martin 1993).

In such a case, this common value of � is assigned to
the equivalent-uniform material as well. The estimation
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of Geq,o is enabled by estimating the total shear force
Feq,o imposed by the SV wave on a unit cell composed
by an inclusion and its neighboring soil (see Fig.3a):

(1)

Given the aforementioned equality of shear strains
� in the inclusion, the soil and the equivalent-uniform
material, Eq.(1) leads to:

(2)

As a second approximation, the Geq,o of the
equivalent-uniform material can be estimated indirectly
by assuming two (2) materials in sequence, under the
same normal stress �. This 1-D loading leads to defor-
mations d1 and d2 in the two materials, two values that
are related to their Young’s moduli E1 and E2 and their
initial lengths L1 and L2, respectively. In this case, an
equivalent-uniform material would have a total length
L � L1 � L2 and a total deformation d � d1 � d2,
that would be interrelated via the Young’s modulus
Eeq of the equivalent-uniform material. Based on

elasticity theory, the values of E1, E2 and Eeq are inter-
related as:

(3)

Introducing E1 and E2 into Eeq of Eq.(3), and after
some algebra, leads to the following relation for Eeq:

(4)

where ar � L1/(L1 � L2). By assigning the 1-D physical
analogy, to the physical problem of earthquake-induced
shearing of the inclusion (material 1) and the natural
soil (material 2), the common value of � is replaced by
a common value of � and the values of E1, E2 and Eeq
by Gi,o, Gs,o and Geq,o. Hence, the Geq,o is given by:

(5)

where Mo � 1, is a dimensionless multiplier of Gs,o.
In such a case, the common value of � leads to differ-
ent values of � for the inclusion and the natural soil,
where �i,o � �s,o/Ko, as shown schematically in Fig.3b.

Equations (2) and (5) provide two analytical
approaches for the value of the equivalent-uniform
maximum shear modulus Geq,o. In order to ascertain
which of the 2 approaches is more appropriate for use
in “equivalent” 1D analyses, Fig.4a presents the results
from linear 1D analyses that were conducted with Geq,o
equal to 320 and 114. 3 MPa.

These two (2) values of Geq,o result from using
Eqs (2) and (5), respectively, for Gs,o � 80 MPa,
Ko � 10 and ar � 33%. Furthermore, Fig.4a includes
the 1D results for the response of the natural soil
deposit (Gs,o � 80 MPa), as well as the results from the
2D analysis of the composite improved ground (the
same from Fig.1). It is deduced that a 1D analysis
with an equivalent-uniform material whose G value is
estimated via Eq.(5) practically duplicates the amax
variation at the ground surface of the improved ground,
while the use of Eq.(2) leads to erroneous results. The
same holds for the amplification of the elastic response
spectra Sa, whose typical comparison for case of Fig.1
is given in Fig.4b. Obviously, fine-tuning of the value
of Geq,o could lead to an even better match of the 2D
results for both the amax variation and the response
spectral amplification.

Figure 4 presents an example of how one could back-
estimate Geq,o for a specific set of Gs,o, Ko and ar.
Repeating the same exercise for various values of Ko
(�3.33, 15) and ar � 2.5 – 94% leads to the summary
plot of Fig.5 (a total of 67 cases). For comparison with
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these numerical estimates of Geq,o, the lines procuring
from Eqs (2) and (5) are also presented, showing that
the accuracy of Eq.(5) is universal, independently of
the value of Ko and ar. Based on this result, it is deduced
that the maximum stiffness Geq,o of the improved site
is much less affected by the area replacement ratio ar,
than what Eq.(2) of Baez and Martin (1993) predicts.

It should be underlined that the use of Eq.(5) for
the estimation of Geq,o is not restricted to specific
ranges of Ko and ar, since it has been based on a sim-
plistic theoretical model of the loading of a compos-
ite cell of natural soil and a stiffer inclusion and
verified from numerical analyses. Yet, it still requires
verification from insitu (or centrifuge) measurements
from actual cases.

4 EQUIVALENT-UNIFORM MATERIAL FOR
NON-LINEAR ANALYSES

The shear stress � equivalence between the inclusion
and the neighboring natural soil holds true for both
linear and non-linear analyses. Therefore, Eq. (5) may
be re-written as:

(6)

where Geq, Gs, K (�Gi/Gs) and M are the non-linear
(and strain-level dependent) counterparts of Geq,o, Gs,o,
Ko (�Gi,o/Gs,o) and Mo of Eq.(5). Due to the � equiv-
alence, the strains �i and �s that control the values of
Gi and Gs, respectively, are not equal. In particular,
since �i � �s it holds that �s � K�i. By defining �eq as
the shear strain of the equivalent-uniform soil, Eq. (6)
may be written as:

(7)

where:

(8)

Equations (7) and (8) show that the estimation of the
Geq-�eq curve to be used in non-linear 1D analysis
cannot be performed directly, but requires iterations
on the basis of the Gs-�s and the Gi-�i curves of the
natural soil and the inclusion materials. Given Eq.(5),
the foregoing calculations may be performed on the
basis of the normalized degradation curves, i.e. the
Geq/ Geq,o-�eq curve may be estimated on the basis of
the Gs/Gs,o-�s and the Gi/Gi,o-�i curves of the natural
soil and the inclusion materials.

In more detail, the iterative procedure is performed
in steps, i.e. for any given value of �s, the following
are successively estimated:

• the Gs/Gs,o value from the Gs/Gs,o-�s curve,
• the Gi/Gi,o value from the Gi/Gi,o-�i curve, on the

basis of �i � �s/Kini (the first estimate of which
can be Kini � Ko),

• the Kfin � Gi/Gs � Ko(Gi/Gi,o)/(Gs/Gs,o) value, which
is then used for re-estimating the �s value.

This iterative procedure for any given value of �s is
continued until convergence (Kfin � Kini). Then, given
the converged value of K (�Kini � Kfin) the values of
Geq and �eq are estimated from Eqs (6) and (8) on the
basis of Gs and �s. Repeating this iterative procedure
for the whole range of �s values, constructs the whole
Geq/Geq,o-�eq curve.
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The calculations were performed for the well-
established degradation curves of Vucetic & Dobry
(1991), i.e. the Gi/Gi,o-�i curve being that for Ip � 0%
and the Gs/Gs,o-�s curve alternatively being that for
Ip � 15% and 30%. Performing such calculations for
various values of Ko and ar showed that the Geq/ Geq,o-�eq
curve is very little dependent on the Gi/ Gi,o-�i curve
and practically comes about by a translation of the
Gs/Gs,o-�s curve to smaller values of �. Fig. 6 shows an
example of such a translation for Ko � 15 and ar � 33%
for the natural soil curve being that for Ip � 30%.

Detailed analysis of the foregoing calculations
showed that this translation can be assumed to be par-
allel, i.e. Geq/Geq,o(�eq) � Gs/Gs,o(�s), with �eq being
related to �s. Since the �eq in question refers to the G
degradation curve, it is hereafter denoted as �eq,G and
is interrelated to �s according to the following empir-
ical equation:

(9)

Note that Eq.(9) is practically an empirical form of
Eq.(8) that came about by best-fitting the iteratively
estimated Geq/Geq,o-�eq curve for intermediate strain
levels, i.e. around strains where Geq/Geq,o(�eq) �
Gs/Gs,o(�s) � 0.5 (� � 0.01 – 0.1%) that are of pri-
mary concern for this problem in practice.

The damping ratio increase curve of the equivalent-
uniform material, #eq-�eq, is again based on the respec-
tive curves for the natural soil, #s-�s and the inclusion
material, #i-�i. Its estimation process is based on the
general form of Eq.(6), where the shear modulus values
are introduced in terms of their complex forms, i.e.
Geq

* � Geq(1 � 2i#eq), Gi
* � Gi(1 � 2i#i) and Gs

* � Gs
(1 � 2i#s). Appropriate algebraic manipulations lead
to the following relation between the various # values:

(10)

where K (�Gi/Gs) and M are the non-linear counter-
parts of Ko and Mo of Eq.(5).

Following a similar iterative procedure as that for
the G degradation curve for various values of ar and
Ko it was deduced that the #eq-�eq curve is very little
dependent on the #i-�i curve and practically results
from a translation of the #s-�s curve to smaller values
of �. Fig. 7 shows an example of such a translation for
Ko � 15 and ar � 33% for the natural soil curve
being that for Ip � 30%.

Detailed analysis of the foregoing calculations
showed that this translation can be assumed to be par-
allel, i.e. #eq(�eq) � #s(�s), with �eq being related to �s
via the following empirical form of Eq.(11):

(11)

As for Eq.(9), the empirical estimate of the �eq,#/�s
ratio of Eq.(11) came about by best-fitting the itera-
tively estimated #eq-�eq curve for intermediate strain
levels, i.e. around strains where #eq(�eq) � #s(�s) � 8%
(� � 0.01 – 0.1%), that are of primary concern for
this problem in practice.

5 VERIFICATION OF THE
EQUIVALENT-UNIFORM SOIL MODEL

This section presents verification runs for the equivalent-
uniform model of improved ground, whose calibration
process is described in the foregoing sections. The
emphasis here is on non-linear response, since Fig.4
has already presented an example of the accuracy of
the proposed methodology for linear analyses.

In particular, the case of an improved site with depth
H � 20 m, Ko � 30 and ar � 30% is assumed. The
non-linear properties of the natural soil and the inclu-
sions are introduced via the G/Go-� and #-� curves of
Vucetic & Dobry (1991) for Ip � 30% and 0%,
respectively. This site subjected to an intense seismic
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excitation with a peak horizontal acceleration of 0.27 g
that induces non-linear behavior of the soil. Figs 8a &
8b compare the elastic response spectra and the spectral
amplification, respectively, at the ground surface from
3 analyses performed with the foregoing seismic exci-
tation. These 2D analyses refer to: (a) the natural soil
site, (b) the improved (composite) site and (c) the
equivalent-uniform improved site. It is observed that
the analysis for the equivalent-uniform site yields prac-
tically the same elastic response spectrum at the ground
surface as that for the improved (composite) site. This
is an example of the accuracy of the proposed method-
ology for non-linear analyses.

In addition, this figure provides insight to the effect
of the improvement on the ground surface response,
which is of primary interest for civil engineering works.

In particular, Fig. 8 shows that the ground response
of the natural soil may be very different from that of
the improved ground. In particular, Fig. 8b shows that
although the peak horizontal acceleration is more or
less the same, the spectral values are different. This is

better depicted in Fig. 8c that shows the effect of the
improvement on the spectral ordinates. It is observed
that the improvement de-amplifies the motion at large
structural periods (larger than 0.6s), but amplifies it for
intermediate periods (between 0.25 – 0.5s). This is
something expected for most cases in practice, where the
fundamental period of the natural soil site (here Ts �
(0.7s) is much larger than the predominant period of
the excitation (here Te � (0.33s). The reason is that
the improvement introduces stiff inclusions in the soft
soil that reduce the fundamental period of the site
(here to 0.45s approximately) and bring it closer to
the predominant period of the excitation.

Based on the above it is deduced that an amplifica-
tion of spectral ordinates due to the improvement is
expected at periods around the (reduced) fundamental
period of the improved site. In addition, Fig. 8 shows
that this selective spectral amplification may reach a
factor of 2. Although the phenomenon of selective
spectral amplification is qualitatively expected in all
cases where the predominant period Te of the excita-
tion is smaller than the fundamental period of the nat-
ural soil site Ts, the factor of 2 presented in Fig. 8 must
be considered an extremely high value that came about
due to resonance phenomena, since the predominant
period Te of the excitation is quite similar to the reduced
fundamental period of the improved site.

6 CONCLUSIONS

This paper shows that 2D seismic response analyses
of improved sites may be accurately replaced by 1D
analyses for an equivalent-uniform material, whose
dynamic properties are a function of the respective
properties of the natural soil, the inclusion material and
the area replacement ratio. The proposed calibration
process of an equivalent-uniform material and its use
for 1D equivalent-linear analysis (e.g. using Shake91,
Idriss and Sun 1992) has been shown to effectively
duplicate the results of respective 2D analyses for the
composite improved site, and this for both linear and
non-linear ground response conditions. In addition, it
is shown that the improvement itself is not necessarily
beneficial for the seismic response at ground surface,
since it may lead to selective spectral amplification at
periods around the fundamental period of the improved
site. These results have been produced by numerical
analyses and still require verification from insitu (or
centrifuge) measurements from actual cases.
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a composite and an equivalent-uniform model: (a) elastic
response spectra Sa, (b) amplification of Sa, (c) effect of
improvement on Sa.
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1 INTRODUCTION

The use of 3D numerical analyses in geotechnical
earthquake engineering is very scarce. For practition-
ers such analyses are considered a luxury, since they
are very consuming in terms of time and computa-
tional effort. In addition, the commercially available
3D codes for performing numerical analysis of geo-
technical earthquake engineering problems are very
few and usually these codes have a smaller potential
than commercial 2D codes. For example, 2D codes
offer the use of advanced constitutive models or ele-
ment types that are not found in the libraries of 3D
codes. Hence, the numerical research in geotechnical
earthquake engineering has been historically based
on the use of (1-D and) 2D analyses.

In an attempt to bridge this gap, this paper studies
how 2D numerical analyses may be accurately used
for simulating the truly 3D problem of the seismic
response of improved sites. The emphasis is put on
three (3) distinct geometries of soil improvement,
namely: (a) an embedded soldier pile wall, (b) a grid
of columns/piles and (c) a grid of closed square cells.
These geometries are usually materialized via replace-
ment (e.g. vibro-replacement) or solidification methods
(e.g. Deep Soil Mixing, DSM). In particular, grids of

closed square cells are usually constructed using a
solidification method, while the other two (2) geome-
tries are materialized by either improvement method.

This paper compares parametric results from 3D
and 2D seismic ground response analyses of improved
sites and proposes a methodology for replacing the
costly 3D analyses with “equivalent” 2D analyses that
closely simulate the results of the 3D analyses. In more
detail, this methodology proposes a transformation of
the 3D actual improvement geometry to an “equiva-
lent” 2D geometry that if it is subjected to the same
base excitation leads to the same seismic motion at the
ground surface.

The performed analyses are visco-elastic and assume
uniform soft soil and improvement properties from
the ground surface to the base. Despite the simplicity
of the analyses, the proposed 3D to 2D transformation
is considered appropriate for use for non-uniform and
non-linear material properties, since it is not affected
by non geometric parameters like the improvement-
to-soil shear stiffness ratio K � Gi/Gs, the predomi-
nant period of the base excitation Te and the Rayleigh
damping of the visco-elastic analyses. Sole excep-
tion to this rule is that the methodology is considered
appropriate for the improvement of soft soils that do
not exhibit excess pore pressure buildup and parallel

Equivalence between 2D and 3D numerical simulations of the
seismic response of improved sites

A.G. Papadimitriou & G.D. Bouckovalas
National Technical University of Athens, Greece

A.C. Vytiniotis
M.I.T.

G.J. Bakas
Edrasis – C. Psallidas S.A., Greece

ABSTRACT: This paper studies how 2D numerical analyses may be accurately used for simulating the truly 3D
problem of the seismic response of improved sites. Specifically, parametric results are compared from pertinent 3D
and 2D seismic ground response analyses and a methodology is proposed for replacing the time-consuming (and
usually unavailable) 3D analyses with “equivalent” 2D analyses that closely simulate the results of the 3D analy-
ses. Emphasis is put on replacement and solidification methods of soft (cohesive) soils and on three (3) improve-
ment geometries: (a) an embedded soldier pile wall, (b) a grid of columns/piles and (c) a grid of closed 
square cells.
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drainage, a coupled mechanism of fluid flow and
deformation that was not addressed in the performed
analyses.

2 CALIBRATION OF NUMERICAL CODES

The 3D and 2D analyses in this paper were performed
with FLAC3D (Itasca Inc 1997) and FLAC (Itasca Inc
1993), respectively, two (2) commercial codes that
use the finite difference method in performing a time
domain analysis. Before proceeding to the analysis of
improved sites, it was considered necessary to estab-
lish that the two (2) codes produce identical results
for the benchmark case of the 1D vertical wave prop-
agation through a uniform horizontal soil layer over
rigid bedrock. For this purpose, a mesh of 1 � 10 � 1
cubic elements (in the x, z and y directions respec-
tively) was constructed in FLAC3D and free field
boundaries were assigned at all lateral faces. Note
that in this paper the x and y directions are horizontal
and the z is vertical. In comparison, a 2D analysis was
performed in FLAC and a purely 1D analysis was per-
formed with Shake91 (Idriss and Sun 1992). In all
analyses, the base excitation was applied as an accel-
eration time history of the base in the x (horizontal)
direction. The comparison of results for the seismic
response at ground surface (in terms of acceleration
time history and elastic response spectrum) showed
perfect agreement for all three (3) analyses.

Furthermore, before performing numerical analy-
ses of improved sites with FLAC3D it is important
to establish its accuracy for another benchmark case
that involves purely 2D improvement geometry. For
this purpose, the case of a vertical diaphragm wall of
thickness d � 1 m, height H � 10 m and Gi � 40 MPa
was selected that is embedded in 10 m soft soil with
Gs � 18 MPa that lies over rigid bedrock. The vertical

wall is aligned along the yz plane. This problem was
first analyzed with FLAC using a 80 � 10 mesh of
square 1 m wide elements discretizing the xz plane
and having free field lateral boundaries. In this analy-
sis, the vertical diaphragm wall is simulated by a cen-
tered column of 10 elements with a different value of
shear modulus (K � Gi/Gs � 30). Using FLAC3D for
the same physical problem and for comparison pur-
poses entails the use of cubic 1 m wide elements that
construct a mesh that is surrounded by free field lat-
eral boundaries. This mesh consists of 80 � 10 � Y
elements, with Y the number of elements necessary
for duplicating the results of the 2D analysis. The cor-
rect value of Y was estimated by performing paramet-
ric 3D analyses for Y � 1, 6, 10, 20, 80.

In all 3D and 2D analyses, the seismic excitation
was a Chang’s signal with Te � 0.1sec that was applied
as an acceleration time history at the nodes of the base
of the mesh in the x direction. Of interest for compar-
ison purposes is the amplification of the peak accel-
eration in the x direction at the ground surface amax
due to existence of the diaphragm wall along the yz
plane, i.e. the amplification of amax as compared to
the free field (soft soil) response. Hence, Fig. 1a pres-
ents contours of the amplification of amax from a 3D
analysis where Y � 80 m. The details of the contours
(e.g. the numerical values) are not important here.
What is important is that these contours clearly show
that the ground response varies only along the x direc-
tion and is not a function of the y distance, a fact that
underlines the 2D character of the problem.

This is better depicted in Fig. 1b that compares the
same results along the x axis, where the 3D results
compare perfectly with the 2D results. The question
that arises is whether it is actually necessary to per-
form such a time consuming 3D analysis with 64000
(�80 � 10 � 80) elements in order to achieve the
accuracy of a 2D analysis. The answer is given again in
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Figure 1. Amplification of peak ground acceleration amax from 3D seismic response analyses of a diaphragm wall
(d � 1 m), in terms of: (a) contours from an analysis with a 80 � 10 � 80 mesh, (b) variation along the x axis from the
reference 2D and all 3D analyses.
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Fig. 1b, where the results from two (2) more 3D analy-
ses are presented where Y � 20 and Y � 1, respectively.
Observe that for Y � 20 the results are again identical
to those for Y � 80, and that even for Y � 1 the dif-
ferentiations are marginal. It is concluded that for 2D
improvement geometries in the xz plane, a 3D analy-
sis with 1 element in the y direction and free field lat-
eral boundaries suffices.

3 2D ANALYSIS OF SOLDIER PILE WALL

An embedded soldier pile wall in the y direction has a
top view as shown in Fig. 2. It consists of a series of
improvement piles/columns of diameter d that are
equally spaced at a center-to-center distance D along
the y direction. Obviously, when D � d the soldier
pile wall becomes a diaphragm wall that has a purely
2D geometry, as discussed in the previous section.
Nevertheless, in general, a soldier pile wall along the

y direction with applied base acceleration time his-
tory along the x direction is a 3D problem.

This is shown in Fig. 3 that presents the contours of
the amplification of amax from a 3D seismic response
analysis of an embedded soldier pile wall with d � 1 m,
D � 4 m and K � 30 in 10 m of soft soil.

The analysis was performed with a mesh of 80 �
10 � 80 cubic (1 m wide) elements and the soft soil
properties and base excitation characteristics described
in the calibration section of this paper. As in Fig. 1,
the details of the contours in Fig. 3 are not important.
What is important is to observe that the amplifica-
tion of amax along the axis of the wall is not uniform,
a fact that underlines the 3D character of the problem.
Yet, at small distances perpendicular to the wall
axis (e.g. 4–5 m), symmetry of the seismic ground
response is established, i.e. the ground response is the
same irrespective of the value of the y distance. It is
this symmetry that allows for a potential 2D analysis
of an “equivalent” diaphragm wall of thickness d�, as
shown in Fig. 3b.

The question that arises is whether one could know
a priori the accurate value of d� for any given set of d
and D. The answer to this question is given in this
paper using the format of Fig. 3, i.e. by comparing any
given 3D analysis (for specific values of d and D) to
pertinent 2D analyses with various d� values. In this
way, any given set of d and D is related to a unique d�
value. By repeating such numerical experiments, the
authors constructed a database of (d, D, d�) triplets.
Yet, a general rule for estimating d� without the need of
a 3D analysis had yet to be devised. Such a rule should
be based on the form of deformation that the seismic
ground excitation applies to an improved ground in
its 3D actual geometry and its 2D “equivalent”. In this
effort, one could borrow knowledge from beam theory
and by doing so three (3) different approaches were
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Figure 2. Top views of 3D and equivalent 2D geometries
of an embedded soldier pile wall.

Figure 3. Amplification of peak ground acceleration amax from 3D and 2D seismic response analyses of an embedded sol-
dier pile wall (d � 1 m, D � 4 m), in terms of: a) contours from the 3D analysis (80 � 10 � 80 mesh), b) variation along the
x axis from the reference 3D analysis (average response) and the various 2D analyses.
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examined here, and compared to the database of the
numerical experiments. In more detail:

3.1 Area (A) equivalence

This approach assumes equivalence between the cross
sectional areas A of the improved ground in the 3D
and the “equivalent” 2D geometries, i.e. A3D � A2D.
Based on Fig. 2, the cross sectional areas of improved
ground in a distance D along y are:

(1)

Based on Eq.(1), the d� is given by:

(2)

This A equivalence has been traditionally used for
calculations of consolidation rates (e.g. Barron 1948)
and settlements (e.g. Priebe 1976) of improved ground.
In terms of the latter, it implies an equivalence of
the axial (vertical) stiffness between the 3D and 2D
geometries.

3.2 Moment of inertia (I) equivalence

This approach assumes equivalence between the
moments of inertia I of the cross sections of the
improved ground in the 3D and the “equivalent” 2D
geometries, i.e. I3D � I2D. Based on Fig. 2, the moments
of inertia of the cross sections of improved ground in
a distance D along y are:

(3)

Based on Eq.(3), the d� is given by:

(4)

This I equivalence is being used in practice for 2D
static plane strain analyses of excavations with retaining
(soldier pile) walls and implies an equivalence of the
bending stiffness between the 3D and 2D geometries.

3.3 Section modulus (W) equivalence

This approach assumes equivalence between the sec-
tion moduli W of the cross sections of the improved
ground in the 3D and the “equivalent” 2D geometries,
i.e. W3D � W2D. Based on Fig 2, the section moduli
of the cross sections of improved ground in a distance
D along y are:

(5)

Based on Eq.(5), the d� is given by:

(6)

As deduced by Eqs (2), (4) and (6), the W equiva-
lence yields values of d� that are intermediate between
the values from the I equivalence and the A equiva-
lence. As such, the W equivalence may be viewed
empirically as an “overall” stiffness equivalence
between the 3D and 2D geometries, that have neither
an axial nor a bending stiffness equivalence.

3.4 Back estimation of d�

Figure 4 compares the results of the numerical experi-
ments (symbols) to the pertinent predictions from the
3 analytical approaches. It is concluded, that the
W equivalence provides the best fit to the numerical
estimates of d�, while the I and A equivalences serve
as a upper and lower limits, respectively. This can be
attributed to the fact that during shaking, the response
of a level ground layer (and its improvement inclu-
sions) reminds that of a shear beam, whose vibration
is more confined than that of a bending beam
(I equivalence), while it is irrelevant to an axial (ver-
tical) vibration implied by an A equivalence.

Note that the use of Eq. (6) for estimating d� is
appropriate, irrespective of the improvement geometry
(d and D), the improvement method (K) and the pre-
dominant period of the seismic excitation (Te). This is
due to the fact that the numerical experiments sum-
marized in Fig. 4 correspond to 3D analyses with the
following characteristics: d � 1, 2 m – D/d � 2, 3, 4,
5, 6, 11 – K � 15, 30 – Te � 0.1, 0.2sec.

4 2D ANALYSIS OF GRID OF PILES

Figure 5 presents the contours of the amplification of
amax from a 3D seismic response analysis of a grid of
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Figure 4. Comparison of analytical predictions of “equiva-
lent” diaphragm wall thickness d� and their estimates from
numerical experiments for an embedded soldier pile wall.
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19 � 19 improvement piles with d � 1 m, D � 4 m
and K � 30 embedded in 10 m of soft soil over rigid
bedrock. The analysis was performed with a mesh
of 80 � 10 � 80 cubic (1 m wide) elements and the
soft soil properties and base excitation characteristics
described in the calibration section of this paper.

As above, the numerical details of Fig. 5 are unim-
portant here. Of importance is to observe that the
amplification of amax at the ground surface is not uni-
form, a fact that underlines the 3D character of the
seismic response of a grid of columns.

Yet, far from the horizontal mesh boundaries (e.g.
for x and y ranging from 20 to 60 m), symmetry of the
seismic response is established, i.e. the response is the
same irrespective of the value of y.

This symmetry provides the potential for perform-
ing “equivalent” 2D analyses, using the methodology
devised for a single soldier pile wall in the previous
section. In other words, a grid of improvement piles
(of diameter d at a spacing D in 3D) may be viewed as
a series of “equivalent” diaphragm walls of thickness
d� at a centerline-to-centerline distance D that may be
analyzed in 2D.

Following the same methodology as in the case of
the soldier pile wall, the value of d� for the 2D analy-
ses of a grid of columns was estimated by comparing
the ground surface response of reference 3D analyses
to trial-and-error 2D analyses. Hence, Fig. 6 compares
the results from the foregoing numerical experiments
to the three (3) analytical estimates of d� summarized
by Eqs (2), (4) and (6). Observe that this comparison
shows that the use of Eq. (6), i.e. the W equivalence,
gives again the best fit to the 3D response.

Note that the use of Eq (6) for estimating d� for the
2D analyses of a grid of piles is valid, irrespective of the

geometry (d and D) and the method (K) of improve-
ment. This is due to the fact that the numerical experi-
ments summarized in Fig. 6 correspond to 3D
analyses with the following characteristics: d � 1, 2 m –
D/d � 3, 4, 6–K � 15, 30.

Both Figs 4 and 6 shows a significant difference
between the d� values from Eqs (2), (4) and (6). Yet,
of importance for engineering purposes is how much
an erroneous estimate of d� may affect the predicted
seismic response. As an example, Fig. 7 compares the
“average” response of a grid of 27 � 27 improvement
piles with d � 1 m, D/d � 3 and K � 30 as deduced
by a 3D analysis (dashed line), to the respective 2D
analyses using the three (3) analytical approaches
(solid lines). It becomes obvious that the W equivalence
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Figure 5. Contours of amplification of peak acceleration
amax from a 3D seismic response analysis (80 � 10 � 80 mesh)
of a 19 � 19 grid of improvement piles (d � 1, D � 4 m).

Figure 6. Comparison of analytical predictions for the
“equivalent” diaphragm wall thickness d� to their estimates
from numerical experiments for a grid of improvement piles.

Figure 7. Exemplary estimate of error in the amplification
of amax from 2D seismic response analyses of a 27 � 27 grid
of improvement piles.
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(Eq. 6) gives the best fit to the 3D analysis, while the
other two analyses have an error that could surpass 25%.

5 2D ANALYSIS OF GRID OF CLOSED
CELLS

An embedded grid of closed square cells has a top view
as shown in Fig. 8a and is usually materialized using
a solidification method (like the Deep Soil Mixing
(DSM) denoted in Fig. 8a). It consists of two (2) series
of DSM diaphragm walls (of thickness d) that are per-
pendicular to one another and which are equally spaced
at a centerline-to-centerline distance D along the x and
y directions. Obviously, when D � d the grid becomes
a DSM block where all the soil has been solidified,
a purely 2D geometry.

Nevertheless, in general, the seismic response of a
soft soil improved with a DSM grid is a 3D problem.
This is shown in Fig. 9a that presents the contours of
the amplification of amax from a 3D seismic response

analysis of a DSM grid with d � 1 m, D � 4 m and
K � 78 in 10 m of soft soil. The analysis was per-
formed with a mesh of 100 � 10 � 80 cubic (1 m
wide) elements and the soft soil properties and base
excitation characteristics described in the calibration
section of this paper. Observe that the amplification
of amax on top of the DSM grid (from x � 43 to
x � 56 m) is not uniform, a fact that underlines the
3D character of the problem. Yet, immediately outside
the DSM grid, symmetry of the seismic response is
established, i.e. the response is the same irrespective
of the value of y.

It is this symmetry that allows for a potential “equiv-
alent” 2D analysis of the longitudinal series of DSM
walls (of thickness d at a distance D), as shown in
Fig. 8b. But, accurate 2D simulations require that the
properties of the material between these DSM walls
(denoted as “equivalent” soil-DSM in Fig 8b) are
adjusted to account for the existence of the transverse
DSM walls. This re-adjustment is performed in terms
of the shear modulus Geq, as:

(7)

Equation (7) originates from appropriate analytical
manipulations of an assumed GI equivalence of the
material between the longitudinal DSM walls in the
3D and 2D configurations.

As an example, Fig. 9b compares the ground surface
responses from 2 analyses, the “average” from a 3D
analysis and that from its “equivalent” 2D analysis,
both of which pertain to a DSM grid with three (3)
longitudinal walls (with d � 1 m, D/d � 6 and K � 78)
that is embedded in 10 m of soft soil. The 3D analysis
was performed with a mesh of 100 � 10 � 80 cubic
(1 m wide) elements and the soft soil properties and
base excitation characteristics described in the cali-
bration section of this paper. The 2D analysis used a
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Figure 8. Top views of actual 3D and equivalent 2D
geometries of a grid of closed improved cells.

Figure 9. Amplification of peak ground acceleration amax from 3D and 2D seismic response analyses of a grid of closed
DSM cells (d � 1 m, D � 4 m), in terms of: (a) its contours from the 3D analysis (100 � 10 � 80 mesh), (b) its variation
along the x axis from the foregoing 3D and the respective 2D analysis calibrated on the basis of Eq.(7).
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mesh of 100 � 10 square (1 m wide) elements and an
“equivalent” soil-DSM material calibrated according
to Eq. (7). An excellent agreement is observed between
the “average” 3D and the “equivalent” 2D analyses,
especially in the area outside the DSM grid. Within
the DSM grid, the comparison is merely satisfactory,
but the agreement is much enhanced in more realistic
DSM grids, where the D/d ratio rarely exceeds 4–5.

6 CONCLUSIONS

This paper shows that 3D seismic response analyses
of improved sites may be replaced with “equivalent”
2D analyses. This is achieved by a transformation of
the 3D improvement geometry to an “equivalent” 2D,
on the basis of equivalence of the section moduli W of
the improvement inclusions. The proposed transfor-
mation is valid for improvement geometries in the
form of a soldier pile wall and a grid of piles, irre-
spective of improvement method or excitation charac-
teristics. For closed (DSM) cells, “equivalent” 2D
analyses are also possible by adjusting the stiffness
properties of the soil inside the cells to account for the
transverse diaphragm walls. These results hold for
improvement of soft soils that do not exhibit excess
pore pressure buildup and parallel drainage, a coupled
mechanism of fluid flow and deformation that was

not addressed in the performed analyses. In closing,
note that these results have been produced by numer-
ical analyses and still require verification from insitu
(or centrifuge) measurements from actual cases.
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1 INTRODUCTION

Rarefaction of good quality soil areas to develop road-
way, motorway and railway networks as well as indus-
trial areas necessitates improvement techniques for soft
soils. One of these techniques to overcome the problem
of surface settlements is the improvement by vertical
rigid piles. It consists of a grid of piles driven trough the
soft layer until a substratum and a granular earth plat-
form or an embankment, as illustrated by Figure 1.

Arching occurs in the granular soil, due to the dif-
ferential settlements at embankment base, permitting
the load transfer onto the piles and the surface settle-
ment reduction and homogenization. The differential

settlements between the rigid pile and the soft ground
involve negative friction in the upper part of the piles
(Combarieu 1988) and positive friction in the lower
part of the piles.

Several design methods exist to determine the load
transfer on piles by arching, but they can lead to very
different results (Briançon et al. 2004). The compre-
hension of the precise mechanisms by which the loads
are transferred onto the piles needs to be improved. In
France, a national research project has begun (entitled
ASIRI, for “Amélioration des Sols par Inclusions
Rigides”, which means “Soil Improvement by Rigid
Piles”). The aim of this project is to edit guidelines for
the design, the construction and the control of soft
ground improvement by vertical rigid piles (Briançon
2002).

Within this framework, a three-dimensional numer-
ical approach of the reinforcement system is proposed,
using the finite-difference code Flac3D. The piles, the
soft ground and the embankment are simulated. A fic-
titious case is simulated but with embankment and
soft ground materials taken from the literature and a
realistic configuration of the reinforced soil mass.

2 NUMERICAL MODEL

2.1 Unit cell grid

Figure 2 is a top view of the squared pile grid con-
sidered. The piles are 0.35 m diameter concrete piles
and the pile spacing is 2 m. The area ratio is the pro-
portion of the total area covered by piles and is here
equal to 2.4%. Only a quarter of an elementary part of

Three-dimensional modelling of an embankment over soft soil 
improved by rigid piles

O. Jenck, D. Dias & R. Kastner
URGC Géotechnique, INSA de Lyon, Villeurbanne, France

ABSTRACT: A three-dimensional finite-difference numerical modelling of an embankment over a soft ground
mass improved by vertical rigid piles is proposed within the framework of the research project ASIRI. The embank-
ment, the piles and the soft ground are explicitly taken into account. A unit cell from the pile grid is modelled.
Arching occurs in the embankment granular material, leading to load transfer onto the piles and surface settlement
reduction and homogenization. Two soft soil layers and two embankment material are successively simulated. The
parametric study focuses on the soft soil and embankment characteristic influence on the settlements and the load
transfer mechanism.

Figure 1. Schematic section of an embankment over pile
reinforced soft soil.
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the grid needs to be simulated thanks to the symmetry
conditions.

The studied problem is typically three-dimensional
mainly due to the vault shape in the embankment. As
an illustration, Figure 3 is the representation of the
vaults assumes by Hewlett & Randolph (1988) in
their design method. Kempton et al. (1998) compared
plane strain 2D and 3D numerical modelling and
showed that a 2D modelling cannot properly simulate
the real system behaviour. Moreover, 2D axi-symmetric
simulations represent the vaults as “umbrellas” but
that does not represent reality neither (Naughton &
Kempton 2005). A full three-dimensional approach
then appears necessary to reproduce the real system
behaviour. 3D simulations of piled embankment 
representing explicitly the embankment and the
improved soft ground remain rare and are recent
(Laurent et al. 2003, Stewart & Filz 2005), as the
models are large and are computer time consuming.

Figure 4 shows the numerical model which consists
of a quarter of a pile, the 5 m-thick soft ground layer and
an embankment erected in 10 successive 0.5 m-thick
layers until a maximum height of 5 m. Static equilib-
rium under self weight is reached at each loading stage.
Additional overload is then applied on the surface by
10 kPa-stages until 100 kPa. The soft ground layer is
made up of a superficial dry crust and a soft soil
deposit. It rests on a rigid stratum, simulated by fix-
ing the nodes. The calculation is performed in drained

conditions: the time effect of the consolidation is the
soft soil deposit is not taken into account.

Most of the current design methods to assess the
load transfer onto the pile do not take the presence of
the soft soil layer into account (Hewlett & Randolph
1998, BS 8006 1995, Russell & Pierpont 1997, Svanø
et al. 2000) whereas it can contribute to the system
behaviour. Nevertheless, Combarieu (1988), Low 
et al. (1994) and Kempfert et al. (2004) take the soft
soil support into account in their design approach. By
taking the soft soil layer explicitly into account, the
proposed model could be useful to show the impor-
tance of this part on the whole system behaviour.

2.2 Materials and constitutive models

The embankment is constituted of granular materials
such as gravels or coarse soils. Their behaviour is
generally highly non-linear (Paute et al., 1994). The
embankment material behaviour is simulated by an
elastic perfectly plastic model with a Mohr-Coulomb
type failure criterion, as in most of the numerical
models of embankment over pile improved soft
ground found in the literature (Russell & Pierpoint
1997, Kempton et al. 1998, Rogbeck et al. 1998,
Laurent et al. 2003). However, some model use the
Duncan & Chang (1970) model to take account for
the stress dependent behaviour of the materials (Jones
et al. 1990, Han & Gabr 2002).

To take account for the non-linear behaviour of the
granular material, the Janbu (1963) formula (Equ. 1)
can be used (Varadarajan et al., 1998). It links the
Young’s modulus E to the minor principal stress �3.
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Figure 2. Top view of the pile grid and simulated unit cell.

Figure 3. Idealization of the arches by hemispherical domes,
as proposed in the Hewlett & Randolph (1988) design method.
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Figure 4. Numerical model of a unit cell.
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(1)

In our calculation, when using the “Mohr-Coulomb”
model for the embankment, the Young’s modulus is
recalculated at each embankment loading stage using
Equation 1 according to the actual horizontal stress in
every soil zone. A hardening elastoplastic model with
non linear elasticity can also be implemented (Jenck
2005) to avoid this modulus manipulation and equiva-
lent results were found.

Two embankment materials are successively
implemented:

– The Criquebeuf alluvial coarse soil described and
tested by Valle (2001), named M1,

– The embankment material described and tested by
Fragaszy et al. (1992), named M2.

Triaxial tests at confinement pressure ranging between
50 and 150 kPa were performed by the authors on both
materials permitting the determination of the “Mohr-
Coulomb” model parameters given on Table 1. The
unit weight is 20 kN/m3 and K0 value is 0.5 for both
materials. The shear strength of both material (couple
c and f) is equivalent but material M1 rigidity and
dilatancy is larger than for M2.

The reinforced-by-pile soft ground layers are typ-
ically clay and/or silt deposits. The Modified Cam Clay
model (Roscoe & Burland 1968) is widely used to
simulate such deposit behaviour (Mestat et al. 2004):
this model is used in the proposed modelling.

Two soft ground deposits are successively simulated:

– The soft deposit of Cubzac-les-Ponts (S1), widely
described and implemented in numerical modelling,
in particular using the Modified Cam Clay model
(Magnan & Belkeziz 1982),

– The marine soft deposit of Muar (S2) in Malaysia
notably simulated using the Modified Cam Clay
model by Indraratna et al. (1992).

Both deposits present a more rigid or over-consolidated
superficial dry crust, above the ground water level,
over a saturated soft ground layers. The parameters
used in the modelling are given in Table 2. The value
of the � parameter indicates that deposit S1 is more
compressible than S2.

The piles are reinforced concrete piles and they
behave elastically. The elastic parameters are
E � 10 GPa and n � 0.2.

2.3 The parametric study

The parametric study focuses on the soft soil and
embankment characteristic influence on the settle-
ments and the load transfer onto the piles. Table 3
summarizes the four studied cases.

3 NUMERICAL RESULTS

3.1 No improvement by piles

In order to investigate the improvement brought by
the piles, the non reinforced case is first simulated.

A soft ground column is loaded by the 5 m-high
embankment and then 100 kPa overloads. The final
equivalent embankment height is then equal to 10 m.
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Table 1. “Mohr-Coulomb” material parameters for two
embankment materials.

Criquebeuf Lake Valley
Parameter M1 M2

E k 550 163
m 0.65 0.5

� 0.3 0.4
f 39° 42°
c 27 kPa 0 kPa
c 30° 5.4°

Table 2. Modified Cam Clay material parameters for two
soft soil deposits.

Cubzac-les-Ponts Muar
S1 S2

Soft ground Dry crust Soft ground Dry crust

l 0.53 0.12 0.11 0.13
k 0.048 0.017 0.08 0.05
M 1.2 1.2 1.07 1.19
e � 4.11 1.47 1.61 3.07
n 0.35 0.35 0.3 0.3
pc p � 10 kPa p � 10 kPa 110 kPa
��(kN/m3) 8 18 6 16
K0 0.7 0.6

�: slope of the normal consolidation line
k: slope of the swelling line
M: frictional constant
e �: void ratio at normal consolidation for p � 1 kPa
n: Poisson’s ratio
pc: initial preconsolidation pressure
�’: unit weight (�’ � � � �w)
K0: horizontal earth pressure coefficient at rest.

Table 3. Parametric study on the embankment and soft soil
materials.

Embankment material

Criquebeuf Lake Valley
M1 M2

Soft soil Cubzac  S1 M1-S1 M2-S1
Muar S2 M1-S2 M2-S2
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Figure 5 depicts the soft soil surface settlement
according to the equivalent embankment height H.
The settlement reaches 1.5 m for the soft soil deposit
S1 and only 0.5 m for S2.

3.2 Improvement by piles

The numerical model presented in section 2.1, includ-
ing pile reinforcement, is then implemented.

3.2.1 Settlement reduction
The maximum settlement at embankment base is
reached mid-span between piles (point A from Fig. 2).
Figure 6 depicts this settlement evolution according
to H for the four studied cases. The settlements are
reduced compared to the non-reinforced case due to
arching that occurs in the embankment, which
reduces the load applied on the soft soil layer. The 
settlements are the same for embankment M1 what-
ever the soft soil compressibility, whereas the settle-
ments are larger for S1, which is more compressible
than S2, when simulating the M2 material.

Table 4 indicates the basal settlement results in terms
of settlement reduction compared to the non-reinforced
case (Fig. 5). The settlement reduction is very large
(80–95%) for soft deposit S1 and embankment M1,
whereas the case implementing S2 with M2 lead to a
limited settlement reduction (53%).

The results are also investigated in terms of
embankment surface settlements. Figure 7 depicts the
surface differential settlements due to the application
of the next 0.5-thick embankment layer according to
the actual embankment height. The differential settle-
ment is the difference of settlement between point A
and point B from Figure 2, namely above a pile and
amid the piles. Figure 7 shows that the surface differen-
tial settlements decrease when the embankment height
increases and are negligible from an embankment
height of about 2 m for every case. For a smaller height
value, the differential settlement is smaller at embank-
ment M1 surface. This material presents effectively

higher rigidity and dilation values. No significant
influence of the soft soil compressibility is recorded
(only a small influence on M2 surface differential 
settlement).

Figure 8 depicts the maximum surface settlement
due to the next layer. When differential settlement
occurs, the maximum settlement is reached above
point A (Fig. 2), amid the piles. Without pile improve-
ment, the surface settlements due to the next layer
application range between 0.05 and 0.15 m for S1 and
between 0.01 and 0.05 m for S2. The improvement by
pile thus permits to considerably reduce the surface
settlement. The surface settlements decrease when
the embankment height increases. They are smaller at
embankment M1 surface, with no influence of the
soft soil compressibility. In return, there is a small
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Table 4. Embankment base settlement reduction compared
to the non reinforced case.

M1 M2

S1 95% 80%
S2 83% 53%
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soft soil compressibility influence at embankment
M2 surface: settlements are larger for the more com-
pressible deposit S1 than for S2.

3.2.2 Load transfer onto the piles
The load transfer onto the piles can be estimated by
the “efficacy”, which is the proportion of the total
load (embankment � surface overload) transmitted
to the piles. When no arching occurs, the efficacy is
equal to the area ratio (2.4%).

Figure 9 represents the evolution of the efficacy
according to the equivalent embankment height. The
efficacy increases with H to reach an almost constant
value equal to about 0.8 (except for the case S2-M2),
which means that 80% of the total load is transmitted
to the piles. The case S2-M2, which corresponds to
the weaker embankment material over the less com-
pressible soft deposit, leads to a maximum efficacy
equal to 0.65. This is probably because the basal dif-
ferential settlement is not large enough to lead to full
arching occurring in this embankment material.

The proposed numerical model permits to analyze
the results in terms of principal stress orientation.

Figure 10 shows the principal stresses around the pile
head at the final state. The stresses are concentrated
above the pile and the principal stresses are oriented
toward the pile, showing the arching effect in the
embankment which transmits the load onto the piles.

4 CONCLUSIONS AND FUTURE WORKS

A three-dimensional finite-difference numerical mod-
elling of a piled embankment is presented. The soft
soil, the pile and the embankment are explicitly simu-
lated in a unit cell supported by a rigid stratum. The
geometrical and geotechnical parameters are taken
from the literature and are realistic values. However,
this modelling approach would need a validation on
experimental results.

The embankment material behaviour is simulated by
an elastic perfectly plastic model with a Mohr-Coulomb
failure criterion, incorporating a stress dependant modu-
lus in order to take account for the material non linear-
ity. The soft deposit material is simulated using the
Cam Clay model, well adapted to simulate clay and
silt.

The parametric study focuses on the geotechnical
properties of the soft soil deposit and the embank-
ment material on the piled embankment performance.

It is first showed that the improvement by piles per-
mits to reduce the total and the differential settlements
and that arching occurs in the embankment material,
leading to load transfer onto the pile. The embankment
height influence is also highlighted.

In this study, the soft soil compressibility has no
influence neither on the settlements occurring in the
embankment nor on the load transfer onto the piles if
the embankment material has a high rigidity and/or
dilation angle. In return, there is a soft deposit influence
on both the settlement and the efficacy for the weaker
embankment. In particularly, this embankment material
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over the less compressible soft deposit leads to
smaller efficacy values.

The coupling between the soft soil and the embank-
ment material properties leads to the conclusion that in
the design, not only the embankment material proper-
ties must be taken into account, but also the soft soil
compressibility.

Future works will be conducted on the proposed
numerical model. A precise parametric study will be
performed on the embankment and soft soil geo
technical parameters. The aim is to highlight which are
the important parameters which should inevitably be
taken into account in a simplified but reliable design
approach. The influence of the embankment shear
strength characteristics will particularly be investigated.

REFERENCES

Briançon, L. 2002. Renforcement des sols par inclusions
rigides – Etat de l’art. Paris: IREX. 185p.

Briançon, L., Kastner, R., Simon, B. & Dias, D. 2004. Etat
des connaissances – Amélioration des sols par inclusions
rigides. In Dhouib et al. (eds). Proc. Symp. Int. sur
l’Amélioration des Sols en Place (ASEP-GI), Paris, 9–10
Sept. 2004: 15–44. Paris: Presses de l’ENPC.

BS8006 (British Standards). 1995. Strengthened/reinforced
soils and other fills. Section 8.

Chai, J.-C., Miura, N. & Shen, S.-L. 2002. Performance of
embankments with and without reinforcement on soft
subsoil. Canadian Geotechnical Journal 39(4): 838–848.

Combarieu, O. 1988. Amélioration des sols par inclusions
rigides verticales. Application à l’édification de remblais
sur sols médiocres. Revue Française de Géotechnique
44: 57–79.

Ducan, J. M. & Chang, C. Y. 1970. Non linear analysis of
stress and strain in soil. ASCE, Journal of Soil Mechanics
and Foundations 96: 1629–1653.

Fragaszy, R. J., Su, J., Siddigi, H. & Ho, C. J. 1992.
Modelling strength of sandy gravel. Journal of
Geotechnical and Geoenvironmental Engineering
118(6): 920–935.

Han, J. & Gabr, M. A. 2002. Numerical analysis of geosyn-
thetic-reinforced and pile-supported earth platforms over
soft soil. Journal of Geotechnical and Geoenvironmental
Engineering 128: 44–53.

Hewlett ,W. J. & Randolph, M. F. 1988. Analysis of piled
embankment. Ground Engineering 21(3): 12–18.

Indraratna, B., Balasubramaniam, A. S. & Balachandran, S.
1992. Performance of test embankment constructed to
failure on soft marine clay. Journal of Geotechnical
Engineering 118(1): 12–33.

Janbu, N. 1963. Soil compressibility as determined by
oedometer and triaxial tests. In Proc. of the European
Conf. on Soil Mechanics and Foundations Engineering,
Wiesbaden. Essen : Deutsche Gesellschaft für Erd-und
Grundbau: 19–25.

Jenck, 0. 2005. Le renforcement des sols compressibles par
inclusions rigides verticales. Modélisations physique 
et numérique. Thèse de doctorat, INSA de Lyon,
Villeurbanne.

Jones, C. J. F. P., Lawson, C. R. & Ayres, D. J. 1990.
Geotextile reinforced piled embankments. In Den Hoedt
(ed). Proc. of the 4th Int. Conf. on Geotextiles
Geomembranes and related Products, Den Haag, 28
May-1 June 1990: 155–160 (vol. 1).

Kempfert, H. G., Göbel, C., Alexiew, D. & Heitz, C. 2004.
German recommendations for reinforced embankments
on pile-similar elements. In Proc. of the 3rd European
Geosynthetics Conf., Munich, 1–3 March 2004: 279–284.

Kempton, G., Russell, D., Pierpoint, N. D. & Jones, C. J. F. P.
1998. Two- and three-dimensional numerical analysis of
the performance of piled embankments. In Rowe (ed).
Proc. of the 6th Int. Conf. on Geosynthetics, Atlanta,
25–29 March 1998: 767–772.

Laurent, Y., Dias, D., Simon, B. & Kastner, R. 2003. A 3D
finite difference analysis of embankments over pile-
reinforced soft soil. In Vermeer et al. (eds). Proc. of the
Int. Workshop on Geotechnics of Soft Soils – Theory and
Practice, Noordwijkerhout, 17–19 Sept. 2003: 271–276.
Essen: Verlag Glückauf.

Low, B. K., Tang, S. K. & Choa, V. 1994. Arching in piled
embankments. Journal of Geotechnical and
Geoenvironmental Engineering 120(11): 1917–1938.

Magnan, J.-P. & Belkeziz, A. 1982. Consolidation d’un sol
élastoplastique. Revue Française de Géotechnique 19:
39–49.

Mestat, P., Bourgeois, E. & Riou, Y. 2004. Numerical mod-
elling of embankments and underground works.
Computers and Geotechnics 31: 227–236.

Naughton, P. J. & Kempton, G. T. 2005. Comparison of ana-
lytical and numerical analysis design methods for piled
embankments. In Anderson et al. (eds). Proc. of Geo-
Frontiers, Austin, 24–26 January 2005.

Paute, J.-L., Hornych, P. & Benaben, J.-P. 1994.
Comportement mécanique des graves non-traitées.
Bulletin de Liaison des Ponts et Chaussées 190: 27–38.

Rogbeck, Y., Gustavsson, S., Soedergren, I. & Lindquist, D.
1998. Reinforced piled embankments in Sweden –
Design aspects. In Rowe (ed). Proc. of the 6th Int. Conf.
on Geosynthetics, Atlanta, 25–29 March 1998: 755–762.

Roscoe, K. H & Burland, J. B. 1968. On the generalised
stress-strain behaviour of “wet” clay. Engineering
Plasticity: 535–609. Cambridge University Press.

Russell, D. & Pierpoint, N. 1997. An assessment of design
methods for piled embankments. Ground Engineering
(November 1997): 39–44.

Stewart, M. E. & Filz, G. M. 2005. Influence of clay com-
pressibility on geosynthetic loads in bridging layers for
column-supported embankments. In Anderson et al. (eds).
Proc. of Geo-Frontiers, Austin, 24–26 January 2005.

Svanø, G., Ilstad, T., Eiksund, G. & Want, A. 2000.
Alternative calculation principle for design of piles
embankments with base reinforcement. In Proc. of the
4th Int. Conf. of Ground Improvement Geosystem,
Helsinki, 7–9 june 2000.

Valle, N. 2001. Comportement mécanique d’un sol grossier
d’une terrasse alluvionnaire de la Seine. Thèse de doc-
torat, Université de Caen/Basse Normandie.

Varadarajan, A., Sharma, G. & Aly, M. A. A. 1999. Finite
element analysis of reinforced embankment foundation.
International Journal for Numerical and Analytical
Methods in Geomechanics 23(2): 103–114.

822

Copyright © 2006 Taylor & Francis Group plc, London, UK



Numerical Methods in Geotechnical Engineering – Schweiger (ed.) 
© 2006 Taylor & Francis Group, London, ISBN 0-415-40822-9

823

1 INTRODUCTION

Micropiles present significant advantages for the con-
struction in seismic areas, mainly flexibility, ductility
and capacity to withstand extension forces. They can be
used as foundation support of new structures as well as
for seismic retrofitting of structures which have suffered
seismic damage (Forever 2004, Shahrour and Juran
2004).

The seismic behavior of micropiles was investigated
using a linear elastic 3D finite element model, which is
accepted for moderate seismic loading (Sadek 2003,
Sadek & Shahrour 2004, 2006). Observations on dev-
astating earthquakes showed that the soil nonlinearity
should be taken into account in the design of pile foun-
dations (Tokimatsu et al. 1996). The response analysis
should be performed in the time domain to properly
account for the soil nonlinearity and discontinuity con-
ditions at the soil–pile interface.

This paper presents results of analysis on the influ-
ence of the non linear behavior of both the soil and the
micropile-soil interface on the soil-micropile-structure
interaction. Analysis is carried using a full three-
dimensional model for the soil-micropile-structure
system in the time domain.

2 NUMERICAL MODEL

Analyses were carried using the program FLAC3D
(Fast Lagrangian Analysis of Continua in 3 Dimensions).
Figure 1 shows the problem under consideration. It con-
cerns the response of a system composed of a soil mass,

a group of 4 micropiles and a super-structure submitted
to a seismic loading. Absorbing elements are used at the
lateral boundaries in order to reduce the wave reflection
at these boundaries.

Micropiles are modeled using 2-node beam ele-
ments. They are rigidly connected to a cap which is free
of contact with the soil. The thickness of the cap is equal
to 1 m and the micropiles spacing (S) is equal to 6D 
(D denotes the micropiles diameter).

Influence of the soil nonlinearity and the interface on the seismic 
response of micropiles

H. Al Saleh & I. Shahrour
University of Sciences and Technologies of Lille, France

ABSTRACT: This paper presents a numerical analysis of the influence of both the non linear behavior of the
soil material and the micropile-soil interface on the response of micropiles to seismic loading. Analysis is car-
ried out by means of a three-dimensional numerical model in the time domain using the FLAC3D program. The
soil behavior is described by the non associated Mohr-Coulomb criterion. Absorbing boundaries are used to
account for the wave radiation at the lateral boundaries of the model. The study shows that the nonlinearities of
the soil and the micropile-soil interface have a significant effect on the soil-micropiles-structure interaction.
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The superstructure is modeled as a single degree-
of-freedom system (SDOF) composed of a concen-
trated mass of 40 tons and a column with a height 1 m.
The fixed base fundamental frequency of the super-
structure is equal to 1.61 Hz. The soil behavior is
assumed to be governed by the non associated Mohr-
Coulomb criterion. Tables 1a and 1b summarize the
properties of the soil and micropiles.

Spring elements are used at the micropile-soil inter-
face to account for the possibility of sliding between the
soil and micropiles. The shear stiffness of the interface
is assumed to be equal to the shear modulus of the soil.
Figure 2 shows the mesh used for the calculation of the
soil-micropiles-structure system. It includes 3116 8-
node brick elements and 97 beam elements.

The seismic loading is applied as a bedrock motion.
The velocity time history of the Earthquake Kocaeli 1999
N-S Component is used as an input loading (Figure 3).
The peak ground velocity is equal to 0.40 m/sec. The

frequency spectrum lies mainly between 0.2 and 2 Hz.
The peak frequency is equal to 0.9 Hz.

3 INFLUENCE OF THE SOIL PLASTICITY

Figure 4a shows the time history of the horizontal dis-
placement at the top of the superstructure for both elas-
tic (EE) and plastic soils (PE) with a perfect interface
between the soil and micropiles. It shows that the soil
plasticity induces a decrease in the lateral displacement.
Figure 4b shows the spectra of the velocity. It can be
observed that plasticity leads to a shift of the frequency
of the structure response towards low frequencies. This
shift tougher with the soil damping due to plasticity
could explain the influence of the latter on the reduc-
tion of the soil displacement.

Figures 4c shows the influence of the plasticity on
the axial forces. It can be observed that plasticity results
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Figure 2. Mesh used for the micropile-soil-structure system
(3116 8-node brick elements).

Table 1a. Properties of the soil material.

Density (kg/m3) 1700
Young’s Modulus (MPa) 8
Poisson’s ratio 0.45
Damping ratio 0.05
Friction angle (°) 30
Cohesion (kPa) 17
Dilatation angle (°) 0

Table 1b. Properties of micropiles.

Diameter (m) 0.20
Length (m) 10.0
Density (kg/m3) 7850
Young’s Modulus (GPa) 200
Poisson’s ratio 0.20
Damping ratio 0.02
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in a significant decrease in the axial forces which
attains approximately 50%.

4 INFLUENCE THE MICROPILE-SOIL
INTERFACE

Analyses were carried out with various shearing resist-
ances of the micropile-soil interface: purely cohesive
interface with three values of the cohesion (Cint � 150;
100; 50 kPa) and a frictional interface with a resistance
which is equal to that of the soil (Cint � 17 kPa, fint �
30°). Figures 5a and 5b present the time history of the
lateral displacement at the top of the superstructure
for different values of the interface resistance. They
show a significant decrease in the displacement with
the decrease in the interface resistance. Sliding at the
interface reduces the transmission of the energy to the
superstructure which results in a decrease in the iner-
tial forces.

Figures 5c and 5d illustrate the envelopes of the axial
force and bending moment. They clearly show that the
decrease in the interface resistance results in a decrease
in both the axial force and bending moment.
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5 INFLUENCE OF BOTH THE SOIL
PLASTICITY AND THE INTERFACE

The influence of the soil nonlinearity on the response
of micropiles group is investigated for different values
of the interface resistance.

Figure 6 illustrates the responses of the group of
micropiles for three resistances of the interface for both
linear (E) and non linear (P) behavior of the soil. It can
be observed that for the low interface resistance
(Cint � 50 kPa), the soil nonlinearity does not affect
the micropiles response. For high values of interface
resistance (Cint � 150 kPa), the soil plasticity results

in a decrease in the internal forces. In this case, the high
resistance of the interface allows the transmission of
stresses to the soil mass, which cause the soil plasticity
and affect the micropiles response.

Figure 6c shows the influence of the interface resist-
ance on the extension of the plasticity in the soil mass.
It can be observed that the increase in the interface
resistance results in an enlargement of the plasticity
zone in the soil mass.

Figures 6d shows the influence of the interface
resistance on the spectra of the velocity at the super-
structure for an elastoplastic soil. It can be observed
that the decrease in the interface resistance results in
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a shift of the dominate frequencies towards low fre-
quencies. This shift is due to the effect of sliding at
the interface in the decrease of the stiffness of the
micropiles foundation system, which leads to a reduc-
tion of the natural frequencies of the system.

6 CONCLUSIONS

The nonlinear behavior of the both the soil and
micropile-soil interface can greatly affect the seismic
response of micropiles. The influence of the soil plas-
ticity is moderate for micropiles systems with low
interface resistance. In deed, in this case, sliding at
the interface limits the transmission of stresses to the
soil mass, which results in a reduction of the exten-
sion of plasticity in the soil mass.

The influence of the soil plasticity and imperfect
interface on the natural frequencies of the soil-
micropiles-structure system must be taken into con-
sideration in the design of micropiles in seismic area.
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1 INTRODUCTION

Stiff inclusions, such as concrete piles are increasingly
used nowadays in the design of reinforcement solutions
for foundations on soft soils or slope stabilization sys-
tems. Soil nailed embankments; rock-bolted tunnels are
some other examples of reinforced soil systems. How-
ever, studies on modeling aspects of these systems are
few.

Beyond the differences on the installation or con-
struction method of such reinforcements, they undeni-
ably have some common features such as: considerably
stronger heterogeneity of the reinforcing material with
respect to the surrounding soil, and small volume frac-
tion of the reinforcing material. These two characteris-
tics of reinforced soil, associated with the relatively
high number of inclusions, make it very difficult to con-
sider them individually in the finite element analysis in
terms of producing very fine mesh to model these small
cross section inclusions and hence large size finite ele-
ment model. Consequently, little literature has been
devoted to this kind of approach and researchers have
tried to employ the concept of equivalent reinforcement
zone for this kind of structures (Randolph, 1994).

2 LITERATURE REVIEW

As regards to piled raft foundation (the problem of
concern in this paper), apart from a few attempts to

tackle this problem through FEM (see for example;
Small and Zhang, 2002 and Reul, 2004), specific meth-
ods have been developed in the last 20 years, such as
the ‘hybrid model’ (Clancy and Randolph, 1993 and
Chow, 1986) in which piles are modeled by beam ele-
ments and the interaction between piles and the soil
mass is taken into account by means of springs that
allow for describing the shear forces at the pile/soil
interface. In addition to time-consuming computational
methods used in these methods, they are restricted 
to the elastic behavior of the reinforced soil con-
stituents, which may be a rather crude approximation
as regards to the actual behavior of reinforced founda-
tion systems.

Huang et al (2005) used the 3D finite difference
method to model a constructed geosynthetic-reinforced
pile supported embankment in Germany. They modeled
the piles using pile elements and geogrids were mod-
eled using 2D elements.

Kotake et al (2001) used beam elements to model
reinforced soil, without allowing friction between soil
and reinforcement. A fairly similar approach was
adopted by Guler and Demirkan (2003).

Albert and Kovacs (2003) have adopted a rather sim-
ple method by introducing a subgrade model for rein-
forced soil.

The response of an embankment on soft clay
was investigated by finite element method using
CRISP program by Kamal et al (2005). As most
other researches, they used beam elements to model

Modeling various types of reinforced soil by the finite element method –
Application to piled raft foundations

M. Yazdchi, H.C. Yeow & B. Simpson
Ove Arup & Partners, London, UK

ABSTRACT: Reinforcement techniques are increasingly used in different areas of geotechnical engineering
(rock bolting for tunnels, soil nailing for retaining structures and ‘micropilling’ techniques, etc) for ground
improvement. In such structures, inclusions are periodically introduced along one or two directions. The den-
sity of inclusions makes it difficult to treat them separately. From a macromechanical viewpoint, the composite
made of soil and inclusions can be replaced by homogeneous material, whose mechanical properties are deduced
from those of the constituents. A new approach to model reinforced soil and pile groups is proposed in this
paper. The method has the advantage over modeling individual reinforcement/pile in the finite element method
in terms of meshing. In this method, the stiffness of nails/piles and the adhesion between reinforcement and soil
are smeared over reinforcement area and average behavior of the reinforcement is assessed. Examples are shown
of the analyses of a reinforced soil wall and a multi-storey building supported on a large group of piles.
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reinforcement without simulating the interface between
soil and reinforcement.

Recently, a ‘multiphase model’ has been proposed
by de Buhan and Sudret (2000) and de Buhan and
Sudret (2001) allowing modeling of linear elastic inclu-
sions ignoring their flexural and shear stiffness and
considering axial stiffness of reinforcement elements,
where perfect bonding between soil and pile was
assumed and no allowance was made for the piles to
slip through the soil. For many applications such as
reinforced earth embankments or soil-nailed slopes
this assumption is adequate, but for a piled raft foun-
dation shear and flexural stiffness of the piles could
play a decisive role in some situations such as in the
case of a foundation subjected to lateral loading;
otherwise for vertical loading, assuming only axial
stiffness of the piles appears to be adequate.

This paper reports the methodology based on a
so-called macromodel to model piled raft foundations.
According to this model, a region of soil reinforced by
dense and regularly distributed inclusions, such as
piles, is described as the superposition of two continu-
ous media, called ‘base material’ and ‘reinforcing
medium’, respectively. The base material has the same
properties as the soil, while the reinforcing medium is
modeled as a homogenized material super-imposed on
top of the base material. The aim of the present work is
to present a realistic and simplified numerical method
for the analysis and design of reinforced soil systems.

The reinforced soil model has been implemented
into Oasys finite element SAFE program.

3 PROBLEM STATEMENT

3.1 Description of the model

Figure 1a shows a description of the reinforced soil
on the microscopic scale, where inclusions are treated
as individual elements embedded in the native soil. On
the other hand, according to the macromodel approach,
the composite reinforced soil system may be regarded
as the superposition of two continuous media, called
‘base material’ and ‘reinforcing material’, respectively.
The base material and reinforcing material are geo-
metrically coincident at any node but with different
constitutive laws, as shown in Figure 1b. The reinforce-
ment is represented as an averaged (or “smeared”)
effect. Slip between the reinforcement and soil is also
modeled.

3.2 Numerical implementation of the model

The physics behind the method of analysis directly
relates the shear passing between soil and reinforce-
ment to the amount of slip, thus:

The limiting shear stress is set by the adhesion and
friction data for the reinforcement, and then the limiting

slip S between the reinforcement and the soil needs to
be determined.

The behaviour of the reinforcement is assumed to
be smeared, and it stiffness can be linear or non-linear.
This means that its stiffness is force per unit area of soil
(in units of stress), and the adhesion between reinfore-
ment and soil is force/unit area of soil /length of relative
movement (or stress/length).

Beside the usual parameters used to model soil,
one extra parameter which governs the shear resist-
ance between reinforcement and soil is used.

The program works by storing the displacement of
the reinforcement separately from that of the soil. The
displacement of the reinforcement is calculated by
summing strains from nodes which are bonded to the
main mesh (e.g. a pile cap). If necessary, the reinforce-
ment could be bonded to an element which is extremely
flexible and so provides no restraint to the end of the
reinforcement.

From these relative displacements, the shear stress
passing between soil and reinforcement is computed,
and this gives the gradient of normal stress in the rein-
forcement. The normal stresses themselves are then
computed by working, iteratively, along the reinforce-
ment from a free end at which the stress is zero.

The iterative process operates as follows:

1. At iteration 1, the presence of the reinforcement is
considered and displacements of the ground are
calculated.

2. The displacement of the reinforcement is then com-
puted, starting from the bonded end (where displace-
ments are the same as those of the corresponding
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Figure 1. Description of the reinforced material
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elements), and working along the length of the
reinforcement. The incremental displacements are
computed from the incremental stresses in the rein-
forcement, using the correct stiffness. The stiffness
of reinforcement must not be changed between runs.

3. Hence the relative displacement of the soil and
reinforcement are known, and the shear passing
between them can be computed, from the diagram
below (see Figure 2). This shear gives the gradient
of stress in the reinforcement.

4. Starting from the free end of the reinforcement,
and using the gradients, the stress in the reinforce-
ment is computed.

5. This whole process is repeated iteratively.

The program achieves a pseudo-3D solution in a
2D mesh by adding iterative processes to the normal
finite element computation.

At the end of each increment, the program outputs
displacements of the soil and reinforcement nodes,
and the stresses at the nodes joining elements of rein-
forcement. The finite element process ensures that
equilibrium is maintained between the base material
and reinforcing medium. The model is validated 
by checking the gradient of direct stress in the rein-
forcement in relation to the relative displacements 
of nodes of the base material and the reinforcing
medium. This gradient must be consistent with the
shear stress passing between the two materials, as
defined by Figure 2.

The program can have two sets of reinforcement
overlying each other and this could be extended to
more if needed.

Prestressing forces of reinforcement (e.g. into a set
of piles) can be applied.

It was assumed that the pile group has significant
axial stiffness but very low resistance to bending and
this does not cause a problem as long as applied loads
are vertical.

4 PROBLEM DESCRIPTION

The piled raft foundation to be analyzed is represented
in Figure 3.

This has been used to investigate a settlement prob-
lem of a building with original large diameter bored
piles, which were overloaded, and additional minipiles
provided as underpinning.

The building is modeled as axisymmetric, as shown
in Figure 4. The radius of core area is 12 m and that of
the whole building is 24 m. The following construc-
tion sequence was assumed in the analysis:

Stage 1: Initialization of the soil
Stage 2: Construction of the original piles
Stage 3: Construction of the building
Stage 4: Construction of the minipiles and jacking –

prestressing of these piles
Stage 5: Application of future loads

Soil stratigraphy is underlain at depth by hard clay
which in turn is overlain by soft clay with some made
ground.

The region of soil located below the footing has
been reinforced by a group of 20 m long piles bored
through the soft clay and penetrating into the hard
clay to a depth of 5 m.

The meshing shown in Figure 4 was used in the
finite element analysis. The ground was discretized
into eight-nodded quadrilateral elements. The vicinity
of the footing was discretized by finer elements to
capture the deformation and failure modes in these
critical zones.

As for the boundaries of the ground, vertical rollers
were placed along the footing centerline and fixed
conditions were used along the bottom and other lat-
eral boundaries of the analysis domain.

The soil is modeled as a Mohr-Coulomb material
and the reinforcing elements (piles) are modeled as
linear elastic material.

A finite element mesh of the system comprising
eight-nodded quadrilateral elements is shown in
Figure 3. Quite large elements have been used for this
macromodel; individual modeling of each pile would
have required a much more refined discretization of
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the model in the piled area, in order to capture the com-
plex interactions prevailing between the soil and the
dense network of piles.

Settlement of the building throughout the develop-
ment of the site could be investigated. Figure 5 shows
the settlement of the building at various stages of
development. Although continued settlement of the
building is computed before installation of the mini-
piles (as observed), settlement under future loading is
computed to be minimal with the minipiles in place.
Figure 6 shows the stresses in the soil, the original
piles and additional piles at a later stage of the devel-
opment. At this stage, dissipation of pore water pressure
in the soft clay led to negative skin friction, which is
seen by forces in the piles increasing with depth.

Sections of the plot at which the shaft adhesion of the
piles is fully mobilised are seen by limiting gradients,
as marked on Figure 6.
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Figure 4. Model piles as reinforcement in SAFE.
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5 CONCLUSIONS

The macromodel approach presented in this paper to
describe behavior of geomaterials reinforced by linear
inclusions, allows for simulation and design of any
reinforced soil system, leading to a spectacular reduc-
tion of the computational time and complexities.

The greater the number of inclusions in the structure,
the more accurate the macromodel approach. Whereas
the processing time increases with the number of piles
in the hybrid or direct methods, it is constant in the
macromodel, since only the volume fraction of the
reinforcement phase has to be modified and more
importantly, finite element meshing for the macro-
model is very simplified in compare with the direct
methods.
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1 INTRODUCTION

Natural soft clays tend to have significant anisotropy
of fabric, developed during deposition and one-
dimensional consolidation. During subsequent plastic
straining, the fabric anisotropy can change. Anisotropy
can influence both elastic behaviour and plastic behav-
iour. For normally consolidated or lightly overconsol-
idated soft clays, plastic deformations are likely to
dominate for many problems, such as the embank-
ment loading considered in this paper. In addition to
anisotropy, natural clays exhibit the effect of inter-
particle bonding. When plastic straining occurs, the
bonding degrades, referred to as destructuration. These
effects can be accounted for with S-CLAY1 and 
S-CLAY1S models. S-CLAY1 is an extension of con-
ventional critical state models, with anisotropy of
plastic behaviour represented through an inclined yield
surface and a rotational component of hardening (Wheeler
et al. 2003). The S-CLAY1S additionally accounts for
bonding between clay particles and destructuration
(Koskinen et al. 2002) by using the concept of intrinsic
yield surface proposed by Gens and Nova (1993).

Vertical drains are often used under embankments on
soft soil to speed up consolidation. Three-dimensional
finite element modelling of vertical drains is often not
practical and consequently a two-dimensional plane
strain model is usually adopted. However, the problem
of water flow into a vertical drain is axisymmetric and
therefore, the vertical drain system must be converted

into equivalent plane strain model. Hird et al. (1992,
1995) proposed a mapping procedure by which an
axisymmetric unit cell can be converted to an equiva-
lent plane strain unit cell. This can be achieved by
manipulating either the drain spacing and/or soil per-
meability. Certain simplifying assumption are made:
each single drain is assumed to work independently,
soil has a constant permeability and the consolidation
takes place in a uniform soil column with linear com-
pressibility characteristics in the absence of lateral
movement. Such restrictive conditions are not likely
to be achieved in normally or lightly overconsolidated
soils under embankment loading. Furthermore, soft
soils tend to be structured and their behaviour is highly
non-linear. The question is how well the mapping pro-
cedures apply when complex elasto-plastic models
are used. This paper studies the performance of the
mapping procedures proposed by Hird et al. (1992,
1995) in a 2-D plane strain analysis of Haarajoki test
embankment, considering the section that was improved
with vertical drains. Simulations are performed with
S-CLAY1 and S-CLAY1S models as well as the
isotropic Modified Cam Clay model.

2 HAARAJOKI TEST EMBANKMENT

Haarajoki Test Embankment was built as a noise barrier
in 1997. The embankment is 3.0 m high and 100 m
long. The crest of the embankment is 8 m wide and

Numerical modelling of vertical drains with advanced constitutive
models

A. Yildiz
Department of Civil Engineering, Çukurova University, Adana, Turkey

M. Karstunen & H. Krenn
Department of Civil Engineering, University of Strathclyde, Glasgow, UK

ABSTRACT: When modelling vertical drains in a real boundary value problem the radial flow around a drain
needs to be mapped into equivalent plane strain conditions. This can be done by using either permeability, geom-
etry or combined mapping. Whilst the procedure is very simple and straight-forward, the paper suggests that for
advanced constitutive models the mapping procedures may need to be done separately for each constitutive model.
Three constitutive models are used in the finite element analyses. The S-CLAY1 accounts for initial and plastic
strain induced anisotropy and the S-CLAY1S model accounts, additionally, for inter-particle bonding and degra-
dation of bonds. For comparison, the simulations are also performed by the isotropic Modified Cam Clay model.
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the slopes have a gradient of 1:2. Haarajoki deposits
can be characterized as sensitive anisotropic soft clays/
clayey silts. The organic content is between 1.4 and
2.2% in the depth of 3–13 meters. The water content
(67–112%) is often higher than the liquid limit. On
the top there is a 2 m thick layer of dry crust and under
that a 20 m thick layer of clay. Half of the embankment
is constructed on area improved with vertical drains
and the other half on natural deposits without any addi-
tional ground improvement. The embankment itself
was constructed as 0.5 m layers with each of the layers
applied within 2 days. In the improved area, the verti-
cal drains were installed in square pattern with 1 m c/c
spacing.

3 INPUT DATA

The embankment was modelled with Mohr Coulomb
model using the following values: Young’s modulus
E � 40000 kN/m2, Poisson’s ratio n� � 0.35, friction
angle f� � 40°, dilatancy angle c � 0°, cohesion
c� � 2 kN/m2, and unit weight g � 21 kN/m3. Based
on previous analyses (see e.g. Aalto et al. 1998), the
increase in stress is negligible below the depth of 15 m
and therefore, the deepest clay and silt layers have been
ignored in the unit cell analyses.

The values for model and state parameters for the
S-CLAY1 and S-CLAY1S models were estimated for
each layer based on laboratory results (Tables 1-3).
The initial values for the state parameters are shown
in Table 1. Pre-overburden pressure (POP) defines the
difference between the vertical preconsolidation stress
(s�vp) and the in situ vertical effective stress (s�vo). The
in-situ K0 values (coefficient of earth pressure at rest)
are estimated with the equation proposed by Mayne
and Kulhawy (1982). The initial inclination a0 of yield
surface (Table 1) was determined using the procedure
by Wheeler et al. (2003). The bonding parameter x0 is
related to the sensitivity (St) of the soil, and St�1 can
be considered as a lower bound of x0 (Koskinen et al.
2002). The values for the standard soil constants in
Table 2 (unit weight g, n�, slope of the swelling/
recompression line k, slope of the normal compres-
sion line l, and stress ratio at critical state M) were
determined in a conventional manner from triaxial
and oedometer tests on natural samples. The values of
permeability used for calculations were derived by
Näätänen et al. (1998) based on vertical and horizon-
tal oedometer tests.

The values for the additional model parameters
required for the S-CLAY1 and S-CLAY1S models are
listed in Table 3. The values of li (the slope of the
intrinsic compression line) need to be measured from
oedometer tests on reconstituted samples. In the
absence of these tests, the values were estimated assum-
ing similar l/li ratios with the other Finnish clays.

The values of soil parameter b relating to rotational
hardening were calculated as outlined in Wheeler et al.
(2003) using estimated normally consolidated K0 val-
ues. The values of m, which control the rate of yield
surface rotation, were estimated based on apparent
values of l, as suggested by Zentar et al. (2002). For
the parameters a and b that control rate of degradation
of bonding typical default values were assumed based
on experience with other Finnish clays.

4 UNIT CELL ANALYSIS

The analyses of Haarajoki test embankment by utiliz-
ing a unit cell were done with the 2D finite element
code PLAXIS V8.2 (Brinkgreve, 2002). The S-CLAY1
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Table 1. The initial values for the state variables.

Layer Depth e0 POP K0 �0 x0

1 0.0–1.0 1.4 76.5 0.40 0.58 4
2 1.0–2.0 1.4 60.0 0.40 0.58 4
3a 2.0–3.0 2.9 38.0 0.52 0.44 22
3b 3.0–4.0 2.9 34.0 0.52 0.44 22
3c 4.0–5.0 2.9 30.0 0.52 0.44 22
4 5.0–7.0 2.8 24.0 0.54 0.42 30
5 7.0–10.0 2.3 21.0 0.55 0.41 45
6 10.0–12.0 2.2 28.5 0.55 0.41 45
7 12.0–15.0 2.2 33.5 0.52 0.44 45

Table 2. Values for MCC soil parameters.

Layer � � � � M

1 17.0 0.35 0.006 0.12 1.50
2 17.0 0.35 0.009 0.21 1.50
3a 14.0 0.18 0.033 1.33 1.15
3b 14.0 0.18 0.033 1.33 1.15
3c 14.0 0.18 0.033 1.33 1.15
4 14.0 0.10 0.037 0.96 1.10
5 15.0 0.10 0.026 0.65 1.07
6 15.0 0.28 0.031 1.16 1.07
7 15.0 0.28 0.033 1.06 1.15

Table 3. Values for the additional soil parameters for 
S-CLAY1 and S-CLAY1S.

Layer � � �i a b

1 1.00 50 0.04 8 0.2
2 1.00 50 0.06 8 0.2
3a 0.70 20 0.38 8 0.2
3b 0.70 20 0.38 8 0.2
3c 0.70 20 0.38 8 0.2
4 0.64 20 0.27 8 0.2
5 0.60 20 0.19 8 0.2
6 0.60 20 0.33 8 0.2
7 0.70 20 0.30 8 0.2
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and S-CLAY1S models have been implemented as
user-defined soil models. The problem was discretized
by using a finite element mesh with about 77 six-noded
triangular elements. The groundwater table is at the
ground surface. The lateral boundaries are restrained
horizontally and the bottom boundary is restrained in
both directions. Drainage boundaries are assumed to
be at the level of ground surface and at the bottom of
the mesh. The excess pore pressures were set to zero
along the drain boundary to simulate complete dissi-
pation. The construction of embankment was done in
0.5 m layers, each taking 2 days accounting for the real
construction schedule. The construction of embank-
ment was completed in 35 days. After the construction
of each layer a consolidation phase is introduced to
allow the excess pore pressures to dissipate.

Figure 1 shows an axisymmetric unit cell with the
total radius, R and its equivalent plane strain unit cell
with half width, B. The length of the vertical drains (l)
is 15 m and only a single drain is modelled in the
analyses. The equivalent drain radius (rw) and unit
cell radius (R) were calculated as 0.034 m and 0.565 m,
respectively.

The installation of vertical drains by means of
mandrel causes significant disturbance in the soil sur-
rounding the drain. Thus, a zone of smear with reduced
permeability develops. The size of the smear zone
depends on the method of drain installation, the size
and shape of mandrel and the soil structure. The hor-
izontal permeability of the soil kh was reduced to a
lower value of ks within the radius of smear zone (rs) in
the analyses. Well resistance was neglected in the analy-
ses. The axisymmetric unit cell was converted into
equivalent plane strain unit cell by following the map-
ping procedures proposed by Hird et al. (1995). The
geometric mapping was done according to equation:

(1)

The permeability mapping can be done by using

(2)

where kax and kpl are the values of horizontal perme-
ability of axisymmetric and plane strain conditions,
respectively. It is also possible that a value of B is pre-
selected and then kpl is calculated by using combined
mapping procedure as:

(3)

5 RESULTS OF NUMERICAL ANALYSES

The first set of finite element analyses was conducted
using an axisymmetric unit cell. The problem was
modelled using large strain analyses. Figure 2 shows
the predicted settlements versus time for all models
(MCC, S-CLAY1 and S-CLAY1S). Smear effect is
neglected in the analysis of vertical drained area. The
smear effect can be neglected by using kh/ks � 1 or
rs � rw in the analysis. Differences between the three
models become significant during consolidation. The
isotropic MCC model predicts smaller settlements than
the two anisotropic models and the highest values
were predicted by S-CLAY1S.

For the plane strain analyses the axisymmetric unit
cell is converted into equivalent plane strain unit cell
according to Eqs 1–3 (Table 4). The predicted vertical
displacements by the axisymmetric and equivalent
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plane strain analyses are compared in Figure 3. It can
be seen that all three mapping procedures produce
virtually identical results. Consolidation rate in the
equivalent plane strain analyses is predicted to be faster
than that in the axisymmetric analysis. During con-
solidation, the maximum error in the predicted settle-
ments between the axisymmetric and equivalent plane
strain analyses is about 6% with MCC, whilst errors
of about 9% and 8% results with S-CLAY1 and 
S-CLAY1S, respectively.
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Table 4. The equivalent plane strain model for perfect drain.

Geometry Permeability Combined
kh/ks rs/rw mapping mapping mapping

1 1 B � 1 m kpl/kax � 0.32 kpl/kax � 1.014
(B � 1 m)
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Figure 3. The results of axisymmetric and plane strain
analyses for perfect drain: (a) MCC; (b) S-CLAY1 and 
(c) S-CLAY1S.
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Figure 4. The results of axisymmetric and plane strain
analyses with smear effect (kh/ks � 10 and ds/dm � 5):
(a) MCC; (b) S-CLAY1 and (c) S-CLAY1S.
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The match is therefore reasonable, but not perfect.
Given the error is different from model to model, it
might be necessary to consider each model separately
in order to improve the match. The predicted maximum
value of excess pore pressures at the end of construc-
tion is predicted to be the same for all models in the
axisymmetric analyses, but rate of dissipation excess
pore pressures is higher with S-CLAY1S model than
the other models. Because either geometry or soil
permeability are changed in mapping, the excess pore
pressures in the equivalent plane strain model are not
comparable with those by the axisymmetric model.

Installation of vertical drains by means of a mandrel
causes significant remoulding of the subsoil, especially

in the immediate vicinity of the mandrel. Haarajoki
deposits are very sensitive. Thus, considerable distur-
bance is expected in the subsoil during the installation
of vertical drains. In order to investigate the influence of
soil disturbance due to mandrel insertion, a parametric
study was performed by changing the radius of smear
zone and the horizontal permeability within smear
zone. It was obvious that the smear effect has major
influence on the settlement behaviour. The difficulty
is to estimate the extent of the smear zone and the
influence of the smear on soil properties. According
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to Indraratna and Redana (1998) the smear zone radius
is typically of 4–5 times the radius of the mandrel (rm).
Bergado et al. (1993) proposed the ratio of kh/ks
between 5 and 20 based on full-scale field test.

Figure 4 shows the vertical displacements by the
axisymmetric and equivalent plane strain analyses
accounting for smear effect assuming kh/ks � 10 and
rs/rm � 5. Again, all mapping procedures produce
effectively identical settlement response. However,
the agreement between axisymmetric and equivalent
plane strain analyses is far from perfect. The rate of
consolidation in the plane strain analysis is notably
faster than that in axisymmetric analysis. Figure 5
illustrates the calculated errors in the plane strain
analyses with smear effect compared to the axisymmet-
ric unit cell. The results of combined mapping proce-
dure are taken as reference for the error calculation.
The maximum errors are about 15%, 18% and 16%
for MCC, S-CLAY1 and S-CLAY1S, respectively. At
the end of consolidation, the errors are about 0.6%,
3.5% and 3% for MCC, S-CLAY1 and S-CLAY1S,
respectively. In order to improve the match, the ratio
of kh/ks is increased from 10 to 20 in the equivalent
plane strain analysis while the ratio of kh/ks is kept
constant in the axisymmetric analysis. The results of
axisymmetric and mapped plane strain analyses are
compared in Figure 6. The quality has improved,
although for a perfect match, each model would need
to be considered separately.

6 CONCLUSIONS

This paper studied the mapping procedures developed
for 2D plane strain analysis of a vertical drain under an
embankment load. The actual axisymmetric condition
of a vertical drain was converted into equivalent plane
strain model, considering both ideal drain and the
smear effect due to the installation of vertical drains.
The soft clay was chosen correspond to Haarajoki test
embankment in Finland. Two anisotropic constitutive
models, S-CLAY1 and S-CLAY1S, were used in the
analyses. The simulations were also done with the
isotropic MCC model. Based on results of numerical
analyses the following main conclusions can be drawn:

• Ignoring fabric anisotropy and micro-structure
would lead to underprediction of settlements.

• The three alternative mapping procedures proposed
by Hird et al. (1995) produce identical results.
Combined mapping procedure is the most conven-
ient as it enables controlling mesh geometry in the
finite element analysis.

• The rate of consolidation in the equivalent plane
strain analyses tended to be faster than that in the
axisymmetric analyses.

• Smear effect increases the errors between the
axisymmetric and equivalent plane strain results.

Based on these results, the matching procedures pro-
posed by Hird et al. (1995) can only be used as a crude
estimate when advanced models are used. In order to
improve the match, the permeabilities for the equiva-
lent plane strain model need to be adjusted further.
As the predicted coefficients of consolidation differ
from model to model, in some cases this further adjust-
ment may need to done model by model basis. If the
mapping procedures are applied to a real embankment
geometry, it would be unwise just to rely solely on the
equation proposed by Hird et al. (1995), and studies
such as presented here would need to be conducted
before choosing the permeability values for the plane
strain analyses.
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1 INTRODUCTION

The upgrading of very soft soil areas (recent deposits
and mud) requires innovating processes. Reinforcement
with vertical piles is a ‘traditional’ process used to
improve the bearing pressure of the very soft soil. 
A recent approach of this concept is the addition of a
geosynthetic like reinforcement at the base of the
embankment (Fig. 1). The geosynthetic has to allow
the transfer of the vertical load, due to the weight of
the embankment, to the piles in order to minimise the
applied load on the soft soil.

The vertical load due to the weight of the embank-
ment can be directly transferred to the piles by an
arching effect or indirectly via the membrane effect of
the geosynthetic. Loads transmitted to the piles are
reported primarily to the bedrock or partially to the
soft soil by friction.

The main numerical difficulties correlated to the
modelling of this type of structure result from:

– The significant deformability of the structure
needed to develop tensile force into the flexible
reinforcement sheet,

– The complex interaction between the soil, geosy-
nthetic and piles at the interfaces,

– The specific behaviour of materials constitutive of
these reinforced earth structures (membrane

behaviour of the geosynthetic, arching effect and
transfer of load in the soil).

The coupling between finite element and discrete
element models is motivated by:

– The need to use finite elements to describe the
fibrous structure of the geosynthetic sheet (modelling
by discrete elements does not allow to take into account
particular directions of reinforcement and the non
linear tensile behaviour of each fibre direction),

– The need to use discrete elements to fit well the
particular behaviour of granular soils: influence of
the variation of porosity on the mechanical behaviour
of the soil during the collapse of the embankment on the
geosynthetic sheet, expansion, dilatancy, arching

Coupling finite elements and discrete elements methods, application to
reinforced embankment by piles and geosynthetics

B. Le Hello & P. Villard
Lirigm, Université Joseph Fourrier, Grenoble, France

A. Nancey & Ph. Delmas
Bidim Geosynthetics SAS, Bezons, France

ABSTRACT: The design of geotechnical earth structures is, due to the use of new technologies and new mater-
ials, more and more sophisticated. This needs the development and the adaptation of the existing numerical
models to take into account the specificity and the particularity of the behaviour of each component of the struc-
ture. A coupling between Finite Elements Method and Discrete Elements Method was done in order to clarify
the mechanical behaviour of embankments soil reinforced by piles and geosynthetics. The coupling of the two
numerical models allows us to keep the main advantages of each method: use of a continuous model defined by
the macroscopic parameters to describe the fibrous structure of the geosynthetic sheet and its interaction with
the soil, and use of a discrete model to describe the mechanisms of arching effect and transfer of load in the soil.
Applications to embankments built on compressible soil and reinforced by piles and geosynthetic sheets are
presented. Results given are the displacements and the deformations of the structure, the tensile forces acting in
the armed directions of the geosynthetic and the efficiencies of piles, geosynthetic and supporting soil.
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Figure 1. Reinforced embankment by piles and 
geosynthetics.
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effect and representative transfer of load in the gran-
ular soil (shape and granular distribution of the par-
ticles of soil have experimentally and numerically a
great influence on the mechanism of arching effect),

– The need to take into account the interface behav-
iour. The major disadvantage of modelling both the
soil and the geosynthetic by discrete elements lies
in the restitution of the macroscopic behaviour of
the interface which is tributary, at the same time, of
the relative roughness of the particles of soil with the
sheet (relative roughness being able to evolve during
simulation if the geosynthetic sheets are very weak),
and of the inter granular microscopic friction (the
fitting between micro and macro properties being
difficult to obtain in this case). The advantage to
model the soil by discrete element and the sheet by
finite element is that it is possible to define directly
the interface behaviour by specific contact laws using
the macroscopic friction angle (no fitting between
micro and macro properties).

2 THE NUMERICAL APPROACH

The numerical approach selected to allow the coup-
ling between the discrete and finite elements, consist
to insert in an existing discrete element code SDEC
(Donzé & Magnier, 1997) the specific finite elements
characteristic of the geosynthetic sheet behaviour.
The behaviour of these finite elements is governed,
like the discrete elements, by the Newton’s law of
motion. The interaction behaviour between these two
kinds of elements is given by specific contact law
defined at each contact point. The assumptions which
manage the behaviour of each element and the
numerical specificities linked to the coupling of the
two methods are presented below.

2.1 The finite elements used to describe 
the membrane behaviour of the 
geosynthetic sheet

The finite elements included in the three dimensional
discrete elements software are three nodes elements
developed previously in a finite element procedure
(Villard & Giraud, 1998) to simulate the behaviour of
earth reinforced structures. These elements allow to
take into account the fibrous structure of any type of
geosynthetic (woven, non woven geosynthetic 
reinforced in specific directions or knitted geosyn-
thetic) and to well describe the tensile and membrane
behaviour of the sheet (due to their constitution,
geosynthetic sheet has no rigidity in flexion).

These numerical developments were validated by
comparison with analytical solutions of the mem-
brane effect obtained in simple cases (Villard et al.,
2000) and with experimental results of laboratory
tests or full-scale experiments (Gourc & Villard, 2000).

The fundamental assumptions which lead to the
establishment of the behaviour of a three nodes elem-
ent are:

– Each element consists of a set of fibres with vari-
ous orientations, initially forming a plane,

– The intersection and the tangle of wire are such as
it does not have to slip between the wire (presence
of connection points between wire). It results that
the behaviour of a fibre network is obtained by
superposition of behaviours obtained in each fibre
direction,

– The tensile efforts in each direction of fibres are
directed in the direction of fibres after deformation
(great displacements),

– The tensile stress supported by a set of fibres with
the same direction is defined by the relation � �
E(
) * 
. E(
) is the secant module of fibres (func-
tion of the density of fibres) and 
 is the deformation
of fibres in the direction considered. 
 is defined by
the relation 
 � (l� � l)/l with respectively l the
initial length and l� the length after deformation of
considered fibres. The modulus of elasticity in
compression is very weak compared to the elastic
modulus in traction (no compression in fibres),

– There is no bending stress,
– The deformations in each fibre directions are con-

stant on an element, due to the use of linear inter-
polations functions for the definition of the three
nodes elements.

The fundamental equation characteristic of the
behaviour of a three nodes finite element can be writ-
ten as:

(1)

where {F} are the forces acting on the nodes of an
element, {u} the nodal displacements of the element,
[Ku] the elementary matrix of rigidity depending on
the final position of the three nodes, and {Fu} a cor-
rective vector force resulting from the large displace-
ments formulation.

2.2 The discrete element model

The discrete element model used is a three dimen-
sional software (SDEC) based on a Newtonian
approach which uses rigid bodies (Donzé & Magnier,
1997). The basis elements employed are spherical
particles of various sizes which can interact together
(two elements may be considered as interacting while
not touching). The algorithm of calculation used con-
sists in successively alternating the application of the
Newton’s second law of motion to the particles and a
force-displacement law to the contacts. The equations
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of motion are integrated using an explicit centred
finite difference algorithm involving a time step �t.

Recent numerical developments allow jointing
together several spherical particles to make clusters.
These developments are necessary to obtain more
realistic mechanical behaviour of soil.

Interaction laws, locally defined, make it possible
to restore a global macroscopic behaviour of the 
particles assembly. The granular distribution, initial
porosity, shape of clusters and the methodology of
setting up the particles have a great influence on the
numerical material behaviour.

The identification of the micro mechanical param-
eters of contact needed to reproduce the macro mechan-
ical behaviour of the material is complex and need a
fitting of the model. Generally, numerical simulations
of triaxial tests are enough to identify the main
mechanical parameters (elastic modulus, Poisson
coefficient, cohesion, dilatancy and friction angles).

The curves presented on figures 2 and 3 give, for a
set of micro mechanical parameters, the macro
mechanical answers of the discrete elements model.
The numerical samples tested are constituted by
approximately 6000 spherical particles of several
sizes; each diameter of particles is randomly chosen
between a range of d and 2d. The spherical particles
are setting to an initial porosity by progressive
enlargement. Numerical triaxial tests at several initial

porosities are simulated (the minimal porosity
obtained is 0.352). We can note (Fig. 2 and Fig. 3) that
the discrete model allows to describe in a very satis-
factory way, the mechanical behaviour of granular
material (contractancy, dilatancy, characteristic state).

2.3 Coupling finite elements/discrete elements

The finite elements included in the discrete element
code are similar to those previously described. A thick-
ness e has been given to them to prevent the interpen-
etration of the soil particles in contact with the two
faces of one element. The geosynthetic sheets are
defined by three nodes elements jointed together. To
guarantee the regularity and the continuity of the con-
tact surface between the triangular elements and the soil
particles during the deformation of the sheet, cylin-
ders and spheres of diameter e are placed respectively
at the side and on the nodes of each triangle (Fig. 4).

So and thanks to the continuous surface of contact,
the frictional forces are preserved when a soil element
moves from a sheet element to another (what is not
the case when a soil element loses the contact and
comes into contact with another soil element).

Specific interaction laws are used to characterize
the interface behaviour between the soil particles and
the sheet elements. The main contact parameters are the
normal rigidity, the tangential rigidity and the friction
angle. Taking into account the absence of relative
roughness between the sheet elements and the soil
particles, the microscopic friction angle of contact
correspond exactly to the macroscopic friction angle
given by the model.

The three nodes sheets elements are treated like
deformable discrete elements. For this reason, the
behaviour of each sheet element is governed by the
Newton’s second law of motion applied to each node.
For each cycle of calculation, the relative position
between the sheet elements and the particles of the soil
(sphere or assembly of spheres) are considered. The
interpenetration of the elements the ones between the
others allows the determination of the contact forces
supported by each element, and by the way, for the three
nodes of the sheet elements via the interpolation func-
tions defined by the finite element model. The behav-
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iour law of each element (defined by equation 1) allows,
knowing nodal displacements of the element, the
determination of the nodal forces resulting from the
sheet deformation. Knowing the forces applied to each
soil elements or each node of the sheet elements, it is
possible thanks to the Newton’s second law of motion
to calculate its acceleration, its speed and the nodal
displacement between two steps of successive times.
Displacements of the elements the ones compared to
the others initiate a new sequence of calculation.

Simple applications, carried out to validate the
new numerical developments, show the efficiency of
the new formulation for static or dynamic applica-
tions. We can note that the results of applications
using sheet elements are rigorously the same to those
obtained with the initial finite element software.

3 APPLICATIONS TO REINFORCED
EMBANKMENTS

3.1 Description of the structure modeled

The geometry of the applications treated is given in
figure 5 (H � 1 m, s � 1.5 m and a � 0.6 m). For rea-
sons of symmetry and to prevent long time of calcula-
tion, only one square mesh of the embankment will be
modelled. The embankment is reinforced by a geosyn-
thetic sheet armed in two orthogonal directions. The
tensile rigidity J of the reinforcement, defined for a
meter width (T � J
), is in each direction 1000 kN/m.
T, defined for a meter wide, is the tensile force acting
in the armed direction and 
 the corresponding strain.

The soil embankment is assumed to be a granular
material issue from 7055 spherical discrete elements
(diameter ranging between 0.04 m and 0.08 m) pos-
itioned in space with a random distribution at poros-
ity of 0.36. The macro mechanical behaviours of the
assembly of particles are those given in figures 2 and 3.

The corresponding friction angle of the granular
material simulated is in this case 30° and the young
modulus is around 60 MPa. The particle density is
29.5 kN/m3, so the apparent density of the granular
soil embankment is 18.88 kN/m3.

The geosynthetic sheet is modelled with 200 triangu-
lar finite elements. The angle of friction between the
geosynthetic sheet and the soil particles is 25°.

The compressible subsoil under the geosynthetic
sheet is assume to be very soft and is modelled by the
Winkler’s Spring Model (1867). The rigidity of the
spring is given by K � ES/D with E the oedometric
modulus of the soft soil (depending of the simulation
carried out, E � 0 MPa or 0.5 MPa), D the thickness
of the layer of the compressible soil (D � 10 m) and S
the surface of influence of each spring.

The boundaries conditions are no vertical displace-
ments of the nodes of the sheet over the pile caps and
no horizontal displacements of the particles of soil at
the edges of the model.

The mechanism studied is the deformation of the
geosynthetic sheet and the movement in the soil
embankment due to the weight of the soil particles.

3.2 Numerical results

The discrete elements approach coupling with the
finite element model allows to determinate the inter-
acting forces between each element, the displace-
ments of the soil particles, the displacements of the
nodes of the geosynthetic sheet and the tensile forces
acting in each three nodes element in the two direc-
tions of reinforcement. The numerical simulations
were carried out for comparison with E � 0 MPa
(Case A) and E � 0.5 MPa (Case B).

The deformations of the geosynthetic sheet and the
displacements of any particles of soil, resulting from
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Figure 5. Geometry of the reinforced embankment. Figure 6. Global view of the modelled embankment.
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the application of the weight embankment, are given
in figure 6.

The numerical surface settlements obtained on the
top of the embankment are reported in table 1 for points
S1, S2 and S3 (Fig. 6). We can note that the surface settle-
ments are not uniform; the great values being
obtained at the centre of the square mesh (point S3).

The curves shown in figure 7 give the vertical dis-
placements of the geosynthetic sheet for two cross sec-
tions: between the piles (View 1) and at the axis of the
square mesh of piles (View 2). The results are given
with or without the action of the sub grade soil (Case A
and Case B). Due to the membrane effect, the vertical
displacements at the centre of the square mesh are big-
ger than those between the piles. The action of the sub
grade soil is important especially in the great displace-
ment areas. By comparison (Tab. 1 and Fig. 7) we can
note that the vertical displacements at the centre of the
square mesh are more important than those obtained
at the surface level. This is due to the disorganization
of the soil particles during the collapse of the
embankment on the sheet (expansion and dilatancy).

In order to evaluate the mechanism of dilatancy, an
expansion coefficient Ce was estimated and reported
in table 2. Ce is defined as the ratio between the thick-
ness of the soil embankment after the simulation and
its initial thickness before simulation (H � 1 m). The

expansion of the soil is correlated to the porosity of
the soil. The differences of porosity obtained in 
different areas of the embankment justify the use of a
discrete element model to characterize the behaviour
of the soil embankment (the macroscopic behaviour
of the discrete elements assembly depends directly of
the porosity, Fig. 2 and Fig. 3).

The tensile forces acting in the armed directions of
the geosynthetic in the two cross sections (View 1 and
View 2) are given figure 8. We can note that the pres-
ence of the sub grade soil induce a decrease of the
tensile forces in the geosynthetic.

In order to estimate the influence of each compon-
ent on the behaviour of the embankment we have
reported in table 3 the following ratios:

– The efficacy of the pile Ep: ratio between the verti-
cal loads transmitted to the piles (by membrane
and arching effects) and the weight of the soil
embankment,

– The efficacy of the geosynthetic Eg: ratio between
the vertical loads transmitted to the geosynthetic
by membrane effect and the weight of the soil
embankment,

– The efficacy of the supporting soil Es: ratio
between the vertical loads transmitted to the sup-
porting soil and the weight of the soil embankment,

– The efficacy of the arching effect Ea: (Ea � Ep � Eg).

We can note (Tab. 3) that the parts of load trans-
mitted by arching effect are in the two cases (Case A
and Case B) very important (67%). We can conclude
that for the simulated soil (assembly of great particles
and for the chosen geometry) there is an important
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Figure 8. Tensile forces supported by the geosynthetic sheet.

Table 1. Surface settlements at point S1, S2 and S3.

Point S1 (m) Point S2 (m) Point S3 (m)

Case A 0.014 0.023 0.040
Case B 0.011 0.019 0.034

Table 2. Expansion coefficient of the soil embankment.

Point S2 (m) Point S3 (m)

Case A 1.059 1.1
Case B 1.045 1.068

Table 3. Efficacy of each component of the reinforced
structure.

Ep Ea Eg Es

Case A 100% 66% 34% 0%
Case B 88% 67% 21% 12%
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mechanism of transfer of load and probably forma-
tion of an arch in the soil embankment. In order to
visualize this mechanism, we have drawn (Fig. 9) the
network of contact forces acting between the particles
of soil (the contact forces exceeding a limit value are
drawn in white). As one can see on figure 9, we obtain
an arch supported by the piles and acting in the soil
embankment.

4 CONCLUSION

This model, coupling finite element method and dis-
crete element method, let us think that it is a good way to
simulate the behaviour of an embankment reinforced by
piles and geosynthetics. The coupling finite elements/
discrete elements makes it possible, in this case, to use
the advantages of each method: a continuous model to
describe the fibrous structure of the geosynthetic sheet
and its interaction with the soil, and a discrete model to
describe the behaviour of the granular soil. As shown,
the main interest of the coupling MEF/MED is to take
into account the membrane behaviour of the sheet and
the mechanism of transfer of load into the soil embank-
ment. However, a particular attention must be paid to
the determination of the micro-mechanical param-
eters of contact to insert into the model. Moreover, a
specific procedure of calculation must be carried out
to place the particles of soil at a given initial porosity.

For a better understanding of the mechanisms
involved in embankments built on soft soil and 

reinforced by piles and geosynthetic, additional mod-
elling works need to be carried out.

In particular, complementary studies are needed to
confirm the first results obtained, using clusters (rigid
assembly of particles), various granular distributions
of particles, a great number of particles for modelling
the soil, several geometries of networks of piles and
various types of reinforcement. This work, performed
for frictional granular soil, can be extending to cohe-
sive material.

The results of the numerical model will be con-
fronted with experimental results obtained on full-
scale instrumented experiments (Villard et al., 2004;
Chew et al., 2004). These works can be concluding by
the realization of design abacus or by the establish-
ment of analytical design methods.
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Figure 9. Arching effect in the soil embankment.
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1 INTRODUCTION

In geotechnics, geocomposite cells filled with natural
materials are often used to build cellular structure com-
ing from civil engineering. A cell is generally a wire
netting cage filled with site materials (e.g. gravel,
stones, sand or adapted material such as a composite
material, including or not an appropriate geosynthetic
sack). Cells are commonly called gabions and this tech-
nique is used for the construction of retaining walls,
noise protection structures, or hydraulic erosion protec-
tion. Another use of this kind of structures is to protect
people against rockfalls. The paper is dedicated to the
numerical modeling of cells filled with stones (Fig. 1).

In order to explore the mechanical response of this
mechanical system under quasi static and dynamics
loadings, D.E.M. numerical modeling of the cell is pre-
sented and results coming from quasi-static compres-
sion tests and impact tests are exhibited. Different kinds
of loading paths are considered and compared to several
experiments performed in the same loading conditions.

2 NUMERICAL MODELING OF A CELL

A cell is composed of two mechanical systems. The
first one is the filling material, which is composed of
angular limestone blocks, and the second one is a double

twisted hexagonal mesh surrounding the granular mate-
rial. In order to simulate the mechanical behavior of a
cell, the model has to take into account both the two
systems. Moreover, considering the granular nature of

D.E.M. modeling in impact condition of geocomposite cells dedicated to
rockfall protection barriers

D. Bertrand
Cemagref & Lirigm-UJF Laboratories, Grenoble, France

Ph. Gotteland
Lirigm-UJF, Grenoble, France

S. Lambert & F. Nicot
Cemagref Laboratory, Grenoble, France

ABSTRACT: The study is related to rockfall protection barriers built with assembly of cells. These kind of
structures is model by a multi-scales approach where one distinguishes the cell scale and the global barrier scale.
This paper is dedicated to the numerical modeling of cells filled with granular matter surrounded by a wire mesh.
The medium is described by the distinct element method (D.E.M.) well suited to simulate granular matter. The
calibration and the validation of the model are done by comparing numerical simulation results to experimental
data coming from mechanical tests carried out on cubic like cells. These tests were performed in quasi-static
condition and dynamic condition of impact. Numerical results are in good agreement with experiments.

Figure 1. Geocomposite cell filled with natural stones
used for civil engineering structures.
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the filling material, the distinct element method had
been adopted for the modeling.

2.1 Distinct element method (D.E.M.)

The distinct element method is a numerical model to
describe the mechanical behavior of discontinuous bod-
ies (Cundall, 1979). The method is based on the use of
an explicit scheme (see for instance Pöschel, 2005) that
monitors the particle interaction through contacts and
remote interactions (Fig. 2). It calculates the particle
motion through Newton’s second law. Calculations
alternate between the application of Newton’s law to the
particle motions and a force-displacement law coming
from contact and remote interactions model where local
parameters (microparameters) of the model appear.
With a D.E.M. approach, the medium is described at a
microscopic scale, which means the element scale.

In our case, on the one hand, the interactions between
blocks included in the cell are computed by a specific
contact model which account for the fragmentation of
the elements (Bertrand, 2005b) and on the other hand
remote interactions are used to model the wire mesh
of the metallic cage surrounding the stones.

Thanks to this numerical method, large displace-
ments between elements are easy to simulate. This
method is very well suited to model a geocomposite cell
where important strains may occur during a loading
test. All the simulations have been performed in three
dimensions with the software Particle Flow Code
(Itasca, 2003).

2.2 Wire mesh modeling

The wire netting box is described by a set of spherical
particles. The particles are located at the physical
nodes of the mesh, i.e. at the wire intersection (Fig.
3a). Forces accounting for the mechanical behavior of
the wires are applied to the wires netting particles.
The mechanical behavior of the wires is modeled by
an elasto-plastic with failure relation. Experimental
tensile tests on single wires were carried out to calibrate
the parameters of the elasto-plastic relation (Bertrand,

2005b). In order to validate the model, a set of numeri-
cal simulations were performed and compared to exper-
imental tensile tests (Bertrand, 2006a). These ones
were carried out on a wire mesh sheet of 1000 mm by
500 mm and a good agreement with numerical results
and experimental data was found (Fig. 3b).

For the generation of a wire mesh, the positioning of
the particles in space is carried out one particle at time.
Each case of study, implying a different geometry of
wire mesh, requires a suitable algorithm.

In the case of a two-dimensional wire mesh sheet,
the positioning of the particles remains not too difficult.
The repetitive hexagonal shape of the mesh led to the
development of algorithms not too long and easy to use.

For a wire netting cage, the process is more compli-
cated. It takes as a starting point the real process of con-
struction. The particles are initially positioned in two
dimensions in a single plan, for instance (xOy). Thus,
each faces of the wire netting cage is defined. Then, the
rotation and the translation of each panel are carried out
(Fig. 4) in order to build the 3D cage. Afterward, adjoin-
ing particles are detected and the cage is ready to be
loaded.

2.3 Filling material modeling

Cells are filled with crushed blocks coming from
limestone quarry. The forms of the elements are irreg-
ular and angular. Preliminary studies showed that the
shape of the element has a significant influence on
the macroscopic behavior of the cell (Bertrand,
2005a). In order to simulate the mechanical phenomena
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Figure 2. Assembly of distinct elements. Contact model
are used to simulate the interactions between blocks of the cell
and remote interactions are used to model the wire mesh.

Figure 3. (a) D.E.M. modeling of the wire mesh. 
(b) Validation of the numerical model from macroscopic test.
(c) Macro tensile test of the wire mesh (1000 mm by 500 mm).
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developing during the cell loading, it is necessary to
take into account the shape of the element. The tech-
nique used to model the non spherical shape of parti-
cle consists in bonding several spherical particles
each others (see for instance Sallam, 2004).

The description of the angular shapes of the elements
requires two stages to create the assembly of grains
(Bertrand, 2006a): the generation of the element and
thereafter their association (Fig. 5).

When a cubic-like element has been created, two
rotations along two different axes are applied on it and
the spherical particles lying on the edges are removed
in the aim to reduce the element angularity.

All the numerical blocks are placed on the upper part
of the cell and the application of the gravity allows to
put them into the cell. As soon as a mechanical state of
balance is reached, a vibration of the elements is carried

out in order to decrease the initial porosity. Finally, all
the particles lying over the cell height are deleted.

Thanks to this approach, it is possible to accurately
reproduce the gradation curve and the porosity of the
experimental cells (Bertrand, 2004). After their gener-
ation, the filling material and the wire mesh are added
together. At this stage, the cell is ready to undergo
loading.

Due to the granular nature of the filling material,
the variability of the mechanical response of the cells
is significant. In order to describe the mechanical
behavior from an average point of view, ten different
cells were numerically created and tested systematically.

3 EXPERIMENTS

The lack of information concerning the mechanical
behavior of cells under quasi-static and dynamic load-
ings led to develop experimental tests. Two types of
tests were carried out in confined and unconfined con-
ditions. In the first case, the lateral strains of the verti-
cal faces of the cell were not allowed during the loading.
In the second case, the vertical faces could move freely.
The cubic-like cells were 500 mm in height.

During quasi-static compression tests, the axial force
applied to the upper side of the cell was recorded in
terms of axial displacement. The compression velocity
was constant. Four tests were performed in unconfined
condition and two in confined condition (Lambert,
2004).

Impact tests were also carried out. The experimental
device was composed of a spherical projectile and a
concrete slab where the cell was placed before the
impact (Fig. 6). The diameter of the spherical block was
530 mm and its weight was 250 kg. In the center of the
sphere a triaxial accelerometer recorded the three com-
ponents of the acceleration. Thus, it was possible to
deduce the force applied to the block during the shock
(Lambert, 2006) by multiplying the acceleration signal
per the block mass.

4 NUMERICAL RESULTS

All these experimental tests were simulated numeri-
cally. The fragmentation of the elements was taken into
account by a specific contact model in the normal direc-
tion (Bertrand, 2005b) which assumes an elasto-plastic
behavior at the contact points in the normal direction of
the contact plan.

The results of simulation are expressed as average
out of ten numerical tests carried out under the same
loading conditions, but considering each time a gran-
ular medium (cell) without the same fabric.

Only the tests of unconfined compression were not
averaged. Because of the high variability of the results,
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Figure 4. Wire mesh particle positioning in three 
dimensions.

Figure 5. Creation of an element and after elements posi-
tioning into the cell.
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it was impossible to identify an average tendency of
mechanical behavior.

The calibration of the numerical microparameters
was performed with the confined compression tests
(Fig. 7). Then, the model was validated by unconfined

compression tests and impact tests (confined and
unconfined).

In the case of unconfined compressions, the gen-
eral trends of evolution of the axial force in terms of
axial displacement are correctly reproduced by the
numerical model (Fig. 8). For axial displacement
under 20–30 mm, a regular increase of the axial force
is observed. Afterward, the axial force falls suddenly
after having reached a maximum. Then the axial force
shows several peaks followed by abrupt decreases.

One can explain this mechanism by the collapse of
chains of force within the granular skeleton. A succes-
sion of grains in contact, which carry high contact
forces, suddenly collapse by motion or failure of ele-
ments. This phenomenon generates a reorganization of
the elements which causes dynamics crisis and a brutal
drop of the axial force applied to the loading plate.

For each cell, the orders of magnitude are the same
ones but each cell has its own mechanical response. The
mechanical behavior of a cell is strongly related to the
initial arrangement of the elements. This is all the more
marked when the elements have the possibility to move
easily (unconfined condition). The dispersion of the
experimental data is also observed in simulations. As
it is observed for the real cells, the global strain of
numerical cells is strongly influenced by the initial
fabric of the assembly (Fig. 9).

Thereafter, the ability of the numerical model to
reproduce the mechanical behavior of a cell under
dynamic conditions was explored (Fig 10). The same
parameters determined in the quasi-static condition
were used during dynamics simulations of impact.

The physical characteristics of the impacting block
(diameter and mass) and its initial impact velocity were
numerically reproduced. The impact velocity was 8 m/s
which correspond to a kinetic energy of 8 kJ.
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Figure 6. Experimental device used for impact on cells in
confined and unconfined conditions.

Figure 7. Confined compression tests. Comparison between
the average tendency of ten numerical simulations (continuous
curve) and experimental data.
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Figures 11 and 12 show a comparison between
experiments and simulations. The numerical curves
were averaged out of ten impact tests.

The comparison between experimental and numer-
ical curves shows that a satisfying fit was obtained. The
model correctly reproduces the experimental tests of
impact even if the boundary conditions are changed
from confined to unconfined. The characteristic time of
the phenomena is well reproduced. The force magnitude
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Figure 8. Unconfined compression tests. Comparison
between experimental data (Exp. n°1 to n°4) and ten simula-
tions (NUM n°1 to n°10).

Figure 9. Unconfined compression tests. Shapes of ten
numerical cells for 16% of axial strain.

Figure 10. Visual comparison between simulations and
experiments. (a) Confined impact and (b) Unconfined impact.

Figure 11. Impact loading in confined condition. Comparison
between numerical results (averaged tendency) with an exper-
iment curve.
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upon the block, i.e. the peak strength and post peak
oscillations (in unconfined condition), is also in good
agreement with experimental data.

Although the mechanical behavior of stones is strain
rate dependant (see for instance Lajtai, 1991), one note
that the set of parameters calibrated under quasi-static
loading makes it possible to accurately describe the
macroscopic behavior of the cell in dynamic condition.

The mechanical response of the system is likely not
caused by a material effect associated to the stones
mechanical properties. Thus, at the cell scale, the strain
rate effect is mainly due to the inertia of the elements,
naturally taken into account by the model.

5 CONCLUSION

This study take part of a project dedicated to develop an
innovative technology for rockfall protection structures.
The structures considered are built with cells assembly.
The cells which composed the cellular structure are
often filled with a granular material which could
undergo large deformations.

This article focuses on the numerical modeling of
a cell and the validation of the cell model proposed by
comparison with experimental data. Throughout this
paper, cells were composed of a wire mesh box wrap-
ping an assembly of limestone blocks, along confined
or unconfined loading paths.

First of all, the numerical model of the double
twisted hexagonal wire mesh was undertaken. The
physical geometry of the cell cage provides the neces-
sary data to determine all the positions of the particles.
Elasto-plastic interaction models with strain harden-
ing were developed in order to take into account the
mechanical features of the wire netting metal. The cal-
ibration and the validation of the model were carried

out by comparing experimental and numerical results
coming from tensile tests.

Thereafter, the cell modeling was exposed. The phys-
ical characteristics of the filling material were repro-
duced in terms of gradation curve and porosity. Due to
the variability of the experimental data, ten cells were
numerically created in order to obtain an average
mechanical response of the cell. The calibration of the
contact parameters was difficult because of the vari-
ability of the results from one cell to another, inherent to
granular medium. The contact parameters were chosen
to fit experimental data coming from the confined com-
pression tests.

The validation of the cell model was confirmed by
simulating the other experimental tests. The numerical
results obtained showed a good agreement with the
experimental data in confined or unconfined condition
and for quasi-static and dynamics loadings. The pro-
posed cell model could accurately reproduce the
mechanical behavior of a geocomposite cell even if
boundary conditions and loading condition are changed.

In the near future, the simulation of other types of
mechanical tests, difficult to carried out form an exper-
imental point of view, is plan. For instance, triaxial
compression tests would allow studying the effect of an
eventual containment on the cell response. It makes it
possible to better understand the mechanical behavior
of a cell within a cellular structure.

Finally, results will be used to improve the numerical
model of the structure (Bertrand, 2006b).
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1 INTRODUCTION

In engineering practice it is often necessary to find
remedial measures to geotechnical problems which
may cause some hazard into urban areas. In such cases,
ground improvement techniques like grouting may be
much more convenient and with a lower impact than
more traditional approaches. The different grouting
techniques (permeation grouting, compaction grout-
ing, jet-grouting, …) are classified according to the
type of grout and the injection method adopted, being
the increase in soil strength the first goal of all of them.

In permeation grouting, for instance, the grout
(solution, suspension or emulsion) is usually injected
into the voids among soil particles with a pressure
low enough to prevent soil displacement or hydro
fracturing. For such a reason, groutability of a soil is
strictly connected to its permeability, being the soil
shear strength also important to set a proper injection
pressure. Grouts are rather complex fluids and can
have a wide range of rheological properties, initial vis-
cosity, setting time, final strength, stability and dur-
ability. All the above properties have to be taken into
account to plan the injection process, which must be
long enough to allow permeation, but cannot exceed
the time needed to start hardening (gel time).

There has been an extensive use of permeation
grouting in time, and many successful applications

are shown in literature with different kinds of grouts,
especially in sands and gravels which, because of
their high or very high permeability, exhibit minor
problems during the permeation process. Due to the
continuous technological progress, applications to
lower permeability soils have been attempted in the
last two decades by using chemical solutions with
lower and lower viscosities.

One of these unusual applications has been suc-
cessfully tested at the University of Napoli Federico II,
injecting very diluted sodium silicate based solutions
into a fine grained, low permeability pyroclastic silty
sand (pozzolana), which constitutes a relevant part of
Napoli subsoil. Pozzolana is a well graded cohesion-
less silty sand whose mechanical properties strongly
depend on the degree of saturation (usually lower
than one on site). Its behaviour has been carefully
investigated in situ and in laboratory in the past, and
the main features of its mechanical behaviour are
nowadays fairly well known (Pellegrino, 1967; Scotto
di Santolo, 2000). The range of typical values of
physical and mechanical properties of unsaturated
pozzolana are summarized in Table 1. The research
has been carried out to verify the capability of perme-
ation grouting to give some cohesion to pozzolana,
thus mitigating the hazard caused by the well known
volumetric collapse and loss of shear strength that
such material shows upon wetting.

Experimental observations and theoretical interpretation
of the mechanical behaviour of a grouted pyroclastic silty sand

A. Flora & S. Lirer
University of Napoli ‘FedericoII’, Italy

A. Amorosi & G. Elia
Technical University of Bari, Italy

ABSTRACT: This paper deals with the mechanical characterisation of an artificially structured material, obtained
by grouting a low permeability pyroclastic silty sand (pozzolana) with a sodium silicate solution. Notwithstanding
the low permeability of pozzolana (ksat � 10�6 ÷ 10�7m/sec), a preliminary set of laboratory tests has shown that
the very diluted silicate grouts adopted are effective in enhancing its mechanical behaviour. The paper refers on a
detailed experimental programme carried out to investigate the stress-strain behaviour of the grouted soil in order to
outline its peculiar mechanical properties. With this aim, oedometer, CID and CIU triaxial tests were carried out. The
whole set of results shows the typical behaviour of a structured material, with a brittle behaviour at low stress levels,
and structural degradation at higher stresses. A first attempt to explain the experimental observations is proposed in
the light of the classical Critical State Soil Mechanics theory and some preliminary conclusions are discussed.
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The grouts based on sodium silicate solutions are
widely used in practice, and both in situ and laboratory
investigations on their effectiveness are reported in lit-
erature (Littlejohn, 1992, Jefferies, 2003). However,
the typical viscosity of these grouts would make them
unsuited for low permeability soils like pozzolana. This
limitation could be overcome by using a very low
sodium silicate content and keeping the initial viscos-
ity as low as that of water (�1 cps) (Lirer et al., 2004).
Grouting of pozzolana has proved to be successful
because of the chemical activity of pozzolana particles,
and could be assessed by a number of laboratory tests.

In particular, carrying out a large number of simple
unconfined compression tests it has been possible to
highlight the influence of curing time, moisture condi-
tion and amount of retained grout. A detailed descrip-
tion of the procedures adopted to analyse grouting
effectiveness from a mechanical and chemical point
of view can be found elsewhere (Lirer et al., 2004).
The laboratory investigation has then been focused on
a more detailed analysis of the stress-strain behaviour
of the material treated with the best suited grout. To
this aim, a large testing programme was planned: this
paper refers on the experimental results obtained and
on the indications gained for an accurate mechanical
characterization of the grouted pozzolana.

The results obtained from oedometric and isotropic
compression tests as well as from triaxial tests, clearly
indicate that grouted pozzolana specimens show a com-
plex mechanical behaviour due to the new artificial
structure induced by grouting.

For natural soil, structure depends on the physical
and chemical conditions applied during deposition,
consolidation, ageing and unloading (Mitchell, 1976).
Many works in literature have given a contribution to
the understanding of the role of structure (term used
to combine fabric and bonding) on the overall mechan-
ical soil behaviour.

Following this approach, in this paper the influ-
ence of such artificial structure on the behaviour of
grouted pozzolana has been carefully analysed, using
as a reference state the behaviour of the untreated nat-
ural pozzolana.

2 THE USE OF SODIUM SILICATE
SOLUTIONS AS CHEMICAL GROUTS

Sodium silicates are highly alkaline viscous solu-
tion [(SiO2)n2n(H2O)]. They are able to improve soil

mechanical properties by becoming a solid glassy
reticulated material [(SiO2)n]. The network of glassy
material fills part of the intergranular voids (physical
improvement). The behaviour of sodium silicates is
basically well understood, and there is a large number
of paper concentrating on the influence of the main
factors affecting it (e.g. Sheikh et al., 1992): sili-
cate/soda relative percentage, kind of additives, their
relative and absolute percentages, as well as curing
time and temperature. Published data indicate that the
effectiveness of grouting depends essentially on
retained grout content, usually agreeing on the fact
that grouting increases only the cohesive component
of the shear strength (Littlejohn, 1992).

The sodium silicate solution used in this study
(PROCHIN ITALIA) has a high silica to soda weight
ratio (SiO2/Na2O � 3.5) and a density of 1.36 g/ml.
An inorganic additive (sodium bicarbonate water
solution) has been used to trigger the condensation
reaction; this choice allows to have the best possible
performance in terms of durability of the grouted soil.
Several grout solutions with different setting times
have been analyzed, keeping in all cases the initial
viscosity less than 1.8 cps, before finding the best pos-
sible combination of ingredients (Lirer et al., 2004).
In pozzolana, these solutions are also able to trigger
chemical reactions among grains, thus adding a fur-
ther positive effect (chemical improvement).

3 MECHANICAL BEHAVIOUR OF
SILICATE GROUTED POZZOLANA

As previously mentioned, the basic features of the
rheological and mechanical properties of grouted poz-
zolana have been initially analysed by means of uncon-
fined compression tests. Details on these tests and on
their interpretation are given in Lirer et al. (2004). As
expected, these results (Fig. 1) indicate that the very
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Table 1. Ranges of typical values of the main physical and
mechanical properties of pozzolana.

Gs e w (%) S k (m/sec) w (°)

2.2–25 1.2–1.5 15–30 0.2–0.6 10�6–10�7 35–38

Figure 1. Unconfined compression tests on grouted poz-
zolana specimens (Lirer et al., 2004).
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diluted silicate grouts adopted are effective in this case,
improving the mechanical properties of pozzolana.
The uniaxial strength of grouted pozzolana increases
with increasing curing time and grout content.
Furthermore, the measured uniaxial strength is larger
for specimens cured at lower surrounding moisture
conditions (relative humidity RH � 50%).

Testing programme. Once the general information
on the overall behaviour of grouted pozzolana was
known, a complementary testing programme has been
carried out on natural (untreated) and grouted pozzolana
specimens (Table 2) by means of oedometer tests and
high pressure triaxial tests. All natural and grouted spec-
imens have been reconstituted in laboratory. Grouted
specimens have been obtained by stirring together grout
and pozzolana: the resulting slurry has been poured to
cure into plastic moulds. With this procedure, specimens
fully saturated by the grout (best possible effect) have
been prepared. All specimens have been cured at con-
trolled moisture condition (relative humidity RH �
100%) for about three months: from the results shown
in Figure 1 it is evident that such curing time is long
enough to allow the complete development of the
grout hardening process.

In Table 2 the experimental programme is sum-
marised, highlighting the kind of test (OED � oedome-
ter, ISO � isotropic and CID/CIU � triaxial test) and
the main specimens properties.

On site, pozzolana is usually unsaturated and it is
nowadays well known that this partial saturation plays
a major role on its mechanical behaviour (Nicotera,
1988; Scotto di Santolo, 2000). However, the testing
programme is composed by tests performed on both
saturated and unsaturated soil. In particular, the oedo-
metric tests have been carried out on unsaturated
specimens while for the other tests in which volume
change measurements are needed, the specimens have
been saturated prior to testing. Due to the very low
permeability of the grouted specimens, they have
been saturated using a mixed procedure, first boiling
and then filtrating them (Maccarini, 1987).

One-dimensional and isotropic compression testing.
Oedometer tests have been carried out up to a max-
imum vertical effective stress of about 20 MPa.

It is well known that for granular materials (e.g.
Liu & Carter, 1998), it is not possible to detect a
unique virgin compression curve: different void ratios
are possible at any given stress state for a normally
consolidated material. The reason for this is that the
compressibility of these materials generally depends
on micro-structural features and different initial
structures are possible in relation to different depos-
itional processes. Natural pozzolana fully behaves
like a granular material and, as a consequence, a large
influence of the initial void index must be expected
on its mechanical behaviour. Furthermore, in the case
of partial saturation, structure also depends on soil
suction s (s � ua � uw, where ua and uw are air and
water pressures, respectively), being s a function of
the initial water content w (s � s (w)).

In Figure 2 the oedometer test results on natural
and grouted pozzolana specimens are shown in the v–
log(s�9v) plane. Natural pozzolana specimens show
gently curving slopes, which tend to converge but do
not identify a unique normal compression line (NCL).
On the contrary, the results of all tests carried out on
grouted pozzolana show a much stiffer response up to
the yield stress (about 0.3 MPa); beyond this point,
the compressibility of the grouted material becomes
very large. Differently from the natural pozzolana, in
this case a unique curve can be identified both before
and after the yield stress has been reached.

Such features are typical of soft rocks (Aversa, 1991)
and structured clays (Kavvadas et al., 1998). In the
case of grouted pozzolana, the structure is artificially
induced by grouting, but its role is similarly relevant.
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Table 2. Experimental testing programme.

Test Specimen n° e0 S

OED natural 4 0.98–1.11 �1
grouted 4 1.09–1.17 �1

ISO natural 3 0.88–1.04 1
grouted 5 1.09–1.14 1

CID natural – – –
grouted 3 1.09–1.14 1

CIU natural 3 0.88–1.04 1
grouted 2 1.09–1.14 1

0.01 0.1 1 10 100
σv' (MPa)

1.5

1.6

1.7

1.8

1.9

2

2.1

2.2

v

grouted
natural

Figure 2. One-dimensional compression behaviour of nat-
ural and grouted pozzolana specimens (S � 1).

Copyright © 2006 Taylor & Francis Group plc, London, UK



After the yield stress is reached, structure is progres-
sively damaged and, ideally, the soil behaviour should
tend towards the one exhibited by the natural speci-
mens. Test results are in good agreement with this
hypothesis.

During oedometer tests both deviatoric and isotropic
effective stress components change, inducing the accu-
mulation of the corresponding deviatoric and volu-
metric plastic strain. It is very likely that both these
components play a role in the overall mechanical
behaviour of the material. In order to highlight this
aspect and carefully study the mechanics of the grouted
material, isotropic compression tests followed by sub-
sequent shearing stages have been performed.

In order to explore the material behaviour in a wide
range of stresses, the response of both grouted and
natural soil has been observed compressing the speci-
mens up to relatively high level of stresses (maximum
value of about 13 MPa) prior to shearing. In such tests
all the specimens have been saturated before testing,
in order to allow the measure of volume changes by
means of standard volume gauges.

In Figure 3 the results of the isotropic compression
tests are plotted in the v–log( p�) plane. The figure also
shows the volumetric response as observed in the
subsequent triaxial shearing stages, discussed in
detail in the next section. The differences between
natural and grouted specimens are even more striking
than in the oedometric tests: the curves pertaining to
the grouted specimens, which are all characterised by

a similar initial void ratio, almost completely overlap
the ones relative to the natural soil. A yield stress of
2.5 MPa can clearly be identified in this case. Beyond
this value, a sharp change in compressibility is
observed, which indicates the ongoing of isotropic
destructuration. The three isotropic compression
curves of the natural pozzolana start from different
void ratios but show similar trends. No unique normal
compression line can be identified for them up to the
highest stress level applied, consistently with stand-
ard behaviour of granular materials. From a constitu-
tive point of view, this peculiarity adds a difficulty in
identifying a reference de-structured behaviour for
the artificially bonded pozzolana.

Triaxial testing. Eight triaxial tests have been car-
ried out: five on grouted specimens (three CID and
two CIU), and three CIU tests on natural specimens
(Table 3). The wide range of confining pressures
applied prior to shearing (0.05 MPa � p� � 13 MPa)
allows to test specimens which have experienced dif-
ferent degrees of structural degradation induced by
isotropic compression. In particular, one test has been
carried out applying a confining stress lower than the
yield value, while in all the other tests a confining
stress well above yield has been imposed.

The CID tests results are reported in Figure 4a in
terms of deviatoric stress (q) and volumetric strains (
v)
against axial strains (
a). Large dilation and a brittle
stress-strain behaviour is only observed in the case of
the very overconsolidated specimen (test with a con-
fining pressure of 0.3 MPa), while the other two tests
show a contractant response.

A similar behaviour can be observed for the CIU
test results reported in Figure 4b: in this case pore
pressure (u) is plotted against axial strains. Both tests
show an increase in excess pore water pressure with
axial strain, consistently with the contractant behav-
iour exhibited in the corresponding drained tests.

Three CIU tests have been carried out on natural
specimens (Fig. 4c). Two tests have been performed
applying a confining pressure lower or equal to 1 MPa,
while the third one has been subjected to a cell pres-
sure of 10 MPa prior to shearing. The tests at low cell
pressures show a similar value of the deviatoric stress
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Figure 3. Isotropic compression and triaxial behaviour of
natural and grouted pozzolana specimens (S � 1).

Table 3. Triaxial testing programme.

Test Spec. v0 p�(MPa) OCR q/p�peak

1 – CID grouted 1.81 0.3 43 2.16
2 – CID grouted 2.07 1.2 2.1 1.4
3 – CID grouted 1.76 5 2.6 1.5
4 – CIU grouted 2.17 5 1 1.65
5 – CIU grouted 1.76 13 1 1.5
6 – CIU natural 1.93 0.6 1 1.5
7 – CIU natural 1.91 1.1 1 1.64
8 – CIU natural 1.67 10 1 1.02
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at peak (about 2 MPa) and a contractant volumetric
behaviour, with correspondingly low pore pressure
increments (0.1 MPa � �u � 0.4 MPa). In the test
carried out applying a confining pressure of 10 MPa,
a much larger value of the peak deviatoric stress has
been observed.

With the exception of the highly overconsolidated
specimen, all the triaxial tests performed on grouted
material show similar values of the maximum
mobilised stress ratio q/p�peak as indicated in Table 3.

4 ANALYSIS OF EXPERIMENTAL
RESULTS AND CONCLUSIONS

A first attempt to interpret the experimental obser-
vations discussed in the previous sections is here
proposed in the framework of Critical State Soil
Mechanics (CSSM) (Roscoe & Burland, 1968).

The volumetric response observed during the tri-
axial tests performed on both natural and artificially
cemented pozzolana sand is reported in Figure 3 in
the v–log(p�) plot. In this plane it is possible to define
a unique normal compression line for the grouted
specimens, as already mentioned above.

Moreover, the final states observed during the triax-
ial tests performed on the cemented material lie along

a straight line that can be identified as the Critical
State Line (CSL) projection on the compressibility
plane. This line is almost parallel to the normal com-
pression line of the same grouted soil. This result is
consistent with the observation of a unique critical
state value of the stress ratio q/p� mobilised during
both drained and undrained triaxial tests on grouted
pozzolana specimens. A unique Critical State can
thus be defined for the grouted material. Natural sam-
ples of pozzolana exhibit a less clear volumetric
response during shearing. Nonetheless, a careful
inspection of the results of the undrained triaxial tests
performed on natural specimens indicates that they
tend towards the same CSL deduced for the bonded
material in the v–log(p�) plane.

Figure 5 shows in the q–p� plane the stress paths
observed on natural and grouted pozzolana sand dur-
ing the triaxial tests: a unique critical state line of slope
M equal to 1.5 is also shown in the figure. A detailed
examination of the stress-strain behaviour summarized
in Figure 4 has allowed the yield point to be identified
for each triaxial test. Those points are reported in
Figure 5 along the corresponding stress paths.

In CSSM, the existence of a unique State Boundary
Surface (SBS) in the p�–q–v space is postulated. It is
possible to represent this surface in a normalised plane
by means of the equivalent pressure p�e, defined as the
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Figure 4. Results of triaxial tests: (a) CID tests on grouted specimens, (b) CIU tests on grouted specimens, (c) CIU tests on
natural specimens.
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mean effective pressure read on the isotropic com-
pression line for the current specific volume. Figure 6
shows the stress paths relative to the grouted soil nor-
malised with respect to p�e. A unique SBS can be
inferred for this set of results, as indicated in the figure.
The same figure also shows the vectors representing
the direction of the increment of plastic strain as evalu-
ated at yield. These have been calculated based on the
total strain components measured during the tests and

the corresponding elastic portion, evaluated assuming
an elastic constitutive model for the soil.

To perform a comparison of the normalised paths
observed on the grouted and natural soil, an alterna-
tive normalising approach has been adopted. In fact,
the stress paths have been normalised with respect to
the critical state mean effective pressure p�cs, defined
as the pressure on the CSL corresponding to the current
specific volume. This was necessary as for the natural
material no unique isotropic compression line has been
observed, making impossible to adopt the equivalent
pressure as normalising factor. On the contrary, a unique
Critical State Line has been detected, allowing to adopt
it as a unique reference state for both the natural and
grouted samples. This normalisation is reported in
Figure 7, where the two resulting SBS for the grouted
and natural material are sketched. As expected, the
grouted material is characterised by a larger SBS as
compared to the one obtained by the natural soil, the
differences being in terms of dimension but not in
shape. This last finding can be interpreted as an indi-
cation of the isotropic character of the structuring and
de-structuring process induced on the grouted material.

Finally, no conclusive indications emerge from the
data concerning the character of the flow rule (associ-
ate or not) of this artificially bonded material. At this
scope, further experimental investigation is required.
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1 INTRODUCTION

Due to large deformation of quay wall anticipated
to be caused by dynamic loading, surrounded port-
infrastructures are exposed to structural instability.
During many earthquakes a number of sheet pile quay
walls failed with different degrees of rotation and hor-
izontal displacement. The seismic stability of a sheet
pile quay wall can generally be increased by: (i) increas-
ing the effective angle of internal friction or cohesion
of backfill soil, (ii) driving the sheet pile into a dense
layer of sand, (iii) increasing the thickness of sheet
pile, and (iv) supporting the wall by ties and anchor-
ages. Most of the techniques require large efforts and
execution period, especially in the case of an existing
quay wall. For an existing quay wall it would be prefer-
able not to close the port for a long period. Sea-side
ground improvement is one of the techniques which
will not hamper the port-side activities during its exe-
cution, so that the service of the port is uninterrupted.
Almost all of the researches related to the stability of
the quay walls are involved the above mentioned tech-
niques. Among recent researches, Hosseini et al. 2004
showed a numerical interpretation of the interaction
of sheet pile quay walls and liquefied backfill soils. It
is considered necessary to conduct a comprehensive
study on the effects of sea-side ground improvement
on the stability of existing sheet pile quay walls.

The sea-side ground improved with cement deep
mixing (CDM) (CDIT 2002) is studied through a series
of centrifuge model tests. The stability of the improved

sheet pile quay wall subjected to a number of cycles of
horizontal load is investigated. The sheet pile quay wall
studied here is without anchorage and tie. A numerical
method for estimating the mechanical behavior of the
improved sheet pile quay wall subjected to a horizontal
load is introduced. Comparison between the results of
numerical calculations and centrifuge model tests is pre-
sented to validate the numerical model. Basic equation
of deflection of sheet pile is introduced and solved for
the boundary conditions. The numerical model can be
effectively used in predicting the deflection, bending
moment and shear force acting on the sheet pile quay
wall. These are the important design elements.

The relationship between the seismic active earth
pressure and horizontal seismic coefficient obtained by
the Okabe 1924 method is shown in Figures. 1(i) & (ii).
In the centrifuge model (Fig. 1(iii)), seismic active earth
pressure can be produced by applying an incremental
horizontal load, Fh from the port-side. Here Fh will act

Numerical method for sheet pile quay walls with sea-side ground
improvement

M.R.A. Khan, K. Hayano & M. Kitazume
Soil Stabilization Division, Port and Airport Research Institute, Yokosuka, Japan

ABSTRACT: The stability of sheet pile quay walls on a thick clay deposit against horizontal load was inves-
tigated through a series of centrifuge model tests. An area at the sea-side adjacent to the quay wall was improved
with cement-treated Kawasaki clay. Under 50g centrifugal acceleration, cyclic horizontal load was applied to
the quay wall. A numerical method for estimating the mechanical behavior of the sheet pile quay walls subjected
to horizontal load is presented. The method is a theoretical solution obtained by assuming that the portion above
the ground level consists of sheet piles with applied horizontal load and below the ground level sheet piles sub-
jected to horizontal resistance from the ground and the layer of improved deep mixing clay. The calculation
results show good agreement with the centrifuge test results. The method can be used for predicting the deflec-
tion, bending moment and shear force of the quay wall.

(i)

S
ei

sm
ic

 a
ct

iv
e

ea
rt

h 
pr

., 
P

a

Horizontal seismic
coefficient, kh(ii)

45o-φ'/2

Pa
Sea side

Sheet pile
quay wall

δkvW khW

W

Port side

Fh

(iii)

Sea side

S
he

et
 p

ile
qu

ay
 w

al
l

Port
side

δ

Figure 1. Conditions of field and model quay walls.
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as an equivalent resultant thrust from the backfill
ground, so that the load-deflection and other charac-
teristics in the field (Fig. 1(i)) and in the experiments
(Fig. 1(iii)) become similar.

2 CENTRIFUGE MODEL TESTS

Geotechnical centrifuge, Mark-II in the Port and Airport
Research Institute (PARI) was used to perform the
model tests. Figure 2 shows the schematic illustration of
the model set-up. In a rectangular container a layer of
kaolin clay (160 mm) was placed over a layer of dense
Toyoura sand (60 mm) whose relative density was about
90%. A 2 mm thick instrumented steel plate was used as
model quay wall. Prototype section of this plate
becomes the Japanese standard sheet pile of type SP-II.
It was inserted until the bottom of the sand layer. The
clay layer was prepared with overconsolidated stress his-
tory where OCR varies from 33 to 2 and maximum past
vertical pressure is 150 kPa. A specified area in the sea-
side adjacent to the quay wall was improved with
cement treated Kawasaki clay which is called as CDM.
The Portland cement used was 40% of dry weight of
Kawasaki clay. Seven days curing was allowed to gain
standard strength (unconfined compression strength,

qu � 920–1536 kPa, Table 1) by the CDM. Under
50g centrifugal acceleration, the clay deposit was
consolidated and at 70 mm above the ground level
cyclic horizontal line-load was applied to the quay wall
until large strain on the quay wall was observed. As
shown in Figure 3 loading cycles were increased from
16 kN/m to 70 kN/m. Each cycle comprises 6 turns of
loading and unloading with the jack speed of
3 mm/min. Width and depth of the improved area were
varied and performance was compared with the quay
wall on unimproved ground. Details of the centrifuge
model tests and results are reported in Khan et al. 2006.

In this paper seven centrifuge tests are presented to
validate the proposed numerical model. Test condi-
tion in prototype scale is shown in Table 1. All of the
test cases are identical except for the size of the CDM
block. Stability of unimproved and improved sea-side
ground has been examined from the unimproved case
(Case 1) and the improved cases.

3 FORCE EQUILIBRIUM

Forces applied to the sheet pile quay walls due to seis-
mic motion are shown in Figure 4. Unimproved case
is considered with the same backfill sand as used in the
bottom sand layer. Horizontal cyclic load, Fh of 70 kN/m
is equivalent to a dynamic active earth pressure from
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Figure 2. Model set-up of Case 4 (in model scale).

Table 1. Test conditions in prototype scale.

Test Cases 1 2 3 4 5 6 7

Clay 8 8 8 8 8 8 8
depth (m)

CDM 0 � 0 10 � 8 10 � 4 2 � 4 4 � 4 8 � 2 4 � 2
zone(m2)

No. of 4 4 5 5 5 5 5
load cycle

qu of CDM – 920 617 1173 1536 1333 1020
(kPa)
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a 7 m backfill which experiencing a seismic motion
with horizontal seismic coefficient, kh is 0.2. Various
parameters of the backfill, sand layer, clay, sheet pile
wall and the CDM block are listed in Table 2. The
pseudo-static analysis presented here is based on the
Okabe 1924 method and assumed kh � 0.2. Dynamic
active earth pressure which is the summation of static
and incremental active earth pressure, dynamic pas-
sive earth pressure, hydrodynamic pressure are shown
in the figure. Larger passive force is developed due to
long embedment depth of the quay wall. Although in
force equilibrium point of view quay wall is safe, i.e.
resisting force, 1643 kN � the driving force, 908 kN,
it is unsafe in rotation about the toe. Resisting
moment (Mr) obtained about the toe is 5218 kN-m
and driving moment (Md) is 7540 kN-m. These values
give a rotational factor of safety, FS (�Mr/Md) equal
to 0.69. Figure 5a shows the variation of active earth
thrust with the kh and Fig. 5b shows the variation of
FS with kh for both unimproved and improved cases.
In the calculation, forces in improved case (Case 3,
CDM � 10 � 4 m2) a CDM layer of 4 m depth is
assumed on top of the clay layer which produced pas-
sive pressure like clay ground. Since the CDM in
Case 3 has the maximum width, it showed the highest
factor of safety which is about 6 times larger than that
of unimproved case (Case 1). All other cases will fall
in between these two lines. The interaction among the
CDM, the surrounding clay and the sheet pile should
be taken into account in calculating the cases with
intermediate sizes CDM.

4 TEST RESULTS AND DISCUSSIONS

4.1 Deflection of sheet pile quay wall

Deflection of the quay wall is the main index in describ-
ing stability. Figure 6 shows the relationship between
horizontal load, Fh and deflection of quay wall at load-
ing point. Deflection at Fh � 45 kN/m, �45, is chosen to
compare with the data of all cases and is tabulated in the
figure. Deflection �45 of unimproved Case 1 is 0.47 m
whereas full-depth CDM improved ground of Case 2 is
0.12 m. Improved stiffness becomes almost four times
larger than that of the unimproved sea-side ground. Here
stiffness is indicated as horizontal load per unit deflec-
tion. Cases 4, 5 and 3 with the same depth of CDM
(�4 m) but different width (respective widths: 2 m,
4 m & 10 m) have �45 of 0.29 m, 0.13 m and 0.12 m
respectively. Even though the width in Case 3 was more
than double that of the width of Case 5, the deflection
was not decreased proportionally as decreased in Cases
4 and 5. The results imply that in increasing the width or
size of the CDM to the full depth of the clay, a small
amount of deflection of the quay wall will take place.
This is defined here the limit of least deflection. Cases 7
and 6 with the same depth of CDM (�2 m) but differ-
ent width (respective widths: 4 m & 8 m) have �45 of
0.24 m, and 0.14 m respectively. The stiffness offered
by the quay wall in these cases is almost proportional
with the width of the CDM. The effect of depth of the
CDM is investigated from Cases 5 and 7 with the same
width but different depth (depths of CDM: 4 m & 2 m)
have �45 of 0.13 and 0.24. However, the interaction
between the quay wall and the CDM, and between the
CDM and surrounding clay are not yet thoroughly
investigated. These interaction processes can affect the
deflection of the quay wall significantly. Cases 2 and 3
having floating or half-depth and full-depth CDM have
a �45 value of 0.12 m in each case. Increasing the depth
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Table 2. Parameters used in numerical analysis.

Backfill & bottom sand Clay foundation

�sat (kN/m3) 15.9 �sat (kN/m3) 18.8
�wet (kN/m3) 13.9 �� (kN/m3) 8.8
�� (kN/m3) 6.1 cu (kN/m2) 25
�� 42°

Steel sheet pile wall CDM zone

I (m4/m) 8333 � 10�8 �sat (kN/m3) 15
E (kN/m2) 2.1 � 108 �� (kN/m3) 5.2
EI (kN � m2) 17170 cu (kN/m2) 460
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of CDM may have stiffened the ground and reduced the
wall deflection towards the limit of least deflection.
Area wise performance of the CDM can be also com-
pared from Cases 4 & 7 and Cases 5 & 6.

4.2 Bending moment and deflection distribution

Bending moments were derived from the responses of
strain gauges along the wall. Figures 7a and b show the
bending moment and deflection distribution of the sheet
pile quay wall. Unimproved Case 1 shows the maximum
bending moment of 215 kN-m below the ground level
whereas the cases with improved sea-side ground show
nearly half of this value. Maximum bending moments in
the improved cases take place at the ground surface.
Although the maximum bending moments in the cases
with same CDM depth ranges from 120 to 130 kN-m
trend of Cases 4 and 7 with smallest CDM shows cur-
vature like the unimproved case. CDM is relatively
much stiffer than the surrounded clay. The top part of
the CDM adjacent to the sheet pile quay wall resists
Fh primarily and distributes it to the surrounding clay.

Quantic spline functions were used to fit the bending
moment distribution. The marks in the bending moment
curve (Fig. 7a) are test data and the curve itself from
spline equations. Two successive integrations of this
curve give the lateral displacements along the wall
which is shown in Figure 7b. From the displacement
distribution of the sheet pile quay wall firm fixity at the
bottom part, gradual bending near the ground surface
and maximum displacement at the top can be visualized.

Test data of deflection at 45 kN/m load also agree well
with the plot of displacement distribution of Figure 7b.

4.3 Horizontal subgrade reaction

Two successive differentiations of spline-curve of the
bending moment give the horizontal soil reaction on 
the wall below the ground level which is shown in
Figure 8a. Figure 8b shows the plot of horizontal soil
reaction versus displacement at the ground surface.
Average trend line is shown in each case with an equa-
tion. The slope of the trend line is the coefficient of
horizontal subgrade reaction, ks, at the ground surface
and is determined likewise along the depth. Figure 8c
shows the variation of ks with depth. The resistance
from the CDM can be visualized from the figure up to
about 4 m of depth for Cases 3, 4, 5 and 2 m of depth
for Cases 6, 7 except for Case 2 with up to about full
depth. The value of ks at ground surface in the improved
cases ranges from 625 to 11,000 kN/m3 whereas ks of
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Table 3. Average ks values (in kN/m3) used in calculation.

Depth (m) Case1 Case2 Case3 Case4 Case5 Case6 Case7

0 160 11080 10280 625 3625 3510 1010
0–2 300 16200 11700 2300 4500 6700 3400
2–4 700 32800 20500 6300 9500 4400 2400
4–6 3900 12400 7000 5500 5400 5100 5300
6–8 61000 48000 31100 55900 53800 45700 53500
�8 136900 88400 65200 113600 123600 103600 125300
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unimproved case is 160 kN/m3. It is found that ks until
the depth of improved zone increases almost propor-
tionally. The effect of width of the CDM on ks is
shown in Figure 8d at 0 m, 2 m and 4 m depth. The ks
increases almost proportionally with increases in
width of the CDM. The relationship of ks versus CDM
width can be produced for any other depths also. The
ks corresponding to any other widths are determined
from these relationships and used in the numerical
method. The ks can also be obtained from the relation-
ships of various parameters like shear modulus,
Poisson’s ratio, shear strength, friction angle along
the depth of the ground. Average ks values used in the
calculations along the depth is tabulated in Table 3.

5 NUMERICAL METHOD

5.1 Formation of equations

Elastic equilibrium of forces acting on the horizontal
slice of sub-divided layers below the ground level is
considered. Portion of the sheet pile quay wall above
the ground level is treated simply as a cantilever beam
where lateral distributed pressure, P acting on it. In sim-
ulation of the centrifuge model condition, it is assumed
that the value of P is zero and a concentrated force Fh
acts at 3.5 m above the ground level. Figure 9 shows the
position of Fh and sub-divided layers in the clay stra-
tum. As stated before the Fh is the equivalent dynamic
active earth thrust. In actual field condition, P can be a
polygonal pressure distribution. According to the the-
ory of elastic beam, equation of deflection, y, of the
sheet pile quay wall above the ground level,

(1)

where EI is the flexural rigidity of the sheet pile,
x is the vertical coordinate of elevation as shown in
Figure 9. General solution of Eq. (1) is obtained as:

(2)

where A1�A4 are integral constants obtained from
boundary conditions and Z � P/(24EI ). Behavior of
sheet pile quay wall below the ground level is calcu-
lated by the method of horizontal subgrade reaction
(Chang 1937). Underground deflection of the sheet
pile quay wall can be expressed as:

(3)

where ks is the coefficient of horizontal subgrade
reaction on the sheet pile. General solution of Eq. (3)
is obtained as:

(4)

where b � 4�
—
ks/(4EI)

——
, Ci�Cl are integral constants

obtained from the boundary conditions in each layer
of the clay ground (�C1�C16 are used in application).
Similar general solution can be written as Eq. (5) for
the sand layer with the integral constants R1 to R4.

(5)

5.2 Boundary conditions and solutions

To put the appropriate value of ks to the equations the
clay ground has been divided into four layers. Number
of layers can be varied according to field conditions and
required degree of accuracy of the prediction. Properties
of the ground, sheet pile, CDM and average ks values
for each layer are shown in Tables 2 and 3. As shown
in the figure, integral constants used in this method are
A1�A4, C1�C16 and R1�R4. y, y�, y��, y���, y���� will
represent zero, 1st, 2nd, 3rd and 4th degree of derivative
whose physical meanings are deflection, angle of
deflection, bending moment, shear force and distributed
load on the quay walls respectively. At top of the wall:
ytop�� � 0, ytop��� � Fh, P � 0 and 2 equations are
formed with constants A1�A4. Left hand side of these 2
equations is the 2nd and 3rd derivative of Eq. (2). At
each of the five layer-interfaces 4 equations are formed
with the following boundary conditions: yU � yL,
yU� � yL�, yU�� � yL��, yU��� � yL���, where ‘U’ stands
for upper layer and ‘L’ stands for lower layer of a par-
ticular layer-interface. In layer-interface 1 (ground
level), different degrees of derivative of Eqs. (2) and (4)
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are set on both sides of the boundary equations. A1�A4,
and C1�C4 appears in the interface 1. Likewise
C1�C16 and R1�R4 are used in the equations of
remaining interfaces. In the five layer-interfaces total of
20 equations are formed. At bottom of the wall:
ybot�� � 0, ybot��� � 0 and 2 equations are formed with
constants R1�R4. Left hand side of these boundary
conditions is the 2nd and 3rd derivative of Eq. (5). 24
unknowns are then derived from the set of 24 equa-
tions. Particular solutions are obtained by using these
constants in each layer. Successive differentiations of
deflection equations (particular solutions) give corre-
sponding bending moment, shear force and load dis-
tribution on the quay wall.

6 NUMERICAL RESULTS AND DISCUSSIONS

6.1 Deflection and bending moment

By using the particular solutions bending moment,
deflection distribution, shear force and distributed
horizontal load on the quay wall are determined for
each test condition and presented in Figure 10. All of
the results shown in the figures are derived while the
quay wall was experiencing 45 kN/m horizontal load.
Since ks represents the reaction of the ground to the
wall and was considered the appropriate value for
each layer of the ground, the prediction of bending
moment and deflection becomes reasonable. Test data

of bending moments are shown as dashed line in Fig.
10a. Deflection at loading point which is 3.5 m above
the ground level was recorded at 45 kN/m loading and
is plotted in Figure 10b as the test data. Though the
magnitude of bending moment shows some differ-
ences from the test results, the shape and overall pro-
file agree well with the centrifuge test data. Likewise
deflection distribution of the sheet pile quay wall
shows good agreement with the test points.
Unimproved case (Case 1) shows large deflection as
well as bending moment in the clay zone. Maximum
bending moment in the improved cases is found at or
near the ground level. Shear force distribution is
shown in Figure 10c. Shear force at the ground level
is �45 kN/m and below the ground level it reaches to
about �60 kN/m. Horizontal distributed load on the
quay wall as shown in Figure 10d is a kind of hori-
zontal subgrade reaction which was stated in Fig. 8a.
It is larger at the ground surface and the maximum
value is about �184 kN/m2/m.

6.2 Effect of CDM size

As stated in the previous section interaction in terms
of friction, adhesion and shearing during loading
becomes larger with increasing width of the CDM
block. Thus the deflection of the quay wall is reduced
accordingly. Deflection is obtained numerically for
various width and depth of the CDM by using the
suitable ks value. Figure 11 shows the relationship
between deflection at loading point at the 45 kN/m
loading stage and the width of the CDM block. Test
data and numerical prediction are plotted in the fig-
ure. The lower line indicates the trend for CDM of
depth equal to 4 m and the upper line for CDM of
depth equal to 2 m. In the lower line, increasing the
width of CDM block up to about 3 m proportionally
reduces the deflection of the quay wall, which then
reduces to the lowest deflection quickly. Deflection
presented by the upper line decreases proportionally
up to about 4 m of CDM width and then reduces to the
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load distribution derived by the numerical method.
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lowest deflection. Full-depth CDM (Case 2) also falls
in the zone of lowest deflection. This figure implied
that beyond 4 m width, CDM of 2 m depth is more
efficient than that of 4 m depth or full-depth in reduc-
ing the deflection of the sheet pile quay wall. Since
Cases 2 and 3, which have the same width but differ-
ent depths (full- and half-depth), show the same
deflection, from an economical feasibility point of
view half-depth or the floating type CDM is more
efficient for the field situation. Numerical prediction
agrees well with the test data.

7 CONCLUSIONS

The conclusions of the study are as follows:

1. Numerical model of a sheet pile quay wall with
sea-side ground improvement was established.

2. Prediction by the numerical model agrees fairly
well with the results of centrifuge model tests.

3. Compared with the case of a quay wall embedded
in unimproved ground, significant resistance
against cyclic horizontal load was observed to

develop in the CDM improved cases, i.e. the hori-
zontal deflection was effectively reduced.

4. The horizontal deflection of the model quay wall
decreased proportionally with increase in width of
the CDM area until it reaches a certain limit.
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