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Preface

As our understanding of immune-mediated chronic inflammatory diseases (IMIDs) 
grows, it becomes more and more clear that these conditions result from the conver-
gence of a multitude of pathogenic mechanisms whose relative individual contribu-
tion is different in different patient subsets. As a result, patients suffering from these 
diseases present with diverse phenotypes that we artificially pool together for the 
investigation of therapeutic efficacy.

Basic researchers have concentrated their efforts in modeling complex human 
disease in vitro and in animals. Even though this practice has indeed led to impor-
tant discoveries trailed by the development of breakthrough medicines that curve 
the inflammatory cascade responsible for some of the most important signs and 
symptoms of IMIDs, none of these medicines constitute a cure. This fact supports 
the prevailing idea that targeting multiple pathways while “resetting” the immune 
system is a requirement to achieve truly curative therapies.

Promising new technologies have been conceived that address the hypotheses 
that targeting multiple pathways simultaneously, selectively delivering therapeutics 
to areas of inflammation and/or resetting the immune system, could take efficacy to 
new levels. However, we have long waited for the arrival of some of these technolo-
gies to the bedside, or even far enough in the drug development process in spite of 
the initial enthusiasm. Some of the examples covered in this book include bispecific 
antibodies and genomic medicines, microparticles and targeted delivery of drugs to 
the inflammed vasculature.

Most published reviews and book chapters on novel therapies for inflammatory 
diseases describe positive attributes of molecules or technologies under investiga-
tion and the rationale for developing them into therapeutics. The originality and 
potential value of this book is not in the description of these targets or technologies 
from the point of view of their structure or mechanism of action exclusively, but 
rather, in making an effort to critically address the question of what is needed to 
move these technologies into the clinic. Has the technology not made it past the 
preclinical stage and why? Has it already been tested in humans and failed? What 
are the potential reasons behind those failures? What do experts in each field believe 
can be done better to increase the probabilities of success?
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In addition, I have asked the authors to address the competitive landscape and to 
summarize clinical studies that have failed in the respective area. I have asked them 
to talk about the patient populations that would be required for the successful con-
duction of a clinical trial to test certain molecules, and to proactively share their 
views regarding both the potential and the drawbacks of targets or methodologies.

This book begins with an opinion piece on disease heterogeneity viewed from 
the lens of a physician and comparing it with that of a basic researcher. Next is a 
thorough review of available biomarkers for patient stratification including thoughts 
on what biomarker research could look like in the future, followed by a chapter 
exploring the potential of microparticles as biomarkers. The third section of this 
book contains a chapter on genomic medicine that explores its past, present, and 
future, evaluating potential costs and routes for success. This chapter is followed by 
a critical review of bispecific antibodies. Finally, a section exploring “cross-func-
tional” drug development, in which targets and technologies currently used for dis-
eases other than IMIDs are explored as potential targets. This section includes a 
chapter on selective drug delivery to areas of inflammation which is a concept being 
explored in oncology, one chapter on bioenergetics and metabolic targets in inflam-
mation, and one chapter on the intestinal microbiome and its therapeutic potential 
in IMIDs. As a side note, in this section I would have liked to include a chapter 
about neurological targets, but the more we learn of the tremendous influence of the 
nervous system on the immune response, the more I realize that such topic would 
require an entire volume. The book ends by exploring the concept of immune sys-
tem “resetting” with a detailed review of stem cell technologies in inflammation.

We have come very far since the discovery of the first few immune cell pheno-
types a few decades ago. It is time to begin the discovery of the many IMID pheno-
types aided by reliable clinical and molecular biomarkers to evolve the term 
“next-generation therapy” towards a true model of personalized medicine. It is 
important for the scientific and medical communities to work together in an effort 
to redefine disease and the way we measure and classify it. It is important to criti-
cally review and learn from our failures. I want to express my sincere appreciation 
to the authors for their contributions.

New York, NY, USA Paola Mina-Osorio

Preface
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A Tale of Two Worlds

Pharmaceutical Investigators and Clinicians Define 
“Diagnosis”

Michael D. Lockshin

1  Introduction

This book describes exciting opportunities for drug development for patients with 
autoimmune illnesses. The opportunities include targeted delivery, genome-based 
drugs, nanomedicine, microparticles, metabolic targets, microbiome, nervous sys-
tem control, biomarkers, and stem cells. Answers in any one of these areas may lead 
to dramatic changes in the care of ill humans.

The chapters present the points of view of scientists engaged in this enterprise. 
Clinicians like me see the problems differently. Better outcomes—for the patient, 
scientist, and the clinician—will follow, if and when these viewpoints merge.

The starting point for all clinical research and treatment trials is correct diagno-
sis. To achieve this, investigators study only patients who meet well-defined inclu-
sion and exclusion criteria—those with “pure” diagnoses—and they assume that 
information from the “pure” group will apply to excluded patients as well. Clinicians, 
however, treat patients who have “pure” and “impure” diagnoses. Neither investiga-
tors nor clinicians know whether the same mechanisms apply to both groups or 
whether the treatment algorithms should be the same.

Investigators and clinicians rarely ask: What is a correct diagnosis? How precise 
must it be? For how long does a diagnosis remain valid? While investigators require 
clear definitions of diagnoses, clinicians do not. For clinicians, disease symptoms 
and actionable mechanisms are important. External variables that influence a 
patient’s outcome are important. Diagnosis names are not.

M.D. Lockshin, MD 
Weill-Cornell Medicine, Barbara Volcker Center, Hospital for Special Surgery,  
535 E 70th St, New York, NY 10021, USA
e-mail: Lockshinm@hss.edu

mailto:Lockshinm@hss.edu
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2  The Many Faces of a Diagnosis

Diagnoses have clear definitions—in medical texts and in study protocols. Texts and 
protocols assume that any clinician, given the right tools and intellect, can make a 
correct diagnosis, even in patients with puzzling symptoms. An undiagnosed dis-
ease program of the US National Institutes of Health (NIH) is founded on this belief 
[1]. An Institute of Medicine (IOM) committee concluded that to make a wrong 
diagnosis is a mark of failure [2]. Correct, precise diagnosis leads to a compre-
hended mechanism, which leads to a treatment target, the goal of the reigning para-
digm. The research priorities announced by granting agencies are to identify the 
targets [3]. The pharmaceutical industry concurs.

But what if the clinicians are correct? What if precise diagnosis is unimportant? 
Can research focus on a disease process if a diagnosis is unclear?

Clinicians know that many patients do not have “pure” diagnoses. Yet for admin-
istrative purposes—billing, authorization for treatment, and public health require-
ments—they must assign putatively clear diagnoses to patients, usually by using 
International Classification of Diseases (ICD) codes. Although investigators believe 
that a diagnosis name assigned by a clinician has a narrow definition, a clinician 
knows that it does not. Indeed, the clinician may use the same diagnosis name or code 
in at least six different situations, only the first of which meets an investigator’s 
needs: when the diagnosis is typical, when it is atypical, when it is similar but better 
labeled with a different name, when the patient receives treatment thought inappro-
priate for the diagnosis, when the patient has an unexpected course, and when the 
patient has a bizarre response to appropriate therapy (Table 1). The investigator stud-
ies patients in the first scenario. The remaining five are what a clinician also sees.

These scenarios illustrate the clinical heterogeneity known to clinicians. Are 
they also known to others? How often are they seen?

3  Heterogeneity

3.1  Prevalence of Heterogeneity

Investigators do know that patients are clinically heterogeneous [5], not surprising 
when patients have multisystem disease. Theoretical scientists also know that 
patients are heterogeneous. Patients described by a single diagnosis name can have 
different genomes, microbiomes, and molecular pathways [6]. Clinicians ask 
whether each organ system requires a different hypothesis and treatment target [7]. 
Yet, for studies and for administrative purposes, we group patients by the clinician’s 
clinical diagnoses, not by mechanisms a scientist might prefer.

How prevalent are atypical patients? We surveyed our electronic databases to 
identify patients who carried an assigned (ICD 9 or 10) diagnosis but did not fit 
established diagnostic or treatment guidelines. Patients were atypical because they 
had overlapping autoimmune diagnoses or because they did not fit diagnosis or 
treatment guidelines.

M.D. Lockshin
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3.2  Heterogeneity Due to Overlap

Many patients have more than one autoimmune diagnosis (overlapping autoimmune 
diseases). A study of 1,321 consecutive patients seen in our center found that 424 
(32 %) with any autoimmune rheumatic disease diagnosis had other overlapping 
autoimmune diagnoses. These included 39 % of patients with lupus, 30 % of those 
with rheumatoid arthritis, and 51 % of those with Sjögren’s syndrome. Overlap 
occurred in four patterns: simultaneous, evolving, overlap with non-rheumatic auto-
immune illness, and undefined autoimmune illness (Table 2).

Table 1 Different scenarios to which a clinician may assign the same diagnosis. Only the first 
scenario is acceptable for inclusion of a patient in a clinical study or trial

Scenario Definition

Typical 
diagnosis

Typical symptoms, signs, tests, and treatment algorithms; their disease evolves 
in expected ways; outcomes are predictable. These patients are eligible for, and 
are recruited into, clinical studies

Atypical 
diagnosis

Atypical symptoms, signs, or laboratory tests that do not “fit criteria,” such as 
having anti-Smith or anti-Ro/SSA antibody instead of anti-DNA in lupus 
patients. They are excluded from trials

Different 
diagnosis

Patients who meet inclusion criteria for a diagnosis but have a second, 
overlapping disease that permits a different diagnosis, for example, patients 
with “rhupus” [4]. Whether to include these patients in clinical studies is a 
choice made by the investigator

Different 
treatment

Patients who have typical diagnoses (first scenario above) but cannot receive 
conventional treatment. They will not participate in clinical studies

Different 
course

Patients who have typical diagnoses but who evolve in unexpected ways. How 
these patients should be analyzed, and for how long one should consider a 
diagnosis valid, remains unknown

Bizarre 
response to 
therapy

Patients who have typical diagnoses but who do not respond to standard 
therapy or respond in bizarre ways. Patients often participate in trials because 
they have failed conventional therapy. We do not know whether they differ 
from those who responded well or from those whose treatment has not yet 
begun

Table 2 Different ways in which overlapping autoimmune rheumatic illnesses present

Type of overlap Definition

Simultaneous Two or more diagnoses that each fit diagnostic criteria, such as systemic lupus 
and rheumatoid arthritis (“rhupus”)

Evolving Patient has typical illness of one diagnosis that over the years evolves to 
typical illness of another, for instance, lupus that becomes rheumatoid 
arthritis

Non-rheumatic Systemic rheumatic autoimmune disease in combination with a non- 
rheumatic autoimmune illness, such as multiple sclerosis, myasthenia gravis, 
Crohn’s disease, and Hashimoto thyroiditis

Undefined Objective autoimmune illness, such as polyarthritis and positive antinuclear 
antibody, without diagnostic features like rash, nephritis, or anti-DNA 
antibody

A Tale of Two Worlds
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3.2.1  Simultaneous

Simultaneous overlap occurs when two or more clinically typical rheumatic disease 
diagnoses are simultaneously present. The most common pattern is rheumatoid 
arthritis and lupus together, which is frequent enough to have an (unofficial) name, 
“rhupus.” We diagnosed “rhupus” in 4 % of patients who carried a diagnosis of 
lupus and 2 % of those who carried a diagnosis of rheumatoid arthritis. Another pat-
tern manifests simultaneous symptoms of lupus, scleroderma, and dermatomyositis, 
has a specific autoantibody (anti-U1 RNP), and is called mixed connective tissue 
disease (MCTD) [8].

3.2.2  Evolving Overlap

Patients who begin with one clear-cut diagnosis then change to another have evolv-
ing overlap. Examples are patients who first came to medical attention with clini-
cally and serologically typical lupus, went into remission after several years, had 
recurrence as serologically and clinically typical rheumatoid arthritis, then remitted 
again, and had recurrence after another decade. This pattern occurred in 2 % of 
patients in our study.

Though rare, these patients can teach us something important about mechanisms 
of disease, the durability of a diagnostic label, and the duration of time a mechanis-
tic hypothesis is valid.

3.2.3  Overlap with Non-rheumatic Autoimmune Illness

Many patients with autoimmune rheumatic illnesses have an overlapping non- 
rheumatic autoimmune illness. Hashimoto’s thyroiditis occurred in 10 % of our 
patients; others had inflammatory bowel disease, multiple sclerosis, myasthenia gra-
vis, and other diagnoses. Overall, 16 % of patients with lupus, 16 % of those with 
rheumatoid arthritis, and 22 % of those with Sjögren’s syndrome had a non- rheumatic 
overlapping autoimmune diagnosis

3.2.4  Overlap That Does Not Meet Criteria

Some patients have clear-cut autoimmune phenomena clinically and serologically but 
have no criteria-recognized diagnosis. Such patients have undifferentiated connective 
tissue disease (UCTD) [9]. These patients constituted 14 % of all of our patients with 
systemic rheumatic autoimmune illness.

M.D. Lockshin
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3.3  Heterogeneity Due to Inapplicable Diagnosis 
and Treatment Guidelines

A different analysis included 518 consecutively seen patients with any named sys-
temic rheumatic autoimmune illness. Of these, 42.3 % had comorbidities, pregnan-
cies, or other complicating factors that would preclude their participating in a 
clinical study or treatment trial (Table 3).

4  Physician Inconsistency

4.1  Inconsistent Diagnoses

Doctors differ in their methods of taking histories and requesting laboratory 
tests; patients differ in the ways in which they explain symptoms; and laborato-
ries differ in the methods by which they perform and report tests. Hence different 
doctors, looking at the same patients, can make different diagnoses and treat-
ment decisions. Clinical studies and treatment trials rarely consider pre-study 
selection bias that may affect the population they recruit. Studies that identify 
patients by ICD codes ignore that physicians often upcode their chart records to 
preempt payment denials. Multicenter studies and central laboratories minimize 
bias; studies that reflect the recruitment choices of a small set of clinicians are 
suspect.

Table 3 518 consecutive patients with autoimmune diseases who can (“pure”) and cannot 
(“atypical”) be treated according to established treatment guidelines and the reasons why

Status No. %

“Pure” diagnosis, treatable by guidelines 299 57.7
Atypical diagnosis or cannot be treated by 
guidelines

219 42.3

Multiple diagnoses 77 14.8
  Cancer 25 4.8
  Not cancer 52 10.0
Pregnant 41 7.9
Rare diagnosis without guidelines 42 8.1
Uncertain diagnosis 23 4.4
Miscellaneous 17 3.3
  Dialysis or transplant 9 1.8
  Too disabled 5 1.0
  Insurance does not cover treatment 3 0.6

A Tale of Two Worlds
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4.2  Inconsistent Treatment

Because most studies are not inception studies, prior treatment may influence the 
outcome of interest, but physicians are inconsistent in their treatment choices. A 
recent paper found that only 27.3 % of expert rheumatologists agreed about treat-
ment for serious thrombocytopenia in lupus patient, and only 36.4 % agreed about 
treatment for constitutional symptoms [10]. Another paper found inconsistency in 
clinical practice guidelines [11]. Pre-recruitment treatment differences are points 
rarely considered when patients are enrolled in studies.

5  Effect of Time

Physicians who treat patients with autoimmune or any chronic illness work simul-
taneously in four time scales: instant (minutes), clock (hours), calendar (weeks or 
months), and generational (decades) time (Table 4).

These scales apply to interpretation and prediction of symptoms, laboratory find-
ings, damage, and outcome. The time scales may apply to individual patients simul-
taneously. For instance, at a single point in time, a lupus patient may suffer a seizure 
(instant time scale), fever (clock), destructive polyarthritis (calendar), and dementia 
(generational). The choice to use corticosteroid in an acute (clock) situation may 
result in osteonecrosis years later (generational).

Each time scale entails its own mechanisms, targets, treatment, and outcome, 
which may or may not agree. It is improbable that the same target will be valid for 
all the scales. Most clinical studies focus on only one time scale, while either the 

Table 4 Different scales of time and how they affect our understanding of the biology, treatment, 
and outcome of patients with chronic illnesses

Type Example Biology Treatment Outcome

Instant Seizure Electrical 
dysregulation

Anticonvulsant Possible anoxic 
damage

Clock Fever Likely 
inflammatory; 
IL-1, IL-6, TNFα

Antipyretics Likely none 
unless 
sustained, then 
cachexia

Calendar Polyarthritis Likely 
inflammatory; 
IL-1, IL-6, TNFα, 
and many others

Anti- 
inflammatories and 
DMARDs

Joint 
destruction

Generational Heart valve 
disease

Inflammatory plus 
cicatricial? PDGF, 
TGFβ

Uncertain, 
antifibrotics? 
Tyrosine kinase 
inhibitors

Organ failure

M.D. Lockshin
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patient or the physician may prefer another. The choice of scale will dictate what the 
clinician prescribes and what the outcome will be.

6  Variables Not Considered in Disease Activity, Severity, 
and Damage Scales

The SLEDAI, SELENA-SLEDAI, LAI, and BILAG are a few of the disease activity 
scales used for studies of lupus [12]. Clinically based, they score the symptoms, 
signs, and laboratory findings that are easily obtained in routine care. Some of the 
scales score variables dichotomously, present or absent; others use semiquantitative 
or quantitative scores. There are no rules for establishing disease activity scales; 
they only roughly agree among themselves [13]. All weigh clinical activity and 
damage scores. Some studies that use these scales also stratify patients by race, sex, 
age, and socioeconomic variables [14–18].

Other variables affect treatment response. They can be given weights. But they 
are never included in clinical studies and treatment trials (Table 5).

Every clinician is familiar with patients who disagree with and reject recom-
mended treatment and with others whose personal circumstances (finances, comor-
bidities, fertility desires) preclude that treatment. Patients with new onset disease 
differ from those with long-standing disease, but only a few studies examine only 
inception cohorts. The items listed in the table affect outcome and can be quanti-
tated in clinical trials. Clinicians know, but investigators often ignore, that treatment 

Table 5 Proposed additional scalable variables for predicting outcomes in patients with SLE

Variable

Cytokine markers
Gene markers
Current and past medications
Comorbidities other than pregnancy
Pregnancy
Illness duration
Family history
Health habits, including diet, exercise, and sleep
Tobacco use
Substance abuse
Disabilities, such as being nonambulatory
“Compliance,” including attitude to physicians and medical infrastructure, collaborative aspects 
of personality, medical beliefs (including alternative and non-Western medicine), and religion
Social strength, including wealth, insurance coverage, support systems, domicile 
arrangements, travel time to appointments, and country of birth including language spoken 
and traditions

A Tale of Two Worlds
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choices and outcomes reflect not only the biology but also the sociology/environ-
ment of a patient.

7  The Problem with Mice as Proxies for Human Disease 
Measures

The predictability of studies on experimental animals is a reason for the belief that 
the biology of illness is its primary determinant of outcome. But mice are not sub-
ject to the socioeconomic and environmental variables of humans and, hence, are 
poor proxies for outcome of human illness (Table 6).

8  What Is Precise Diagnosis?

A common way to classify illness segregates human ills into these scientific 
domains: genetic, infectious, neoplastic, autoimmune, degenerative, deficiency, and 
trauma/poisoning. The level of molecular understanding of disease mechanisms dif-
fers among these domains. If one assigns rank to these domains, such that preven-
tion constitutes the highest level of understanding, some infectious and nutritional 
deficiency diseases have achieved the highest rank; genetics and oncology, in which 
one can envision cures, have achieved the next highest. These domains enjoy defini-
tive, targeted interventions (Fig. 1).

The level of understanding is lower for autoimmune and degenerative diseases, 
which are still diagnosed by clinical history, physical examination, and laboratory 

Table 6 Some reasons why mouse experiments do not parallel human experience

The problem with the mouse

Mice are never illegal immigrants
A mouse bred to have a specific diagnosis will not also have comorbid illness as well
Most mice studied have not been ill for the mouse equivalent of 40 years, nor have they been 
treated with different and now obsolete treatments throughout that time
Mice that become ill are not treated to recovery and tested once again. In fact, a mouse that 
becomes ill is usually killed
A mouse does not have a problem being a single mom
Mice do not refuse to take a drug because it causes weight gain
Mice do not take birth control pills
They do not try herbal remedies that their cousins recommend
Most mice who are ill will not have just returned from a 3-week vacation in Thailand
Mice do not take three trains to clinic. In fact, doctors make house calls to them
Mice are not on food stamps. In fact, they seldom go hungry
Mice do not have insurers who refuse to pay. In fact, mice are never uninsured
Mice are never homeless

M.D. Lockshin
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tests of inconstant specificity. The mechanisms and biomarkers currently under 
investigation remain speculative. Clinical management is dictated by disease activ-
ity indices, not by biomarkers.

9  Proposals

Clinical studies today began with a physician’s clinical diagnosis: signs, symptoms, 
and serological tests. Molecular diagnosis—genes, cytokines, and cell surface 
markers—is possible in some fields, but not for autoimmune disease. Molecular 
diagnosis defines targets for therapies. The paradigm is: Interfere with the target’s 
function and cure the disease.

So long as we diagnose autoimmune diseases by clinical criteria and define treat-
ment success by clinical measures, we do not target molecules. Many patients’ ill-
nesses are not “pure”; such patients may be included or excluded from trials. The 
potential molecular targets that are available apply to subsets of patients; targeted 
therapeutic molecules block the targets’ functions only partially; because the targets 
are functionally broad, unacceptable side effects ensue. Hence targeted therapy has 
limited use in systemic autoimmune illness. Regarding outcome, when we aggre-
gate scales of organ system injury, we ignore the clinical heterogeneity, exogenous 
factors, and time scales that alter the results.

We can design our studies and treatments more effectively than we do now.
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Fig. 1 Degree of advancement of science in different classifications of illness. Red indicates find-
ings well advanced in the listed level of science; hatched indicates non-definitive progress in these 
areas. Light pink indicates initial studies began with no actionable findings to date. Blank means no 
active research
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9.1  Stratify Patient Populations by Disease Process, Not 
by Diagnosis

Today physicians and the public, payers and administrators, and the pharmaceutical 
industry identify patients according to clinical diagnoses made by practicing physi-
cians. A better way would be to identify patients by biomarkers or by understood 
disease mechanisms. A better way would be to target interventions to those bio-
markers or mechanisms, in the subset of patients for whom the marker is valid, not 
apply them to all persons who carry a clinician’s diagnosis.

Today we measure improvement by aggregated clinical activity and damage 
scores and consider “20 %” or “50 %” improvement to be a mark of success. It will 
be more efficient to measure short-term response of a biomarker as a proxy and to 
defer a final conclusion about the validity of that proxy to definitive, but future, 
clinical outcome measurements made in calendar or generational time. We should 
use simple, easily measured, outcome measures, such as organ failure, disability, or 
death. We should assess success by outcomes of single organ systems, not by scales 
that aggregate organ systems. In measuring outcomes, we should stratify patients 
according to the exogenous variables of Table 5 [19].

9.2  Seek Larger, Simpler Databases

Because autoimmune rheumatic diseases are uncommon and heterogeneous, clini-
cal analyses require populations large enough to support complex multivariate anal-
yses. Trials that are national or international in scope, with uniform and simple 
entry criteria, and equally simple outcome criteria, are required.

Assigning diagnoses by mechanism, adjusting for biases of patient recruitment, 
measuring outcome simply, and requiring large, less complex trials—these are con-
cepts that constitute revolutions in physician collaboration and in study design; they 
require assent of the public, clinicians, scientists, pharmaceutical industry, and reg-
ulatory agencies, a difficult but necessary task [20].

Of course it is possible that an unanticipated cure will arise from today’s science. 
More likely, because of the large number of clinical variables, because known bio-
logical targets apply to a subset of persons with autoimmune diagnoses, and because 
we measure amelioration rather than cure, our small-scale studies will remain incre-
mental. We must not rely on serendipity. If we restructure our concepts of diagnosis, 
if we target interventions to subsets of patients likely to respond, and if we consider 
both the exogenous variables that affect outcome together with the endogenous, we 
will be able to move ahead.
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Biomarkers in Clinical Trials for Rheumatoid 
Arthritis

Gregory J. Dennis, Gonzalo Fernandez, Heather Iocca, and Holly Hilton

1  Introduction

Rheumatoid arthritis (RA) is a chronic multisystem disease that is characterized 
by variable inflammatory involvement of joints with the subsequent destruction of 
cartilage and bone. Because of advancements in biomedical technology, new 
treatments have been developed and have improved patient outcomes consider-
ably in the last 20 years and now include targeted disease-modifying therapies. 
However, considerable heterogeneity exists between patients in their clinical 
manifestations, disease course, and response to newer agents. These differences 
have led some investigators to conclude that rheumatoid arthritis is comprised of 
a group of disorders with apparent differences in their clinical phenotype and 
genetic expression that may variably impact their clinical responses to medica-
tions [36].

Clinical trials for patients with rheumatoid arthritis also have evolved consider-
ably since the first few US Food and Drug Administration (FDA) approvals of thera-
peutic agents for RA. The changes that have occurred may be due in part to the 
increasingly competitive clinical trial landscape, technological advances, and the 
requirements imposed by regulators over time [41]. Progress in RA clinical trials 
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has resulted in more robust clinical trial designs, more appropriate characterization 
of target subpopulations and more clinically meaningful disease assessments. 
Nevertheless, evidence-based treatments available for patients with RA have yet to 
achieve sustainable remissions for the majority of patients [17]. Instead, novel treat-
ments are needed.

Biopharmaceutical companies and others are interested in making go/no go 
development decisions sooner to enroll trials faster and make effective treatments 
more available to patients with unmet medical needs. Unfortunately, unless there is 
a shift in our current approach to research, greater numbers of RA patients will be 
needed to properly conduct all of the clinical trials currently being planned or 
underway. Given the complexities of RA diagnosis, assessment, and treatment, the 
need for sensitive and specific biomarkers is critical. Biomarkers that can help 
effectively diagnose disease are important as many patients are only diagnosed once 
permanent damage has started and the time for optimal treatment may have passed 
[23]. Biomarkers may be necessary to further advance drug development for RA to 
achieve sustained remissions in disease activity. Biomarkers identify more homoge-
neous RA populations and allow insight to be gained into individual patient 
responses. Current biomarkers in RA are diverse and include acute phase reactants, 
autoantibodies, cell subsets, synovial immunohistochemistry, genetic markers, gene 
expression markers, cytokines, and growth factors that might be used for diagnosis, 
prognosis, treatment response, determination of remission, and induction of toler-
ance. Herein, we will explore some of the biomarkers that have been identified for 
RA and their current use in clinical trials and discuss important considerations for 
advancing biomarker detection and utilization in the near future.

2  What Are Biomarkers?

A 2001 joint publication of the FDA and the National Institutes of Health (NIH) has 
clearly defined a biomarker as “a characteristic that is objectively measured and 
evaluated as an indicator of normal biological processes, pathogenic processes or 
pharmacologic responses to a therapeutic intervention” [5]. This canonical defini-
tion contains two critical components; the first is the biological parameter to be 
measured, and the second is the application of that measurement to a clinical deci-
sion or outcome. What is also implied here is that there is a sound method to mea-
sure the biomarker. An effective biomarker must be validated for both the robustness 
of the assay and the utility of the marker. Biomarker assays typically are developed 
in the lab and tested for assay robustness first in lab models followed by testing in 
relevant human populations. Testing the utility of the assay may have to be con-
ducted in multiple clinical settings to ensure it will answer the question(s) posed.

Biomarkers can be used in a variety of ways. They may be used to confirm diag-
nosis of disease and disease stage (remission to severe RA) and to provide a predic-
tion of response to therapy and disease prognosis. These types of markers can be 
used to stratify patients going into a clinical trial. Response biomarkers are used to 
monitor the treatment effect of either an approved drug or experimental treatment. 
Response biomarkers also can be used during clinical trials to help understand drug 
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mechanism of action (MOA) or as a surrogate endpoint (Table 1). In some cases the 
same biomarkers are used as both stratification and response markers. Developing 
new biomarkers and taking them from the bench through clinical trials and into 
clinical practice can be long and challenging. However, the rewards for RA patients 
may be quite significant in that the clinician’s treatment selection is likely to be 
more precise and overall patient outcomes better.

3  Biomarkers Currently Used in Rheumatoid Arthritis 
Clinical Trials

Precision medicine is an emerging approach for disease prevention and treatment 
that focuses on tailoring prognostic and therapeutic strategies to a patient’s individ-
ual characteristics [9]. Precision medicine hopes to provide “the right dose of the 
right drug for the right indication for the right patient at the right time” [12] and is 
based on a full understanding of the patient’s disease and the mechanism of different 
therapies, as well as empirical evidence linking the two to provide effective treatment 
guidelines. Due to the large degree of heterogeneity in RA, applying precision medi-
cine will be challenging but potentially very rewarding. The disease heterogeneity in 
RA is a current limitation to the successful conduct of clinical trials because of the 
need for increased patient numbers to demonstrate benefit and as such can hinder the 
discovery of effective evidence-based treatments for use in clinical practice.

Many patients seen by rheumatologists, such as older patients and those with 
multiple comorbid conditions, are often excluded from clinical trials [6]. While 
broader inclusion criteria (IC) might help to ensure results are applicable to a larger 
percent of patients, thereby increasing patient heterogeneity in trials, they also may 
be more likely to produce inconclusive results [20] and are contrary to the endeavor 
of precision medicine.

Table 1 The definition and characteristics of stratification and response biomarkers

Biomarkers in clinical trials and clinical practice

Stratification biomarkers Response biomarkers

Clinical trials: measured before 
entry into a clinical trial and used 
to include or exclude patients and/
or balance treatment arms

Clinical trials: typically measured at time zero and one or 
more times during the clinical treatment. Changes are 
compared to baseline

Patient care: used for patient 
diagnosis and initial treatment 
decisions

Patient care: used to monitor response to treatment and 
adjust treatment

Diagnostic—accurately diagnose 
disease and disease subclass

Pharmacodynamic (PD)—dynamically assess 
physiological/biochemical effect of treatment; includes 
understanding mechanism of action (MOA) and target 
engagement

Prognostic—predict natural course 
of disease

Theragnostic—monitor progression and/or response to 
therapy

Predictive—predict likely response 
to treatment(s)

Surrogate endpoint—substitute for a clinical efficacy 
endpoint

Biomarkers in Clinical Trials for Rheumatoid Arthritis
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3.1  Biomarkers as Inclusion Criteria for Clinical Trials

The use of biomarkers may allow the identification of more homogeneous subpopu-
lations for enrollment into clinical trials. Understanding the basis of disease hetero-
geneity and stratifying patients based on effective biomarkers allows trials to enroll 
an enriched patient population and move toward more precise medicinal treatment. 
This should lead to increased treatment success rates by allowing trials to meet their 
endpoints with smaller populations, lower costs, and faster timelines [1, 3, 4]. A 
biological understanding of RA disease heterogeneity will help both the develop-
ment of new targeted therapies and finding the correct patient subpopulation for the 
treatment [25] since homogeneous subpopulations in rheumatoid arthritis may be 
more responsive to particular therapies that target specific factors playing a role in 
the pathogenesis of disease. As such, having biomarkers that enable the identifica-
tion and stratification of distinct RA subpopulations that are related by their under-
lying disease pathogenesis would likely result in clinical trials that are better 
designed to answer research questions posed and ultimately allow greater discrimi-
nation between treatment cohorts. Doing so will also increase the likelihood of 
identifying drugs that can induce a sustained remission of disease activity.

Classification criteria for the diagnosis of RA have included biomarkers for 
many years. The ACR/EULAR rheumatoid arthritis classification criteria include 
four different biomarkers for use as diagnostic criteria: rheumatoid factor (RF), 
erythrocyte sedimentation rate (ESR), C-reactive protein (CRP), and anti-cyclic 
citrullinated peptide (anti-CCP). As only a subset of RA patients express many of 
these biomarkers, their use as inclusion criteria risks the exclusion of some RA 
patients from trial participation due to the lack of a sufficiently sensitive biomarker 
profile, despite fulfilling the current guidelines for diagnosis of RA via other crite-
ria, which may be both frustrating to investigators and exert a negative impact on 
recruitment.

A search of Citeline Trialtrove resulted in identification of 359 Phase I to Phase 
III trials enrolling RA patients that concluded or will conclude between 1 May 2012 
and 2030 (3 years of data for ongoing and planned trials) for which details on the 
inclusion criteria (IC) were available. Of these, 151 (42.1 %) include at least one 
mandatory inclusion criterion related to biomarkers (see Fig. 1 and Table 2). The 
use of biomarkers to define the target patient population varies with study phase but 
is most frequent in Phase I/II and Phase II studies. Acute phase reactants (ESR and 
CRP) are the most common biomarkers used as inclusion criteria. Among studies 
using biomarkers, 135 of 148 studies specified a minimum value for at least one of 
the acute phase reactants. Although most studies provide acceptable ESR or CRP 
levels for eligibility, some base eligibility on CRP alone. Due to limitations inherent 
in the use of acute phase reactants as biomarkers, determination of eligibility based 
on the ESR or the CRP rather than to one or the other may increase the size of the 
available RA patient pool [46].
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Fig. 1 135 of 359 studies of rheumatoid arthritis included a minimum value of the CRP or ESR as 
part of the inclusion criteria. CRP C-reactive protein, ESR erythrocyte sedimentation rate, IC inclu-
sion criteria. Use of CRP or ESR in clinical trials for rheumatoid arthritis

Table 2 Summary of biomarkers in recent clinical trials in rheumatoid arthritis

Category
Number of 
trials

% of total 
trials

Total number of RA studies 359 –
Total with biomarkers in inclusion criteria 148 41
Total with acute phase reactantsa 135 38
CRP or ESR 71 20
CRP only 47 13
ESR only 5 1
ESR or CRP or a non-biomarker measure 7 2
Total with anti-CCP and/or RF only 9 3
Anti-CCPb or RF 7 2
Anti-CCP only 2 <1
Total with anti-CCP and/or RF in combination with CRP and 
ESR

50 14

CRP C-reactive protein, ESR erythrocyte sedimentation rate, anti-CCP anti-cyclic citrullinated 
peptide, RF rheumatoid factor
aFive additional studies had more complex inclusion criteria that did not fit into these categories
bTwo studies required ACPA positivity

Biomarkers in Clinical Trials for Rheumatoid Arthritis
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4  Use of CRP or ESR in Clinical Trials for Rheumatoid 
Arthritis

Evaluation of the inclusion criteria for these studies demonstrated the biomarkers 
used in study inclusion criteria which were primarily limited to ESR, CRP, RF, and 
anti-CCP. The frequency of individual biomarkers as a criterion in the dataset is 
presented in Table 2.

The most common biomarker used to determine patient eligibility was CRP, and 
the most common minimum required CRP value for eligibility was 1.0 mg/dL, 
although the range of acceptable CRP levels was wide (0.3–2.0 mg/dL). 
Approximately 20 % of studies defined acceptable CRP levels based on the upper 
limit of normal (ULN), rather than as an absolute value. Studies defining acceptable 
CRP levels in relation to ULN most commonly allowed subjects with a CRP >ULN 
or > 1.2× ULN. Figure 2 presents the frequency of each minimum CRP value for 
study eligibility and the upper limit of normal CRP is in Table 3.

Selection of an appropriate biomarker inclusion criterion is a challenge in 
RA. Inclusion criteria requiring comparatively high minimum CRP values are likely 
to result in increased screen failure rates, which may delay achievement of  recruitment 
goals and cause frustration for investigators and potential participants. Low mini-
mum values risk inclusion of patients with only low basal disease activity or who 
may have disease that cannot improve. On the other hand, since the presence of anti-
citrullinated protein antibody (ACPA) and their concentration at baseline has been 
shown to be strongly predictive of radiographic progression, higher values as an 
inclusion criterion are important in the evaluation radiographic outcomes [18, 37].

Requirements for RF or anti-CCP antibody positivity were present in the inclusion 
criteria for fewer studies than CRP or ESR; only 59 studies required RF or anti-CCP 
antibody positivity, primarily in the Phase II and Phase III settings. Interestingly, stud-
ies requiring antibody positivity frequently also specified inclusion criteria related to 
ESR or CRP values (85 %).

5  Diagnostic Biomarkers

Multiple biomarkers have been shown to be useful in confirming the diagnosis of 
RA, both in clinical practice and in the clinical research setting. Recognition of the 
value of biomarkers in the diagnostic process is exemplified by the inclusion of both 
serology (RF and/or anti-CCP) and acute phase reactants (CRP and/or ESR) in the 
ACR/EULAR 2010 rheumatoid arthritis classification criteria [2]. A diagnosis of 
definite RA requires evaluation of at least one serological test and one acute phase 
reactant. Rheumatoid factor and anti-CCP, however, may perform better as diagnos-
tic tests if they had greater sensitivity and specificity. Consequently, there remains a 
need for additional diagnostic biomarkers with greater sensitivity and specificity than 
those that have been used to date, as well as biomarkers that allow the identification 
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of more homogeneous subpopulations of patients with rheumatoid arthritis to deter-
mine the benefit of therapies to which they are more likely to respond. Novel bio-
markers or combinations of biomarkers with better operating characteristics that 
have been identified may allow research subject stratification within clinical trials, 
the diagnosis of patients with early disease, and the identification of patients in clini-
cal practice that are more likely to achieve the goals of treatment. However, addi-
tional testing and validation in RA are needed.

6  Rheumatoid Factor

Rheumatoid factor, an autoantibody targeting the Fc region of IgG, is among the 
most widely used biomarkers in RA diagnosis. Although it is widely used and a valu-
able tool in diagnosis of RA, there are limitations to the use of RF as a diagnostic test. 
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Fig. 2 Minimum CRP value for inclusion. Minimum CRP values required per trial inclusion 
criteria

Table 3 The C-reactive protein (CRP) upper limit of normal was specified in 25 of the clinical 
trials inclusion criteria based on the upper limit of normal (ULN)

Required CRP for eligibility relative to upper limit of 
normal (ULN) Number of trials

> ULN 11
>1.2× ULN 11
>1.4× ULN 1
>1.5× ULN 2
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Notably, RF is not specific to RA and is elevated in other immune- inflammatory 
diseases as well as in certain infections. A meta-analysis that included IgM, IgA, and 
IgG RF isotypes to assess the diagnostic accuracy of anti-CCP and RF for RA dem-
onstrated qualitative similarity between them [31]. The pooled sensitivity and speci-
ficity of IgM RF for RA were 69 % and 85 %, respectively. A small study [19] 
demonstrated that 70 % of RA patients positive for RF had elevation of two or more 
isotypes, compared to 16 % of RF positive patients with other rheumatic conditions, 
and that IgM and IgA RF antibodies in combination were significantly more com-
mon in RA patients than in patients with other rheumatic conditions, suggesting that 
determining the presence of multiple isotypes of RF antibodies may provide increased 
specificity for RA.

A recent prospective cohort study in Denmark demonstrated that individuals 
with elevated plasma IgM RF levels are at increased long-term risk of developing 
RA, and this risk increased with increasing RF levels—a finding that could be 
beneficial in identifying patients prior to the onset of clinically significant dis-
ease [30]. Notably, IgA RF may be present years before the onset of clinical 
symptoms, although specificity is comparatively low (Rantapää-Dahlqvist 2003).

In 2015, the value of RF with and without coexistent ACPA was assessed for the 
diagnosis of RA [35]. They evaluated 135 subjects with RA who were outpatients 
or inpatients over a 1 year period and compared their results to 50 healthy patients 
who underwent physical examinations in their hospital during the same period. The 
sensitivity and specificity of RF for the diagnosis of RA were 91.7 % and 74.4 %, 
respectively, while that for anti-CCP antibody were 88.0 % and 90.4 %, respectively. 
For the combined detection of RF and anti-CCP antibody, the sensitivity and speci-
ficity were 90.2 % and 83.3 %, respectively (Table 4).

7  Anti-citrullinated Protein Antibodies

Anti-citrullinated protein antibodies (ACPAs) are highly specific to RA, a distinct 
advantage over RF. Anti-CCP is the most common ACPA in the current use and may 
be present years before the onset of clinical symptoms and may increase in frequency 
closer to disease onset. Anti-CCP antibodies are present in a greater percentage of 
RA patients than RF in most settings, the exception being early RA (IgM RF present 
in 73 % vs. 70 %). Detection of both anti-CCP and RF antibodies prior to symptom 

Table 4 Sensitivity and 
specificity of RF and/or 
anti-CCP antibody for the 
diagnosis of RA

Biomarker Sensitivity (%) Specificity (%)

RF 91.7 74.4
Anti-CCP antibody 88.0 90.4
RF + anti-CCP antibody 90.2 83.3

RF rheumatoid factor, anti-CCP anti- citrullinated protein 
antibody
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onset has resulted in specificities approaching 100 % [34]. On the other hand, sensi-
tivities of these combinations prior to onset of symptoms remain low (range: 6–52 %), 
a known limitation of anti-CCP in the diagnostic setting (Rantapää-Dahlqvist 2003). 
Anti-CCP antibodies have been shown to have the greatest diagnostic performance 
and have been recommended for consideration as a first-line screening technique 
[31].

The presence of ACPAs has been associated with a more aggressive disease 
course than is observed in ACPA negative disease. A study of 454 patients with early 
RA in the Netherlands demonstrated that although patients had similar symptoms at 
inclusion, anti-CCP positive patients had significantly higher radiological scores, as 
well as a larger number of swollen joints after 4 years of follow-up, although the 
distribution of erosion scores, joint space narrowing, and inflamed joints in the 
hands was similar between the groups [44].

Although the presence of anti-CCP and RF typically is associated with aggres-
sive disease, recent clinical evidence suggests that this outcome can be modu-
lated in patients with early RA. Data from a randomized, placebo-controlled 
clinical study in Sweden demonstrated that in patients randomly assigned to 
receive low- dose prednisolone (7.5 mg/day) or placebo for 2 years, the presence 
of RF and anti- CCP antibody predicts radiographic progression in only the pla-
cebo group [14]. Similar findings were reported from an analysis of data from the 
Combination Anti- rheumatic Drugs in Early RA (CARDERA) trial, in which 
467 patients with early, active disease were assigned to receive methotrexate, 
methotrexate + cyclosporine, methotrexate + prednisolone, or methotrexate + 
cyclosporine + prednisolone. Among subjects positive for ACPA, treatment with 
any of the study treatment options resulted in a statistically smaller change in 
Larsen score relative to ACPA negative subjects. In contrast, no statistically sig-
nificant change in Larsen scores for any treatment arm was observed in the ACPA 
negative group relative to placebo, and, overall, the change in Larsen scores over 
the 2-year study period was smaller in the ACPA negative group compared to 
that observed for ACPA positive patients (Seegobin 2014). These studies provide 
evidence of the potential for diagnostic biomarkers to impact the disease state in 
patients with RA. In addition to anti-CCP, other citrullinated proteins that may 
be targeted by antibodies include perinuclear factor, keratin, vimentin, fibrino-
gen, histones, MBP, type II collagen, and α-enolase. Anti-carbamylated protein 
antibodies (anti-CarP), including those recognizing homocitrulline, carba-
mylated fibrinogen, or carbamylated vimentin, also serve as biomarkers for RA, 
although the sensitivity of these antibodies is lower than that of the ACPAs [10, 
15, 29]. Approximately 43 % of patients with RA are positive for IgG anti-CarP 
antibodies and 45 % for IgA anti-CarP antibodies [39, 40]. Also of note, the pres-
ence of anti-CarP antibodies was noted in some patients who were negative for 
ACPA antibodies and appears to correlate with a more severe disease course 
[40]. Anti-CarP antibodies may be detectable prior to the diagnosis of RA [40] 
and, therefore, may have potential utility in identifying patients with early 
disease.

Biomarkers in Clinical Trials for Rheumatoid Arthritis



24

8  14-3-3

The proteins 14-3-3 eta and gamma have been demonstrated to be elevated in syno-
vial fluid and serum of patients with inflammatory joint disease relative to control 
subjects [21, 26]. Recent work by Maksymowych et al. [27] suggested a role for 
14-3- 3η as a potential diagnostic biomarker for rheumatoid arthritis. The authors 
demonstrated sensitivity of 63 % and specificity of 93 % for 14-3-3η alone as a diag-
nostic marker for early RA versus healthy controls and sensitivity of 77 % and spec-
ificity of 93 % in established RA via an ELISA-based assay. The combination of 
14-3-3η, ACPA, and RF was found to have specificity of 78 % in early RA versus 
71 % for ACPA and RF alone. However, the sensitivity of 14-3-3η, ACPA, and/or 
RF was 78 %, as compared to 84 % for RF and/or ACPA alone.

8.1  Disease Activity Biomarkers in RA

Measures of disease activity including the DAS28 (ESR, CRP) and the SDAI use a 
combination of tender and number of swollen joints and global assessments of dis-
ease activity and include the ESR or CRP to produce an overall disease activity 
score (Table 5).

In addition to the use of biomarkers for confirmation of diagnosis and assessment 
of disease activity, these and others have recently been used to predict the response 
to therapy. Understanding the operating characteristics of existing biomarkers and 
those being studied will enable their application and utilization in the most effective 
manner possible.

9  Vectra® DA

Recent investigators have evaluated panels of proteins in the assessment of rheuma-
toid arthritis disease activity. The Vectra® DA blood test integrates the concentra-
tions of 12 distinct protein biomarkers consisting of vascular cell adhesion 
molecule-1, epidermal growth factor, interleukin-6, tumor necrosis factor receptor 

Table 5 Corresponding disease activity score (DAS)28-erythrocyte sedimentation rate, DAS28- 
C- reactive protein, sensitivity, and specificity values derived from the receiver operating 
characteristic curves for each criterion

Criteria DAS28-ESR DAS28-CRP Sensitivity Specificity

Remission 2.6 2.32 0.921 0.869
Low disease activity 3.2 2.67 0.908 0.893
High disease activity 5.1 4.09 0.925 0.970

Ann Rheum Dis 2007; 66:407–409
CRP C-reactive protein, DAS disease activity score, ESR erythrocyte sedimentation rate
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type I, matrix metalloproteinase 1, matrix metalloproteinase 3, human cartilage 
glycoprotein- 39, leptin, resistin, serum amyloid A, and CRP into a single score 
between 1 and 100 that indicates the current level of RA disease activity based on 
an algorithm [38]. The numerical score is reported along with a classification of the 
disease into low (<30), moderate (30–44), and high (>44) disease activity. Currently, 
the Vectra® DA score in Phase II and III clinical trials is increasingly being utilized 
as an independent inclusion criterion for disease activity and is being evaluated for 
response to novel disease-modifying antirheumatic drug (DMARD) therapy as a 
secondary or exploratory variable.

A recent study evaluating RA subjects with and without fibromyalgia demon-
strated similar levels of disease activity between the CRP and a multi-biomarker 
disease activity score using the same reagents and algorithm as the Vectra® DA 
score (MBDA), whereas the patient global assessment and the DAS28-CRP were 
significantly greater [24], suggesting the possibility that it may be a better disease 
activity measure than some of the parameters currently being used in clinical trials. 
These findings, however, are not particularly surprising and are consistent with find-
ings in previous studies in which radiographic progression was assessed in relation 
to DAS28-CRP and MBDA scores [45]. Among subjects who achieved a DAS28- 
CRP remission, those continuing to have a high MBDA score (>44) were more 
likely to have joint progression during the subsequent year as opposed to those with 
an MBDA score in the remission range (≤25). Similarly, another study evaluated 
the ability of an MBDA score using the same algorithm as the Vectra® DA score at 
baseline to predict progression in radiographic joint damage in DMARD-naïve 
early RA subjects in whom a treat to target strategy was being used [28]. The latter 
study further demonstrated that the MBDA score independently predicted progres-
sion in radiographic joint damage and that subjects with higher MBDA scores were 
more likely to have progression in radiographic joint damage.

10  Validation of Rheumatoid Arthritis Biomarkers

The Outcome Measures in Rheumatology (OMERACT) initiative has worked on 
validating tools for evaluating the effect of therapeutic interventions in rheumatic 
diseases since 1992. The OMERACT initiative identified important questions to 
address with respect to imaging and soluble biomarkers [11]: first, whether the out-
come measure relates to the suspected pathophysiological change; second, whether 
the measure has an agreed and consistent procedure; and third, to what extent opera-
tor expertise is a prerequisite. Importantly, it was recognized that while the CRP has 
been demonstrated to be sensitive to change and to fulfill most of the aspects of truth 
for therapeutic purposes, insufficient data existed for other proposed soluble bio-
markers, and further validation was needed for recommendations to be made.

Recent draft guidance from FDA states that, “Biomarkers can be used for a wide 
variety of purposes during drug development; therefore, a fit-for-purpose approach 
should be used when evaluating the extent of method validation that is appropriate. 
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When biomarker data will be used to support a regulatory action, such as the pivotal 
determination of safety and/or effectiveness or to support labeled dosing instruc-
tions, the assay should be fully validated” [43]. Requirements for validation involve 
measuring an assay with well-established performance characteristics and agree-
ment on the physiologic, toxicologic, pharmacologic, or clinical significance of the 
results [13]. Once in the clinic, both analytical validation of the assay (accuracy of 
the measurement versus a gold standard) in patients and clinical validation (correla-
tion with the clinical endpoint) must be completed.

11  Technological Advancements in Testing for Biomarkers

Several technological and scientific advancements are aiding in both the discovery 
and development of new therapies and biomarkers. These include sequencing of the 
human genome and access to next-generation sequencing (NGS), improved tech-
nologies for biomedical analysis, and new tools for using large datasets [8, 9]. These 
trends are affecting all disease areas, including biomarkers for RA.

Sequencing the human genome and NGS has revolutionized the field of genetics 
and genomics and provides virtually limitless data to investigate the genetic causes 
of diseases. As these technologies mature, rapidly decreasing costs further enhance 
their value to drug development. The cost of sequencing a single whole-human 
exome has dropped well below $5,000, and it continues to fall, although analysis 
and informatics costs are not figured into that number. Several trends have made the 
data more available as well, such as an increasing informed and proactive consumer 
and NGS being directly marketed to consumers. Based on NGS, several disease- 
associated genes have been linked for rheumatic diseases in both case-control and 
family-based studies [47], although much work will need to be done to explore 
whether they are causative variants. Future scientific advancements, including mul-
tiple technology platforms and multifactorial testing (multi-gene or multi-analyte 
signatures), will increase our ability to interrogate the molecular pathways involved 
in common and complex diseases.

12  Main Challenges in Biomarker Discovery

Due to the progressive nature of RA, an early diagnosis, prognosis, and treatment of 
the disease are needed, especially in patients without clear manifestation. Early- 
stage diagnostic and prognostic biomarkers will facilitate clinical practice decisions 
and selection of the appropriate populations in clinical trials. Strategies to improve 
the predictive value of biomarkers include combinations of biomarkers and the use 
of imaging techniques in combination with biomarkers.

Usefulness of biomarkers depends on biomarker discovery, their availability in 
practice, and their validation at the time of their need. While the use of biomarkers 
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to understand disease pathophysiology and for diagnostic and prognostic purposes 
is more direct, strict qualification and clinical validation are a must in order to sup-
port approval of medicines. Furthermore, few biomarkers are accepted as a surro-
gate endpoint. The validation of biomarkers in RA and their cut points is a major 
challenge and will need coordinated efforts from the regulatory authorities, aca-
demia, and industry consortia. The same collaborative approach is needed to dem-
onstrate the translation of the use of a biomarker into actual clinical benefit for the 
patients. The relationship of biomarkers with relevant clinical outcomes requires 
large sample sizes and very meticulous observation. Clinical outcomes, patient- 
reported outcomes, and disability also should be considered to assess the value of a 
biomarker or a treatment strategy that employs biomarkers in decision-making. 
New technologies and statistical methodologies are facilitating the discovery of bio-
markers at a much faster pace. Their rapid assessment to determine their operating 
characteristics will be important to advance clinical research. On the other hand, 
complexity (biomarker panels) may be a barrier to the application of biomarkers, 
especially if more wide-scale profiling aims to guide medical decision-making. The 
high costs of testing and limitations of access to new technologies will require the 
demonstration of significant cost-benefit before they are broadly accepted by mul-
tiple stakeholders.

13  Emerging Trends in Biomarkers

Well-organized and agile consortia from academia and industry will be essential to 
identify and validate new biomarkers. The rapid progress in the fields of biotechnol-
ogy, genetics, and genomics and their integration in clinical practice and in product 
development require collaboration from a variety of different stakeholders and 
disciplines.

Biomarkers will be fundamental tools not only to demonstrate proof of concept 
but also for establishing the required dose and dose window and improving the 
effectiveness of classical dose-finding studies based on clinical efficacy and safety. 
A deep understanding of the molecular basis of disease and dynamics of response 
to treatment is needed to assess the relationship between pharmacodynamic (PD) 
effect and downstream clinical effect.

Innovative approaches to increase efficiency in clinical trials are currently being 
used [42]. Adaptive clinical trial designs aim to introduce flexibility and facilitate 
decision-making during the implementation of a trial. Practical examples that have 
been used in other disease indications (e.g., oncology) can be applied to rheuma-
toid arthritis. An umbrella protocol is designed to allow enrollment of patients into 
different treatment arms based on their specific biomarker profile within the same 
indication [22]. Randomization to different drugs, combinations, or dosing strate-
gies can be stratified according to the subjects’ biomarker profiles. Biomarkers are 
the essential instruments that allow a personalized medicine approach to the appli-
cation of patient-specific profiles based in biomarkers and clinical factors to assess 
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individual risks and prognosis and to provide tailored prevention and disease- 
management strategies.

Understanding molecular medicine based on a single biomarker does not address 
the full picture of the connections and feedback between closely related pathways. 
As a consequence there is a need to integrate combinations of biomarkers from 
related pathways to increase the predictive value. The Vectra DA is an example, 
combining measurements of 12 serum proteins to calculate a multi-biomarker dis-
ease activity score. In addition, the integration of different technologies, for exam-
ple, imaging techniques in combination with biomarkers, may improve early 
diagnosis of RA particularly in seronegative patients and the assessment of response 
to therapy.

The application of “big data” to biomarkers in rheumatoid arthritis may yield 
benefit at three levels: descriptive models to gain information and knowledge, pre-
dictive models to better understand what will happen in the future, and prescriptive 
models to provide recommendations for decision-making. Trial simulations, virtual 
trials, and strategy trials are additional examples of the potential utility of big data. 
The inclusion of different biomarkers in the database should facilitate estimation of 
their usefulness and potential.

Personalized medicine with a biomarker foundation will produce changes in the 
reimbursement policies. In a heterogeneous disease such as rheumatoid arthritis 
where numerous expensive drugs are available, personalized medicine would have 
an impact on drug budgets. Linking research and electronic health records can stra-
tegically optimize patient segmentation, clinical development, and health outcomes. 
Moreover, patient stratification in the real world may enable a medication to increase 
effectiveness and achieve the reimbursement that would not be achieved in a broader 
population. Consequently, a new dimension is now highly relevant for biomarkers: 
how the biomarkers behave across a large number of patients and their effectiveness 
in real-world personalized medicine.

14  Potential Investment Required for Use in Clinical Trials

Currently, biomarkers fall short of what is needed to change our approach to clinical 
trials for rheumatoid arthritis. The use of a combination of biomarkers, new tech-
nologies, and multidisciplinary approach requires heavy investment. DNA sequence 
data alone is not enough in complex diseases as rheumatoid arthritis and different 
data are now of interest beyond DNA sequence: DNA methylations, SNPs, protein- 
coding RNA, noncoding RNA, histone modifications, transcription factors and their 
DNA binding sites, transcription start sites, promoters, protein-protein interactions, 
protein modifications, and metabolites. Investment in these technologies is only the 
first step since the data they generate require the use of a systems biology approach 
to data integration.

Additional requirements include investments in tools and resources that allow 
merging of data from biomarker research with data from health care and clinical 
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trials as well as investments in informatics systems that enable the analysis of dis-
eases and therapeutic interventions. One example of this is Project Data Sphere 
(www.projectdatasphere.org) [33], a database that allows researchers affiliated with 
life science companies, hospitals, and institutions, as well as independent research-
ers, to share, integrate, and analyze patient-level, comparator arm, Phase III cancer 
de- identified data.

15  Ethical and Legal Considerations

Respect for human dignity of all individuals voluntarily participating in human 
research and donating biological materials is mandatory and correct. The four con-
ventional bioethical principles of autonomy, beneficence, non-maleficence, and jus-
tice should be ensured. In that respect, research based in biomarkers without careful 
consideration of the ethical principles may affect those principles when they have an 
effect on patient selection, access to clinical trials, access to medications, and data 
privacy. The use of biomarkers has an effect beyond the utility in product develop-
ment. In the near future, new technologies and cost reductions will make available 
the whole-genome sequencing as a standard test. The consequences of the general-
ized use of biomarkers and genetic tests are clear. False positives or false negatives 
may have an impact in people’s lives when it affects prognosis, access to treatments, 
stigmatization, insurance reimbursement, and work opportunities.

Genetic testing is heavily regulated, but research using nongenetic biomarkers 
should follow strict procedures as well. Local and international deontological codes, 
research guidelines, data protection laws, and regulatory directives should be fol-
lowed in biomedical research. The use of stored biological materials of human origin 
is a powerful tool in biomarker research. The benefit of this secondary research goes 
beyond the individual and may improve human health and health-care systems. If 
stored samples were not used, the alternative prospective is the collection of new 
biological materials specifically for each project. Nevertheless, this effort would not 
be feasible in many cases or would be too costly and would take a long time, making 
unavailable the benefits of research to the health system or delaying those benefits for 
years. New knowledge brings new hypothesis and induces new uses and analyses of 
stored biological materials. Despite the controversies regarding the limitations for 
research, existing regulations regarding the use of stored material in full respect for 
private life should be considered. In order to find a balance, there are some guidelines 
in which the use of stored samples may be approved legally and ethically [7]. In cases 
where the consent for a further use of stored samples is lacking, reasonable efforts to 
contact the subject to obtain specific consent to use materials and personal data 
should be taken. If the person concerned cannot be contacted and there is no known 
objection from the subject, the use of the samples and data may be granted upon 
independent confirmation that the following conditions are met: the research is of 
important scientific interest and the expected scientific benefits support the propor-
tionality principle between the rights of the person concerned and those expected 
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benefits; the objectives of the research cannot reasonably be achieved using other 
prospectively obtained biological material [7].

Anonymized, non-identifiable biological materials and data also may be used for 
secondary research use unless such use was not limited by the subject providing the 
materials and data and does not violate any law or restrictions placed by the person 
concerned. The objectives and methods of secondary research with non-identifiable 
data should be ethically evaluated as well.

Big data brings new legal and ethical issues that affect individuals and communi-
ties in different ways. Big data generates secondary uses of data from disparate 
sources, including research, clinical, registry, administrative, claims, and patient- 
generated data. Protected health information is an individually identifiable informa-
tion relating to an individual’s care or past, present, or future physical or mental health 
condition or payment for care. Individually identifiable information directly identifies 
a person or contains information that permits identification, and big data may increase 
the possibilities to identify individuals. Legal security and breach notification rules 
apply differently for regulated entities and public administration than for private users. 
Security measures should be applied to reasonably and appropriately protect elec-
tronic records at the administrative, physical, technical, and organizational levels. 
Information may be de-identified by different methods, including the removal of 18 
specific identifiers (“Safe Harbor” method; [32]), or by expert determination that there 
is minimal risk that information could identify individuals (“Statistical” method; 
[16]). Nevertheless, de-identified data is not useful for all research and some biomark-
ers, as genetic information, are considered identifiable information. Disclosure and 
the use of identifiable patient data is allowed if there is patient consent. But there is a 
lack of a consistent framework for patient consent, and requirements vary depending 
on the type of information and intended use. New ways to get patient approvals are 
needed, and there is a major shift in public perceptions of privacy as social use of the 
Internet is spreading. Therefore, ethical and legal considerations are expected to 
change in the future and affect the way research based in biomarkers and share of data 
will be performed in complex diseases such as rheumatoid arthritis.

16  Conclusion

Rheumatoid arthritis is a heterogeneous, systemic, autoimmune disease that will 
likely require the identification of more homogeneous subpopulations to achieve the 
desired treatment goals. Biomarkers in RA may allow earlier diagnosis, the predic-
tion of responses to therapies, and advancements in clinical trial design. Biomarkers 
should be an essential part of a precision medicine approach that focuses on tailor-
ing prognostic and therapeutic strategies to a patient’s unique underlying disease 
profile. Traditional RA and novel biomarkers offer the potential to advance care 
especially when combined with robust data linking biomarker signatures to success-
ful outcomes.
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The Role of Microparticles as Biomarkers 
in the Development of Therapy 
for Autoimmune Disease

David S. Pisetsky

1  Introduction

Autoimmune diseases are a diverse group of conditions that result from abnormali-
ties in immune cell function that culminate in tissue inflammation, destruction, or 
dysfunction [1, 2]. These conditions can cause highly discrete tissue involvement as 
exemplified by organ-specific autoimmune diseases such as multiple sclerosis or 
type 1 diabetes or more generalized tissue involvement as exemplified by systemic 
inflammatory diseases such as systemic lupus erythematosus (SLE). At present, 
whatever the pattern of tissue involvement, the treatment of the immune component 
of these diseases utilizes similar agents to either curtail inflammation or to attenuate 
T and/or B cell reactivity [3]. If damage is irreversible, however, then treatment 
involves agents that restore to the extent possible the functional impairment that 
results from unopposed autoimmune attack.

While the etiology and clinical manifestations of autoimmune diseases may vary, 
the development of new therapies confronts many similar challenges especially in the 
setting of clinical trials. A particularly serious and vexing challenge relates to bio-
markers. For most autoimmune diseases, studies on both patients and animal models 
have documented a host of phenotypic and functional immune cell abnormalities [4]. 
Translating these observations into the creation of reliable and actionable markers for 
use in clinical trials has been difficult, however. Furthermore, as “big data” approaches 

D.S. Pisetsky, MD, PhD 
Division of Rheumatology and Immunology, Department of Medicine, Duke University 
Medical Center, Durham, NC, USA 

Medical Research Service, VA Medical Center, Durham, NC, USA 

Duke University Medical Center, Durham VA Medical Center,  
508 Fulton Street, 151G, Durham, NC 27705, USA
e-mail: david.pisetsky@duke.edu

mailto:david.pisetsky@duke.edu


36

become more common, the number of biomarkers will undoubtedly rise dramati-
cally; the complexity of these markers will also grow as each marker becomes a 
composite of thousands or even millions of data points [5–7].

The gap between the biomarkers of today (e.g., C-reactive protein, erythrocyte 
sedimentation rate, cytokine levels) and those projected for the future (e.g., RNA- 
seq of individual cells at the site of tissue injury) is enormous, and it will take years 
before the promise of big data is realized. During the transition from little to big 
data, the development of new therapies may benefit by some intermediate approaches 
which can provide a more granular picture of the immune system disturbances asso-
ciated with autoimmune disease. The value of such approaches will be increased if 
they can employ instrumentation readily available in most clinical laboratories.

Among these approaches, the analysis of microparticles holds great promise as a 
platform for the development of new biomarkers to assess the operation of the 
immune system in autoimmunity. Microparticles (MPs), also called microvesicles 
(MVs), are small membrane-bound vesicles that are released from activated and 
dying cells [8]. Following release from cells, MPs enter the blood where their com-
ponent molecules populate the many “omes” (e.g., proteome, nucleome) that can be 
identified and quantified by big data. Often these molecules are considered to be 
free and soluble, whereas, in reality, they are embedded in a particle matrix. In view 
of the origin of MPs during activation and cell death, particle release is a prominent 
feature of the pathogenesis of many autoimmune and inflammatory diseases. This 
chapter will review the structure of particles, their release from cells, and the vari-
ous ways in which they can be assessed as biomarkers and conceptualized as targets 
for new therapy.

2  Generation of Microparticles

During the normal function of cells as well as the special circumstances of activation 
and death, cells emit a variety of particle types into the extracellular space. These 
particles differ in size, composition, and function. As a group, such particles can be 
termed extracellular vesicles (EVs) [9–11]. The smallest EVs are called exosomes 
and emanate from the multivesicular bodies on the cell interior. Exosomes are approx-
imately 50–100 nm in diameter. On the other end of the size spectrum, apoptotic 
bodies are the largest EVs. Apoptotic bodies are the collapsed remnants of dying cells 
or large fragments that have broken off as death. Given their size and origin, apoptotic 
bodies can contain a panoply of intracellular constituents albeit in a degraded or rear-
ranged form. Apoptotic bodies can approximate several microns in diameter.

The middle size range of EVs is occupied by MPs. Microparticles range in size 
from approximately 0.2–1.0 μm and contain a large collection of cellular constitu-
ents, including proteins, lipids, and nucleic acids. Importantly, MPs can display 
bioactive molecules; while the contribution on these molecules to the overall mass 
may be small, they may contribute importantly to the functional properties of the 
MPs. MPs result from two seemingly disparate processes: activation and cell death 
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[8–10]. While this situation may seem paradoxical, in the immune system, activa-
tion can lead to cell death, likely as a regulatory strategy to limit or attenuate 
responses that depend on cellular proliferation.

While the origin of MPs is not fully understood, at least some of these structures 
may correspond to blebs which arise during apoptosis. Blebs are bubble-like struc-
tures that form on or near the cell surface as cells die; blebs may also form during 
processes such as locomotion as an extension of the cell structure [12, 13]. In the 
setting of apoptosis, blebs may occur during cell shrinkage to adjust the surface to 
volume ratio as the cell collapses and dwindles in size. Blebbing may not be simply 
a physical-chemical response to decreasing volume, however, since there is strong 
evidence for the role of the ROCK enzyme in their generation [14, 15]. Blebs can 
occur during early and late apoptosis, and, while the size of blebs and MPs is simi-
lar, it is not clear that all MPs come from blebs [16, 17]. Looking at the phenomenon 
from the perspective of the blebs, it is not clear which blebs leave the cell to enter 
the extracellular cell space.

A striking feature of blebbing is the translocation of nuclear molecules into these 
structures as cell death processes proceed [18–22]. Thus, cellular demise during 
apoptosis involves a regulated process by which nuclear contents are reconfigured 
and rearranged in a way that fundamentally changes the dying cell’s potential inter-
actions with the immune system. The basis of this translocation is speculative 
although it may facilitate immune clearance of the remnants of dying cells since 
they are present in a smaller and more “appetizing” form to promote uptake by 
macrophages. Alternatively, the translocation and associated proteolytic and nucleo-
lytic events may impede processes such as viral or bacterial replication and spread 
in cases where infection is the proximate cause of the apoptosis.

Whatever the cause of the nuclear translocation, the resulting particles become a 
rich source of extracellular nuclear molecules. This material includes DNA, RNA, 
histones, and nonhistone proteins. Indeed, particles are an important source of extra-
cellular nuclear molecules, with their inclusion within the protective space of a mem-
brane-bound structure shielding them from the degradative enzymes present in the 
blood [23, 24]. Since DNA and RNA are informational macromolecules, their pres-
ence in particles points to an important function of particles in the transmission of 
information from one cell to the next, with microRNA, for example, providing a mech-
anism for directly modulating cell function. Practically, mining the array of nucleic 
acids present in MPs as well as exosomes represents a powerful biomarker platform to 
measure the types of cells that have died and their functional or metabolic state.

3  The Assay of Microparticles

Particles are small, with their detection and enumeration presenting significant chal-
lenges when these parameters are analyzed by flow cytometry, the current mainstay 
for these determinations. Flow cytometry performs well for cells but encounters 
technical difficulties when applied to the submicron size of most particles. Depending 
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on the instrumentation, particles below 200–500 nm are variably detected. Even this 
assessment is subject to uncertainty since the size range for detection has been deter-
mined on the basis of rigid beads, whereas particles are flexible and indeterminate in 
shape. Using light scattering for particle detection and logarithmic gain for amplifi-
cation, flow cytometry can detect many but unlikely not all MPs in a fluid sample. 
Furthermore, differences in the composition and size array of particles in different 
biofluids may limit direct comparisons of the properties of particles. For MP analy-
sis, plasma rather than sera is used since blood clotting can lead to particle genera-
tion [25–28].

In addition to light scattering, analysis of the “particulome” can utilize many of 
the same approaches and reagents that are used to analyze cells, recognizing that the 
small size of particles means that all signals are small and that staining which would 
make a cell bright will at best lead to staining which is dim. Since MPs have the 
membrane components from the cell of origin, they bear the characteristic differen-
tiation markers that distinguish lineages. Thus, it is possible to enumerate from the 
same plasma sample the number of particles from different cell types such as plate-
lets, lymphocytes, or endothelium, all of which are highly relevant to autoimmune 
disease.

Although measuring events in a particular size range can suffice for counting 
MPs, some approaches incorporate a further element of staining to assure that MPs 
are in fact being detected. MPs can arise from apoptotic cells; as such, their mem-
branes have “flipped” and exposed phosphatidylserine (PS) on the surface. Exposed 
PS is a hallmark of apoptosis and allows identification of apoptotic cells by staining 
with a fluoresceinated annexin V reagent. While many particles stain positively for 
annexin V, such positivity is not an invariable feature of particles likely because of 
the different origins of particles; it is also possible that particles, even from the same 
cellular source, are heterogeneous in composition and molecular structure [29–31].

Nucleic acids and associated nuclear molecules are important constituents of 
particles and can be measured by two main methods. Dyes that bind DNA and RNA, 
such as propidium iodide and SYTO13, can stain particles for enumeration by flow 
cytometry; the limited amount of material in a small particle and consequent weak 
signal intensity can challenge this method of detection [32]. In addition, the pres-
ence of DNA and other nuclear molecules can be assessed by antibody binding, 
either a monospecific serum from an autoimmune patient or a monoclonal antibody 
preparation with a well-defined autoantigen binding [22]. As these nuclear mole-
cules are the targets of antinuclear antibodies (ANAs) in diseases such as lupus, 
particle assessment is an important element in determining the type and amount of 
autoreactive material in the blood, recognizing that, in some instances, particles are 
only one component of this material.

While advances in instrumentation will undoubtedly improve and refine this 
analysis, at present, flow cytometry can provide information on several aspects of 
the blood “particulome” that makes this assessment valuable in developing new 
therapy for autoimmunity, including particle elimination. Table 1 lists these assays 
and the features which, in some instances, can indicate functional activity of MPs 
and their putative role in autoimmunity. In comparison to information provided by 

D.S. Pisetsky



39

other biomarkers, even a simple enumeration of MPs can point to the nature of the 
cells involved in a disease and their physiologic or pathologic state (i.e., activated or 
dying). Furthermore, the presence in blood of MPs from otherwise inaccessible tis-
sues (e.g., blood vessels) can indicate their possible role in pathogenesis.

4  The Functions of Microparticles

The functional activities of MPs are highly varied and consistent with the expres-
sion of so many different molecules in these structures, including their surface deco-
ration. As signaling elements, MPs display activities associated with the full size 
range of immune mediators from the small (e.g., cytokines) to the large (e.g., cell- 
cell interaction). In general, MPs are pro-inflammatory and pro-thrombotic and can 
impact on multiple cell types, most prominently, lymphoid and myeloid cells of the 
immune system and endothelial cells of the vascular system [33–37]. In many 
respects, MPs can mediate essentially all of the activities that have been considered 
key to the underlying immune disturbances of autoimmune and inflammatory dis-
ease. This possibility should not be surprising since MPs have so many components 
which are immunologically relevant. The presence of tissue factor is important for 
the ability of particles to promote thrombosis.

Operationally, distinguishing the functional role of MPs in pathogenesis is diffi-
cult since there are few ways at present to either block specifically the activity of 
MPs or block their production; at this time, inhibition of particle release entails 
agents that are very broad in activity and likely to affect many other processes (e.g., 
inhibition of apoptosis, inhibition of activation). While delineating the role of MPs 
is likely to remain challenging, nevertheless, both in vivo and in vitro studies clearly 
demonstrate that MPs can provoke inflammation and thrombosis and therefore can 
contribute to pathogenesis of autoimmune diseases that are characterized by both of 
these features [37]. Certainly, the presence of so many bioactive molecules on one 
structure suggests that MPs can amplify responses by multi-receptor interactions; 
furthermore, the physical attachment of MPs to another cell type may increase the 
response of component molecules by increasing the local concentration, causing 
their transfer or producing repetitive stimulation.

In considering how the functional properties of MPs can impact on autoimmu-
nity, the assay of both MPs and their constituent molecules can strongly influence 
this assessment. As noted, the assay of MPs requires the use of plasma. In contrast, 
the assay of cytokines can be accomplished with either plasma or serum. These 

Table 1 Determination of 
microparticles by functional 
and cytometric assays

Light scattering to assess particle number
Binding of annexin V to measure exposed phosphatidylserine
Characterization of cell surface markers to define cell of origin
Functional assay for tissue factor
Molecular approaches for enumeration of informational 
nucleic acids
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fluids differ in composition and the representation of particles. Few studies have 
directly addressed the differences in levels of various analytes in biofluids. As a 
result, the contribution of the particle component of an overall cytokine response 
may be missed. In this regard, certain cytokines (i.e., IL-1β) can be a component on 
MPs, with assay of sera possibly missing this important component of the overall 
response [38]. As the activity of cytokines may be enhanced by its representation on 
MPs, information of cytokine localization can provide a more complete picture of 
the potential contribution of a cytokine to disease in comparison to assay of just a 
biofluid. On the other hand, the contribution of MPs may be missed if particles are 
bound to cells and are therefore not counted when the cells in plasma are removed 
during centrifugation. Knowledge of the function of particles is just emerging.

The following sections will focus on two aspects of particle biology that are 
relevant to autoimmunity.

5  MPs as a Source of DAMPs and Alarmins

Microparticles have potentially two important roles in autoimmunity related to their 
content of nuclear molecules. The first is as a source of alarmins. The second is as a 
source of nuclear molecules which are the targets of antinuclear antibodies (ANAs) 
in the context of SLE and related autoimmune disease. As discussed previously, 
during apoptosis, nuclear molecules undergo translocation as the death process pro-
ceeds, with many ultimately residing in blebs. As blebs develop into particles that 
detach from cells, nuclear molecules can enter into the extracellular space where the 
particle structure provides a protected environment that may be at least partially 
resistant to degradation. As some nuclear molecules have immunological activity, 
MPs have the potential to be important players in pathogenesis.

As shown in many in vivo and in vitro studies, nuclear molecules can act as dam-
age-associated molecular patterns or DAMPs when they leave their usual intracel-
lular location. A DAMP is an intracellular molecule that can be released from 
injured, dying, or dead cells and, when in the extracellular space, can exert 
 immunological activity [39, 40]. DAMPs can be large or small molecules and can 
stimulate immunity by utilizing the same receptors such as the toll-like receptors 
(TLRs) that are activated by bacterial or viral molecules. These molecules are termed 
pathogen- associated molecular patterns or PAMPs, while their cognate receptors are 
called pattern recognition receptors (PRRs). The term alarmin can be applied to 
certain DAMPs because they alarm the immune system, inducing chemotactic and 
adjuvant activity. Another term for this group of molecules is danger molecule since 
they can signal “danger” which represents threats to the organism, including infec-
tion or injury, that can induce cell injury.

Among the alarmins, HMGB1 or high-mobility group box 1 protein has potent 
immune activity that suggests a key role in autoimmunity [41, 42]. HMGB1 is a 
nonhistone nuclear protein that can bind DNA, mediating processes as a transcrip-
tion and chromosomal structure. HMGB1 is 215 amino acids long and is comprised 
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of two DNA binding boxes (A box and B box) as well as a C-terminal tail. This 
protein is widely expressed in all cells and, while predominantly nuclear in location, 
can also have cytoplasmic expression. Since all cells can suffer injury and die, 
HMGB1 has the potential to serve as a uniform danger signal.

HMGB1 can leave cells during activation as well as cell death, with the func-
tional activity resulting from posttranslational modifications (PTMs) that occur dur-
ing these processes. During activation by TLR agonists such as LPS (endotoxin), or 
by cytokines, HMGB1 undergoes acetylation; this PTM allows translocation to the 
cytoplasm for eventual secretion. The presence of acetylation marks the origin of 
extracellular HMGB1 as activation. Once released from the cell, HMGB1 can serve 
as a late mediator of endotoxin shock; levels of HMGB1 are increased in conditions 
such as sepsis, trauma, and malignancy [41–44].

In addition to the occurrence during cell activation, HMGB1 release can occur 
during different death processes such as apoptosis, necrosis, and pyroptosis. Each of 
these forms of cell death is distinct in terms of inducing stimulus, a downstream 
pathway, and ultimately HMGB1 PTMs. Among these PTMs, the redox state is key 
because of the influence on three sulfhydryl groups at positions 23, 45, and 104. 
Fully reduced HMGB1 can bind to the chemokine CXCL12 and stimulate chemo-
taxis. Partially reduced HMGB1, with a disulfhydryl bond between cysteines 23 and 
45, can bind to TLR4 and can activate processes in much the same way as does 
LPS. Fully oxidized HMGB1, as may occur during apoptosis, is inactive. Depending 
on its biochemistry, HMGB1 can also stimulate cells during TLR2 and RAGE 
(receptor for advanced glycation end products) [41–44].

As these considerations suggest, HMGB1 release can occur in many of the 
same situations as does MP release, with both emanating from cells in the seem-
ingly disparate processes of activation and death. Given similarities in the release 
of HMGB1 and MPs, studies have investigated the presence of HMGB1 on MPs. 
These studies have assessed HMGB1 content by both flow cytometry and immu-
noblotting of MPs purified by differential centrifugation; for these studies, parti-
cles have come from both blood and cell cultures. Together, these studies 
demonstrate clearly that HMGB1 can be an important constituent of MPs [45–47]. 
This finding suggests that at least some of the activities of MPs may result from the 
presence of a potent alarmin like HMGB1. Because of the importance of PTMs, 
the presence of HMGB1 on particles does not in and of itself mean that either the 
HMGB1 is active or that the activity of MPs results from the presence of HMGB1. 
Determination of the PTMs is necessary to define the activity profile of particle 
HMGB1.

While HMGB1 can be a component of particles, it can also appear in the blood 
in a more free or soluble form. Soluble is a relative term that can be defined opera-
tionally in terms of behavior during differential sedimentation or size by gel exclu-
sion chromatography. The structure of the more “soluble” form of HMGB1 is not as 
yet known. Nevertheless, it is possible to assay separately soluble and particle 
HMGB1 using enzyme-linked immunosorbent assays (ELISA). In this case, the 
particle and soluble forms can be separated by centrifugation, assaying three sources 
of HMGB1: uncentrifuged plasma, particle-free or soluble plasma, and sedimented 
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particles reconstituted to the starting sample volume. Flow cytometry can comple-
ment the immunochemical assay of these preparations.

Analysis of HMGB1 by these approaches shows a number of important features 
relevant to the role of HMGB1 as a disease mediator as well as a biomarker in auto-
immunity. First, HMGB1 in the blood can exist in a free- and particle-bound com-
ponent. Second, changes in the expression of HMGB1 may be detected by assay of 
HMGB1 on particles by flow cytometry that may not be apparent in the ELISA. In 
a study of normal volunteers receiving a low dose of LPS systemically, changes in 
the number of particles positive for HMGB1 were observed by flow cytometry, 
whereas the levels by ELISA were unchanged [48]. These findings suggest that 
analysis of MP levels of alarmins may provide more sensitive detection of HMGB1 in 
time-course studies than the overall protein levels in unfractionated or uncentri-
fuged plasma.

Another finding that emerges from analysis of MP levels relates to quantitation 
of the overall magnitude of the response. As shown in preliminary experiments, the 
amount of HMGB1 measured in the combination of the soluble and particle compo-
nents can be greater than the amount measured in the uncentrifuged plasma (unpub-
lished observations). While the explanation for this finding is not known, it is 
possible that the physical process of separation can reveal or unmask HMGB1 that 
is ordinarily present on the interior of the particle and thus unavailable for detection 
in an immunoassay. Sample handling, especially the mechanical forces that occur 
with high-speed centrifugation, may disrupt particle structure or cause fragmenta-
tion to increase the availability of this interior component.

Many molecules in the blood are putatively “soluble” and assayed as biomarkers 
for damage or death of cells (e.g., ALT and AST for the liver and troponin for the 
heart) or activation of cells (e.g., soluble IL-2 receptor). Serum is the usual source 
of blood for assay and the existence of a particle component is not generally consid-
ered. With the precedent of particle-bound HMGB1 in mind, subsequent studies 
explored the representation of soluble CD40 ligand (sCD40L) in a particle and free 
form. sCD40L is a transmembrane protein found on T cells and platelets, with its 
soluble form assayed as a biomarker for inflammatory and thrombotic disorders. 
Using blood from the same population of volunteers given LPS, studies demon-
strated that sCD40L also exists on particles, with assay of the particle-bound form 
providing information not apparent with assay of the soluble form [49]. Thus, these 
studies indicate that solubility in the context of the biomarker studies on blood does 
not signify an intrinsic physical-chemical property but rather an operational prop-
erty dependent on the handling of specimens.

6  Microparticles as a Source of Immune Complexes

The formation of immune complexes (ICs) is a central event in the pathogenesis of 
many autoimmune and inflammatory diseases. These ICs can occur in blood as in 
the case of SLE or can occur in local spaces such as the joint in rheumatoid arthritis 
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(RA). ICs have several distinct roles in the pathogenesis: they can deposit in the tis-
sue to activate complement and promote tissue injury (i.e., lupus nephritis); they can 
activate complement to induce local inflammation (i.e., rheumatoid synovium); and, 
depending on the target antigens in the ICs, they can induce cytokine production by 
cells of the innate immune system, most prominently, the plasmacytoid dendritic 
cells (PDCs) [50–54]. The latter mechanism is particularly important in SLE since 
the ICs contain nuclear molecules. While nuclear molecules like HMGB1 appear 
active when alone, DNA does not induce immune response unless bound by a pro-
tein such as an autoantibody.

The enhanced activity of DNA in immune complexes likely results from the 
uptake of complexes into the cells in a manner that exposes the DNA to internal 
nucleic acid sensors [55]. These sensors include molecules such as TLR9 and cGAS 
and represent an internal defense system which likely has evolved to meet the chal-
lenge of intracellular infection, whether bacterial or viral. Incubation of cells such 
as macrophages with DNA does not allow access to the subcellular compartment in 
the cytoplasm where these receptors are located. In contrast, an IC can essentially 
transfect DNA into the cytoplasm where it can mimic intracellular DNA from an 
infection and trigger cell activation. This mechanism can lead to the production of 
cytokines such as type 1 interferon whose molecular signature is a hallmark of lupus 
pathogenesis.

The evidence for the role of ICs in lupus pathogenesis is strong, with depression 
of complement levels and increases in complement split products demonstrating the 
existence of complexes somewhere in the body. While blood is the obvious place to 
look for ICs, they have been in fact difficult to demonstrate by biochemical and 
immunochemical techniques in lupus. Two main explanations have been invoked to 
explain this difficulty: the formation of ICs in situ in tissue (e.g., kidney) rather than 
blood and rapid clearance or deposition of ICs such that their presence in blood is 
ephemeral or otherwise undetectable [54]. Given the centrality of ICs to the patho-
genesis of lupus nephritis and interferon production, the absence of a direct measure 
of their presence has deprived the field of a critical biomarker.

As in the case of molecules that are putatively soluble, complexes, which are also 
generally considered soluble, may in fact be particulate. Furthermore, in view of 
evidence that MPs can contain the nuclear antigens targeted by ANAs, a role of 
particles as a source of ICs becomes very plausible. Studies have therefore investi-
gated MPs as a source of ICs critical to lupus, and several lines of evidence are very 
consistent with this possibility. Thus, ANAs, either sera from patients or lupus mice 
as well as murine monoclonal antibodies, can all bind to particles that have been 
generated in vitro from cell lines treated with agents that cause activation or cell 
death [22, 56–58]. The binding is not invariable, however, reflecting either the fine 
specificity of the antibodies as well as the amount and the extent of surface expres-
sion of the target antigens.

Most importantly, particles from the blood of patients with lupus and certain strains 
of autoimmune mice contain bound IgG at levels that far exceed those of control par-
ticles from healthy individuals or mice. The presence of such IgG can be demon-
strated by flow cytometric techniques as well as proteomic analysis. Since levels of 
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IgG on particles can be related to levels of anti-DNA, these findings suggest that 
particle DNA can be an important source of antigen for the formation of ICs [59–61]. 
Indeed, the finding of IgG on MPs provides some of the most decisive evidence for 
the presence of circulating ICs in the blood of lupus patients and points to the utility 
of this assessment for biomarker purposes. The demonstration of a microparticle 
component in renal biopsies of patients with lupus nephritis supports this view [61].

Similar studies point to a role of MPs in IC formation in rheumatoid arthritis 
although these studies suggest that local factors may determine this process [62, 
63]. Interestingly, particles in synovial fluid of patients with RA bear IgG as well as 
complement components demonstrating directly that MPs can be IC components. In 
contrast, the plasmas of the same patients did not show increased numbers of IgG 
positive particles. These observations could suggest differences in the antigenic 
content of MPs that either form in the joint space or localize there. Alternatively, 
autoantibody synthesis in the synovium may lead to sufficient amounts to coat par-
ticles, whereas dilution of these antibodies in the blood may prevent appreciable 
particle binding. Antibodies to citrullinated proteins (ACPAs) are the likely speci-
ficity contributing to the formation of these complexes, perhaps by binding proteins 
that have undergone citrullination.

Elucidation of the role of MP complexes in other autoimmune diseases is just 
beginning although, given the content of self-molecules in MPs, these structures could 
represent a common nidus for IC formation. Particles, whether coated with autoanti-
bodies and complement, could also act in many other ways in the disease setting. 
Table 2 summarizes potential roles of MPs in the pathogenesis of autoimmunity.

7  Implications for New Therapies

MPs are newly recognized players in the pathogenesis of autoimmunity and there-
fore can serve as both biomarkers and targets of therapy. The biomarker potential of 
MP assessment is high since their analysis in blood can provide a window to observe 
events in the periphery including activation and death of cells in locations such as 
the vasculature. Since assays involve relatively small amounts of blood, analysis of 
changes over time to monitor disease activity or the response to treatment can be 
readily accomplished. Such assessment can be quantitative although current tech-
nology may not provide a full and completely accurate picture of the number and 
array of particles present. Nevertheless, the detail captured in this picture can exceed 
that currently available from other approaches [64].

Table 2 Role of MPs in the 
pathogenesis of 
autoimmunity

Stimulate inflammation via constituent cytokines
Stimulate inflammation via constituent alarmins
Promote thrombosis
Form immune complexes with tissue deposition
Transfer information via constituent nucleic acids
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The analysis of MP ICs found in plasma represents an entirely new approach for 
characterizing the vasculature in autoimmune disease. Studies in the context of ath-
erosclerosis, diabetes, and metabolic syndrome have clearly demonstrated the value 
of particle assessment in developing predictive markers for events such as cardiac 
ischemia and stroke [65–70]. Importantly, the presence of endothelial MPs in blood 
allows analysis of the state of the endothelium in these conditions, characterizing 
particles using different cell surface markers associated with their physiologic state 
[71]. Since atherosclerosis involves localized inflammation of the plaque in the ves-
sel wall, analysis of immune cell properties of circulating MPs can augment any 
information provided by nonspecific markers such as C-reactive protein.

Since many autoimmune diseases have an increased frequency of atherosclerosis, 
analysis of MPs can provide a simultaneous assessment of the immune system and 
vascular system. In this regard, particles have pro-thrombotic properties, with analy-
sis of their number and properties potentially providing predictive information on 
thrombotic events which can involve a variety of organ systems in autoimmune dis-
ease. Studies in oncology have explored the value of this type of assessment since 
thrombosis is an important complication of many malignancies; as in the case of 
cardiovascular disease, cancer is a setting for high levels of particles in the blood [72].

At present, the link between inflammation and vascular disease is not well under-
stood nor are the effects of current treatments on the risk for cardiac events. As the 
armamentarium of new immunomodulatory agents grows along with the number of 
combinations between new and existing agents, it will be important to have markers 
that could be useful in distinguishing effects on cardiac risk compared to other 
inflammatory disease manifestations such as synovitis or glomerulonephritis. The 
sensitivity of MP assessment in comparison to noninvasive tests of cardiovascular 
disease (e.g., flow-mediated dilatation) is an exciting area of future research that 
could provide unique biomarker information to sort out the effects of treatment on 
different target tissues [73].

The assessment of MPs occurs at the junction of little and big data. The little data 
aspect involves a simple count of particle types. The big data aspect involves a 
detailed analysis of the constituent molecules of the particles-proteins, lipids, 
nucleic acids-by array or omics techniques. In particular, MPs can provide a unique 
source of RNA for analysis of both messenger and microRNA species. Such an 
analysis would clearly place MP studies in the big data arena although the advan-
tage of MP assessment in comparison to that of total blood comes from knowledge 
of the cell of origin of any RNA in the blood. Since MP can be separated by flow 
cytometric techniques on the basis of phenotype, an analysis of their macromolecu-
lar composition may allow determination of events in even uncommon or rare cell 
populations, possibly including those critically involved in pathogenesis.

At present, the main limitation in the study of MPs as biomarkers is technical and 
relates to the small size of particles. Even with the best instruments, the total count-
ing of particles is uncertain given their size [74]. Furthermore, as particles are small, 
detection of certain cell populations on the basis of their differentiation markers 
may be insensitive especially if the density of the marker is low or the detecting 
antibody produces a weak binding or a weak signal. Development of more sensitive 
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particle assays will therefore be important in exploiting more fully the potential of 
MP assessment as a platform for novel biomarkers. Table 3 lists advantages of MP 
assessment for biomarker purposes.

The targeting of MPs for therapy would represent a fundamentally new direction 
in the treatment of autoimmune disease although, as noted, agents such as anti- 
cytokines and anti-HMGB1 may in fact work by interdicting molecules on particles. 
Similarly, agents designed to block IC formation or promote IC dissolution could be 
explored whether the IC is soluble or particulate [75]. On the other hand, strategies 
to prevent particle release by specific blockade of the steps in particle formation 
could have therapeutic applicability although the development of such approaches 
requires understanding of not only the actual processes of particle formation and 
release but also their physiological consequences [76, 77]. Studies in a number of 
disease settings have demonstrated reduction of MP levels with a variety of treat-
ment; whether these effects are primary or secondary is not known, however.

If particles are simple by-products of other processes, their production could at least 
be theoretically blocked without interfering with cell function. If, however, particle 
release is integral to some critical process (e.g., detoxification or removal of damaged 
subcellular organelles), then its blockade could have adverse effects. In this regard, if 
particle release is essential to the response to danger, inhibition of this process could 
impair host defense and increase susceptibility to infection. At present, these consider-
ations are speculative and point to the many unknown aspects of particle biology.

8  Conclusions

Microparticles are small membrane-bound vesicles that carry intracellular mole-
cules into the extracellular space and exert many important biological activities. The 
potential role of these structures in the pathogenesis of autoimmune disease is very 
high since MPs can promote both inflammation and thrombosis. At present, MPs 
represent novel biomarkers to measure disease activity and the functional status of 
diverse cell populations, expanding the perspective currently available for noninva-
sive assessment of steps essential for pathogenesis. Future studies will determine 
whether MPs can also be a target of therapy, with their elimination or functional 
inactivation a promising avenue for next-generation treatments.

Table 3 Advantages of MPs 
as biomarkers

Information on a wide range of cell types from a single 
sample
Reveal events in rare or inaccessible cell populations (e.g., 
endothelium)
Delineate pathogenic processes (e.g., activation or cell death)
Provide a source of material from a single cell type for omics 
assay
Reveal changes of diverse cell types with treatment and 
disease activity
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1  Expanding the Druggable Target Universe

Sequencing of the human genome [1, 2] and the advent of mammalian RNA inter-
ference [3] at the beginning of the twenty-first century opened the eyes of many to 
the real possibilities of genomic medicine. The National Human Genome Research 
Institute (https://www.genome.gov/) defines genomic medicine as follows:

An emerging medical discipline that involves using genomic information about an indi-
vidual as part of their clinical care (e.g. for diagnostic or therapeutic decision-making) and 
the other implications of that clinical use.

In the following chapter, we will use genomic medicine to define a treatment that 
may manipulate DNA or RNA in such a way as to elicit a therapeutic effect. The 
advent of this discipline began approximately a quarter of a century after the struc-
ture of DNA was solved [4] and approximately a quarter of a century before the 
sequencing of the human genome. In 1978 Zamecnik and Stephenson [5] published 
a paper demonstrating that DNA complementary to Rous sarcoma virus prevented 
viral production in infected chick embryonic fibroblasts. From this the field of anti-
sense grew and ultimately gene therapy and RNA interference, which will be dis-
cussed in later sections.

Drug discovery has followed an ever more complex path over the last century, 
culminating in a highly automated, high throughput industry encompassing more 
and more technology and knowledge in the hopes of gaining an edge over the com-
petition. The traditional pharmaceutical company still exists but is widely supple-
mented with biotech, contract research, and academic institutions, all striving 
toward drug discovery. Prior to the completion of the genome, drug targets were 
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limited to approximately 500 [6] made up mainly of receptors and enzymes with a 
few secreted proteins and ion channels. Many successful drugs were developed 
against these relatively few targets, including anti-inflammatory, as an example 
celecoxib was approved in 1998 (for review [7]). The human genome sequence 
uncovered new avenues for drug discovery including expanded targets within 
already mined classes and the opportunity to consider every gene a potential drug 
target. From the relatively small number of genes, ~30,000, it was considered there 
were maybe up to 1500 traditionally druggable genes, if normal pharmaceutical 
rules applied [8]. Genome sequencing only uncovered more proteins to which phar-
maceutical companies could apply their vast resources including but not limited to 
scaffolding, chaperoning, translating, transcriptional, and other key functions. Novel 
nonprotein targets were identified such as microRNAs (miRNA), the number of 
which increased quickly following the adoption of rapid sequencing technologies 
[9]. Advances in genetic and genomic technologies have really culminated in an 
expanded target set, better and faster ways to validate, and ultimately newer ways to 
interfere clinically with targets causative for disease.

2  A Brief History of Genomic Modalities

2.1  Antisense

As mentioned, antisense technology was really conceived in the 1970s but was lim-
ited by a lack of sequence information and the required scale to synthesize oligo-
nucleotides [10]. The definition of antisense here will be the delivery of a 
single-stranded oligonucleotide to cells eliciting an effect on RNA translation. 
Many advances were made in the modification of the phosphate backbone including 
the very important phosphorothioate [11, 12] providing nuclease resistance and sup-
porting in vitro activity. Isis pharmaceuticals (www.isispharm.com) were a driving 
force in the use of antisense oligonucleotides for clinical use and were able to secure 
regulatory approval for Vitravene™ (fomivirsen) in 1998 (http://www.accessdata.
fda.gov/drugsatfda_docs/nda/98/20961_Vitravene.cfm). This drug, a 21-nucleotide 
“thioate, was designed to treat CMV retinitis in AIDS patients and was locally 
delivered.” The advancement of effective HIV drug cocktails essentially ended the 
value of the drug which had demonstrated proof of concept for this new class [13, 
14] and it was discontinued. Further modifications of this class were developed over 
the next decades including gapmer oligonucleotides where a 6–10-nucleotide thio-
ate core was inserted between ends of modified RNA nucleotides of three to five 
residues [15]. These modified RNA nucleotides such as the Isis developed MOE 
(methoxyethyl) reagents increased affinity, nuclease resistance, and pharmacology, 
yet still engaged the favored mechanism where the hybridization of the antisense 
oligonucleotide to its cognate mRNA molecule recruited RNase H to elicit cleavage 
and subsequent degradation [16]. Other chemistries and modifications elicit mecha-
nisms distinct from RNase H cleavage as well as imparting greater affinity and 
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stability. These chemistries include morpholino, peptide nucleic acid, locked nucleic 
acid, and other modifications of the sugar molecule. Additional mechanisms to 
impart activity include forming a triplex directly with DNA, translation arrest 
through hybridization as well as oligonucleotides which block certain splicing 
events [17]. As with all new technologies, the initial successes, in vitro activity, 
design of effective reagents, and better and better chemistry, were tempered by 
in vivo toxicity including immune activation [18]. The two disciplines of antisense 
technology with increased understanding of innate pattern recognition uncovered 
the ability of CpG duplexes as well as four contiguous guanosines to elicit unfavor-
able responses for this field. On the flip side, so-called immunostimulatory oligo-
nucleotides were designed and clinically tested in the context of vaccines, allergy, 
and cancer [19, 20]. Removing the offending sequences has enabled the field to 
continue its evolution, and 15 years after the first approval, Isis was able to deliver 
a second molecule to market with their partner Genzyme who licensed the drug 
after phase 2 [21]. The drug (mipomersen/Kynamro) is designed against apolipo-
protein B-100 and indicated in patients with homozygous familial hypercholester-
olemia. An interesting note in the field of antisense is the disparity between delivery 
of oligonucleotides in vitro and in vivo. For cell culture oligonucleotides are deliv-
ered via transfection reagents of electroporation, whereas in vivo the naked oligo-
nucleotides are successfully delivered to cells albeit in a fairly well-understood 
organ hierarchy [22]. Today there are still ongoing antisense clinical trials and the 
field has helped more recent genomic technologies to learn from both success and 
failure, as well as the required development path for market approval.

2.2  RNA Interference

RNA interference was a somewhat serendipitous finding, when scientists were try-
ing to deepen the purple coloring of petunias by overexpression of an enzyme in the 
pathway. Unexpectedly they produced white or less pigmented petals, which they 
termed co-suppression [23]. The next big step in RNAi was the publication by Fire 
and Mello demonstrating that double-stranded RNA generated potent and stable 
gene suppression in C. elegans [24]. They also confirmed this was a gene-specific 
effect and not the known dsRNA-dependent protein kinase response. The next two 
discoveries ensured the technology leapt to mammals and were the determination of 
long double-stranded cleavage into 21–23 nucleotide fragments [25] and the semi-
nal Tuschl paper [3]. This demonstrated mammalian RNA interference in HeLa and 
Hek293 after transfection of short interfering RNA (siRNA) and suppression of 
lamin A/C. Additional discoveries such as being able to express short hairpin RNA 
(shRNA) which were then cleaved to siRNA molecules enabled packaging in 
viruses for broader in vitro and in vivo delivery [26]. This new technology was not 
without problems and it was soon discovered that shorter sequences, with imperfect 
complementarity, could induce “off-target” effects. Although microRNA-induced 
translational repression from 3′ UTR binding was beginning to be understood, these 
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new findings demonstrated translational repression from within coding regions 
[27]. Better understanding of how siRNA duplexes engaged the cellular RISC com-
plex and elicited RNA degradation [28] supported a more rational design [29] along 
with a number of companies providing reagents for in vitro study, for example, 
Dharmacon (http://dharmacon.gelifesciences.com/) and Ambion (http://www.
lifetechnologies.com/us/en/home.html). RNAi oligonucleotides underwent a simi-
lar revolution to antisense where modified bases and linkages were evaluated to 
reduce off-target effects as well as to impart stability in vivo [30]. From the begin-
nings of RNAi, biotechnology companies (originally focused on genomic modali-
ties such as antisense or ribozymes) were closely watching the field. Soon enough 
companies were evolving to focus on this newer technology, and company names 
such as Sirna and Alnylam were becoming familiar and are now a single entity 
(http://www.alnylam.com/home-page-content/alnylam-acquires-sirna- 
therapeutics/). Alnylam are the world leaders in RNAi therapeutics and in November 
2013 began a phase 3 trial targeting knockdown of transthyretin (TTR) and prevent-
ing the buildup of amyloid deposits from misfolded, mutant TTR. This study fol-
lows successful phase 1 and 2 studies demonstrating protein knockdown and clinical 
effects (http://www.alnylam.com/product-pipeline/ttr-amyloidosis-fap/). One of the 
major challenges with in vivo delivery of siRNA is the requirement to wrap the 
dsRNA in a carrier particle to allow for tissue penetration.

2.3  MicroRNA

MicroRNAs (miRNAs) are small noncoding RNAs of similar length and structure 
to shRNAs and processed from longer primary miRNAs into pre-miRNA and finally 
the mature miRNA. Their role is to regulate gene expression often through binding 
in the 3′ UTR and negatively impacting translation. The primary miRNA may con-
sist of more than one miRNA and forms a series of stem-loop structures that are 
processed into the shRNA-like structure. From this stage the mature miRNA is pro-
cessed through the same dicer machinery as the RNAi molecules and either the 
sense or the antisense strand or both may be functional. The mature miRNA often 
binds with imperfect complementarity and in this way each molecule may suppress 
multiple targets [31]. Almost 1,900 human miRNAs have been reported (http://
www.mirbase.org/) since the initial identification of lin-4 in C. elegans [32]. Since 
these first studies, miRNAs have been identified as actively supporting translation 
and being able to bind to promoters to support expression and have been identified 
as having targets within coding regions of genes to destabilize mRNA [33]. Due to 
their large numbers of potential targets, miRNAs are thought to coordinate gene 
expression in part by acting as a brake to developmental pathways, for example. In 
2002 it was discovered that miR-15 and miR-16 were downregulated, through 
mutation, in a large percentage of human CLL suggesting a tumor suppressor role 
[34]. Further studies demonstrated miRNAs could also act as oncogenes and were 
regulated by well-known tumor genes such as myc [35] and p53 [36]. In other 
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therapeutic areas such as cardiovascular, neurodegenerative, and autoimmune dis-
eases, miRNAs are shown to play key roles [37]. Two approaches to therapeutic 
targeting of miRNA were sought. First is to inhibit overexpressed miRNAs such as 
those identified as driving tumorigenesis. This could be achieved in a manner analo-
gous to the approach taken by the antisense field. Deliver a chemically stable single- 
stranded oligonucleotide complementary to the active miRNA sequence. Silencing 
miRNAs with antagomirs was demonstrated in mice, with broad tissue distribution 
and long-lasting effects [38]. The first clinical delivery of anti-miR was targeting 
miR-122 and was conducted as a proof of concept to suppress HCV (for review of 
the discovery of this drug [39]). To overexpress a downregulated miRNA is more 
analogous to the delivery of siRNA, where a double-stranded, usually hairpin, pre- 
miR molecule is complexed within some form of delivery reagent to support both 
stability and tissue penetration [40]. A number of miRNA companies such as 
Miragen (http://miragentherapeutics.com/), Mirna Therapeutics (http://www.mir-
narx.com/), Santaris Pharma acquired by Roche in 2014 (http://www.roche.com/
media/store/releases/med-cor-2014-08-04.htm), and Regulus Therapeutics (http://
www.regulusrx.com/) are evaluating therapeutic modulation with these molecules.

2.4  Gene Therapy

Gene therapy is classically thought of as compensating for a defective gene or pro-
tein through delivery of a vector encoding a wild-type version. The concept of gene 
therapy began at a similar time to that of antisense though a lack of basic molecular 
biology at that time saw a slow start to this potentially therapeutic approach. Small 
breakthroughs occurred including the calcium phosphate transfection method [41] 
which enabled a slightly more efficient delivery of DNA into cells in vitro. The abil-
ity to engineer retroviral genomes provoked a sense that gene therapy would become 
a reality, and in the mid-1980s, correction of the adenosine deaminase deficiency in 
isolated T cells from human severe combined immunodeficiency (SCID), patients 
further enhanced this belief [42]. This led to the first approved clinical trial where 
two SCID children had gene replacement therapy; however responses were modest 
[43]. Virally delivered replacement therapy was considered more efficient and also 
(dependent on the virus) allowed for integration of the gene into the genome for 
stable expression. There was a large effort based on nonviral-mediated gene therapy 
and the development of cationic liposomes [44] bolstered these efforts. Both con-
cepts were not without problems, and for virally delivered genes, the unfortunate 
death of one patient from the high titer of virus administered [45] tainted the field 
for a significant time. Both methods also generated immune responses to either viral 
proteins or pattern recognition sequences such as CpG within the plasmid [46]. 
Overcoming these hurdles has been a long road and limited successes have been 
observed to date in clinical trials. Worldwide there are a small number of approved 
therapies including the first which was achieved in 2003 in China [47]. This 
approved therapy uses recombinant adenovirus expressing p53 for head and neck 
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squamous cell carcinoma. In a continuation of the ADA early trial, successes have 
been observed in patients with related conditions such as beta-thalassemia [48], 
hemophilia [49], Wiskott-Aldrich syndrome [50], and metachromatic leukodystro-
phy [51]. In Europe Glybera, in 2012, became the first gene therapy to be approved 
for the treatment of the ultra-rare inherited disorder lipoprotein lipase (LPL) defi-
ciency. This treatment utilizes a recombinant AAV coding for LPL and is injected 
intramuscularly (http://www.uniqure.com/news/167/182/). As yet there are no 
FDA-approved gene therapy products.

2.5  Genome Editing

As noted successful gene therapy, antisense, and RNA interference at the clinical 
stage are becoming a reality. These techniques rely on either overexpression of a 
wild-type gene to compensate for a mutant protein (gene therapy) or a random inte-
gration event if delivered using an integrating viral vector. Antisense and RNAi rely 
on knocking down a protein either aberrantly overexpressed or to try and tip the 
balance of a pathologic condition to a more benign phenotype. Neither technique 
gets to the root cause of the problem, which may be a mutation in the genome itself. 
Genome editing technologies may now be able to fill this gap to target and repair the 
defective gene. These technologies include zinc fingers (ZFN), transcription 
activator- like effector nucleases (TALENs), and clustered, regularly interspaced 
short palindromic repeats (CRISPRs) [52] based on targeting endonucleases to a 
specific sequence, eliciting a double-strand break and then repair, either nonhomol-
ogous end joining (to knock out) or homology directed to repair a mutation. Ex vivo 
gene knockout or repair is a favored approach due to a more controlled environment 
to manipulate the cells in question. Studies in mouse models were conducted to 
determine if zinc finger nucleases targeting CCR5 would be effective in reducing 
HIV viral load. Primary CD4+ T cells were transduced with adenoviral- encoded 
ZFN constructs to target CCR5, expanded and adoptively transferred to immunode-
ficient NOG mice with HIV-1-infected or HIV-1-noninfected PBMC. The CCR5 
knockout cells conferred resistance to HIV-1 infection, preferential expansion, and 
decreased viral load [53]. Following this a phase 1 study was conducted in 12 HIV-
infected patients and deemed safe as well as demonstrating some proof of concept 
[54]. As with other modalities, in vivo targeting requires a system which ideally 
localizes to the organ of choice. For the first in vivo gene correction success, factor 
IX was chosen as it is produced in the liver, one of the easier organs to effectively 
target. Adeno-associated virus (AAV) was used to first create deletions in human-
ized F9 gene mice (where the murine gene was already knocked out). Donor AAV 
vectors were used containing homology flanking arms to correct the mutation. After 
10 weeks homologous recombination was detected and circulating factor IX 
detected, albeit at low levels. This work did demonstrate that the correction of 
mutated genes in vivo was feasible [55]. CRISPR (clustered, regularly interspaced 
short palindromic repeats)/Cas9 (CRISPR-associated protein 9) and TALENs 
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(transcription activator-like effector nucleases) are more recent gene editing meth-
ods which may overcome some inefficiencies of ZFNs through simpler targeting. 
CRISPRs have been used in many in vitro settings as well as to generate engineered 
preclinical animal models including a recent publication of a gene-modified cyno-
molgus monkey [56]. Injection of the Cas9 mRNA and short guide (sg) RNA into 
single-cell embryos enabled precise gene targeting and the birth of founder animals. 
Excitement in the field has led to companies forming in the hope of exploiting these 
newer technologies for clinical applications and includes Editas Medicine (http://
editasmedicine.com/index.php) and CRISPR Therapeutics (http://crisprtx.com/).

3  State of the Art in Genomic Medicine

There are those drugs that make it all the way to registration but also those that fall 
at different stages of the process for different reasons, toxicity, lack of efficacy, and 
noncompetitiveness; and genome medicine is no exception. From phase 1 only 
about 10 % of drugs make it to approval [57] and this ignores the attrition that has 
already taken place leading to phase 1. Taking a new type of medicine into the 
clinic, in all likelihood, increased the chances of failure as unforeseen issues arise.

In the antisense field, we’ve already heard about the registration of fomivirsen 
and then the 15-year gap before the registration of Kynamro; however the pipeline 
for antisense oligonucleotides is still rich [58]. One other approval to mention is that 
of Macugen, a RNA aptamer, and although it is an oligonucleotide, its mechanism 
of action is more like a traditional antagonist (binding VEGF). The approval in 2004 
(https://www.macular.org/macugen) for wet age-related macular degeneration high-
lighted again that local delivery, intravitreal injection, enabled successful targeting 
of drug and a higher chance of success.

Clinical development of RNA interference is being led by Alnylam, who cur-
rently boasts a relatively large pipeline and some clinical successes. The focus of the 
company is on liver-targeted strategies within three defined areas, genetic medicines, 
cardiometabolic, and hepatic infectious diseases. This builds on their expertise in 
targeting siRNA molecules to the liver through the use of lipid nanoparticles (LNP). 
These LNP-siRNA complexes recently demonstrated successful targeting of trans-
thyretin (TTR) gene in an extension of a phase 2 open-label trial in patients with 
familial amyloidotic polyneuropathy (FAP). This is caused by mutations in the TTR 
gene resulting in abnormal amyloid protein accumulation in various regions of the 
body, results in neural and cardiomyopathy, and is often fatal. The trial outcome 
showed sustained serum TTR reductions of 80 % as well as potential stabilization of 
neuropathy. This was intravenously (iv) delivered, with 7–11 doses per patient, no 
serious adverse events and only mild infusion reactions. Moving away from iv deliv-
ery is an important consideration with chronic diseases, and therefore Alnylam has 
developed a subcutaneous (sc) approach using a GalNAc-siRNA conjugate delivery 
system. Here the N-scetylgalactosamine (GalNAc) binds to  asialoglycoprotein 
receptors on hepatocytes for a more targeted uptake. A sc formulation, ALN-PCSsc, 
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is currently recruiting for a phase 1 trial targeting PCSK9 to lower LDL. A com-
pleted phase 1 study with an iv formulation resulted in a 70 % reduction of the tar-
geted protein and 40 % lower LDL [59]. Tekmira Pharmaceuticals (http://www.
tekmira.com/) also have an ongoing phase 1/2 clinical trial, targeting PLK1 in adre-
nocortical carcinoma and neuroendocrine tumors. Results from this study are 
expected in 2015. Silence Therapeutics (http://silence-therapeutics.com/) lead mol-
ecule, Atu-027, targets a protein, PKN3, in the vascular endothelium and is address-
ing pancreatic tumors. Recent phase 2a data suggested some positive outcome when 
six doses of drug were compared to eight doses of drug over 8 weeks, median PFS 
of 1.81 months (six doses) versus PFS of 5.33 months (eight doses). A number of 
phase 1 studies are being conducted by other companies with the majority targeting 
the liver or oncology indications.

Progress in microRNA therapy is also notable, with most success delivering anti- 
miR reagents, and therefore could use lessons learned from the antisense field. MiR-
122 was identified as highly abundant in the liver and was a proof of concept that 
antagonizing it could have functional consequence. Antagomir delivery to mice 
resulted in modulation of cholesterol levels, as predicted from the recognition motifs 
for miR-122 in biosynthesis genes for the pathway [38]. A second novel finding for 
miR-122 was that HCV utilized this miR to support propagation [60]. A mir-122 
LNA-based anti-miR demonstrated impressive suppression of HCV, a large reduc-
tion in genome titer, and no safety issues in nonhuman primates [61] suggesting 
translatability to human. Santaris Pharma (now Roche) has taken miravirsen as far 
as phase 2 with recently reported data. Results showed an enduring dose- dependent 
reduction in HCV RNA levels, no dose-limiting adverse events, and no escape 
mutations in 36 patients with chronic HCV genotype 1 infection [62]. Regulus 
Therapeutics also has an anti-miR-122 program; RG-101 is a GalNAc- conjugated 
molecule for the treatment of HCV and has completed phase 1 clinical trials. A total 
of 58 healthy volunteers and 32 HCV patients (multiple genotypes), liver fibrosis 
status, and treatment histories were enrolled in the study. Treatment resulted in sig-
nificant, sustained viral load reductions in all treated HCV patients, a favorable 
safety profile with no serious adverse events or discontinuations reported in the 
treated HCV patients (http://ir.regulusrx.com/releasedetail.cfm?ReleaseID=895314). 
Phase 2 trials are expected to commence in 2015. Regulus also expects to initiate a 
phase 1 clinical trial in 2015 targeting miR-21 for the treatment of Alport syndrome, 
an orphan kidney disease resulting in fibrosis and organ failure. Another trial to note 
is that of miR-34 as this miRNA is frequently silenced in variety of tumors and has 
a tight relationship with p53. Overexpression of miR- 34 inhibits proliferation, epi-
thelial to mesenchymal transition, migration, invasion, and metastasis of various 
cancer cells [63]. Therefore the approach Mirna Therapeutics is taking is to add this 
miRNA as a mimic with a liposomal delivery formulation in patients with unresect-
able primary liver cancer or solid cancers with liver involvement. The phase 1 open-
label trial is ongoing and expected to complete in 2015 (http://www.mirnarx.com/
pipeline/mirna-MRX34.html).

Gene therapy approvals are limited to China and Europe although a wide range of 
trials have been conducted over the past 25 years and continue today. As we have 
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seen, the ability to localize delivery, e.g., to the eye or liver or even to modify cells 
ex vivo, has proven to be successful in this and other areas. The approval of Glybera 
also demonstrated the value of a protein factory approach, using muscle to produce 
the deficient protein. The lung was also seen as a local delivery opportunity and a 
long history of gene replacement therapy will be discussed later. Spark Therapeutics 
(http://www.sparktx.com/pipeline) is in phase 3 for the treatment of inherited retinal 
dystrophies (IRDs) caused by mutations in the RPE65 gene delivered via an AAV 
vector. Bluebird Bio (http://www.bluebirdbio.com/product-overview.php) is in phase 
2/3 with their Lenti-D candidate, a potential one-time treatment to stabilize and pre-
vent progression of childhood cerebral adrenoleukodystrophy. This approach involves 
ex vivo transduction of the ABCD1 gene into the patient’s hematopoietic stem cells. 
Celladon (http://www.celladon.com/mydicar/) is currently in phase 2/3 trials with 
Mydicar for heart failure. This therapy delivers an AAV vector by catheterization and 
encodes for serca2a a key enzyme deficient in heart failure patients. In the CUPID 1 
phase 2 trial 12 months after receiving a single infusion of Mydicar, patients treated 
with the highest dose versus placebo had an 88 % risk reduction of major cardiovas-
cular events. Voyager Therapeutics (http://www.voyagertherapeutics.com/programs.
php), in phase 1 for Parkinson’s disease, also uses AAV gene replacement therapy but 
additionally image-guided neurosurgical methods for precise infusion into the brain.

4  Barriers to Successful Gene Therapy: Cystic Fibrosis 
as a Case Study

The cloning of the gene which when mutated resulted in cystic fibrosis, the CFTR 
gene, was a key trigger for a 25-year effort at gene replacement therapy, which is 
still ongoing. Cystic fibrosis, resulting from a defect in the CFTR gene, a chloride 
channel with additional regulatory roles, results in impaired clearance of lung 
pathogens, persistent infection, decline in gas exchange, and at best a life span of 
around 40 years [64]. The persistent efforts of researchers attempting gene therapy 
for this still largely unmet disease did uncover multiple roadblocks which has sup-
ported the genomic therapy fields discussed. Both viral and nonviral vectors were 
evaluated, with a first barrier determined to be the lung itself, an organ designed to 
limit topical insults. In CF patients, the thick infected mucus or sputum was deter-
mined to be a significant barrier to the delivery of gene therapy reagents (for review 
of extracellular barriers [65]). One issue with early viral gene transfer (using Ad and 
AAV) was the requirement to repeatedly administer, and this resulted in immune 
responses to the viruses and therefore inefficient gene transfer. More recent use of 
lentiviral vectors suggests persistence of gene transfer and lack of immune responses 
and therefore may be a way forward [66]. Nonviral vectors are inherently less effi-
cient due to the lack of evolutionary design which viruses have employed. The 
encoded plasmid needs to be optimized for non-immunogenicity and high expres-
sion, while the delivery vehicle needs to lack immunogenicity and toxicity and 
avoid extracellular barriers. Once the complex is internalized, additional barriers 
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remain including endosomal entrapment (and avoiding triggering of pattern recog-
nition receptors), nucleases, nuclear entry, and stability of expression [67]. 
Development of the nonviral vector component has been limited with no real step 
changes, although developments did support the nascent RNAi field where the 
siRNA required a vehicle for successful in vivo delivery, and nonviral gene delivery 
had proven safe in both nasal and lung trials for CF [68]. Optimization of the plas-
mid expressing the CFTR gene was also stepwise with modifications to the pro-
moter, from CMV to a human CMV enhancer and the human elongation factor 1a 
promoter hybrid. Identifying and removing CpG motifs to prolong expression and 
prevent TLR9 engagement also moved this and other programs forward [69]. In 
2013 a phase IIb, randomized, double-blind, placebo-controlled trial was announced 
consisting of the originally identified, optimal lipid termed GL67 and the fully opti-
mized plasmid termed pGM169 [70]. Results from the study have recently been 
published [71] and culminate the 25 years of effort so far in this field. These efforts 
may serve to support the field of genomic medicine, while they may not benefit CF 
patients if small molecule drugs such as ivacaftor and lumacaftor from Vertex 
Pharmaceuticals fulfill their phase 3 promise at market.

5  The Rise and Fall and Rise of Genomic Medicine 
in the Pharma and Biotech Sectors

The history of genomic medicine is no different to many new inventions; there are 
ups and downs along the way. We’ve seen how gene therapy and other new technolo-
gies have developed over the past 30 years, and investment within the pharma and 
biotech sectors has mirrored the hype, the failures, and the gradual resurrection. In 
the 1990s a number of small companies, some headed by respected gene therapy 
researchers, had been formed or realigned as the promise of commercialization 
loomed. These included Targeted Genetics, Genetic Therapy Inc., Oxford Biomedica, 
Vical, and Benitec Biopharma, to name a few. Large pharma companies all invested 
either internally or in some cases with smaller companies to ensure opportunities 
were evaluated. The initial excitement was very much curtailed by the unfortunate 
aforementioned death in 1999, and large companies in particular started to downsize 
efforts or exit gene therapy altogether. Pharma companies then, as now, needed to 
generate blockbuster drugs, and in the early 2000s, it appeared that gene therapy 
may only be applicable to targeted ex vivo approaches in patients with rare diseases 
such as immunodeficiencies. Together with increased regulatory oversight and 
unclear paths to registration, most large companies sat back and waited for the next 
big thing. Fortunately this was already on the horizon and RNAi saw a burst of high-
value deals in the mid-2000s. The first big deal arose between Novartis and Alnylam 
in 2005 (http://investors.alnylam.com/releasedetail.cfm?ReleaseID=446283) 
described as a major alliance, initially costing close to $60 million with the potential 
to exceed $700 million. A year later Merck announced the acquisition of SIRNA 
Therapeutics for $1.1 billion signaling a huge gamble in the RNAi field [72]. Pfizer 
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and Quark made a much smaller deal in 2006, although not fully disclosed but in 
excess of $100 million. In 2007 AstraZeneca and Silence Therapeutics jumped into 
a deal worth ~$400 million suggested to be in the respiratory space. Another huge 
deal in 2007 saw Roche partner with Alnylam (http://www.roche.com/media/store/
releases/med-cor-2007-07-09.htm) valued at ~$1 billion and with Roche acquiring a 
former Alnylam site in Germany. Around 2010 Major Pharma started to get cold feet 
in the RNAi field with Novartis failing to extend a deal with Alnylam and finally 
appearing to stop all RNAi work in 2014. Roche announced plans to stop all RNAi 
work at its German and US sites in 2010. Merck closed SIRNA Therapeutics in 
2011 and eventually sold its patent portfolio to Alnylam, at a significant loss. Once 
again, Pharma was investigating the next big thing, miRNA Therapeutics, as RNAi 
therapeutics excitement was waning. The miRNA field, having evolved in the aca-
demic world, exploded after sequencing the human genome and had learned consid-
erably from the antisense field in terms of progressing single-stranded 
oligonucleotides into the clinic. In 2008 GlaxoSmithKline and Regulus Therapeutics 
announced a collaboration for inflammatory disease indications with the deal worth 
a potential $600 million if drugs were developed. A second deal in 2010 was struck 
to focus on miR-122 for HCV treatment (RG-101) but now being developed solely 
by Regulus suggesting a waning of GSK interest. Regulus and Sanofi-Aventis 
penned a multiyear deal to collaborate on up to four microRNA targets in the area of 
fibrosis, including the lead program targeting microRNA-21. A third deal was signed 
with AstraZeneca in 2012 to work on cardiovascular targets. In 2014 Roche acquired 
Santaris Pharma allowing access to both antisense and anti-miR opportunities. The 
antisense field has seen small deals and one off drug discovery programs, including 
a deal between ISIS and Bristol-Myers Squibb in 2007 to target PCSK9. A phase 1 
trial was prematurely stopped in 2010, although the reasons were not disclosed. 
Interestingly Santaris Pharma also stopped a PCSK9 antisense phase 1 trial (in 
2011) for undisclosed findings. One further antisense success story so far has been 
Celgene’s agreement with Nogra Pharma Limited, to develop and commercialize 
GED-0301, an oral antisense DNA oligonucleotide targeting Smad7 (mongersen) 
for the treatment of Crohn’s disease (CD) and potentially additional indications. 
Recent data from a phase 2 trial showed clinical remission in CD patients after 
2 weeks of dosing and maintained out to 4 weeks. No serious drug-specific adverse 
events were noted [73]. In January 2015 Isis and Janssen announced a collaboration 
to discover and develop antisense drugs that through formulation could be locally 
administered (including orally), to treat autoimmune disorders in the GI tract. The 
agreement covers three programs potentially worth up to $800 million to Isis (http://
ir.isispharm.com/phoenix.zhtml?c=222170&p=irol-newsArticle&ID=2002820). 
Gene therapy has now come full circle within the pharma industry with a number of 
high-profile deals as well as smaller biotechs coming to the fore. The larger compa-
nies seem to have learned from the failures and are now focusing more on orphan 
indications such as GSK program focusing on ADA-SCID (http://us.gsk.com/en-us/
media/press- releases/2010/gsk-fondazione-telethon-and-fondazione-san-raffaele-
to- collaborate- on-gene-therapy-for-rare-diseases/) or ex vivo manipulation of T 
cells to fight tumors [74]. Novartis and U Penn entered into a collaboration in 2012 
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to investigate this new form of immunotherapy (http://www.novartis.com/news-
room/media-releases/en/2012/1631944.shtml) with impressive results being pre-
sented [75]. A number of smaller biotechs are also back in the field including 
Bluebird, Juno, and Spark Therapeutics. The latter with former BMS R&D head 
Elliot Sigal on the board. The latest in large deals involves BMS and collaboration 
with UniQure, the only company with an approved gene therapy outside China. The 
initial program aims to deliver S100A1 via AAV for congestive heart failure, with 
potential for nine additional programs, for a potential $1 billion deal (http://news.
bms.com/press- release/rd-news/bristol-myers-squibb-and-uniqure-enter-exclusive-
strategic- collaboration- devel). A word of caution, however, with a recent announce-
ment from Celladon of the failure of their phase 2b advanced heart failure trial 
(http://ir.celladon.net/releasedetail.cfm?ReleaseID=908592) delivering SERCA2a 
via AAV.

6  Genomic Medicine and Inflammatory Diseases

Rheumatoid arthritis is probably the most studied inflammatory disease with respect 
to genomic medicine, and this is related in part to the better understanding of disease 
pathogenesis, a longer history of successful treatment with biologics, and somewhat 
localized pathogenesis. There is still the need for better treatment and longer-lasting 
remission and genomic medicine may be part of the answer. Translating the discov-
ery of novel targets to therapeutic modalities that derive efficacy in clinical popula-
tions is still a huge hurdle. The basic thought process of RA gene therapy was to 
transduce cells in the joint or ex vivo, which would then sustain production of a thera-
peutic protein agonist or antagonist. The first phase 1 trial transduced autologous 
fibroblasts with a retrovirus expressing IL1Ra and delivered some encouraging data 
[76]. This overcomes the potential inefficiencies of systemic delivery where drug 
load may be limited (narrowing therapeutic indices) as drug will accumulate in tis-
sues other than the joint. A second study also delivering cells to finger joints, in two 
patients, suggested some clinical benefits [77]. Further clinical phase 1 and 2 studies 
delivered a soluble TNF antagonist (analogous to Enbrel) from an AAV vector 
injected in large (ankle, knee, elbow) and small (wrist, finger) joints. The data from 
the study demonstrated that gene transfer was generally safe and feasible, although 
antibodies were generated to the vector, and one fatal adverse event was noted 
although deemed not related to the gene transfer [78]. One other anti-TNF strategy 
was run by Isis Pharmaceuticals and engaged an antisense oligonucleotide in a phase 
2 trial designed to assess safety and efficacy of ISIS 1048383 by subcutaneous injec-
tion. It was administered for 3 months versus placebo with three different dosing regi-
mens, in approximately 160 TNF-alpha inhibitor-naive patients (www.clinicaltrials.
gov studyNCT00048321). Results posted by Isis stated “Patients receiving the once- 
and twice- weekly doses experienced similar responses to treatment, with 41 % of 
evaluable patients achieving a 20 % decrease in disease activity. In comparison, 23 % 
of placebo-treated patients achieved a 20 % decrease (p = 0.04)” (http://ir.isispharm.
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com/phoenix.zhtml?c=222170&p=irol- newsArticle_pf&ID=1289726&highlight=). 
However no further development of the molecule is apparent.

For inflammatory bowel diseases, there are one partial success and a second 
greater success with antisense molecules targeting ICAM1 and SMAD7, respec-
tively. Alicaforsen targets ICAM1 and has been run in a number of phase 2 studies 
and two phase 3 studies in patients suffering with ulcerative colitis (UC) or Crohn’s 
disease (CD). The phase 3 studies in CD were not superior to placebo and there-
fore Isis stopped further development. In a phase 2 study delivering the drug by 
enema formulation to UC patients, some superior efficacy was observed [79]. 
Development of this molecule has been taken on by Atlantic Healthcare. 
Mongersen, as mentioned earlier, has demonstrated efficacy in a phase 2 trial and 
is noted for its oral bioavailability designed into the formulation to be released in 
the terminal ileum and right colon through a pH-mediated capsule degradation. 
This strategy, although high risk, has paid off so far and utilizes a local delivery 
approach, which has been at the forefront of recent clinical successes in genomic 
medicine. Targeting SMAD7 increases the signaling of TGFB, supporting an anti-
inflammatory role, although this molecule is pro-fibrotic which might suggest 
long-term adverse effects. The localized delivery limits any systemic delivery so 
should limit a more widespread adverse effect potential. RNA interference is yet 
to make a clinical splash in the RA pool although preclinical data supports proof 
of concept; a short review highlights some studies [80]. Gene therapy and RNAi 
approaches in preclinical models have shown potential with oral delivery strate-
gies. IL-10 gene delivery in microspheres (gelatin nanoparticles) demonstrated 
reduced inflammatory mediators, weight gain, and favorable clinical activity 
scores in a murine colitis model [81]. IL-10 has been widely tested in a number of 
inflammatory conditions by administration of recombinant protein but with largely 
unsatisfying clinical data [82], possibly due to relatively short half-life and low 
local concentration, particularly with respect to inflammatory bowel diseases. A 
more recent study used RNAi targeting CD98 in intestinal epithelial cells to 
dampen colitis in a murine model [83]. This oral delivery system used polylactic 
acid (PLA) nanoparticles loaded with CD98 siRNA/polyethyleneimine (PEI) 
complexes for colonic targeting.

ATL1102 is a second-generation antisense oligonucleotide licensed to Antisense 
Therapeutics from Isis targeting CD49d RNA, the alpha chain of VLA-4 and indi-
cated for multiple sclerosis. In a phase 2 trial, approximately 80 patients with 
relapsing-remitting MS were treated with drug or placebo for 8 weeks, twice weekly, 
with an 8-week follow-up. The drug met its primary efficacy end point of reducing 
new active lesions with an acceptable safety profile [84]. This target is the same as 
the approved drug, Tysabri (http://www.tysabri.com/), a monoclonal antibody 
 binding VLA-4. This approved drug carried with it a risk of fatal PML, and identify-
ing a differential (safer) profile of ATL1102 versus Tysabri might be key to taking 
it into phase 3 and approval. In the publication, the authors discuss how ATL1102 
may be differentiating through reducing pre-B cells compared to Tysabri which 
increases circulating B cells, although further studies are warranted to establish the 
hypothesis.
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7  Converting the Promise of Genomic Medicine into Reality 
for Inflammatory Diseases

In the past four decades, we have seen a revolution in genetics and genomics, cul-
minating in small but hugely important successes for the progress of genomic 
medicine, from very limited sequence information to full genome, uncovering 
RNA interference and microRNA regulation, manipulating viruses to deliver 
genes, and successful launch of gene therapy products. It is expected that the FDA 
will approve a gene therapy product in the next year or two, likely for a genetically 
defined or monogenic disease. It is the lessons learned from these preceding 
decades which should become a platform for inflammatory disease genomic medi-
cine approval. The Celgene antisense molecule is already looking very promising 
and has encouraged the likes of Janssen to commit to the area. But what have we 
learned and what do we need to be aware of as we watch the continued develop-
ment of the field?

7.1  Delivery

Access to the tissue or cell of choice has been a hurdle for the whole area and 
remains a significant obstacle for inflammatory diseases. Oral delivery for IBD 
appears to be bearing fruit. For RA, MS, and SLE, questions remain as to which the 
appropriate cell might be to target and how selective targeting might be achieved. 
Direct injection into the joint for RA may not be tolerated unless long-term benefit 
could be achieved? Ex vivo delivery has proved successful, as well as the liver- 
targeted approaches. Identifying inflammatory diseases where either may be appro-
priate remains a challenge.

7.2  Target

Identifying pathologic targets is a mainstay of the pharmaceutical industry and is 
the first step on the path toward drug development. A large proportion of early pro-
grams fail due to lack of validation or efficacy in preclinical models. A smaller 
number probably fail due to lack of tractability with conventional modalities such 
as small molecules or antibodies. These are the likely targets that genomic medicine 
can take into the portfolio. Yet a high attrition is still likely and would require a 
constant target flow and commitment; something that has been lacking. The best 
target in the genome can only become the best drug target if there is a path to devel-
oping that drug. This includes the standard drug discovery processes of molecule 
optimization, efficacy, and safety. For genomic drug targets, there are added compo-
nents to consider.
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7.3  Development Path

Isis delivered a single-stranded oligonucleotide to the eye to gain approval for the first 
antisense drug, encompassing local delivery of a single chemical entity. Gene therapy 
and RNAi protocols are using nanoparticles or viral vectors, adding to the complexity 
of the eventual drug. Although small molecules may have off-target effects, these may 
be uncovered post approval if the drug is safe and effective. RNAi, antisense, and 
particularly miRNA drugs could have much more damaging off-target effects and are 
something that is taken into account very early on in the discovery process. Formulation 
and drug stability may also be an issue if there are multicomponents or if specific stor-
age conditions are required. Each drug may be slightly different, requiring alternate 
development paths. Again, this is something large pharmas are not used to, being 
more comfortable developing standard drugs for large patient populations.

7.4  Target Regulation

Small and large molecule PKPD relationships are established preclinically and pro-
jected to human doses aimed at inhibiting the target (usually) completely or activat-
ing a target for an established time period before re-dosing. Many challenges exist 
for genomic medicine not least the different modalities employed such as gene 
therapy to overexpress a defective or missing protein, RNAi or antisense aiming to 
knock down a protein, or miRNA regulation of potentially multiple genes. Each is 
challenged by how much can be delivered/knocked down and is dependent on 
design of the plasmid/siRNA/antisense/miRNA as well as the delivery vehicle and 
the ability to target the delivery as required. Ensuring cross-species activity can also 
be a challenge as well as having the correct preclinical models to interrogate the 
target. Translational challenges exist for small molecules and biologics, with many 
failures, but are an accepted part of the process. New technologies take time to be 
accepted, with early failures often a reason for large pharma to step out until a more 
established platform is developed.

7.5  Control of Expression

Gene therapy or gene editing may be expected to elicit a permanent “cure”; there-
fore being able to control the amount of expression could be important. Gene dos-
age effects can be problematic as in the extreme case of trisomy 21. Generating 
sufficient expression to elicit a biological effect has been the biggest problem to 
date with gene therapy, but these issues are more of a concern compared to small 
molecule or biologic administration where the PK properties are generally well 
understood. The knockdown of a gene could also lead to unwanted side effects, with 
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again no good way to immediately reverse effects. Toxicities so far appear more 
related to, for example, oligonucleotide chemistry or indeed an immune response to 
a vector component. If genomic medicine continues to evolve, better control of 
expression may become a desired parameter. Cell-specific promoters may be one 
way in which a more selective expression is achieved. Other ways to control expres-
sion may incorporate tissue stress, such that the desired effect is only seen, for 
example, under hypoxia. Incorporating some measure of control may be a niche that 
small molecules and biologics struggle to fill, although antibody-drug conjugates 
are being approved for certain oncology indications to selectively target tumors.

7.6  Superior Efficacy Versus Standard of Care

For genomic medicine to be successful, the treatment has to deliver superior effi-
cacy to current standard of care. This requires the identification of disease-changing 
paradigms and the delivery of safe, transformative medicines. These are big chal-
lenges for small molecule and biologic research, and as we have seen, progress in 
the genomic medicine field has really focused on rare diseases where there are no 
other options to treat. In these cases the treatment can be lifesaving, as in the case of 
ADA-SCID, with GSK filing for European approval in mid-2015. For inflammatory 
diseases equally transformative treatments will have to be pursued to enable 
genomic medicine to become more accepted.

7.7  Costs

Glybera® was announced in 2014 as costing close to $1.5 million essentially for a 
cure. Although a high price to pay, the small patient pool equates to a relatively 
small health cost burden compared to chronic, prevalent diseases. Equally for other 
rare diseases requiring enzyme replacement, the costs per year can be anywhere 
between $200 and $500 K and requiring many years of treatment. Hepatitis C cures 
(Sovaldi®) and melanoma cures (Yervoy®) costs approach $100 K. Life-changing 
treatments cost significantly to develop and transform patients’ lives. Pharmaceutical 
companies are willing to invest billions to develop small molecules and biologics 
and are beginning to invest in genomic medicines, knowing that there can be a 
return on investment if transformative medicines make it to market.

8  Summary

The reinvestment in the genomic medicine field is gaining pace with some recent 
major deals and collaborations from large pharma. Academic groups and biotech 
companies can take a lot of credit for this change given the investments they were 
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willing to make to pursue these new treatment modalities. A combination of this, 
together with the willingness of pharma companies to invest in rare diseases, often 
as stepping stones into larger diseases has further supported this change. It is hoped 
that mechanisms, pathways, and targets identified in rare inflammatory diseases, 
targeted with genomic medicines, may cross over into the larger inflammatory dis-
ease populations and deliver transformative benefit to millions of patients.
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Bispecific Antibodies

Alain C. Tissot and Ulrich Brinkmann

1  Introduction

In this chapter we aim at describing a new class of biologics in development for 
rheumatoid arthritis (RA), bispecific antibodies (bsAbs). These recognize two dif-
ferent specificities, and in most cases targets, as implied in their name. These bring 
about a series of interesting questions related to target selection, potential mode of 
action, pharmacokinetics (PK), and whether their development differs from classi-
cal biologics. BsAb is a very dynamic field, and therefore it was not possible to 
review all preclinical developments in inflammatory diseases and RA in details 
here. As we feel a look at where bispecific antibodies have evolved from is instruc-
tive, we start this chapter with some of the main mode of actions and targets of 
biologics registered for RA, including combination of biologics which were tested 
in the clinic. We then address pathway and target selection and go over a series of 
points to consider where bsAbs may require special attention when compared to 
classical biologics for development. Related to mode of action and target is the 
selection of the right molecular format. We provide an overview on bsAb formats 
and then go more specifically over those used in molecules in development for RA 
and some inflammatory diseases. Finally, we provide an outlook on where this field 
might develop in the coming years.
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2 Rationale for Bispecific Biologics in Rheumatoid Arthritis

2.1  Mode of Action of Biologics in RA and Combination 
Therapies

Biologics have greatly improved the treatment and management of rheumatoid 
arthritis (RA), but there remains a large unmet need. In particular, a minority of 
patients reach ACR50 let alone ACR70 treatment criteria, and a number of them do 
not respond at all to therapy. In this respect, it is an attractive thought to combine the 
effect of multiple modes of action to achieve higher efficacy. Obviously one impor-
tant aspect here is that the target product profile of the bispecific antibody should be 
differentiated in comparison to the mere combination therapy. For an indication like 
RA where chronic dosing for years is likely to remain necessary, availability of a 
single molecule is likely to remain attractive over co-formulation of two molecular 
entities for subcutaneous administration. There are also advantages when dealing 
with just a single molecular entity during clinical development and for manufactur-
ing. Bispecific antibodies where the net effect is higher than the sum of the part, and 
could not be achieved with a combination of single molecular entities, are certainly 
a particular class of their own and extremely attractive. This has been illustrated in 
other areas such as oncology where, for example, bispecific antibodies bring T cells 
in contact with tumor cells [64, 66] and mediate their elimination, or is being 
explored in the effort of bringing large molecules to the brain in the area of neuro-
science [42]. Common to these approaches is the interaction of the bispecific anti-
body with one or more cell-surface receptors. There lies certainly an unexplored 
potential beyond the more evident applications of the bispecific antibody technol-
ogy targeting ligands in RA.

The modes of action of current biologics in RA cover a wide spectrum, ranging 
from B cell depletion [9], inhibition of T cell costimulation [69], and cytokine or 
cytokine receptor inhibition. The latter is the richest class of molecules, with inhibi-
tors of TNFa, IL-1, and IL-6R on the market and IL-17A marketed for psoriasis and 
investigated for RA. Cytokines have pleiotropic effects on multiple cell types. This 
is akin to RA pathology, which is characterized by the involvement of T cells, B 
cells, synovial-like fibroblasts, macrophages, neutrophils, osteoclasts, osteoblasts, 
chondrocytes, mast cells, and endothelial cells. In addition, multiple pathways 
involved in pathology of the disease are impacting simultaneously these cells. This 
makes the case for combination therapies, to extend both the number of responders 
and the extent of response to therapy. And indeed combination therapies have been 
tested in clinical trials. The first attempts combined either an anti-TNFa, etanercept, 
with an anti-IL-1, anakinra [14], or the costimulation inhibitor abatacept on top of 
background biologics therapy [68]. We will come back to the outcome of these stud-
ies later in this chapter.

TNFa is certainly the most prominent cytokine in RA. It is worthwhile reviewing 
some of the effects of this cytokine, given its central role in the disease, evidenced by 
the efficacy of its inhibition for therapy. Hence, in rheumatoid synovial membrane 
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cultures, neutralization of TNFa inhibits secretion of IL-1b, IL-6, and IL-8, while 
treatment with IL-1 receptor antagonist anakinra did inhibit IL-6 and IL-8 but not 
TNFa. This illustrates that beyond pleiotropy, a certain hierarchy in cytokine effects 
exists [4, 38, 54]. At the same time, these cytokines reinforce each other’s action by 
stimulating their respective secretion.

TNFa activates various leukocyte populations, endothelial cells, synovial-like 
fibroblasts, macrophages, chondrocytes, osteoclasts, and osteoblast. As a result, 
adhesion molecule, cytokine, and chemokine expressions are upregulated, resulting 
in leukocyte infiltration and inflammation. In addition, matrix protease secretion 
and activation of chondrocytes and osteoclasts drive cartilage destruction and bone 
erosion. Further, by suppressing Tregs, TNFa prevents anti-inflammatory mecha-
nisms. Finally, it contributes to survival and invasiveness of synovial-like fibro-
blasts, a major cell type involved both in inflammation and formation of the pannus, 
and cartilage and bone destruction.

In clinical trials, the TNFa inhibitors infliximab, adalimumab, and etanercept 
have shown that TNFa inhibition results in a decrease in inflammation, both sys-
temically (e.g., reduced acute phase markers, IL-6, IL-1RA, soluble TNFa receptors 
(TNFRs), serum adhesion molecules, and chemokines) and in the synovium 
(reduced TNFa expression, adhesion molecules, chemokines, cellular infiltration of, 
e.g., CD3+, CD68+, and granulocytes). In addition, a reduction in angiogenesis, 
observed as synovial vascularity or synovial VEGF, was evident. Finally, anti-TNFa 
therapy was effective in reducing bone and cartilage destruction and serum levels of 
MMP-1 and MMP-3 [44, 58].

RA patients have elevated levels of IL-1 correlating with disease activity [8], and 
its concentration in synovial fluid correlates with synovial pathology [27, 46]. 
Anakinra, which is a non-glycosylated form of the IL-1 receptor antagonist, has  
limited benefit on improving clinical signs of disease [39, 55]. However, it shows 
protective effects from bone erosion. Its impact may be more profound in diseases 
triggered by IL-1 such as autoinflammatory syndromes or gout [25].

Combination of an anti-TNFa and anakinra has shown significantly greater 
potency at inhibiting inflammation, bone resorption, and cartilage loss than inflix-
imab in the human TNFa transgenic mouse model of arthritis [73]. In RA patients 
with active disease despite methotrexate treatment, however, there was no benefit of 
adding anakinra to etanercept, while the incidence of serious infections, neutropenia, 
and injection site reactions was increased [14]. These results highlight the complex-
ity of translating animal data to the clinic. In addition, the combination of biologics 
drugs in the clinic is usually tested on a background of other, synthetic drugs such as 
methotrexate or corticosteroids, perhaps complicating translation further.

Interleukin-6 drives local endothelial cells and leukocyte activation, synovial 
proliferation, autoantibody production, and T cell activation and drives T cell dif-
ferentiation to the Th17 instead of Treg phenotype in combination with transforming 
growth factor beta. It also mediates osteoclast differentiation, angiogenesis, and sys-
temic effects that promote acute phase responses, anemia, cognitive dysfunction, 
and lipid-metabolism dysregulation. In addition, its levels are increased in the syno-
vial fluid of RA patients and correlate with severity of synovitis and joint destruction 
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[38]. An antibody recognizing both membrane-bound and soluble IL-6 receptor, 
tocilizumab, has demonstrated efficacy and is approved for RA [65]. Interesting in 
the context of drug combination is its high activity as monotherapy in the absence of 
combination with synthetic disease-modifying antirheumatic drugs [65]. Also, an 
increase in Tregs and reduction in Th17 cells have been described in the peripheral 
blood of patients treated with tocilizumab [47].

IL-17 activates synovial fibroblasts, chondrocytes, and osteoclasts, mediating 
inflammation, bone erosion, and joint damage. It also drives monocyte activation 
and neutrophil differentiation, maturation, and activation. Synovial fibroblasts and 
monocyte activation induces cytokine and chemokine release, while synovial fibro-
blast activation in addition causes prostaglandin production and matrix metallopro-
teinase (MMP) synthesis. Antibodies neutralizing IL-17A are more advanced for 
psoriasis, where secukinumab has been approved than in RA, psoriatic arthritis, 
ankylosing spondylitis, or uveitis where its use is also being investigated [15, 20]. 
Ixekizumab, another antibody neutralizing IL-17A in development, showed reduced 
disease activity upon twelve weeks of treatment in RA [16].

T cells play an important role in the pathogenesis and pathology of RA. The 
costimulation inhibitor CTLA-4-Ig, abatacept, registered for RA, targets these path-
ways by inhibiting the interaction between CD80 and CD86 on antigen presenting 
cells with CD28 on T cells and thus inhibiting T cell activation. Reduction in levels 
of inflammatory mediators such as IL-6 [70] or synovial interferon gamma gene 
expression [3] is observed. Interestingly, abatacept has been studied as combination 
with background biologics therapy, but this led to an increase in the rate of serious 
adverse events [68].

Finally, one molecule registered for RA, rituximab, uses a cellular depletion 
mode of action. CD20-positive B cells are eliminated by the anti-CD20 monoclonal 
antibody, and subsequent efficacy has demonstrated a prominent role for B cells in 
the pathology of RA. Their depletion impacts autoantibody generation, antigen pre-
sentation, and cytokine release [9, 39].

2.2  Points to Consider for Selection of Pathways to Be 
Modulated

As evidenced above, target selection and choice of the binders are the most funda-
mental initial steps in designing a bispecific antibody. It is thereby important to have 
in mind the target product profile that needs to be fulfilled by the molecule. Because 
the net risk/benefit ratio of hitting two targets must be positive and clinically mean-
ingful, both considerations of increased efficacy and an acceptable safety profile 
need to be factored in.

The two mechanisms to be combined should together therefore either have 
increased efficacy at acceptable safety or have comparable efficacy with a better 
safety profile. The latter may be seen however as challenging, as the safety of a 
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therapeutic intervention is often hard to predict unless a specific pathway has been 
identified as responsible for an adverse event.

As for increasing efficacy, it is important to evaluate the degree of interrelation 
of the two pathways to be modulated. One would certainly want to avoid combining 
intervention on two targets if all effects of inhibiting a given target A are recapitu-
lated already by inhibiting an upstream or downstream target B. One way to circum-
vent this is to select mode of actions that are expected to be largely orthogonal. For 
example, inhibiting receptors present on different cell types impacting each the 
pathology could be one way to achieve this. These thoughts may be extended to 
pathological pathways, where, for example, orthogonality could be achieved by 
inhibiting one pathway only impacting bone and cartilage damage and another path-
way impacting systemic inflammation, being understood that the latter would in 
many cases also at least indirectly affect bone and cartilage damage [61, 73]. 
Following a similar concept, a preclinical study tested the effect of inhibiting sys-
temic inflammation via TNFa and angiogenesis via angiopoietin-2 using a bispe-
cific inhibitor [28]. Such strategies bear the promise of limiting immunosuppression 
and the potential adverse events linked to it.

One other area where bispecific antibodies are attractive is when inhibition of 
two pathways is synergistic. This may occur when, for example, two cytokines 
enhance each other’s function. The benefit is then that equivalent inhibition of a 
given phenotype can be obtained at lower degree of inhibition of one or the two 
pathways targeted. This again is favorable if inhibition of either pathway has an 
impact on safety. Furthermore, complete inhibition of the phenotype in vivo may 
require more than linear increases in doses when only one of the synergistic path-
ways is inhibited [12, 32, 73]. Finally, biological systems have a certain level of 
redundancy. Therefore, inhibition of one pathway may not be sufficient, or even 
lead to compensatory activation of another one, akin to an escape mechanism. In  
these cases combined inhibition may accordingly lead to higher efficacy.

3  Implications of the Mode of Action on Molecular Design 
and Target Selection

Having selected the pathways to be inhibited, a careful choice of the molecular 
targets has to follow. This is because the combined molecule may have different 
properties than each of the single components. Trying to inhibit two receptors on the 
same cell may become more complex in a combined molecule, for example, through 
mere spatial proximity that may or may not have advantages. If one of the receptor 
is internalizing and the other not, then the cellular fate of either of the receptors may 
be influenced by combining their inhibitors in a single molecule. This could have 
beneficial or detrimental effects on its PK properties, depending on whether recep-
tor internalization and degradation are enhanced or diminished compared to single 
receptor inhibition. This may also affect potency and may lead to a new mode of 
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action [52]. Along the same lines, a cell depletion principle may bring additional 
complexities regarding PK, if combining it with, for example, a cytokine inhibition 
principle. The cells to be depleted may represent a large sink, and suddenly the dose 
necessary to inhibit the cytokine may turn out to be much larger. This may again 
change during therapy if the cells to be depleted and hence the sink are eliminated, 
leading at constant dose to a higher level of inhibition of the cytokine. But even for 
bsAbs targeting two soluble ligands, PK may play a role, if clearance of the mole-
cule is accelerated upon ligand binding. Finally, some ligands may be both present 
as a soluble and cell bound form (e.g., TNFa [41, 50, 67]), and this may have to be 
taken into account for ligands with broad and high expression while evaluating 
impact on PK.

Bispecific antibodies targeting soluble ligands, in particular cytokines, have 
found more applications in RA and autoimmune diseases than bsAbs targeting cell-
surface receptors. This may have to do with the multiplicity of cells involved in the 
pathology of these diseases and hence the difficulty to identify receptors whose 
distribution is consistent across multiple cell types. One question which needs to be 
addressed while selecting the two molecules to be combined is whether the stoichi-
ometry of the targets is important. In other words, are the concentrations of the two 
cytokines different in the diseased tissue, and hence should affinity or even the 
number of binding sites for each target be adapted accordingly? In most cases the 
plasma concentration of bispecific molecules is well beyond the affinities of both 
binding components and the ligand concentration, so that a saturation situation is 
established. It is however important to consider that concentrations of therapeutic 
molecules vary between blood and tissue. In addition, some targets have a short 
half-life and rapid turnover, which is slowed down upon binding to an antibody. 
This may in turn have an impact on neutralization of the target, if complexes of the 
bsAb with it accumulate. In return, by law of mass action, there may be little reduc-
tion in free target concentration, as even at very high affinity a small part of the 
accumulated complexes will always dissociate. Recently, new technologies have 
been developed to overcome this, exploiting pH-dependent dissociation from 
ligands in endosomes (pH-dependent recycling) and engineering of binding to neo-
natal Fc receptor (sweeping) [21, 22]. Finally, further developments are using engi-
neered calcium-dependent ligand binding [18] or Fc gamma receptor IIb-mediated 
uptake in combination with pH-dependent recycling [23].

Safety considerations also play a role during target selection. First of all, com-
bining two immunosuppressive modes of action bears the risk of increased infec-
tious adverse events. Further, beyond considerations on the pathway, when 
combining antibodies binding two receptors present on different cell types, the 
eventuality of cross-linking these cells has to be evaluated. Examples are available 
in the field of oncology, where T cell engagers cross-link a T cell with a tumor cell, 
leading to the activation of the T cell and elimination of the tumor cell [1, 40]. On 
the other hand, the presence of the second receptor on the same cell may mitigate 
this by favoring cis- over trans-interactions, akin to the situation where a classical 
inhibitory IgG targeting a receptor does not automatically lead to cross-cellular acti-
vation in spite of having two binding sites. Steric constraints may in addition pre-
vent cell-cell cross-linking by the bsAb and may be influenced by epitope and 
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format selection. Finally, for cell-surface receptors as targets, with a mode of action 
envisaged being inhibition of these receptors in the absence of cell depletion, the 
use of bsAb formats devoid of Fcgamma receptor or complement receptor binding, 
collectively referred to as effector function, is advisable. Of note, there are multiple 
examples where this is achievable without compromising binding to the neonatal Fc 
receptor, thus avoiding any negative impact on PK [51].

Although these considerations may not apply to bispecific antibodies targeting 
ligands, other specific aspects need there also to be taken into account. Antibodies 
may change ligand bio distribution, and this may counteract its intended neutraliza-
tion under some circumstances [11, 37, 49]. In particular, for toxic ligands, prolon-
gation of exposure to the toxin may impact safety [34, 57].

Antibodies targeting ligands may also form immune complexes [48], which may 
alter clearance of both the antibody and its ligand, and this may also occur accord-
ingly for bsAbs. Safety may also be affected if the immune complexes formed were 
to be deposited in tissues such as the kidney. In practice this does not seem to have 
affected the current bispecific antibodies in development, but may need to be consid-
ered. Immune complex formation will depend on the stoichiometry of the bsAb and 
its target, on the epitopes and geometries of the interaction.

4 Development Considerations

Being a single molecular entity, bsAb testing does not differ per se from the para-
digm applied to classical monoclonal antibodies. The preclinical safety strategy 
and species selection are largely dictated by the same principles, where species 
cross-reactivity and availability of the target in a sensitive species play a major 
role. Likewise it is important to reach sufficient exposure levels in toxicological 
species in order to ensure safety multiples and to have a proper understanding of 
the PK of the molecule. For that matter, bioanalytical assays may have to be more 
sophisticated than assays usually developed for monoclonal antibodies owing to 
the presence of two different binding sites whose functionality may need to be 
assessed [59]. In addition, more complex assays assessing free and total ligand 
concentrations [62] may be useful in order to model doses for bsAbs recognizing 
ligands.

A variety of technologies have been described for the generation of bispecific 
antibodies, and these usually come with their own manufacturing setup, the descrip-
tion of which would by far go beyond the scope of this chapter. Important aspects to 
consider are however a potential increased complexity of potency assays used for the 
release of drug substance and drug product. This again will be highly dependent on 
the mode of action and specific targets recognized by the molecule. In particular, care 
has to be devoted so that the assay captures the functionality of both components of 
the bispecific antibody [13, 59]. Stability of the molecule is important in order to 
have the appropriate shelf life in line with the target product profile. Multiple bispe-
cific antibody formats have already taken that hurdle, as described below [10, 29, 33, 
51]. In addition, formulation is a specific topic deserving attention, in particular, 
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when the target product profile requires a subcutaneous route of administration. In 
this case, a high concentration formulation is required [33], the concentration of 
which is again determined by the dose envisaged in the clinic and other specific 
requirements of the molecule.

One potential issue for bsAb development that will certainly come to the mind of 
many readers is immunogenicity. Numerous marketed biologics [53] elicit a certain 
level of antidrug antibodies (ADAs), at manageable levels or incidence. In other 
words, generation of ADAs is not a black and white situation. Rather, as has been 
illustrated in so many cases, ADAs that may be detected in patients do not have to 
hinder development of the biologics [72]. Nonetheless, there are several ways how 
high ADA responses could negatively impact the development of a bsAb, and it is 
useful to keep this in mind. ADAs, if they are neutralizing, could prevent interaction 
of the drug with its targets at either of the binding site [17], or otherwise lead to a 
reduction in drug levels by accelerating clearance of the drug, preventing again 
efficacy. Finally, ADA-drug complexes could have safety implications, if they are 
deposited in tissues, or if ADAs decorate bsAbs that have attached to their targets 
on the surface of a cell.

A matter of interest for the design of bsAbs is whether any of its design features 
can have an impact on immunogenicity. The latter is by no means trivial to predict, 
and so the approach used for engineering bispecific antibodies has largely relied on 
the use of human or humanized components, careful selection of linkers [33, 117], 
and finally ensuring adequate product quality [24]. Of relevance here are certainly 
the levels of aggregates present in the final formulation, as well as the presence of 
contaminants [24, 72, 77]. The large body of experience gained with classical anti-
bodies provides guidance here. Finally an important aspect in the development of 
bsAbs is the availability of a robust ADA testing approach [17, 31].

The B cell response underlying ADA formation may depend on the generation 
of T cells (Td) or be independent of their stimulation (Ti). The latter is characterized 
by limited isotypes and affinity and memory responses, if at all of short life span 
[24]. A Td response against a biologic requires the presence of immunogenic T cell 
epitopes, as these drive the generation of T helper cells specific for the biologic, 
which are needed to drive the generation of ADAs of the IgG isotype. In silico tools 
and in vitro assays have been established in order to predict T cell epitopes and 
immunogenicity. In order to elicit a T helper response, a potential epitope needs 
first to be processed and presented on class II MHC molecules. Assays have been 
developed to verify if epitopes predicted by in silico tools are indeed processed and 
presented [24, 76]. The next question is the immunogenicity of the epitope, for 
which in vitro assays have been also set up [24, 72, 76]. The validation of the pre-
dictability of the tools is a complex undertaking and mainly based on retrospective 
analyses, as obviously no direct comparison of biologics having been predicted as 
having high or low risk of immunogenicity has been performed in a clinical trial. 
Setting aside any aspects of assay setup, validation of the predictability of in vitro 
tools in assessing risk of immunogenicity requires a data set covering immunogenic 
and less immunogenic biologics, being understood that there are few biologics 
which elicit no ADAs. Important additional factors to be considered lie outside of 
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the drug itself and pertain to the patient population including its heterogeneity in 
HLA polymorphisms [24], potential immunosuppressive co-medications and the 
general disease state of the respective patient population that can be immunosup-
pressed (e.g., HIV) or immune enhanced (e.g. autoimmune diseases). As an addi-
tional factor, it has to be noted that the assays used to monitor ADAs in clinical 
studies vary between different companies in sensitivity so that incidences can only 
hardly be compared.

Although many bsAbs being developed for RA are still at an early stage, recent 
reports [75, 117] on the molecules having now reached phase II tell us that bsAbs 
developed so far have been able to take the immunogenicity hurdle and enter 
proof of concept studies in patients. This is also the case for bsAb developed in 
other indications [26]. A broader database will be needed to assess bsAb as a class 
of drugs, but as it appears the presence of an additional set of CDRs in the mole-
cule does not amplify nor induce additional ADAs to levels precluding drug 
development.

5  Bispecific Antibody Formats: An Overview

Several recombinant bsAbs are presently in clinical development or marketed [78–
80]. Although quite diverse in composition and format details [81–87], all bsAbs 
can be assigned to one of two general format classes which are differentiated by 
absence or presence of a constant region (Fc, Fig. 1).

BsAbs without Fc domains contain engineered variable domains or Fabs of dif-
ferent specificities, fused to each other via flexible linker peptides to generate a 
bispecific entity. An established format of this class is BiTEs which are composed 
of two single-chain Fvs (tandem scFvs) fused to each other via flexible linker pep-
tides [88, 89]. This format has made it already to the market, blinatumomab target-
ing CD19 and CD3 [90], being approved for the therapy of ALL. Other recombinant 
bsAb formats in clinical development that lack Fc regions and functionalities are 
diabodies [89, 91–93]. These also harbor two Fvs with different specificities which 
however are composed of two different chains with engineered (short) linker pep-
tides to force assembly to one functional bifunctional diabody molecule [89, 93]. 
Related entities are single-chain diabodies [90], TandAbs and DARTs [94]. TandAbs 

Fig. 1 Schematic overview of bispecific antibody (bsAb) formats that are currently in clinical 
development in inflammatory diseases. Left to right: DVD-IgG, Crossmab scFv2-Fc, FynoMab, 
scFv-HSA-scFv, Fc-Dart
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are dimeric tetravalent entities that possess two binding sites for each antigen [93]. 
Fv- or Fab-based bsAbs can also be generated by the “dock-and-lock” method, 
which enforces desired heterodimerization of two binding entities via anchoring 
protein domains [95, 96]. BsAbs without Fc regions are usually quite small mole-
cules. As the Fc region of IgGs is responsible (via FcRn recycling [97]) for the 
extended serum half-life of antibodies, bsAbs that lack Fc have generally a rather 
short serum half-life [98]. Serum half-life of bsAb derivatives without Fc regions 
can be modulated (increased) by addition of half-life extension moieties such as 
conjugated polyethylene glycol (PEG), addition of PEG-mimetic polypeptides, or 
by fusion to albumin or albumin-binding moieties [98–100]. DARTS are diabody-
like molecules composed of two Fvs of different specificities which are linked to 
each other via peptide connectors as well as via interchain disulfides [94]. MGD010, 
a DART that modulates B cell activation, is currently in phase I and in clinical devel-
opment for autoimmune diseases. It contains Fvs with binding functionalities for 
CD32B (Fcg receptor IIb) as well as CD79. These are combined in the interchain-
disulfide assembled DART format (with added complementary charged coil 
stretches to facilitate correct molecule assembly). To confer benign PK properties 
(i.e., a long serum half-life), this DART unit is fused to an Fc region which carries 
mutations to abolish FcgammaR and C1q binding functionalities. The position of 
the Fc fusion is C-terminus to CH3 of one CH2-CH3 chain of the Fc heterodimer. 
Knobs into holes are introduced into a DART-fused and a complementary non-fused 
Fc to generate molecules with 1:1 DART-to-Fc stoichiometries. Inhibition of B cell 
activation is mediated by ligation of the inhibitory Fcg receptor to the CD79B com-
ponent of the B cell receptor. Ex vivo B cell activation could be inhibited in samples 
from nonhuman primates treated with MGD010 (http://www.jimmunol.org/
content/192/1_Supplement/200.9.short).

BsAbs with Fc domains contain in many instances all or parts of IgGs to which 
engineered domains were added to supply a second binding specificity. The first 
IgG-like bsAbs were generated by chemical conjugation of different antibodies or 
fusing dual hybridoma fusions (quadroma) [101]. The prototype format for recom-
binant IgG-containing bsAbs has also been generated already decades ago by 
Sherie L. Morrison and colleagues, and comprised additional scFv domains fused 
to the C-termini of the heavy chains of IgGs [102]. Further optimization of that 
“IgG-plus” concept leads to entities with improved stability, as well as to addi-
tional IgG-containing scAb formats [78–83]. The presence of the Fc region can be 
of advantage in bsAb production processes as technologies and experiences derived 
from standard processes for therapeutic antibodies can be applied (such as mam-
malian secretion systems and protein A affinity purification steps). The presence of 
an Fc region also confers benign PK parameters (long half-life) to bsAbs, due to 
larger size which prevents renal filtration and because of FcRn-mediated antibody 
recycling which prevents rapid degradation [103]. The Fc region in IgG-derived 
bsAbs may also enable Fc-mediated effector functionalities such as ADCC or 
CDC. This may be of advantage in certain therapeutic applications, such as in 
oncology where antibody-dependent cellular cytotoxicity (ADCC) and/or comple-
ment activation (CDC) adds to therapeutic efficacy [52, 104]. In cases where cyto-
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toxic effector functions are not desired, these can be eliminated by genetic 
engineering eliminating ADCC and/or CDC while still maintaining FcRn-mediated 
PK properties.

The correct assembly of IgG-derived bsAbs can be achieved by expressing engi-
neered heavy (or light) chains containing additional binding entities together with 
one matching complementary light (or heavy) chain. Applying this principle, the 
application of fused scFv domains generates “2 + 2” format molecules which resem-
ble the Morrison format (Fig. 1). Fusion of separate VH and VL domains on top of 
regular V domains of IgGs generates also symmetric bispecific IgG-like molecules, 
termed DVD-Igs (DVD = dual variable domain [105].

In contrast to these symmetric IgG formats, the generation of IgG-derived 
bsAbs without a symmetric organisation of its binding sites (such as the 1 + 1 for-
mat, Fig. 1) requires two different heavy chains to become assembled as heterodi-
mer. Simultaneously two light chains must become assembled to their cognate 
heavy chains. This poses the problem that H-chain assembly to each other and 
L-chain to H-chain assembly are by default nonspecific. Thus, co-expression of 
two different H and L chains generates only small amounts of the desired H-chain 
heterodimers with correct light-heavy chain combinations in their Fab arms. In 
fact, without further protein engineering, most IgG-like molecules will contain 
homodimer H chains with wrongly assembled L chains [106]. Two steps of anti-
body-engineering were necessary to overcome the chain association limitation. In 
a first step, desired heterodimerization of H chains can be achieved by knob-into-
hole (or charge-exchange) technologies. This approach introduces different muta-
tions into the complementary CH3 domains to generate asymmetric H chains 
which preferentially heterodimerize [107]. Variations of this approach include dif-
ferent mutations at different positions as well as charge-mediated attraction and 
repulsion effects or IgG-IgA-hybrid domains [108–112]. One method to achieve 
correct L-chain pairing to the forced H-chain heterodimers is to use one and the 
same L chain for both antigen-binding arms (common light-chain approach). An 
alternative approach is to selectively engineer H and L chains of one Fab arm to 
enforce the correct heterodimerization. For example, the CrossMab technology 
[51, 106] achieves correct L-chain pairing by exchanging the CH1 domain of one 
heavy chain with the CL domain of the corresponding light chain. Mutations in the 
CH1-CL and VH-VL interface can further support correct pairing of the light-to-
heavy chain associations [112]. Finally, IgGs with dual specificities can also be 
generated by selecting VH and VL domains that recognize two different antigens. 
Such two-in-one antibodies are indistinguishable from normal IgGs [113]. In addi-
tion to “classical” bsAbs that are composed only of antibody-derived domains, 
bsAb derivatives can also be generated that contain antibody domains (or whole 
IgGs) and additionally some non-antibody-derived binding moieties. One example 
for that are bsAb-like molecules that harbor SH2-domain-derived (“Fynomer”) 
binding modules attached to the C-termini of antibody domains [114]. The bsAb 
formats have evolved over the years and have incorporated learnings from previous 
molecules and exploited new technologies for generating these improvements, as 
detailed in Table 1.
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6  Formats of Bispecific Antibodies That Are in Clinical 
Development for RA and Inflammatory Diseases

A vast variety of different bsAb formats with different target combinations have 
been generated and/or are currently in various stages of preclinical development in 
academia, biotech, as well as in the pharmaceutical industry. Some of these formats 
and target combinations have made it into clinical development. This section will 
focus on these and describe bsAb formats in more detail for molecules that are cur-
rently in clinical development stages for the treatment of inflammatory diseases 
and, in particular, RA. The formats that are described in this section are schemati-
cally shown in Fig. 1.

6.1 DVD-IgGs and Related TBTIs

DVD (dual variable domain)-IgGs are composed of IgGs with one binding specific-
ity to which additional V domains have been fused “on top of” their regular V 
domains (Fig. 1). This bispecific antibody format is tetravalent with two binding 
entities for each antigen. The DVD format has been pioneered and first described by 

Table 1 Hurdles in development of bispecific antibody formats

BsAb type
Technical 
approach Example Consequence

Heterohybridoma 
and conjugates

Nonhuman 
nonrecombinant 
IgG assembly

Catumaxomab and 
related 
heterohybridoma 
IgGs

Homogeneity and 
immunogenicity issues

First-generation 
recombinant

Nonhuman 
antibody-domain 
fusion proteins

“Morrison-type” 
murine scFv fusion 
proteins, first- 
generation 
diabodies, and 
scFv-scFv fusions

Frequent aggregation/
instability (and 
immunogenicity) issues

Recombinant 
stability engineered 
humanized

Humanized and 
design for 
increased stability

Some TvIgGs 
containing 
stabilized 
humanized Fvs, 
some diabodies, 
and scFv-scFv 
fusion proteins

Remaining USP/DSP 
problems

Recombinant 
developability 
engineered 
humanized

Humanized and 
stability and 
developability 
optimized

CrossMabs, 
common LC bsAbs, 
DVDs, and others

Standard for most future 
bsAbs
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C. Wu and T. Ghayur and their co-workers at Abbott and Abbvie [105]. DVD-IgGs 
harbor Fc regions to confer benign pharmacokinetic features. The orientation of 
their binding regions is optimized to enable ligand access and hence binding of both 
target antigens. One DVD-IgG currently undergoing clinical development in RA 
and psoriatic arthritis is ABT-122, a human IgG1/k which binds interleukin-17 with 
its “master IgG” and tumor necrosis factor with the “extra Fv” [115]. In vivo phar-
macological activity was assessed in acute models, using a human TNFa/D-
galactosamine lethality and a human IL-17-induced KC model. PK characteristics 
in rats were inconspicuous [19]. Efficacy in the mouse collagen-induced arthritis 
model was assessed using a surrogate antibody [6]. Another DVD-Ig is ABT981, in 
development for osteoarthritis and which binds interleukin-1α as well as 
interleukin-1β [116].

TBTIs are very similar to DVD-IgGs and contain additional V regions attached 
to the H- and L-chain N-termini of an IgG. This generates an N-terminal tandem 
configuration of V regions (hence the term TBTI for tetravalent bispecific tandem 
Ig). One TBTI currently undergoing clinical development in inflammatory diseases 
is SAR156597. This bsAb can simultaneously bind to and thereby interfere with the 
functionality of interleukin 4 and interleukin 13 [117].

6.2 Bi-nanobodies

These bsAbs contain two VH-like binding domains, each with one antigen speci-
ficity. The resulting molecule is bivalent bispecific, i.e., contains two binding 
arms. In contrast to DVD-IgGs, these molecules do not possess constant (Fc) 
regions. To nevertheless reach acceptable pharmacokinetic properties, loss of Fc is 
compensated by the addition of half-life extending modules. The Bi-nanobody 
that is currently undergoing clinical development in inflammatory diseases is 
ALX-0761. This molecule binds the interleukin-17 family members IL-17F and 
IL-17A [118].

6.3 CrossMabs

CrossMabs are IgG-shaped molecules with two binding arms, each recognizing a 
different antigen. They are composed of one asymmetric constant region which 
contains knob or hole mutations on each H chain, respectively. These mutations 
enforce the generation of correctly assembled heterodimeric H chains. Correct 
L-chain assembly of the two Fab arms (each binding a different antigen) is enabled 
by engineering one Fab arm in a manner that favors assembly of the correct heavy-
light-chain pair and prevents wrong chain assembly. CrossMabs contain an Fc 
region that is competent to bind FcRn. Therefore, CrossMabs possess PK properties 
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of normal IgGs [51, 106]. For application in inflammatory diseases (and other appli-
cations that are not based on or supported by Fc mediated cytotoxic activities), Fc 
regions of CrossMabs can be mutated to incapacitate effector functionalities such as 
ADCC or CDC. One CrossMab that is in clinical development in wet age-related 
macular degeneration is RG7716. This molecule targets the receptor ligands 
VEGF-A as well as angiopoietin-2 (Ang2).

6.4 ScFv-IgGs

This bsAb format contains an Fc region to which scFvs with two specificities are 
fused. The Fc region enables benign pharmacokinetic behavior of the scFv-contain-
ing molecule, and the scFvs harbor the two specificities. One scFv-IgG that is cur-
rently in clinical development in inflammatory diseases is the IL-17/IL-23 binding 
bi-Mab. This molecule binds to and thereby inhibits (simultaneously) interleukin-17 
as well as interleukin 23.

6.5 DART, Diabody-Based Format

DARTs are a diabody-based format. MGD010, a DART-targeting B cell activation, is 
currently in phase I and in clinical development for autoimmune diseases. It is a DART 
with a diabody-binding CD32B (Fcg receptor IIb) and CD79 and fused to an Fc por-
tion to provide for a long half-life. Inhibition of B cell activation is mediated by liga-
tion of the inhibitory Fcg receptor to the CD79B component of the B cell receptor. Ex 
vivo B cell activation could be inhibited in samples from nonhuman primates treated 
with MGD010 (http://www.jimmunol.org/content/192/1_Supplement/200.9.short).

6.6 FynoMabs

This “nonclassical” bsAb format is composed of an IgG to which (at the C-termini 
of CH3 domains) additional non-antibody-derived binding entities have been fused. 
These additional entities are SH3-domain-derived engineered domains (fynomers) 
that bind antigen in a similar manner as variable domains of antibodies. A FynoMab 
currently in clinical development in an inflammatory application is COVA322 [114]. 
This molecule binds to and thereby inhibits TNFalpha as well as interleukin-17a. In 
vivo pharmacological activity was shown in a human IL-17a and a human TNFa-
induced KC model. PK characteristics in nonhuman primates have been analyzed 
using an assay detecting molecules able to bind both IL-17A and TNFa and were 
comparable to adalimumab and golimumab [114].
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7  Outlook

Further developments in RA are bound to come from a better understanding of the 
biology of the disease and, in particular, of patient populations. Already new mol-
ecules in development for RA are modulating new therapeutic targets, and there 
could be more to come. On the other hand, increased specificity in modulating exist-
ing targets is another avenue which is being explored. For example, instead of using 
CTLA-4-Ig for inhibition of T cell costimulation, the generation of non-agonist 
monovalent anti-CD28 antibody fragments has been described. The aim there is to 
inhibit CD28 triggering, without interfering with binding of CD80 to PD-L1 on T 
cells, negative signaling into T cells of the CD80/CD86 interaction with CTLA-4 on 
T cells, and the suppressive function of Tregs [36, 63].

Protein engineering, beyond delivering the bispecific antibodies described above, 
provides further opportunities for achieving higher specificity. For example, target-
ing cytokines or antibodies to inflamed tissue and the joints has been explored in 
preclinical models of RA [35, 56, 63, 71]. In a further step, activation of an adalim-
umab prodrug directly at the inflamed vasculature using ICAM-1 to target the pro-
drug and linkers containing MMP-1 cleavage sites for activation has been described 
[43]. Of note, tissue targeting and biologics prodrugs are also explored in oncology 
[2, 7, 30, 45]. Strikingly, the “evolution” of antibody-based therapeutic approaches 
in inflammatory diseases appears to be similar to that of antibodies and antibody 
derivatives in cancer therapy. Here, the first generation of antibody-based therapeu-
tics in cancer were “normal” antibodies directed at single targets on cancer cells 
(e.g., Herceptin, Erbitux, Rituxan) or antibodies at soluble targets modulating the 
environment of such cells (such as Avastin). The next generation of antibody-based 
cancer therapies included derivatives with modulated Fc regions, as well as bispe-
cific antibodies and antibody-drug conjugates. Approved drugs that fall into the 
classes of next-generation antibodies include the bispecific blinatumomab, the 
Fc-engineered Gazyva, and the antibody-drug conjugates Kadcyla and Adcetris.

In analogy to the evolution of therapeutic antibodies toward more engineering in 
cancer indications, antibody-based therapies in inflammatory diseases have likewise 
evolved. Regular antibodies are already successfully applied (such as infliximab, 
rituximab, adalimumab, tocilizumab, secukinumab; see above). Engineered second-
generation antibody-like molecules such as etanercept or abatacept have found 
early applications in inflammatory diseases. Additional engineering approaches 
include Fc modulation to increase antibody availability and efficacy [22] and Fc 
engineering to increase affinity for Fc gamma receptor IIb and thereby deactivate B 
cells [5]. Such Fc engineering concepts relate to Fc-engineered ADCC-enhanced 
Gazyva in cancer therapy (Table 2).

Furthermore, a variety of new bispecific antibody derivatives that modulate inflam-
mation are currently in clinical development (see above and Table 2). If one follows 
the analogy to the evolution of cancer therapeutics, one next type of molecules that 
might emerge could be antibody-drug conjugates. In contrast to cancer therapeutics, 
however, ADCs in inflammatory indications might carry immune-modulating 
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payloads instead of cytotoxic compounds. Antibody-mediated delivery of drugs 
might suppress inflammatory processes specifically at the site of disease, with the 
potential advantage of reducing systemic interference with immune functions. 
Interestingly, the application of conjugation technology to antibodies for RA seems 
to have started with conjugation of two proteins together in a bispecific antibody 
rather than in an ADC format [60]. Finally, as a further evolution paralleling what is 
happening in cancer immunotherapy, agonist antibodies may find broader application 
in the future, as is already being exemplified for a non-oncology indication [74].
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1  Introduction

Endothelial cell activation and angiogenesis are common denominators of many 
pathological conditions, including rheumatoid arthritis, cancer, macular degenera-
tion, atherosclerosis, cardiovascular diseases, diabetic ulcers, stroke, skin diseases, 
wound healing disorders, and others [1–4]. For this reason, many investigators have 
made efforts to identify new receptors that are selectively expressed by activated 
endothelial cells and to discover molecules capable of interacting with them, in an 
attempt to obtain new modulators of the vascular function or new ligands useful for 
delivering drugs and imaging agents to diseased tissues. Among the various recep-
tors identified so far, aminopeptidase N (CD13), a multifunctional membrane-bound 
metalloproteinase, has attracted the interest of many investigators, owing to the fact 
that this enzyme is upregulated in angiogenic blood vessels and is barely expressed 
(or not at all) in normal blood vessels [5–9]. Furthermore, recent findings have 
shown that endothelial CD13 is upregulated in various inflammatory conditions [9].

A growing body of evidence suggests that the endothelial form of CD13 
expressed by angiogenic vessels is recognized by peptides containing Asn-Gly-Arg 
(NGR), a motif originally discovered by selecting peptide-phage libraries in tumor- 
bearing mice [10]. Because of these properties, NGR peptides have been exploited 
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by many investigators as vehicles for ligand-directed targeted delivery of a variety 
of therapeutic and imaging agents to angiogenic vessels.

In this chapter, we discuss the structural and functional properties of NGR pep-
tides, including the most recently developed peptides, and their potential  applications 
as drug delivery system in inflammatory diseases with an angiogenesis components. 
In addition, we discuss the manufacturing problems related to the strong propensity 
of NGR to undergo asparagine deamidation (with consequent formation isoDGR, 
an integrin-binding motif [11]), as well as the pharmacological and toxicological 
implications of this structural change in peptide-drug conjugates.

2  The Aminopeptidase N (CD13) Receptor of NGR

2.1  CD13 Structure

CD13 (EC 3.4.11.2) is a type II ectoenzyme of ~150–240 kDa involved in the deg-
radation of neutral or basic N-terminal residues of bioactive peptides. This protein is 
a member of the M1 family of zinc metallopeptidases and consists of an enzymatic 
extracellular domain, a transmembrane region, and a short cytoplasmic domain that 
has been implicated in signal transduction [12]. Differential O-glycosylation of this 
enzyme results in various isoforms that are differentially recognized by antibodies 
[13]. The crystal structures of porcine aminopeptidase N and its complex with a 
peptide substrate have been recently described [14]. The ectodomain has a seahorse-
like shape, with four distinct domains (head, side, body, and tail) that form dimers 
through the interactions between the head domains. The zinc-dependent catalytic 
site resides in a cavity with wide openings allowing easy access to peptide sub-
strates. This cavity can potentially open up further to bind the exposed N-terminus 
of proteins [14]. Recently, the crystal structures of the dimeric ectodomain of human 
aminopeptidase N in the presence of angiotensin IV and two peptidomimetic inhibi-
tors (amastatin and bestatin) have been reported [15]. These studies suggest that a 
rapid interconversion between open and closed forms of the ectodomains could be 
critically involved in the mechanism of peptide processing and signal transduction.

2.2  CD13 Expression in Normal and Pathological Conditions

CD13 is expressed by most cells of myeloid origin including granulocytes, mono-
cytes, macrophages, and their hematopoietic precursors [16–18]. It is also abun-
dantly expressed in the brush border of epithelial cells from small intestine and 
renal proximal tubules, in bile duct canaliculi, in prostatic epithelial cells, in mast 
cells, in activated endothelial cells, and, in some cases, in pericytes, smooth muscle 
cells, and fibroblasts [17–20]. In most of these cells, CD13 immunoreactivity local-
izes to the cell membrane. However, cytoplasmic staining and detection of soluble 
CD13 in human plasma have also been reported [6, 16–20].
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Various studies have shown that CD13 expression is increased at disease sites in 
patients with collagen vascular diseases (CVD, a group of inflammatory disorders 
which affect the skin, joints, serous membranes, and a variety of organs such as the 
heart, kidney, and lung), including rheumatoid arthritis, polymyositis/dermatomyo-
sitis, systemic sclerosis, and systemic lupus erythematosus [21]. Higher levels of 
serum aminopeptidase activity have been detected in these patients. Furthermore, 
increased aminopeptidase activity has been detected in pleural effusions from 
patients with systemic lupus erythematosus, or in the synovial fluids from rheuma-
toid arthritis patients [21]. Increased expression of CD13 has been also observed in 
synovial fibroblasts from rheumatoid arthritis patients and in alveolar macrophages 
from CVD patients with interstitial lung diseases [21, 22].

CD13 is little or barely expressed by normal vessels, whereas it is upregulated in 
inflammation-associated vessels [9]. For example, in a study performed on inflamed 
skin and tonsils, anti-CD13 antibodies stained vessels in about half of the tissues 
analyzed [9]. In these tissues, the anti-CD13 antibodies stained stroma and vessels 
along with some inflammatory cells [9]. Other studies performed in a murine model 
of myocardial infarction based on permanent coronary occlusion have shown that 
CD13 is expressed in some vessels of the infarcted area/border zone, along with 
macrophages and dendritic cells [23].

Several studies have shown upregulation of CD13 in the vasculature of many solid 
tumors. Depending on tumor type, staining of cancer cells, stroma, and/or vasculature 
has been observed [6, 9, 24]. Interestingly, immunohistochemical analysis of the same 
tumor tissue specimens with three anti-CD13 monoclonal antibodies (WM15, 3D8, 
and BF10) showed different staining patterns, pointing to the existence of different 
immunoreactive forms of CD13 [9]. For example, in many tumors, WM15 stained 
almost all intra-tumor and peri-tumor capillaries and only partially large vessels, 
whereas the other antibodies reacted with arteries and venules and to a lesser extent 
with capillaries. In about half of the neoplastic tissues analyzed, these antibodies could 
also stain the stroma. Remarkably, the three antibodies failed to stain endothelial cells 
of normal colon, whereas they reacted with endothelial cells of colon adenocarcinoma 
vessels and with activated human umbilical vein endothelial cells [9]. These data indi-
cate that CD13 is a heterogeneous antigen and that various immunoreactive forms are 
expressed in a differential manner in different tissues. Notably, CD13 is upregulated 
not only in angiogenic vessels of neoplastic tissues [5, 6, 8] but also in angiogenic ves-
sels associated with other pathological conditions, such myocardial infarction [8, 25].

2.3  Role of CD13 in Angiogenesis/Inflammation and NGR 
Recognition

A growing body of evidence suggests that CD13 upregulation is not just a marker or 
an epiphenomenon of angiogenesis and inflammation, but that it can also have 
important pathophysiological roles. Indeed, CD13 plays a variety of functions in the 
regulation of hormones and cytokines, in viral infection, in antigen presentation, in 
cell differentiation and proliferation, in apoptosis, in endocytosis, in cell adhesion 
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and migration, and in tissue invasion [17, 18, 26–32]. Furthermore, substantial 
experimental evidence suggests that this enzyme is implicated in the pathogenesis 
of cancer, leukemia, myocardial infarction, rheumatoid arthritis, and other inflam-
matory diseases. For this reason, the interest in this enzyme as a therapeutic target 
has been progressively increasing. The detailed description of these biological 
effects and of the various enzyme inhibitors so far developed is out of the scope of 
the present discussion, and we refer the interested reader to excellent reviews on this 
topic [18, 24]. The following discussion mainly focuses on the vascular functions of 
CD13, which could be relevant for the biological properties of NGR peptides.

At this regard, a large number of in vitro and in vivo experiments have shown that 
CD13 may have an important role in the angiogenesis process [5, 18, 27, 33–37]. In 
endothelial cells, CD13 is activated by angiogenic signals and functions as a regulator 
of cell invasion and filopodia formation, which are critical for angiogenesis [27, 38]. 
The involvement of CD13 in angiogenesis is also supported by the observation that 
inhibition of this enzyme with anti-CD13 antibodies or with bestatin impairs angiogen-
esis, whereas hypoxia and angiogenic factors induce CD13 expression in endothelial 
cells [18, 27]. Furthermore, CD13-null mice show reduced angiogenic responses to 
growth factors and are significantly deficient in promoting retinal neovascularization 
under hypoxic conditions [39]. CD13-null mice also display reduced tumor growth 
after implantation with melanoma and Lewis lung carcinoma cells [39]. The role of 
CD13 in angiogenesis is not limited to the “vascular” form of this enzyme. Indeed, 
direct involvement of a CD11b+CD13+ myeloid subset of bone marrow-derived cells in 
tumor angiogenesis, tumor growth, and metastasis has been recently shown [40]. Thus, 
a CD13 form expressed by vascular cells and a form expressed by bone marrow-derived 
myeloid cells seem to exert key roles in angiogenesis. Remarkably, peptides containing 
the CNGRC motif (disulfide-bridged) recognize CD13+ cells of angiogenic vessels, but 
not CD13+ bone marrow-derived myeloid cells [40], suggesting that the two forms are 
different and that CNGRC is selective for the “vascular” form.

The capability of CNGRC to selectively recognize a CD13 form associated 
with the angiogenic vasculature, and not other CD13-positive tissues, is also sup-
ported by the results of immunohistochemical and biodistribution studies of com-
pounds containing CNGRC, showing that this peptide can bind CD13-positive 
tumor blood vessels, but not other CD13-rich tissues [6, 41]. Quantitative mag-
netic resonance imaging studies in tumor mouse models with NGR-labeled para-
magnetic quantum dots confirmed the capability of CNGRC to recognize 
angiogenic blood vessels in tumor tissues [42]. Remarkably, magnetic resonance 
imaging studies with a CNGRC-labeled paramagnetic quantum dots allowed also 
selective, noninvasive detection of infarcted heart [25]. Other works have shown 
that a CNGRC peptide tagged with a fluorochrome can co-localize with CD13 and 
the endothelial marker CD31 in a murine model of cardiac angiogenesis [8], 
whereas a CNGRC phage can home to CD13-positive blood vessels of angiogenic 
retina [7]. These findings suggest that NGR can recognize angiogenic vessels of 
neoplastic as well as nonneoplastic tissues. Thus, NGR peptides can potentially 
target not only tumor vessels but also other physiologic or pathologic angiogenic 
vessels in different tissues.
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Interestingly, it has been shown that CD13 expressed in endothelial cells and 
monocytes mediates homotypic cell adhesion in a manner that is independent on the 
enzymatic activity [31]. In particular, CD13 clustering on monocyte with anti-CD13 
antibodies results in cell activation and in increased adhesion to the endothelium, a 
mechanism that involves the formation of complexes containing both monocyte and 
endothelial CD13. Furthermore, CD13-blocking antibodies reduced peritoneal leu-
kocyte infiltration in a murine model of peritonitis, suggesting that CD13 has a 
crucial role in leukocyte trans-endothelial migration at inflammatory sites [31]. 
These results are remarkable as they imply a role for CD13 in inflammatory cell 
trafficking through the endothelial barrier, thereby pointing to a crucial role of this 
enzyme in inflammation. Accordingly, it has been shown that CD13 is essential for 
the proper trafficking of inflammatory cells in infarcted heart tissues following per-
manent coronary artery occlusion in mice [23]. Notably, loss of CD13 results in 
adverse remodeling of the left ventricular wall [23].

Whether NGR peptides can recognize or not CD13 expressed by endothelial cells 
and/or other cells in the various inflammatory tissues is difficult to predict. Indeed, 
the notion that CNGRC can selectively recognize a CD13 form associated with the 
angiogenic vasculature in tumors cannot necessarily be extrapolated to all patho-
logical conditions associated with CD13 upregulation, considering that various 
CD13-positive tissues are not, or poorly, recognized by this peptide. Studies aimed 
at clarifying this important issue are, therefore, of great experimental and pharmaco-
logical interest.

2.4  Structural Basis of CD13/NGR Interactions

The structural basis of the selectivity of NGR peptides for the CD13 expressed in 
the angiogenic vasculature is still unclear. Analysis of the crystal structure of His- 
tagged porcine CD13 ectodomain complexed with CNGRCG showed that the NGR 
tripeptide sequence can interact with the enzymatic active site, but resists to degra-
dation owing to a distorted scissile peptide bond. Notably, this peptide can inhibit 
the activity of CD13 with a Ki value of 38.7 μM [43]. Although this is an important 
proof of the capability of NGR to recognize CD13, these findings cannot explain the 
good affinity and selectivity of NGR for CD13 expressed in the neovasculature. 
This is another important issue that still remains to be clarified. At this regards, it is 
important to keep in mind that natural CD13, unlike the recombinant ectodomain 
used in these studies, is a type II membrane glycoprotein with an N-terminal mem-
brane anchor. This leads to an archlike structure on the cell surface that may undergo 
large conformational changes, owing to the fact that each monomer can assume 
open or closed conformations [15]. An interesting possibility is that conformational 
changes in different tissues, possibly owing to the presence of tissue-specific cofac-
tors or signaling molecules, may result in differential NGR-binding affinity. Further, 
work is necessary to assess this hypothesis.
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3  Use of NGR Peptides as Drug Delivery Systems

Peptides containing the NGR sequence have been used by several investigators for 
delivering a variety of compounds to tumor blood vessels, including chemothera-
peutic drugs, liposomes, antiangiogenic compounds, DNA complexes, viral parti-
cles, and imaging compounds (see Table 1 and references thereof). NGR peptides 
have been also fused to cytokines, such as TNFα, IFNγ, and IFNα-2a, in an attempt 
to improve their antitumor therapeutic index. Remarkably, some NGR-drug conju-
gates are been tested in patients. For example, a fusion protein consisting of the 
extracellular domain of tissue factor (truncated tissue factor, tTF) and the peptide 
GNGRAHA (tTF-NGR) has been tested in cancer patients [44]. This product, but 
not untargeted tTF, induced thrombosis of blood vessels and tumor growth retarda-
tion or regression in murine models of solid tumors and decreased tumor perfusion 
in patients [44–46]. Another NGR-drug conjugate that is being tested in patients is 
NGR-TNF, a CNGRCG-tumor necrosis factor (TNF)-alpha fusion product origi-
nally developed by our group [47]. The results of preclinical studies performed with 
these drugs suggest that NGR-mediated vascular targeting is a valuable strategy for 
delivering bioactive amounts of cytokines to tumor endothelial cells without caus-
ing the activation of counter-regulatory mechanisms and toxic reactions [47, 48]. In 
particular, these studies have shown that targeted delivery of minute amounts of 
TNF to tumor vessels is sufficient to alter the endothelial barrier function and favor 
the penetration of various chemotherapeutic drugs in tumors as well as the infiltra-
tion of lymphocytes in neoplastic tissues [48–50]. Consequently, it has been shown 
that low-dose NGR-TNF exerts synergistic effects with chemotherapy and immuno-
therapy. Noteworthy, the antitumor activity of NGR-TNF in animal models is 
largely inhibited by an anti-CD13 antibody, which supports the major role of CD13 
as a targeting receptor of this drug [41]. Because of these properties, NGR-TNF is 
currently tested in various phase II and III clinical studies in patients with solid 
tumors, alone and in combination with chemotherapy or immunotherapy, with evi-
dence of activity (www.molmed.com). The biological and pharmacological proper-
ties of this product and the results of phase I and II clinical studies have been 
recently reviewed [47]. These studies showed that NGR-TNF is well tolerated. 
Chills and fever were the most frequently observed toxicities, and no patients devel-
oped anti-NGR-TNF antibodies during treatment. Dynamic contrast-enhanced 
magnetic resonance imaging showed a vascular response to NGR-TNF. Single- 
agent phase II studies with low-dose NGR-TNF (0.8 μg/m2, 1 h infusion, every 
3 weeks or weekly), conducted in malignant pleural mesothelioma (MPM), hepato-
cellular carcinoma, and colorectal cancer, showed radiological anti-vascular effects 
and significant disease control. In particular, a phase II study on MPM patients 
showed disease control in about half of previously treated patients, which was main-
tained in the triweekly cohort for 4.4 months and for 9.1 months in the weekly 
cohort [51]. These results are remarkable considering that, currently, there are no 
standard options for patients with MPM who are failing a frontline pemetrexed- 
based regimen and also considering the easily manageable toxicity profile of 
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NGR- TNF. Based on these results, a randomized double-blind phase III study of 
human NGR-TNF plus best investigator’s choice (called “BIC”) versus placebo 
plus BIC in previously treated patients with advanced malignant pleural mesothe-
lioma has been undertaken (http://www.clinicaltrialsfeeds.org/clinical-trials/show/
NCT01098266). Finally, phase I and II studies of NGR-hTNF in combination with 
chemotherapy (e.g., doxorubicin or cisplatin) in patients with refractory solid 
tumors showed that also this drug combination has interesting clinical activity and 
safe toxicity profile [47, 52–54].

Thus, a variety of different compounds have been coupled to NGR peptides by 
different investigators, with good results. It is noteworthy that these products rely on 
the use of various peptides having NGR embedded in different molecular scaffolds, 
such as disulfide-bridged CNGRC, acetylated-CNGRC, CVLNGRMEC, 
CNGRCGK, head-to-tail cyclized cKNGRE, or linear GGCNGRC, GNGRG, 
NGRAHA, KNGRE, NGR, and several others (Table 1). These peptides have been 
chemically coupled to drugs and particles, or fused to the N-terminal or C-terminal 
sequences of proteins, or even incorporated in internal loops of proteins by genetic 
engineering technology. The good results obtained with many of these products 
highlight the utility and versatility of NGR as a targeting motif for drug 
development.

The concept that NGR is a versatile motif is also underscored by the recent 
development of a peptide in which targeting motif, scaffold, and effector domain 
overlap. This peptide, called “internalizing” NGR (iNGR), consists of disulfide- 
bridged CRNGRGPDC, a sequence that comprises NGR embedded into a cryptic 
C-end rule (CendR) motif [86]. The CendR motif is an amino acid sequence that, 
upon cleavage and generation of an R/KXXR/K-OH C-terminal sequence, can 
interact with neuropilin-1 and activate a tissue penetration pathway that delivers the 
peptide and the attached payload into solid tumors [112]. Thus, once CD13 binding 
has brought iNGR to the tumor vasculature, the peptide is proteolytically cleaved to 
expose the cryptic CendR motif (RNGR). This causes the gain of affinity for neuro-
pilin- 1 and, after binding, the activation of a tissue penetration pathway. Experimental 
data obtained in animal models have shown that indeed iNGR homes to tumor ves-
sels and penetrates into tumor tissues more effectively than the standard CNGRC 
peptide [86]. Remarkably, iNGR induced greater tumor penetration of coupled 
nanoparticles, as well as of coadministered compounds, such as doxorubicin. 
Consequently, in murine tumor models, doxorubicin was significantly more effica-
cious when given in combination with iNGR than when given alone [86].

4  Potential Use of NGR Peptides in Inflammation

The experimental evidence showing that NGR can target neovessels in neoplastic 
and in nonneoplastic tissues, e.g., in myocardial infarction and retinal angiogenesis, 
and that vessels in certain inflammatory lesions have increased expression of CD13 
suggests that NGR peptides might be exploited as drug delivery systems not only in 
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http://www.clinicaltrialsfeeds.org/clinical-trials/show/NCT01098266
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cancer but also in other pathological conditions. One interesting possibility is that 
NGR peptides could be exploited for delivering drugs to inflammatory sites, par-
ticularly in diseases with an angiogenesis component, such as rheumatoid arthritis 
and myocardial infarction. In rheumatoid arthritis, a chronic systemic inflammatory 
disorder that primarily affects joints, endothelial cells are active participants in the 
inflammatory process (by regulation of leukocyte extravasation, cytokine produc-
tion, angiogenesis, protease and extracellular matrix synthesis, vessel permeability, 
and antigen presentation), thereby representing an important target for therapies 
based on peptide-mediated delivery of anti-inflammatory cytokines [113]. However, 
while consistent experimental evidence shows that NGR peptides can target 
infarcted heart tissues, it remains to be demonstrated that in patients with rheuma-
toid arthritis, CD13 is expressed in sufficient amounts by endothelial cells to enable 
efficient targeting and that NGR peptides can recognize this CD13 form. The same 
applies to other inflammatory disorders. Indeed, the experimental evidence that 
CNGRC can selectively recognize a CD13 form associated with the angiogenic 
vasculature in tumor-bearing mice and not (or much less) the CD13 forms abun-
dantly expressed by other tissues (e.g., in the kidney, intestine, and liver) cannot 
necessarily be extrapolated to all pathological conditions associated with CD13 
upregulation in the vasculature. On the other hand, we cannot exclude that NGR 
might recognize CD13 expressed by cells other than endothelial cells in inflamed 
tissues. Only properly designed experiments aimed at evaluating the in vitro and 
in vivo binding of NGR peptides to inflamed tissues may help to address these ques-
tions. Elucidating the mechanism underlying the selective interaction of NGR pep-
tides with CD13 expressed by neovessels may also help to answer these questions 
and to predict which tissues might be targeted by NGR. An interesting possibility is 
that different structural/conformational forms of CD13 exist in diseased and normal 
tissues that might be differentially targeted by NGR peptides. Elucidating this point 
may also help to design new targeting peptides and peptide-drug conjugates as well 
as to speculate on their potential interfering effects on the physiological functions of 
CD13 in angiogenesis and inflammation.

5  Role of the NGR Molecular Scaffold on the Biochemical, 
Biological, and Immunological Properties of Peptide-Drug 
Conjugates

Although the results of most of the studies discussed above show the utility and 
versatility of the NGR motif as an efficient system for drug delivery to neovessels, 
it is important to stress the concept that the use of different molecular scaffolds of 
NGR might lead to the generation of CD13 ligands with different biochemical, 
biological, immunological, and toxicological properties. For example, it has been 
shown that the affinity of cyclic CNGRCG peptide for CD13-positive endothelial 
cells is greater than that of linear GNGRGG [97], suggesting that different flanking 
residues and/or peptide cyclization/linearization might affect NGR affinity and 
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selectivity for CD13. According to this view, a CNGRCG peptide could bind recom-
binant porcine CD13 and inhibit its in vitro enzymatic activity more efficiently than 
GNGRG [43].

Changes in the molecular scaffold might also change the immunogenicity of 
NGR. Remarkably, immunogenicity studies, carried out in mice, rabbits, and 
humans, have shown that the CNGRC motif is poorly, or not at all, immunogenic 
[47, 114]. It is also remarkable the fact that we failed to elicit antibodies in mice and 
rabbits even after repeated administrations of high doses of CNGRC peptides cou-
pled to immunogenic carrier proteins. The poor immunogenicity of NGR is an 
important property for a peptide ligand that has to be repeatedly injected in patients. 
An explanation for the low immunogenicity of CNGRC comes from the results of 
molecular dynamics simulation experiments, which predict that the most populated 
structures of this peptide are highly superimposable to the structure of an NGR loop 
of human fibronectin [115]. These data suggest that this peptide might be viewed as 
a self-antigen by the immune system. However, the low immunogenicity of CNGRC 
peptide cannot be extrapolated to other peptides having NGR embedded in a differ-
ent molecular scaffold. Adequate studies on CD13-binding affinity and immunoge-
nicity are necessary to compare the value of different NGR peptides. Another 
important point that should always be taken into account is the potential impact of 
the molecular scaffold on the stability of NGR. Indeed, a growing body of evidence 
indicates that the asparagine (Asn) residue of NGR has a strong propensity to 
undergo deamidation reactions, with potentially important pharmacological and 
toxicological implications that will be discussed in the following paragraphs.

6  The NGR-to-isoDGR Transition and Receptor Switch

It is well known that the Asn residue of proteins and peptides can spontaneously 
undergo posttranslational modifications to form isoaspartyl residues (isoAsp or 
isoD) [11]. The formation of this nonstandard β-amino acid can occur in vivo, e.g., 
in extracellular matrix proteins during tissue aging, as well as in vitro during protein 
or peptide preparation and storage, including NGR peptides [11]. Asn deamidation 
at NGR sites occurs by a nucleophilic attack of the backbone NH center at the car-
bonyl group of Asn side chain, which leads to formation of a succinimide ring 
(Fig. 1). Hydrolysis can then occur at both carbonyl groups of the cyclic imide, 
leading to the formation of a mixture of Asp and isoAsp residues, typically with a 
ratio of approximately 1:3, thereby changing the NGR sequence to DGR or isoDGR.

In general, the Asn deamidation reaction in proteins or peptides can take hours, 
days, or even years, depending on the molecular microenvironment and other fac-
tors. For example, the presence of a Gly residue following Asn (as in NGR) can 
generally accelerate this reaction [11, 116–118]. Remarkably, the CNGRC peptide 
and a fragment of fibronectin containing a GNGRG loop can undergo deamidation 
reactions in a very rapid manner (half-life, 4–5 h at 37 °C in cell culture medium) 
[115, 119]. This is probably one of the fastest Asn deamidation reactions so far 
described. Considering the importance of the molecular microenvironment on the 
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kinetics of Asn deamidation, it is likely that the different peptides so far exploited 
by different investigators as payload delivery systems are characterized by different 
degradation kinetics. This view is supported by the results of peptide degradation 
studies performed with cyclic CNGRC and linear GNGRG peptides, showing mark-
edly different qualitative and quantitative degradation patterns [119].

Although Asn deamidation in proteins typically causes a loss of function, sub-
stantial experimental data suggest that isoAsp formation at the NGR sites in pep-
tides and in certain proteins, such as fibronectin and ceruloplasmin, might have a 
gain of function [115, 120]. Indeed, isoDGR can mimic RGD, an integrin recogni-
tion motif, and recognize the RGD-binding site of integrins, such as αvβ3, αvβ5, 
αvβ6, αvβ8, and α5β1, but not other RGD-independent integrins [115, 119, 121, 
122]. For example, the CisoDGRC peptide can recognize the αvβ3 integrin with a 
Kd value of ~9 nM and the other integrins with lower affinity [119]. NMR structure 
analysis of cyclic CisoDGRC, CRGDC, CDGRC, and CNGRC peptides and αvβ3- 
integrin docking experiments showed that CisoDGRC, but not CDGRC and 
CNGRC, fits into the RGD-binding pocket and favorably interacts with this integrin 
[11, 115, 121, 122]. Therefore, isoDGR, unlike DGR and NGR, is a natural fit for 
the RGD-binding pocket of αvβ3 integrin. This implies that the transformation of 
NGR into isoDGR results in a receptor switch, from CD13 to integrins, with impor-
tant biological implications.

A crucial point that deserves to be highlighted is that isoDGR peptides can rec-
ognize members of the RGD-dependent integrin family in a differential manner, 
depending on the molecular scaffold in which isoDGR is inserted [119, 123]. For 
example, cyclic CisoDGRC can bind αvβ3 integrin with an affinity 10–100-fold 
higher than that for other members of the RGD-dependent integrin family. 
Replacement of the Cys by two Gly residues (as in GisoDGRG) leads to a marked 
loss of affinity for all integrins and a change of specificity [119]. It appears, there-
fore, that the molecular scaffold of NGR can affect various biochemical and biologi-
cal properties not only of NGR itself but also of its degradation products, including 
receptor affinity and selectivity, immunogenicity, and stability. Considering the 
CD13-to-integrin receptor switch after NGR-to-isoDGR transition, the deamidation 
reactions in peptide-drug conjugates (which may potentially occur during their 
preparation, storage, or even in vivo after administration to patients) might have 
important biological, pharmacological, and toxicological implications. Of note, a 
method to avoid, or markedly reduce, Asn deamidation during storage is to store 
peptide and peptide-drug conjugates in water or in HEPES buffer at pH 7.4 [119].

7  Biological and Pharmacological Implications of the NGR- 
to- isoDGR Transition in NGR-Drug Conjugates

Integrins are involved in many physiological and pathological processes, such as 
inflammation, thrombosis, osteoporosis, angiogenesis, and cancer. Notably, a grow-
ing body of evidence suggests that αvβ3 is overexpressed in the tumor vascular 
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endothelium and has an important role in angiogenesis and tumor growth [124–
129]. Considering the notion that RGD peptides with a variable degree of affinity 
and selectivity for this integrin have been used for delivering a variety of drugs and 
nanoparticles to tumor vessels [128, 130–132], the NGR-to-isoDGR transition in 
long-circulating NGR-drug conjugates might represent an advantage, as this mech-
anism might enable a dual-receptor (CD13 and αvβ3) targeting mechanism. 
However, as discussed above, the NGR motif embedded in different molecular scaf-
folds may recognize, after deamidation, also other integrins with unpredictable 
effects. Thus, the NGR-to-isoDGR transition is a crucial issue that should always be 
addressed when new peptide-drug conjugates are being developed.

Another important concern related to this issue regards the mechanism of action 
of NGR-drug conjugates. While some studies have ruled out the risk that the bio-
logical properties of NGR-drug conjugates are actually mediated, at least in part, by 
isoDGR/integrin interactions, most studies reported in the literature have not ade-
quately addressed this crucial point. Mass spectrometry is often used to assess NGR 
peptide identity after synthesis, taking advantage of the fact that the NGR-to- 
isoDGR transition is accompanied by a gain of 1 Da. However, this analytical con-
trol, although necessary, is not sufficient to rule out the possibility that isoDGR is 
formed during in vitro or in vivo assays. Notably, in some studies reported in the 
literature, mass spectrometry analysis of NGR conjugates revealed a mass 1 Da 
greater than expected, which may raise doubts about product identity. Many studies 
have also used CD13-positive and CD13-negative cells, e.g., HT1080 and MCF7, to 
assess NGR/CD13 interactions with new peptide-drug conjugates. However, in 
most studies, the potential involvement of integrins expressed by these cells was not 
investigated. We think that more controls and more tools (e.g., neutralizing antibod-
ies, receptor-null mice, receptor-silencing reagents, etc.) should be used to unequiv-
ocally demonstrate the role of NGR/CD13 interactions and to rule out the potential 
contribute of isoDGR/integrin interactions. In other words, detailed information on 
the stability of new peptide-drug conjugates or peptide fusion proteins, in vitro and 
in vivo, and on their receptor-binding properties are necessary to unequivocally 
elucidate their mechanism of action.

8  Concluding Remarks

The large number of tumor homing peptides containing the NGR motif so far devel-
oped and their successful exploitation for targeted delivery of many compounds to 
tumors highlight the utility and versatility of NGR as a tumor neovasculature- 
targeting motif, a strategy that takes advantage from the fact that the CD13 receptor 
of NGR is upregulated in many tumor tissues. The finding that CD13 is upregulated 
also in various inflammatory conditions opens the possibility that NGR peptides 
might be exploited as drug delivery systems also in inflammatory diseases with an 
angiogenesis component, such as myocardial infarction and rheumatoid arthritis, 
provided that the capability of NGR to recognize CD13 in all these conditions is 
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demonstrated. In any case, a key point that must be carefully considered when plan-
ning the development of new NGR-drug conjugates is the choice of the molecular 
scaffolds of NGR, as this may have dramatic effects on receptor-binding affinity and 
selectivity, on peptide immunogenicity, and, above all, on peptide stability. Indeed, 
the strong propensity of NGR to undergo deamidation reactions and the consequent 
transition to isoDGR remain a major issue, considering that this spontaneous reac-
tion may occur during drug preparation, storage, analysis, or even in vivo after 
administration to animals or patients, with potentially important mechanistic, phar-
macologic, and toxicologic implications.
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Energy Homeostasis of Immune Cells: 
Translating Cell Bioenergetics into Clinical 
Application in Rheumatoid Arthritis

Mauricio Rosas-Ballina

1  Introduction

Rheumatoid arthritis (RA) is a chronic and systemic inflammatory condition 
 primarily affecting body joints but also other organs. The estimated prevalence of 
rheumatoid arthritis in the United States is 1.5 million adults [1], with an estimated 
annual economic burden of 39.2 billion (in 2005 USD) [2]. Despite important 
advances in the understanding of the pathophysiology and treatment of chronic 
inflammatory disease [3], rheumatoid arthritis is still considered as disease of 
unknown molecular pathogenesis with no available cure [4–6].

The early events in the pathogenesis in rheumatoid arthritis are not completely 
understood. During the prearticular phase of rheumatoid arthritis, a process that can 
begin many years prior to clinical manifestation of disease, a loss of tolerance to 
citrullinated self-antigens occurs [7]. This event is associated with risk alleles and 
exposure to environmental factors such as smoking, silica exposure, and certain 
infectious diseases [8]. Later on, in the transitional phase of rheumatoid arthritis, an 
unknown stimulus triggers a local and chronic inflammatory response against 
 synovial joints. Infectious, neurologic, microvascular, and biomechanical factors 
have been implicated in this process, which is followed by the clinical phase of 
rheumatoid arthritis. This is characterized by synovitis or leukocyte infiltration into 
the synovial compartment, cartilage degradation, and erosive bone damage. This 
inflammatory response affecting joints can also be accompanied by other systemic, 
inflammation-driven derangements like vascular disease and metabolic syndrome, 
which complete the syndrome of rheumatoid arthritis [5].
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The autoimmune nature of rheumatoid arthritis implies an underlying adaptive 
immune response against self-antigens mediated by T and B cells. In particular, cyto-
kines produced by Th1 cells lead to monocyte/macrophage and fibroblast activation, 
which in turn drives production of TNF-α, IL-6, and IL-1β [9]. These cytokines can 
further activate chondrocytes that release matrix metalloproteinases (MMP) that con-
tribute to the degradation and damage of the matrix component of joints [10]. 
Additionally, the inflammatory environment can induce macrophage differentiation 
into osteoclasts that mediate bone resorption and damage [11]. This is further enhanced 
by Th17 cell-derived IL-17A that, in synergy with TNF-α, activates fibroblasts and 
chondrocytes [12]. B cells can also contribute to disease pathogenesis and progression 
through cytokine release, presentation of autoantigen, and production of autoreactive 
antibodies that add to the inflammatory insult through immune complex deposition in 
cartilage [5, 13]. Effector mechanisms of activated macrophages, neutrophils, and 
mast cells include production of pro-inflammatory cytokines, reactive oxygen and 
nitrogen species, prostaglandins, proteases, and histamine, among others [14–16].

It is evident that RA has a complex pathophysiology in which many cell subsets, 
cytokines, receptors, signaling pathways, and effector molecules are involved. 
Despite this complexity, many targets have been identified, and they are the object of 
current biological therapeutic approaches (reviewed in [4]). Examples of these are 
therapies that target or neutralize B and T cells (anti-CD20 antibody and CTLA4-Ig 
fusion protein, respectively), TNF-α, IL-1β, IL-6, IL-17, and Janus kinases 1 and 3. 
However, treatment with biologic agents achieves remission only in a minority of 
patients [17]. Thus, targeting a single molecule does not necessarily lead to a cure, 
likely because of redundant cytokine networks that can perpetuate inflammatory 
responses. Similarly, compensatory mechanisms can trigger alternative inflamma-
tory pathways, therefore maintaining the pathologic process [3]. Apart from the 
inherent molecular complexity of the disease, other reasons for unsuccessful thera-
pies against RA have been identified [18]. One of the most pressing challenges is the 
lack of information determining which therapy to use in which patient at which dis-
ease stage. Therefore, development of novel biomarkers to stratify patients and to 
monitor disease progression is particularly needed in the clinical ambit of RA.

This chapter provides a brief overview of the current understanding in the field of 
immune cell bioenergetics with emphasis on T lymphocytes and macrophages. This 
relatively new conceptual approach to inflammation can be applied to chronic inflam-
matory disease in general and to rheumatoid arthritis in particular. However, the 
promising novel therapeutic concepts stemming from this body of knowledge consist 
thus far of basic and preclinical findings. The last part of the chapter touches upon 
how aspects of immune cell bioenergetics could be used by translational scientists to 
develop biomarkers for diagnosis and disease progression assessment. It also provides 
an approach for target identification and suggests possible drug delivery options.

1.1  Why Bioenergetics?

Regardless of size and organization complexity, all living systems are constrained at 
their most fundamental structural and functional level by fixed biochemical bound-
aries. Homeostasis, the stable internal status of living systems, can thus be studied 
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at this elementary biochemical level by determining how metabolic substrates are 
distributed within systems to extract energy and to form mass. This is the object 
study of bioenergetics. If signaling pathways, each with its own informational input 
and output, dictate function, and if signaling pathways evolved on top of already 
existing metabolic networks, it follows that function is inherently linked to the bio-
chemical state of the cell. Bioenergetics applied to the immune system considers the 
fundamental biochemical processes of immune cells as the underlying platform 
over which signaling pathways and effector molecules (i.e., cytokines) operate. In 
this context, cytokines and other mediators are messengers of the metabolic state of 
the cell, and their coordinated effects on other cells constitute what we know as an 
immune response (Fig. 1). Immune responses in coordination with other systems 
(e.g., nervous and endocrine systems [19, 20]), themselves dependent on fundamen-
tal biochemical constraints, serve to maintain a stable state of optimal production, 
distribution, and consumption of resources among cells, organs, and systems, a state 
that we call health [21]. Thus, cell bioenergetics can provide a framework to under-
stand inflammation at a fundamental biochemical level, which has the potential to 
be translated successfully into clinical application against diseases with an inflam-
matory component such as RA.

Fig. 1 Bioenergetics as the fundamental physicochemical constraint upon which signaling path-
ways and immune responses are built. The figure describes the bidirectional interaction between 
diverse functional layers of immune cells. From an evolutionary perspective, cells developed sig-
naling modules built upon a layer of metabolic pathways that sustain the essential physicochemical 
requirements of life. In this context, cytokines and other immune mediators convey information 
about the energetic state of the cell and their coordinated effects constitute an immune response. 
Homeostasis (or disease) thus arises from the optimal (or suboptimal) production, distribution, and 
consumption of resources among cells of the body
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1.1.1  Bioenergetics Modulates Immune Cell Function

The following section provides a brief overview of macrophage and T lymphocyte 
bioenergetics as these leukocytes are central to the pathogenesis of RA and the 
focus of most studies on immune cell bioenergetics (Fig. 2). Other publications 
have comprehensively reviewed the role of bioenergetics on macrophage and T cell 
function, while reports start to emerge on the role of bioenergetics in fibroblast 
function in RA and in B cell function in other contexts [22–26].

Macrophages

A recurrent observation made in many immune cell types studied thus far is that 
cells are undergoing proliferation shift to a glycolytic metabolism. This metabolic 
reprogramming serves the purpose of rapidly producing ATP. At the same time, it 
provides reductive potential in the form of NADPH required for anabolic processes 
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(i.e., fatty acid and nucleotide synthesis) through the pentose phosphate pathway. In 
contrast, quiescent and long-lasting cells oxidize glucose and other substrates in the 
mitochondrion. While cells performing glycolysis present a high reductive ener-
getic charge and a pro-inflammatory phenotype, mitochondrial oxidation is associ-
ated with a phenotype characterized by anti-inflammation, tissue repair, and humoral 
immunity.

Macrophage function ranges from pathogen clearance to resolution of inflamma-
tion and tissue repair [27]. This wide repertoire of activities requires different meta-
bolic needs that macrophages satisfy by rerouting resources through different 
metabolic pathways [28]. Bioenergetics studies on macrophages have mainly 
addressed the metabolic requirements during activation and how these metabolic 
requirements are satisfied. Stimulation of macrophages with pro-inflammatory 
agents such as lipopolysaccharide (LPS) and interferon gamma (IFNγ) leads to 
polarization into the pro-inflammatory M1 macrophage phenotype. Among the met-
abolic features of M1 macrophages are upregulation of key proteins involved in glu-
cose uptake such as glucose transporter 1 and 3 [29] and lactate release [30]. Together 
with upregulation of 6-phosphofructo-2-kinase/fructose-2,6- bisphosphatase 3 [31], 
a key enzyme that maintains glucose flow through glycolysis, these changes lead to 
increase glucose uptake and lactate release. Functionally, glucose utilization by acti-
vated macrophages supports an inflammatory profile. For example, incubation with 
2-DG, a glucose analogue that does not undergo glycolysis, inhibits inflammasome 
activation and IL-1β production [32]. Recently, a deletion in chromosome 12 has 
been shown to protect against rheumatoid arthritis. Intriguingly, GLUT3, the trans-
porter with highest affinity for glucose [33], is among the three genes encoded in this 
129 Kb deletion [34], suggesting that glucose uptake is involved in pathophysiology 
of rheumatoid arthritis. M1 activation is also favored by LPS-induced downregula-
tion of the pentose phosphate pathway enzyme sedoheptulose kinase (CARKL), and 
knockdown of CARKL leads to increased production of TNF-α, IL-12, IL-6, IL-1β, 
and reactive oxygen species (ROS) upon stimulation with LPS [35].

In addition to increased glycolytic activity, the mitochondrial oxidative metabo-
lism of M1 macrophages is inhibited. In macrophages and dendritic cells, this inhi-
bition is dependent on iNOS-derived nitric oxide [36, 37] that inhibits mitochondrial 
respiratory complexes I and IV through S-nitrosylation [38]. As a consequence, ATP 
is mainly produced through incomplete oxidation of glucose into lactate yielding 
2 moles of ATP per mole of glucose, as opposed to 32 moles of ATP when glucose 
is completely oxidized in the mitochondrion. Despite this difference in efficiency, 
the elevated glycolytic rate leads to higher ATP levels, which are essential in pre-
venting cell death [36, 37]. This metabolic program, first described by Otto Warburg 
in tumor cells, is known as aerobic glycolysis as it consists of glucose fermentation 
as a source of ATP in the presence of oxygen.

Another important molecular effector in the metabolic program of M1 macro-
phages is the heterodimeric transcription factor hypoxia-inducible factor 1 (HIF-1) 
composed of HIF-1α and HIF-1β. Under normoxic conditions, HIF-1α is expressed 
constitutively and is hydroxylated by HIF-1α prolyl hydroxylases (PHD), leading to 
HIF-1α degradation through the ubiquitin protease pathway mediated by 
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pVHL. Under hypoxia, PHD is inhibited, and HIF-1α is stabilized and dimerizes 
with HIF-1β upregulating various metabolic enzymes allowing for sustained gly-
colysis [39, 40]. Additionally, active HIF-1 blocks the entry of pyruvate into the 
TCA cycle by inducing the expression of pyruvate dehydrogenase kinase 1 [41] that 
phosphorylates pyruvate dehydrogenase impeding the conversion of pyruvate to 
acetyl-CoA. PHD is also inhibited by succinate, and conditions leading to succinate 
accumulation, like activation of macrophages with LPS, also induce HIF-1α stabili-
zation and transcription of IL-1β, a gene controlled by HIF-1α [32]. In a model of 
heart ischemia/reperfusion, succinate accumulation led to increased mitochondrial 
reactive oxygen species (ROS) levels through reverse mitochondrial transport at 
mitochondrial complex I causing tissue injury [42]. Consequently, blocking accu-
mulation of succinate decreased IL-1β production and provided protection against 
ischemia reperfusion [32, 42]. Importantly, HIF-1α is expressed in synovial mem-
brane of patients with rheumatoid arthritis, but not in healthy controls [43]. In this 
study comprising 26 subjects, the staining pattern of HIF-1α correlated with that of 
CD68 in sequential tissue sections, suggesting that HIF-1α is expressed solely in 
synovial macrophages. Studies with larger patient populations including patients at 
different disease stages utilizing current tissue imaging techniques allowing for mul-
tiple staining (i.e., imaging mass cytometry [44]) should further clarify the role of 
HIF-1α in rheumatoid arthritis. Furthermore, a combination of 20 metabolites 
obtained from synovial fluid was able to discriminate between RA patients and 
patients with other forms of arthritis [45]. Remarkably, succinate levels increased 73 
times in synovial fluid of patients with RA and were the metabolite with the highest 
fold change among these 20 metabolites. Together, these findings suggest a succi-
nate-driven HIF-1α stabilization in synovial inflammation and emphasize the role of 
bioenergetics in the local inflammatory process in patients with RA.

Lipid accumulation is a common finding in macrophages during in infectious and 
sterile inflammation [46]. Activated macrophages accumulate lipid droplets, single-
membrane organelles mainly containing cholesterol esters, and triacylglycerol 
(TAG) [47]. Lipids, particularly TAG, can accumulate from de novo fatty acid syn-
thesis in phagocytes activated with various TLR agonists in vitro [48, 49]. Lipid 
accumulation is also typical of foam cells in atherosclerosis, which take up choles-
terol from circulating lipoproteins. Cholesterol in turn drives inner cell processes 
that lead to endoplasmic reticulum stress, increased ROS production and 
 inflammasome activation [50]. At systemic level, the lipid derangement characteris-
tics of RA, namely, increased total and HDL cholesterol and high TAG [51], are part 
of the acute phase response common to systemic inflammation, indicating the exis-
tence of a lipid metabolic program at the organ level that underlies atherosclerosis, 
obesity, and autoimmune disease [52]. In fact, RA patients have increased risk to 
develop coronary artery disease [53, 54], presumably through the atherogenic effects 
on the liver and adipose tissue exerted by pro-inflammatory cytokines produced in 
the synovium [55].

The inflammatory response in the synovium is central to the pathogenesis of 
RA. This response is driven in part by macrophages through a variety of effector 
mediators reminiscent of M1 activation. These include ROS, nitric oxide, IL-1β, 
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IL-6, IL-23, TNF-α, and prostaglandins, among others [5]. As described above, bio-
energetics pathways modulate the generation of some of these effectors. Modulation 
of these pathways therefore represents a therapeutic strategy to treat synovial 
inflammation and can be beneficial for patients with RA. This approach could be 
advantageous over the specific targeting of single downstream effectors, i.e., anti- 
cytokine antibodies, since targeting one metabolic enzyme or its product can lead to 
modulation of various effector molecules like in the case of inhibition of succinate 
dehydrogenase with malonate or knockdown of CARKL, as previously mentioned. 
Similarly, metformin, which has a long track safety record, decreased mitochondrial 
ROS levels, inhibited pro-IL-1β and increased IL-10 production in LPS-activated 
macrophages [56], and reduced TNF-α and IL-1β levels in a mouse model collagen- 
induced arthritis [57]. Thus, a possibility exists for safely modulating various effec-
tor molecules via a drug that targets bioenergetics pathways.

T Lymphocytes

Research on bioenergetics has identified two main metabolic programs associated 
with T cell function, which could possibly be modulated in order to modify disease 
progression or severity in rheumatoid arthritis. On the one hand, resting lympho-
cytes preferentially perform a catabolic metabolic pattern characterized by genera-
tion of ATP through oxidative phosphorylation. For example, mitochondrial 
oxidation of fatty acids is upregulated in T regulatory (Treg) cells and provides ATP 
required for the long-term survival of memory CD8 T cells [58, 59]. On the other 
hand, increased glycolysis and glutaminolysis together with low substrate oxidation 
by mitochondria and de novo fatty acid synthesis are characteristics of T cell activa-
tion. This anabolic program effectively supplies energy and biomass required for T 
cell proliferation and enhanced immune function and is dependent in part on the 
transcription factor Myc and HIF-1 that control transcription of enzymes participat-
ing in glutaminolysis and glycolysis [60, 61]. Indeed, Th1 and Th17 effector cells 
from GLUT1-deficient mice show defects in proliferation, differentiation, and sur-
vival in vitro and in vivo, while Treg cells are functional and retain the capacity to 
suppress T effector cells in models of graft versus host disease and colitis [62]. 
Furthermore, in a mouse model of colitis, lack of GLUT1 on effector T cells reduces 
their expansion and prevents their contribution to the development of disease. 
Moreover, inhibition of glycolysis with 2-deoxyglucose suppresses T cell differen-
tiation into Th17 effector cells and promotes generation of Treg cells. Finally, 
HIF-1α deficiency impairs glycolysis, hinders Th17 cell differentiation, and 
enhances Treg cell polarization [61].

mTOR is another important modulator of metabolism. mTOR is a serine/threo-
nine kinase activated by a variety of cues such as oxidative stress, amino acid levels, 
and other nutrients together with PI3K/Akt and cytokines [63]. mTOR forms two 
different kinase complexes known as mTORC1 and mTORC2 which are necessary 
for T cell differentiation into Th1, Th2, and Th17 effectors [64, 65]. In order to 
undergo clonal expansion and differentiate into Th1 and Th17 effector cells, CD4 T 
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cells require Slc7a5, a transporter of large neutral amino acids, and cells deficient of 
Slc7a5 have impaired mTORC1 activation. Remarkably, CD4 T cells deficient in 
Slc7a5 retain the capacity to differentiate into Treg cells. Glutamine uptake is medi-
ated through the ASC amino acid transporter 2 (ASCT2). Upon T cell activation, 
glutamine uptake increases and glutamine oxidation through glutaminolysis pro-
vides substrate for nucleotides, polyamines [60], and amino acids, the last of which 
can, in turn, activate mTOR [66]. Deficiency of ASCT2 impairs Th1 and Th17 dif-
ferentiation by inhibiting mTORC1 activation. ASCT2 deficiency attenuates sever-
ity in an experimental model of allergic encephalomyelitis by hindering Th17 
differentiation, but lack of ASCT2 does not impede differentiation into Th2 and 
Treg cells [67]. These results underscore the importance of amino acid metabolism 
in establishing a pro-inflammatory T cell phenotype through mTOR [68]. In experi-
mental models of rheumatoid arthritis, inhibition of mTOR with rapamycin, or 
everolimus, improved paw swelling [69, 70] and reduced articular bone erosion and 
cartilage loss [69]. In a randomized, placebo-controlled, double-blinded study, 
treatment of RA patients with everolimus plus methotrexate improved patient’s and 
physician’s global assessment of disease activity in comparison to methotrexate 
plus placebo and showed mild and reversible adverse events [71]. Although it is not 
known whether mTOR activation in T cells was targeted in these studies, inhibition 
of T cell activation with sirolimus has proven beneficial in patients and in experi-
mental models of systemic lupus erythematosus [72, 73].

T cells are present in the inflamed synovium and play an important role in rheu-
matoid arthritis. Specifically, Th1 and Th17 cells perpetuate the inflammatory 
milieu in the synovium, which is exacerbated by a decrease in Treg cell function 
[74]. Thus far, targeting of total T cells, for example, with antibodies against CD4 
or CD5, has had limited success [75] that could be a consequence of targeting Treg 
cells as well. A potential strategy for selectively targeting defined T cell subsets 
could be based on the different bioenergetics requirements between Th1/Th17 and 
Treg cells. It is conceivable that inflammation could be hampered by targeting meta-
bolic pathways or metabolite uptake mechanisms related to glycolysis and glutami-
nolysis in Th1 and Th17. Even if these interventions would target Th1 or Th17 cells, 
they would not affect Treg cell function as Tregs require a different bioenergetics 
program. Conversely, enhancement of Treg cell development, for example, by 
enhancing beta-oxidation with AMPK activation [59] would in principle not alter 
Th1 and Th17 cell function, potentially reducing adverse effects.

1.1.2  Translation into Clinical Application

Despite the growing scientific interest that immune cell bioenergetics is generating, 
and the promise of its delivering novel therapeutic approaches, the path to making 
this knowledge clinically useful has not been systematically explored. I contend that 
knowledge derived from immune cell bioenergetics can help overcome present limi-
tations of drug development in RA. These limitations include an incomplete knowl-
edge of disease mechanism, lack of new targets and reliable biomarkers, and 
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inadequate means for patient stratification [76]. Following the tenets of translational 
medicine [77, 78], the remaining part of this chapter proposes ways to bridge the 
gap between advances in immune cell bioenergetics at the basic research level and 
its clinical application in rheumatoid arthritis (Fig. 3).

1.2  Biomarker Development

Development of drug candidates is often interrupted when efficiency cannot be 
proven in phase II or even in large-scale confirmatory phase III studies [79]. This 
high attrition rate is better explained by the homogeneous in vivo and in vitro exper-
imental conditions in which drug candidates are generally developed compared to 
the heterogeneous patient populations in which they are actually tested. This is par-
ticularly the case in RA because of the large phenotypic variation among patients 
likely derived from the heterogeneous molecular pathogenesis of RA [80]. This 
heterogeneity is not only a hindrance for establishing efficacy of new molecular 

Fig. 3 Application of bioenergetics concepts at different stages of the drug development process. 
The image shows stages of the drug development process, from target validation through phase 1 
(first in human) and 2 (proof of concept) to phase 3 studies. (1) Assays and imaging techniques 
based on bioenergetics applied to animal models can be used to advance our understanding of RA 
pathophysiology and to identify drug targets (forward translational research). (2) Drug targets can 
also be identified by using bioenergetics assays on human samples and imaging techniques directly 
on patients. (3) Information obtained with human samples and patients can be used to create or 
refine available animal models. (4) Deeper understanding of the role of bioenergetics on RA patho-
genesis can lead then to development of new biomarkers. (5) These could be used during lead 
identification and validation (6) and during clinical development as biomarkers to establish safety 
and mechanism of action of new drug entities and to stratify patients based on disease stage or 
response to treatment. (7) Finally, knowledge thus generated can be used to reassess disease patho-
physiology and to develop new assays and experimental models (reverse translational research)
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entities in clinical trials but is also a source of variability in patients’ response to 
available treatments. Early staging of rheumatoid arthritis through the use of bio-
markers is thus advantageous as different therapeutic agents have different benefit 
depending on the disease stages in which they are prescribed [18]. Moreover, there 
is a need to develop biomarkers to identify the so-called early window of opportu-
nity during which intervention might have a significant effect on disease progres-
sion [81]. For these reasons, identification of biomarkers can likely accelerate drug 
development, improve efficacy, and reduce treatment costs.

Biomarkers are objectively measured variables that function as indicators of nor-
mal or pathological biological processes, or as indicators of response to therapeutic 
intervention [82]. Biomarkers can serve many important roles in different stages of 
drug development [83]. For instance, biomarkers are used as readout of target 
engagement by a drug, thus helping selection of drug candidates and establishing 
proof of mechanism (response biomarkers). By defining a disease stage, biomarkers 
are also used to stratify patients (stratification biomarkers), to monitor disease pro-
gression, and to assess and predict response to therapy or drug toxicity.

The development of biomarkers for RA is cumbersome because the pathogenesis 
of RA is still unclear, and as consequence biomarkers in RA are lacking [5]. 
Biomarker development is further complicated by the need of physiological vari-
ables whose measurement is not only readily accessible and clinically feasible, but 
that reflect biological processes in anatomical sites that are disease relevant. For 
example, CRP and erythrocyte sedimentation report on systemic inflammatory sta-
tus of a patient but do not provide information about local inflammation in joints. 
Moreover, biomarkers should preferably be part of the disease mechanism. This 
confers to a biomarker disease specificity and the capacity to report reliably on 
whether an intervention is effectively acting upon the actual disease process. Thus, 
an ideal biomarker in RA should be easy to measure, should reflect disease activity, 
and should inform about the local disease process even when no systemic involve-
ment occurs.

The current initiative on precision medicine seeks to provide treatments targeted 
to specific needs of individual patients in order to improve clinical outcome and 
reduce adverse effects [84, 85]. Datasets obtained through omics studies (pro-
teomics, metabolomics, lipidomics) are particularly suited to make patient variabil-
ity tractable. Ideally, these datasets are obtained from cohorts of patients with known 
treatment history and defined disease stage according to current stratification crite-
ria. This ensures that results inferred from these unbiased top-down analyses can be 
accurately assigned to disease phenotypes. Molecular entities so identified could 
then be used as biomarkers or even as surrogate end points if adequately validated to 
show strong and significant correlation with true clinical end points [82].

Large-scale metabolite profiling has been used in RA with the goal of developing 
biomarkers. This approach is based on the premise that circulating and tissue metab-
olites reflect immune cell activity and can thus inform about the inflammatory pro-
cess [86, 87]. Urine metabolites have been shown to predict response to anti- TNF- α 
therapies in RA and psoriatic arthritis (PsA) [88]; and plasma [89] or synovial fluid 
[45] metabolite profiling can differentiate RA from other articular inflammatory 
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conditions, or predict disease severity [90]. In addition to citrulline and lactate, 
metabolites found in synovial fluid that are associated to the TCA cycle such as suc-
cinate, and glutamine, and to lipid metabolism like cholesterol, palmitic acid, and 
glycerol have been identified as biomarkers for RA [45, 90, 91]. Some of these 
metabolites are by-products of the metabolic pattern common to inflammatory acti-
vation of macrophages and effector T cells, as explained in the previous section, 
suggesting that immune cell metabolism and therefore the inflammatory process can 
be probed through the metabolite signature of synovial fluid and plasma.

Several different imaging techniques currently in use in discovery research are 
suitable for visualization of bioenergetics processes. For example, multimodal non-
linear optical microscopy has been used to observe lipid droplet formation and free 
fatty acid trafficking in macrophages and adipocytes in visceral adipose tissue [92]. 
As mentioned above, lipid droplet formation is a hallmark of sterile and infectious 
inflammation [93]. Therefore detection of lipid accumulation could be used as an 
indicator of phagocyte activation. Interestingly, while lipid droplet accumulation 
has been observed in leukocytes in synovial fluid of RA patients [94], neither the 
cell type that accumulates them nor their function is known. Other techniques cur-
rently in use that allow study of lipid droplets in situ are 1H NMR and Raman 
spectroscopy [95]. These techniques could help investigate a role for lipid accumu-
lation in disease progression in experimental disease models. Moreover, identifica-
tion of cell subsets accumulating lipid could serve as a basis for studying a potential 
link between the atherogenic serum lipid profile of patients with RA and the 
increased pro-inflammatory phenotype of synovial phagocytes [51, 96, 97].

In comparison to plasma or tissue biomarkers, imaging provides direct informa-
tion about the inflamed tissue, and depending on the imaging technique, it can obvi-
ate the need of collecting samples. There are however challenges for clinical 
translation in biomarker imaging. These are invasiveness of the imaging technique, 
quantitation, and labeling of cells [98]. Newer techniques like near-infrared fluores-
cence combined with indocyanine green, a dye already approved for intravenous 
administration, have allowed noninvasive imaging of the lymphatic system and 
lymph node staging of cancer [99]. Oxidative environments are characteristic of 
inflammatory processes and are driven by the metabolism of activated immune 
cells, like in synovial fluid [100, 101]. Thus, it can be envisioned the coupling of 
near-infrared fluorescence with optical probes activated in oxidative environments 
[102]. Imaging the inflammatory process in this way could help identify critical 
events in immune cell bioenergetics and in the pathophysiology of RA. If clinically 
validated, these events could in turn help define disease stage, assess therapeutic 
response, and possibly guide the type and timing of therapeutic intervention.

Another imaging technique with potential application in RA is based on the dis-
tinct spectral properties of NADH and FAD, both of which can be analyzed by fluo-
rescence lifetime microscopy (FLIM) [103]. Since glycolysis relies only on NADH 
as electron donor while mitochondrial oxidation utilizes both NADH and FAD, 
obtaining the NADH/FAD or redox ratio can provide information about the meta-
bolic state of the cell [104]. For example, a high NADH/FAD ratio has been observed 
in cancer cells [105–107], which are typically glycolytic. Similarly, due to decreased 
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mitochondrial oxidative function and enhanced glycolysis, it is expected that classi-
cally activated innate immune cells present a higher NADH/FAD ratio. Thus, FLIM 
could provide a straightforward indication of the metabolic state of immune cells 
obtained in clinical samples or in experimental disease models. Interestingly, FLIM 
has been adapted to flexible fiber-optic devices to characterize elastin-, collagen-, 
lipid-, and macrophage-rich areas of atherosclerotic plaques [108]. Such minimally 
invasive procedures could also find a clinical application in RA.

Imaging of the uptake of fluorine-18 fluorodeoxyglucose (18F-FDG), a radiola-
beled glucose analogue, has previously been applied in RA to assess physiological 
changes in the synovium [109]. This technique is based on the principle that 18F- 
FDG uptake parallels glucose uptake and thus is used to monitor the metabolic 
activity of tissue. Provided enough spatial resolution, this imaging technique could 
be applied to study glucose uptake in immune cells. Indeed, increased 18F-FDG 
uptake has been ascribed to proliferating pannus and to inflammatory activity in an 
experimental model of RA [110]. Further, measurement of 18F-FDG uptake, which 
measures macrophage activity in atherosclerotic plaque [111], has shown subclini-
cal vascular inflammation in patients with RA [112, 113]. More recent studies have 
aimed to use 18F-FDG uptake coupled to PET/CT imaging to establish optimal 
timing of therapy [114]. 18F-FDG uptake correlates with clinical response to anti- 
TNF- α therapy and disease activity [115]. Finally, noninvasive in vivo metabolic 
imaging is now feasible with intravenous injection of 13C-labeled substrates 
detected by hyperpolarized magnetic resonance spectroscopic imaging [116, 117]. 
This method allows for detection of several labeled metabolites downstream from 
the labeled precursor through which a more complete characterization of cell 
metabolism is obtained. The safety and feasibility of this technique were recently 
demonstrated in a first-in-man study in patients with prostate cancer [118] and could 
be useful to monitor disease progression and response to treatment in RA patients.

Given the strong mounting evidence implicating metabolic pathways in modulat-
ing immune cell function, biomarkers developed on the basis of immune cell bioen-
ergetics are likely to be related to the underlying disease mechanism of RA. It is also 
foreseeable that bioenergetics changes occurring as a consequence of targeting 
metabolic pathways within pro-inflammatory immune cells will be detectable and 
measureable through any of the abovementioned biomarker strategies or others yet 
to be developed under the premise of cell bioenergetics.

1.3  Target Identification and Drug Delivery

As the number of in vivo and in vitro studies on immune cell bioenergetics contin-
ues to expand, a growing list of potential drug targets for various inflammatory 
conditions has emerged. Some of these potential targets satisfy many of the charac-
teristics of an ideal drug target [119]. These features include: proven function in 
pathophysiology; the target is disease modifying; availability of assays to probe 
binding and function; and availability of biomarkers to confirm that a drug has hit 
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its target. A number of recent studies have already provided evidence for potential 
new targets in chronic inflammation and RA. For example, CD4 T cells from lupus- 
prone mice have increased glycolysis and mitochondrial oxidative metabolism, and 
their inhibition with 2-deoxy-D-glucose (2DG) and metformin, respectively, 
reduced IFNγ levels upon activation in vitro and biomarkers of disease in vivo 
[120]. Similarly, metformin decreased the severity of collagen-induced arthritis in 
mice, decreased serum levels of TNF-α and IL-1β, and reduced the number of Th17 
cells and increased Treg cell numbers in spleen [57, 121].

Animal disease models do not necessarily recapitulate disease in humans. 
Therefore in order to fully capitalize on the link between cellular energetics and 
immune cell activity, and bring this body of knowledge to the clinical front in RA, it 
will be necessary to determine to what extent current and future findings related to 
immune cell bioenergetics pathways observed in experimental models reflect those 
observed in RA patients. Standard RA animal models like collagen-induced arthritis 
and collagen antibody-induced arthritis have been used successfully to develop ther-
apies [122], and it is likely that these models can serve as a starting point.

An alternative to identifying targets using experimental models is to actually 
perform target identification in humans. For instance, it has been found that naïve 
CD4 T cells from patients with RA downregulate 6-phosphofructokinase-2-kinase/
fructose-2,6-bisphosphatase 3 (PFKFB3) and upregulate glucose-6-phosphate 
dehydrogenase (G6PD) that redirect glycolytic flux toward the pentose phosphate 
pathway. These T cells synthesize significantly less ATP from glucose than T cells 
from age-matched controls. Instead, they accumulate NADPH produced through 
the pentose phosphate pathway and have diminished ROS levels. This reductive 
potential hinders activation of ataxia telangiectasia mutated (ATM), which in turn 
biases CD4 T cell differentiation toward Th1 and Th17 cells [123, 124]. The find-
ings of these studies suggest that addressing deficient ATP levels and redox homeo-
stasis could be a therapeutic strategy against RA. Moreover, the possibility exists 
that the as of yet unknown mechanism of differential PFKFB3 and G6PD expres-
sion precedes the clinical manifestation of RA. If this were the case, screening for 
such mechanism could represent a strategy to identify preclinical RA [125]. This 
could then be useful to identify and treat those individuals with an early autoim-
mune response before additional risk factors trigger overt clinical arthritis [5].

Bioenergetics-related targets (and biomarkers) in RA could also be identified in 
prospective cohort studies with homogeneous groups of patients stratified by  disease 
stage or type of treatment received. In vitro assays could be run in whole blood or 
isolated blood leukocytes under basal conditions and after activation with LPS or 
anti-CD3 to determine basic metabolic parameters such as oxygen consumption 
rate, acidification rate (a readout for glycolysis), mitochondrial membrane potential, 
reactive oxygen species levels, and neutral lipid content. Availability of fluorescent 
dyes that measure these parameters can be multiplexed with multicolor flow cytom-
etry to interrogate different leukocyte subsets. This information could be later inte-
grated with other known biomarkers and data from proteomics, metabolomics, and 
lipidomics studies of serum or tissue samples. Results obtained in this way could be 
used as a basis for more detailed mechanistic studies performed in human cells and/
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or experimental disease models to reveal targets (and biomarkers) relevant to dis-
ease initiation or progression. Because cell metabolism depends on the substrate(s) 
available in the medium in which cells are maintained, it is important that in vitro 
assays are performed under pertinent culture conditions. Thus, a culture medium 
whose composition correlates quantitatively and qualitatively with the particular 
disease state should be considered. Results from metabolomic studies in RA can 
already provide some of this information. This approach could sieve out useful, 
relevant information from cell culture artifacts.

Redundant and compensatory molecular networks regulate inflammation, which 
suggests that targeting one cytokine only might not necessarily lead to significant 
health improvement, and thus engaging more than one target might be required [3, 
126]. Therapy combination of established disease-modifying antirheumatic drugs 
seems to be as effective as biological targeting a single molecule [127, 128]. At the 
same time, therapy combination could also translate into a lower benefit and risk 
balance due to potential safety issues. Considering that bioenergetics pathways 
underlie function, targeting metabolic pathways in immune cells could effectively 
modulate several downstream cytokines or other mediators in the same way that 
removing a hub can disrupt parts of or a whole network. On the other side, many, if 
not all, cell types in the body rely to a different extent on the same metabolic path-
ways that support pathological phenotypes in immune cells during chronic inflam-
mation. Therefore, attempts to modulate the bioenergetic state of immune cells to 
ameliorate inflammation will probably have to be cell specific so that undesirable 
side effects can be avoided.

In order to overcome this limitation, drugs modulating metabolic pathways could 
be packaged within carriers containing either antibodies, peptides, or polymers to 
specifically target cell subsets (reviewed in [129]). Liposomes or nanoparticles con-
taining drugs against key metabolic enzymes (e.g., dichloroacetate against PDH or 
the glucose inhibitor 2-DG) could be functionalized with an antibody against αVβ3 
that is selectively expressed in synovial macrophages [130]. This strategy has been 
applied in an experimental model of arthritis by encapsulating methotrexate in 
nanoparticles conjugated to the peptide arginine-glycine-aspartic acid (RGD), 
which targets αVβ3. These nanoparticles contain gold deposits that release heat and 
methotrexate with near-infrared excitation. In this way, drug can be delivered in a 
temporal and spatial specific fashion when near-infrared excitation is applied to 
inflamed joints [131]. It is conceivable that nanoparticles can also be coupled to 
antibodies to target specific cell types and that siRNAs can be used as cargo as well 
[132]. Similarly, drugs targeting bioenergetics pathways could be conjugated to 
antibodies or peptides for specific cell delivery [133]. Finally, another strategy for 
specific delivery could be to use a bispecific antibody to target metabolite transport-
ers on the one side (e.g., Slc7a5 or ASCT2 for glutamine or GLUT1/3 for glucose) 
and a specific cell marker on the other with the goal of decreasing metabolite uptake 
in specific cell subsets [134]. These approaches could of course be used to treat joint 
inflammation, but the exciting possibility exists to use these approaches in order to 
release therapeutic agents at the correct anatomical site (e.g., lymph node, lung, 
joint) and at the correct disease stage in order to limit disease progression.
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Because of their likely novel mechanism of action and selectivity for immune 
cells, the initial dose of drugs targeting bioenergetics pathways will have to be care-
fully evaluated before testing them in phase 1, first-in-man studies [135]. Preclinical 
safety data, which includes safety pharmacology and toxicology studies, will have 
to include in vitro studies with relevant human cell types or tissues. Additionally, 
immunodeficient mice engrafted with a functional human immune system, or 
humanized mouse strains [136], could be used to obtain safety (and efficacy) data of 
drug candidates targeting bioenergetics pathways. This can be useful not only 
because of the known differences between the human and the mouse immune sys-
tems but also because human target cells would then be investigated in a whole- 
body metabolic environment on which they depend to obtain substrates in order to 
function. This is particularly relevant considering the dyslipidemia that accompa-
nies RA and the role of lipid metabolism on T cell and macrophage function. In fact, 
a humanized mouse model of RA already exists [137], heralding a useful new 
approach for translational research in RA. After conversion of the no adverse event 
level (NOAEL) in the more sensitive animal species tested to the human equivalent 
dose, judicious assessment of preclinical safety data will help choose an appropriate 
safety factor to calculate the initial dose. Finally, once the initial dose is determined, 
a cautious and conservative clinical trial design with adequate intervals between 
dosing of subjects will have to be implemented.

2  Concluding Remarks

Underlying bioenergetic boundaries based on physicochemical principles define the 
constraints through which living systems have evolved and continue to evolve. These 
boundaries determine the biochemical space in which homeostasis operates to regu-
late physiological variables such as temperature, acidity, or cytokine production. Not 
surprisingly, diverse medical fields like rheumatology, cardiology, endocrinology, 
and infectious diseases start to converge on cell bioenergetics to understand disease 
pathogenesis and find cures against RA, cardiovascular disease, metabolic syn-
drome, and sepsis, respectively. All these medical conditions, which represent a 
pressing public health issue, share a common denominator: inflammation.

Research on immune cell metabolism and its relationship to immune function 
began decades ago. Back then, research on this topic did not gain enough momentum 
so that the knowledge it generated was not translated into clinical application. Today, 
renewed interest on immune cell bioenergetics comes at a time when advances in 
technology allow for simpler, comprehensive, and affordable ways to measure meta-
bolic function of immune cells. Translational, multidisciplinary research should be 
able to bring this body of knowledge into the drug development process and eventu-
ally into therapeutic reality against chronic inflammation and RA.
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1  Introduction

The microbial communities that live in and on our bodies play complex roles in 
maintaining our health and in causing disease. The recent application of high- 
throughput DNA sequencing to examine these communities, both in terms of spe-
cies present and in their activities, has proven to be a very powerful tool for 
examining the influences of microbes on human health. Whilst we are only just 
beginning to understand the role of our microbial ‘second’ genome, what is clear is 
that certain shifts and alterations in our microbiome are associated with, and may 
ultimately cause or cure, disease. The interaction between human host and microbes 
is multifaceted, however, and such interactions must therefore be examined in over-
all context of disease, diet, medications as well as underlying host genetics.

Bacteria inhabit all parts of the human body including our skin, our mouths and the 
intestinal and reproductive tracts [1]. It has long been suspected that microbiome 
interactions with the host can influence or directly cause disease, and recent research 
has shown the considerable extent of such microbial influence. For example, altera-
tions in microbial communities and their function have been linked to a variety condi-
tions: from inflammatory bowel disease (IBD) and heart disease to colon cancer and 
obesity [2–5]. In addition, the manner in which we enter this world appears to shape 
our microbial population. Thus, whether we are born by vaginal delivery or caesarean 
section may alter our propensity to develop chronic diseases such as obesity, allergies 
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and asthma [6–9]. However, for reasons outlined below, the microbes that live in our 
intestinal tract have drawn the most interest and research to date [1, 3, 10, 11].

It has been estimated that roughly 30 % of all the microbes living in and on our 
body inhabit in our intestinal tract. Given that the gut is the primary site for interac-
tion between these microorganisms and the immune system [12, 13], elucidating the 
role of the intestinal microbiome in immune-mediated diseases is important for 
understanding disease pathogenesis but also as an avenue for potential therapies. Of 
particular interest is the role the intestinal microbiome plays in metabolism, patho-
gen resistance as well as the body’s immune response and role in driving immune- 
mediated diseases.

Understanding how the intestinal microbiome is assembled and maintained is 
becoming increasingly relevant. To date, only a handful of studies have examined 
the composition, diversity and function of the human gut microbiome and its impact 
on our overall health. Recent studies in humans and mice have shown that changes 
in intestinal microbes can lead to changes in metabolism and obesity [3, 14, 15]. 
Changes in the composition and metabolic capacity of the intestinal microbiome 
can also influence the development of autoimmune disease. For example, the pro-
duction of immunomodulatory products, such as short chain fatty acids, is altered 
and this affects the immune system and inflammation [16, 17]. This illustrates that 
our smallest inhabitants can have large impacts on our health.

2  The Intestinal Microbiome Is a Dynamic and Responsive 
System

The gastrointestinal tract is heavily populated with microbes and is the primary site 
for interaction between these microorganisms and the immune system [12, 13]. 
Microbes and humans have evolved over time to live in symbiosis with each other. 
Many of these diverse communities carry out specific tasks that benefit the host, as 
well as the microbial communities. A delicate balancing act exists between host 
and the intestinal microbiome. It is well documented that changes in the microbial 
composition, particularly by a pathogen, elicit an innate immune response [18]. 
However, it is still unknown if dysbiosis in the intestinal microflora has the capacity 
to illicit the same response as an infection as the gut attempts to defend itself and 
restore homeostasis [19]. Homeostasis of the normal flora in the gut microbiome is 
essential, and both the bacteria that inhabit the gut and the human immune system 
have developed strategies to regulate and vigorously protect this delicate balance.

The resident intestinal microbes have been shown to sculpt host immune systems 
from an early age [20, 21]. It follows that microbiome maintenance and the preser-
vation/return of homeostasis are being increasingly accepted as vital for intestinal 
and overall health [22] and that dysregulation of intestinal microbial homeostasis 
may play a role in autoimmunity pathogenesis. Bacteria inhabiting the intestine 
have several techniques to maintain homeostasis including competitive exclusion, 
biosurfactant production and modulation of tight junctions [23].
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The human body has a number of physiological processes that respond to a dis-
ruption in gut homeostasis or to a bacterial insult. If a pathogen is detected by 
antigen- presenting cells (APC), such as a dendritic cell, naïve T cells are then acti-
vated and recruited to the area. IL-17 secreting Th17 cells are sequestered to induce 
epithelial cells to recruit neutrophils to neutralise the disruption, and IL-22 is 
secreted to promote epithelial repair and induce the secretion of antibacterial pro-
teins [24]. The epithelial cells lining the intestine can also respond to a disturbance 
or insult and attempt to restore homeostasis by secreting a range of soluble factors 
such as mucins and antimicrobial peptides (AMPs) that aim to prevent the invasion 
of microbes into the intestinal crypt [25–28]. The physiological processes required 
for maintaining intestinal homeostasis and the microbiome are reviewed below.

3  The Physical Barrier

The human gastrointestinal tract is lined with a single layer of intestinal epithelial 
cells (IECs) that form a physical barrier between the intestinal lumen and the next 
tissue layer, the lamina propria. The interaction between IECs, intestinal microbes 
and the local immune cells is integral to intestinal homeostasis. However, these 
interactions have also been shown to contribute to disease pathogenesis [29, 30]. 
IECs secrete soluble factors such as mucins and AMPs that are critical to intestinal 
homeostasis and microbial community balance [26–28]. The mucus which lines the 
gastrointestinal tract provides both a physical barrier protecting the underlying tis-
sue and a key immunological role in educating antigen-presenting cells such as 
dendritic cells (DC, discussed below) to develop tolerance towards food and com-
mensal antigens [31]. Depletion of the mucus layer, the thickness of which is influ-
enced by bacteria, cytokines, genetic factors and antibiotics and other medicinals, 
can lead to an inflammatory bowel disease (IBD)-like phenotype and endoplasmic 
reticulum stress, potentially driving production of the cytokine IL-23 [32]. IL-23 
excess alone is sufficient to induce the inflammatory disease spondylarthritis in 
mice [33], and genetic evidence indicates that IL-23 plays a key role in the develop-
ment of spondylarthritis in humans (further evidence for the role of is reviewed in 
the section “The Microbiome in Immune-Mediated Disease”).

The cell-to-cell junctions between IECs constantly open and close in response to 
a number of stimuli including diet, neural signals, mast cell productions as well as 
a variety of cellular pathways, all of which can be exploited by microbial as well as 
viral pathogens [34–37]. In IBD and celiac disease, epithelial tight junctions are 
known to be dysregulated, which causes increased permeability between IECs and 
results in a ‘leaky gut’ [38, 39]. Whilst the causes and ramifications of a ‘leaky gut’ 
in the context of disease are still under investigation, it has been suggested that an 
increase in intestinal permeability may lead to bacteria, either pathogens or normal 
resident bacteria, entering from the lumen and triggering an inflammatory immune 
response [38, 40]. Intestinal permeability in AS patients has always been considered 
a side effect due to the long-term use of non-steroidal anti-inflammatory drugs 
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(NSAIDs) [41]. However, studies examining first-degree relatives of AS patients 
showed they also have increased gut permeability, suggesting that there may be an 
underlying genetic process operating in the gut [42, 43].

4  Innate Immunity

The intestinal lamina propria is densely populated by dendritic cells (DC), which 
sample and survey the environment, forming a widespread microbe-sensing net-
work. DC are able to recognise a broad repertoire of bacteria, sensing with receptors 
such as toll-like receptors (TLRs) and monitoring the bacteria on the mucosal sur-
face [44]. Intestinal DC coordinate the production of intestinal-specific IgA in order 
to restrict bacterial interaction with the intestinal epithelial cell surface [45]. 
Activated DC are also able to secrete a number of key cytokines and chemokines 
involved in inflammation and migration such as IL-23 and IL-6 [46].

Macrophages are gastrointestinal sentinels patrolling in high numbers and fre-
quently coming in contact with ‘stray’ bacteria (commensal and otherwise) that 
have breached the epithelial cell barrier. Circulating macrophages phagocytose and 
kill such bacteria using mechanisms that include production of antimicrobial pro-
teins and reactive oxygen species [47]. However, intestinal macrophages have sev-
eral unique characteristics including the expression of the anti-inflammatory 
cytokine IL-10, both constitutively and after bacterial stimulation [48, 49]. The loss- 
of- function mutations in IL10R, leading to early-onset IBD, highlight the impor-
tance of this pathway [50] and demonstrate that common variants in IL10 are 
associated with IBD [51, 52].

5  Adaptive Immunity

5.1  IL-23-Responsive Cells

IL-23 is a crucial cytokine in the development of cells that secrete IL-17 and IL-22. 
IL-23 signals through a receptor consisting of the specific IL-23 receptor (IL-23R) 
subunit and IL-12Rβ1, also shared with IL-12R [53]. Loss-of-function polymor-
phisms in IL23R, as well as other genes in the pathway, are associated with protec-
tion from AS [54], psoriasis [55], IBD [56] and Behcet’s disease [57] amongst 
other conditions. IL-23-, IL-17- and IL-22-producing cells have been shown to be 
enriched in the intestinal mucosa [33], with IL-17 and IL-22 known to be key regu-
lators of homeostasis and intestinal ‘health’. IL-17 and IL-22 work in concert to 
maintain intestinal homoeostasis by maintaining epithelial barrier tight junctions 
[58] and inducing antimicrobial proteins such as β-defensins and REG proteins 
[59]. In the gut, innate-like immune cells act as sentinels, responding very rapidly 
to alterations to the microbial composition of the gut, within 4–8 h, with rapid 
secretion of IL-17 [60–62]. The IL-22-IL-22R pathway contributes to the 
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regulation of inflammation and tissue repair. IL-22 is expressed by innate and 
adaptive cells and seems to act almost exclusively on non-haematopoietic cells, 
with basal IL-22R expression in the skin, pancreas, intestine, liver, lung and kidney 
[63]. IL-22 can act synergistically with IL-17A, IL-17F or tumour necrosis factor 
(TNF) to promote the expression of many of the genes that encode molecules 
involved in host defence in the skin, airway or intestine. This demonstrates the 
functional importance of IL-22 in promoting barrier immunity and mucosal integ-
rity. This rapid reaction to pathogens also includes secreting factors that recruit 
large numbers of neutrophils through increasing the activity of IL-1, IL-6 and 
tumour necrosis factor (TNF). These factors promote tissue infiltration, which, in 
turn, is critical for rapid and effective control of bacterial and fungal pathogens 
[64]. Key immune cells in this process include γδ T cells, natural killer T (NKT) 
cells, mucosal-associated invariant T (MAIT) cells and lymphoid tissue inducer 
(LTi)-like cells.

5.2  γδ T Cells

Large numbers of γδ T cells reside in epithelial surfaces such as the gut and skin, 
where they can account for almost half of T cells. γδ T cells are interesting in that 
they posses aspects of the innate and adaptive immune system, making them ideal to 
respond to alterations in the intestines. They express an antigen-specific T cell recep-
tor (TCR), as well as many properties of cells of the innate immune system including 
expression of major innate immunity receptors such as TLRs [65] and dectin-1 [66], 
which recognises microbial peptides. γδ T cells are potent inflammatory cytokine 
producers including IFN-γ, TNF-α and IL-17 [62, 67]. γδ T cells are known to be 
pathogenic in the collagen-induced arthritis model [68] and mouse models of colitis 
[69]. It has also been reported that IL-17-secreting γδ T cells are enriched and pos-
sibly pathogenic in patients with AS [70]. Taken together, this supports a role for γδ 
T cells in early responses to alterations in the intestinal microbiome.

5.3  Natural Killer T Cells

Natural killer T (NKT) cells are rapid responders to antigenic stimuli and are capa-
ble of producing a range of immunoregulatory cytokines after recognising glyco-
lipid structures presented to them by the nonclassical antigen-presenting molecule 
CD1d [71–74]. Within the intestinal tract, NKT cells convey protection in Th1- 
mediated models of inflammatory bowel disease but pathogenic in Th2 models [75, 
76]. Stimulation of NKT cells with microbial products has been shown to shape the 
NKT cell phenotype as well as their functional maturation [77]. A protective role for 
NKT cells have has been described in models of arthritis [78] and spondyloarthrop-
athy [79, 80]; their functional maturation in the gut provides evidence for a role for 
mucosal T cell priming in inflammatory joint disease.
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5.4  Mucosal-Associated Invariant T Cells

Mucosal-associated invariant T (MAIT) cells are innate-like T cells found in the 
intestinal tract, liver and blood and are known to secrete inflammatory cytokines in 
response to antigenic stimulation, such as IL-17 and IFN-γ [81–83]. MAIT cells 
have an invariant T cell receptor (Vα7.2 in humans) that recognises antigen pre-
sented by the nonclassical MHC-like molecule, MR1 [84]. MAIT cells display a 
memory phenotype in the blood [83], expressing the transcription factor ZBTB16 
[85], which facilitates the rapid secretion of cytokines in response to antigenic stim-
uli. Furthermore, they express high levels of IL-23R [86]. MAIT cells respond to a 
broad range of microbial stimuli, including bacteria and yeasts [81, 82]. Whilst the 
exact role of MAIT cells in mucosal barrier homeostasis is unknown, the acquisition 
of phenotypic markers of memory coupled with the demonstrated expansion of 
MAIT cells in utero demonstrates the interaction of the immune system with devel-
oping commensal microflora [87, 88].

5.5  Lymphoid Tissue Inducer-Like Cells

Lymphoid tissue inducer (LTi)-like cells are that reside in multiple sites of the 
human body including the intestinal lamina propria, lymph nodes and spleen. LTi- 
like cells express several features of IL-17-secreting cells including the expression 
of IL-23R, RORγt, AHR and CCR6 [60, 89]. Intestinal LTi cells are a heteroge-
neous population of innate lymphoid cells (ILC) with or without CD4 expression 
[90]. A common characteristic of ILCs is the expression RORγt, a transcription 
factor important for the development of these cells. ILCs have been linked to gut 
inflammation through colitis models where IL-23-responsive ILCs secrete IL-17, 
IL-22 and IFN-γ and promote intestinal inflammation [91]. RORγt-expressing ILCs 
are abundant in the intestinal lamina propria and produce IL-17 and/or IL-22 in 
order to preserve mucosal integrity against extracellular pathogens. These NKp46+ 
ILCs have been found to be critical for host defence against pathogens such as 
Citrobacter rodentium infection through secretion of IL-22 [89, 92].

6  Interaction Between Intestinal Microbes and the Immune 
System

There is strong evidence from murine studies to indicate that interaction between 
the gut microbiome and the host determines the overall level of activation of immune 
cells producing cytokines. Segmented filamentous bacteria (SFB) are commensal 
bacteria that induce IL-17 secretion. Mice that lacked SFB had low levels of intes-
tinal IL-17 and were more susceptible to infection with pathogenic Citrobacter spp. 
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[20, 93]. When SFB were reintroduced to these mice, the number of gut-resident 
IL-17-producing cells increased and provided resistance to infection. This was 
through the induction of specific epithelia cell-specific genes, as well as host inflam-
matory response genes, which were found to be upregulated by the bacteria, which 
lead to an inflammatory environment and a reduction of tolerance [20, 94]. 
Lachnospiraceae, Ruminococcaceae and Prevotellaceae are families of bacteria that 
have been observed in IBD gut microbiomes and are strongly associated with colitis 
and Crohn’s disease (CD) [95–97], with Prevotellaceae especially known to elicit a 
strong inflammatory response in the gut [97]. The demonstration that bacteria can 
directly influence the host response highlights the effect commensal bacteria have 
on the immune response and their role in inflammation. Conversely, members of the 
gut microbiota, such as Clostridium, have been found to play a protective role by 
inducing T regulatory cells (Tregs) in the colonic mucosa. Tregs are an important 
counterbalance in the immune system and promote homeostasis. It was found that a 
specific mix of cluster IV and XIVa of Clostridium was sufficient to promote Treg 
accumulation in the colon [98].

7  Defining the ‘Normal’ Microbiome

Given the dynamic and responsive nature of the intestinal microbiome [99, 100], 
understanding how the intestinal microbiome is assembled and maintained is 
becoming increasingly relevant not only for general health but also potentially for 
the treatment of complex chronic diseases. In recent years, only a handful of studies 
have examined the composition, diversity and function of the human gut microbi-
ome. The most recent was the National Institutes of Health lead Human Microbiome 
Project [10, 101, 102].

The Human Microbiome Project was the first study to identify and catalogue 
microbiomes throughout the whole body, rather than focusing on specific body 
sites. The body sites of interest were the mouth, skin, stool and vaginal tract. 
Samples were collected on multiple occasions with the aim of investigating 
within- subject variation, between-subject variation as well as microbiome varia-
tion over time. A total of 4,788 specimens were sequenced with females sampled 
from 18 different habitats and males from 15 habitats [103]. Diversity and abun-
dance of each habitat’s signature microbes were found to vary greatly amongst 
the healthy subjects, with strong niche specialisation found both within and 
between individuals, demonstrating the dynamic nature of the microbiome [99, 
103–105]. Metagenomic metabolic pathways were found to be stable amongst 
individuals, despite the variation seen within community structure, suggesting the 
presence of a ‘core microbiome’ or a ‘core metabolic microbiome’ in an adaptive 
landscape. When clinical metadata was available, ethnic background proved to be 
one of the strongest predictors of both pathways and microbes. This suggests that, 
unsurprisingly, environmental factors such as diet, location/region and host genet-
ics play a role in sculpting the microbiome. This is relevant to defining a ‘normal’ 
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microbiome, which is likely to be context specific, and may be better defined 
metabolically than phylogenetically.

8  Interaction Between Host Genetics and the Intestinal 
Microbiome

The main tool used to investigate the microbiome is the sequencing of the universal 
bacterial marker gene encoding the 16S ribosomal RNA (rRNA) [106]. The 16S 
rRNA gene is found in all bacteria and Archaea, and sequence divergence between 
microbial and eukaryotic ribosomal RNA genes allows bacterial profiling even when 
samples are contaminated with host DNA [106]. 16S rRNA sequences are used to 
differentiate between organisms across all major phyla of bacteria and to classify 
strains down to species level [106]. 16S taxonomy has drastically changed our 
understanding of the microbes that live in and on our body, revealing what microbes 
are present in a community and how the communities compare. It does not, however, 
directly characterise the metabolic capacity of the community [107]. To further 
examine the interaction between host and microbiome, dissecting the interaction 
and reaction between host and microbiome transcription is key [108, 109].

Metagenomic analyses of the human intestine have previously identified that 
genes and pathways involved in the transport and metabolism of simple carbohy-
drate substrates are enriched in the intestine microbiome [3, 107, 110] and that alter-
ations in these pathways have been linked with obesity, suggesting their importance 
for the appropriate functioning of this microbial ecosystem. However, elucidation of 
the specific activity and metabolic role of individual microbial members within the 
intestinal microbiome is still limited. Many of the microbial transcriptomic studies 
have examined stool [3, 107, 110], as the use of intestinal biopsies is still technically 
very challenging due to the shear amount of human material in samples. Examining 
host transcriptomics in the gut in combination with microbial transcriptions will 
further our understanding into how host genetics influences intestinal microbial 
community composition and function [111] and how this contributes to disease. 
These studies further define the range of structural and functional configurations that 
are present in normal microbial communities in a healthy population [10, 103].

9  The Microbiome in Immune-Mediated Disease

9.1  Ankylosing Spondylitis

The involvement of the intestinal microbiome has been suspected as playing a role 
in the pathogenesis of AS, although a definite link has yet to be established [112, 
113]. To date, only a few studies have directly examined this hypothesis by com-
munity profiling the microbiome in either tissue or stool samples of patients with 
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AS. One early study using denaturing gradient gel electrophoresis to profile the 
microbiome using faecal samples found no differences between AS cases and 
healthy controls [112]. However, microbial community profiling using next- 
generation 16S rRNA sequencing of terminal ileal (TI) biopsies from AS cases and 
healthy controls demonstrates an association between intestinal dysbiosis AS [114]. 
It was found the intestinal microbial communities of AS patients differed signifi-
cantly (P < 0.001) from those of healthy controls, driven by higher abundance of five 
families of bacteria Lachnospiraceae (P = 0.001), Ruminococcaceae (P = 0.012), 
Rikenellaceae (P = 0.004), Porphyromonadaceae (P = 0.001) and Bacteroidaceae 
(P = 0.001) and decreases in abundance of two families Veillonellaceae (P = 0.01) 
and Prevotellaceae (P = 0.004) [114]. Interestingly, an overall increase in microbial 
diversity was observed in AS patients, in contrast to the findings in IBD discussed 
below, without an overall change in microbial load. This indicates that the microbial 
dysbiosis seen in the AS intestinal microbiome is not due to an overgrowth or domi-
nance of specific bacteria. Further investigations showed that correlations between 
these aforementioned families of bacteria were found to sculpt the AS microbial 
signature. These families of bacteria are also found to be present in all of the AS 
samples studied.

A number of antibody studies have proposed an increased carriage of Klebsiella 
species in AS patients; however, this has not been universally supported [113]. In 
the sequencing study of AS TI samples by Costello et al. [114], there was no asso-
ciation observed between Klebsiella or any other members of the Enterobacteriaceae 
family of bacteria, to which Klebsiella belongs [114]. This casts further doubt on 
the role of Klebsiella in AS pathogenesis.

Interestingly, increases in Prevotellaceae and decreases in Rikenellaceae have 
also recently been reported in the intestinal microbiome in the HLA-B27 transgenic 
rat model of SpA [115]. Increased levels of B. vulgatus have linked to colitis in the 
HLA-B27/β2 microglobulin transgenic rats. Studies have shown that when germ-free 
HLA-B27/β2 microglobulin transgenic rats were colonised with an intestinal bacte-
rial cocktail containing B. vulgatus, the rats developed more severe colitis [116]. 
Additionally in BALB/c ZAP-70W163C-mutant (SKG) mice, the interaction between 
immunogenetic background and host microbiome has been demonstrated to influ-
ence SpA and Crohn’s-like disease outcomes. Both animal models suggest that 
underlying host genetics may play a role in sculpting the gut microbiome and dis-
ease progression and/or severity [117].

9.2  Rheumatoid Arthritis

Rheumatoid arthritis (RA) is the only inflammatory arthritis for which modern 
metagenomic studies have been reported. Community profiling studies of RA 
patients’ intestinal microbiome revealed differences in the composition of microbi-
ome in RA patients when compared to healthy controls. This included an observed 
lower abundance of Bifidobacterium and Bacteroides bacteria observed in the RA 

The Intestinal Microbiome, the Immune System and Spondyloarthropathy



154

cases [118, 119]. However, these studies were undertaken using faecal samples and 
not intestinal biopsies, possibly influencing the populations and the proportions 
observed [4, 120]. It is not just the intestinal microbiome that has an implicated in 
RA pathogenesis. There is microbial profiling data that suggests that the oral micro-
biome, specifically a periodontal infection with the common pathogen 
Porphyromonas gingivalis, may be important in RA pathogenesis. P. gingivalis, 
which has also been identified in synovial fluids of RA patients [121], has the ability 
to citrullinate host peptides (in common with smoking), which subsequently gener-
ates autoantigens that drive autoimmunity in RA [122].

9.3  Inflammatory Bowel Disease

Several lines of evidence indicate that the gut microbiome plays an important role 
in IBD, including the association of genes involved in mucosal immunity with IBD 
(such as CARD15, CARD9, IL23R and ATG16L1), the therapeutic effect of antibiot-
ics on the condition and the beneficial effect of faecal stream diversion in 
CD. Previous studies of human IBD have been undertaken using standard culture 
techniques [123] or molecular analysis [124, 125]. These studies noted alterations 
in intestinal microbiota when compared to non-IBD patients, a finding recently con-
firmed using 16S rRNA sequencing of intestinal biopsies [126]. A recent study 
examined the intestinal microbiome in treatment naïve new-onset CD [4]. 16S com-
munity profiling intestinal and faecal samples showed that the signature comprised 
of an increased abundance in bacteria including Enterobacteriaceae, Pasteurellaceae, 
Veillonellaceae and Fusobacteriaceae and decreased in abundance of 
Erysipelotrichales, Bacteroidales and Clostridiales and correlate strongly with dis-
ease status [4].

As well as specific bacteria triggering disease, it has also been speculated that 
antimicrobial reactivity can develop during intestinal inflammation. There have 
been a number of antibodies described over the years that have shown to have 
 clinical significance in IBD. These include anti-Saccharomyces cerevisiae antibod-
ies (ASCA), anti-I2 antibodies (which are associated with anti-Pseudomonas activ-
ity), perinuclear antineutrophil cytoplasmic antibodies (pANCA), anti-Escherichia 
coli outer membrane porin C (anti-OmpC) antibodies, and anti-flagellin antibodies 
(anti-CBir1) [127, 128]. Given the overlap between IBD and AS, the prevalence of 
several of the above antimicrobial antibodies was examined in the serum of 80 AS 
patients and healthy controls [129]. There was no difference detected in the number 
of antibody positive results between AS patients and healthy controls; however, 
elevated levels of anti-I2 and ASCA antibodies were detected in AS patients. A 
recent study has shown anti-CBir1 antibodies are elevated in patients with AS with 
IBD compared to patients who only have AS [130]. Moreover, patients with AS 
had increased levels of anti-CBir1 antibodies when compared to healthy controls. 
This data suggests that AS patients may have increased exposure of the immune 
system to commensal bacteria, causing the antibody production. Increased levels of 
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anti- CBir1 antibody in AS patients, compared to healthy controls, could be 
accounted for, at least in part, by microscopic gut inflammation even in the absence 
of clinical gastrointestinal symptoms [131].

10  Psoriasis and Psoriatic Arthritis

Other SpA-related conditions where the microbiome is thought to play a significant 
role are psoriatic arthritis (PsA) and psoriasis (Ps). Historically, it has been sug-
gested that throat infections, particularly streptococcal infection, trigger psoriasis in 
a genetically susceptible individual [132]. Recent microbiome profiling studies sug-
gest significant differences between the cutaneous microbiota of psoriasis cases and 
controls. Patients who had psoriasis were found to have decreased levels of 
Staphylococci and Propionibacteria in affected skin sites [133]. However, it is not 
just the skin microbiota that have been found to differ between cases and controls. 
16S rRNA community profiling studies of the intestinal microbiota in patients with 
both PsA and Ps showed the intestinal communities to be less diverse with a relative 
decrease in abundance of Coprococcus species, when compared to healthy controls. 
PsA patients were further characterised by a significant reduction in Akkermansia, 
Ruminococcus and Pseudobutyrivibrio, which is not too dissimilar to microbiome 
profiles previously described in IBD [134].

11  Disentangling Cause and Consequence

Studies in both humans and mice suggest that common aspects of a modern Western 
lifestyle, including antibiotic use [135, 136], high-fat and fibre-poor diets [14–16], 
can persistently alter commensal microbial communities. In turn, these microbial 
disturbances may increase susceptibility to pathogens [137], obesity [3, 14, 138] 
and autoimmune disease [139–141]. This makes dissecting cause and effect chal-
lenging, given normal variation over time and the significant environmental factors 
that can shape the microbiome.

The successful use of the gut microbiome as a biomarker and/or therapeutic tar-
get requires a more detailed understanding of factors that shape the community 
composition (such as age, diet, geographical location, gender) as well as underlying 
host genetics. Investigations to date have largely focused on the bacterial composi-
tion of the microbiome, and so relatively little is known about the viruses and fungi 
that also inhabit the gut. Despite the considerable limitations in sequencing and 
functional annotation of the eukaryotic viruses present in the gastrointestinal tract, 
recent deep-sequencing efforts have revealed the existence of a complex enteric 
virome [142, 143]. Much further research along these lines is required to improve 
our knowledge of the intestinal microbiome as well as microbiome host interactions 
critical for overall health.
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12  Treating and Detecting Disease Through the Microbiome

The intestinal microbiome is a dynamic responsive ecosystem [99, 104, 105]. 
Remarkably, although the microbiome shifts and responds with daily living [99], 
the overall composition remains reasonably stable for months and possibly even 
years [104, 144]. By better understanding the boundaries of ‘normal’, this helps us 
to identify a dysbiotic microbiome and, more importantly, the bacteria that help 
maintain it and which cause disease. However, the majority of our understanding of 
intestinal microbiome composition and stability to date is based on stool studies 
from single points in time, not mucosal biopsies or longitudinal studies [3, 15, 103, 
104, 144–146]. Although stool is an easily accessible sample, it does not inform us 
about what is happening in intestinal mucosal environment and the sites of 
inflammation.

There have been a several studies demonstrating that the microbiome profiles 
differ greatly between stool and mucosal biopsy, possibly skewing our understand-
ing [4, 115, 120]. This distinction becomes integral given that intestinal microbi-
ome modulation is increasingly looked at as a target for novel therapies such as 
faecal microbiota transplants (FMT). These novel therapies are being increasingly 
used as a final line of treatment for patients suffering with chronic and recurrent 
Clostridium difficile infections (CDI) where conventional front line treatments 
have failed. Once in a fringe and highly experiment treatment, the number and 
frequency of FMT are on the rise [147]. In response, biobanks for stool have been 
created at Massachusetts General Hospital in Boston and Emory University 
Hospital in Atlanta, where ‘healthy’ stool is screened and stored for medical use in 
approved cases [148]. Non- randomised studies of CDI patients treated with either 
antibiotics only or FMT showed a remarkable success rate of about 90 % [149–
151]. To date the majority of testimonials regarding FMT outcomes are positive 
although there are still many unknowns. Outside of C. difficile treatment, there are 
no published clinical trials for many conditions that FMT is being proposed such 
as AS, IBD, irritable bowel syndrome, Crohn’s disease and even multiple sclero-
sis. Screening of the donor faeces is currently not standardised and can be rudi-
mentary. Humans carry different combinations of bacteria, viruses and parasites at 
any given moment in time [103]. Whilst the particular microbial composition that 
has evolved in one person may not be harmful, transplanting it into another person 
with a different genetic make-up may also transplant potentially pathogenic 
microbes or combinations of microbes causing unexpected outcomes. One exam-
ple of this is a reported case where a patient with CDI underwent a successful 
FMT; however, post transplant, the patient developed new-onset obesity [152]. In 
this particular case, the faecal material for transplant was provided by an otherwise 
healthy but overweight donor; and these transplanted microbes may have led to an 
unintentional and rapid weight gain [152]. This effect has also been document in 
mouse studies where microbiomes from obese mice, when transplanted into a lean 
host, can cause obesity [14]. This highlights the need for long-term safety data for 
FMT recipients [153]. Given the increasing evidence that the gut microbiome 
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plays a role in metabolic diseases (such as obesity) and immune-mediated diseases 
at the least, it needs to be established whether FMT may inadvertently induce 
other diseases.

The importance of underlying host genetics in community composition [108, 
109] raises some important questions when considering new procedures aimed at 
modifying microbiomes. If underlying host genetics influences the structure and 
composition of the intestinal microbiome, would microbiome modulation through 
diet changes or FMT in complex genetic diseases be successful long term? In dis-
eases such as AS and IBD, the expectation is that since the microbiome influences 
the immune system, transplanting with a healthy intestinal flora would lead to a less 
inflammatory intestinal environment reducing gut disease. This would hopefully 
improve gastrointestinal symptoms and maybe even disease. The caveat here is that 
many genes associated with AS and IBD are involved in microbial sensing and pro-
cessing, as well as mucosal immunology. The concern is that underlying host genet-
ics may eventually override the transplant.

The pursuit to understand the pathogenesis of spondylarthritis and thereby 
enabling accurate, early diagnosis and effective treatment requires better under-
standing of how underlying host genetics influences the immune system and the 
intestinal microbiome. What is clear is the need to move away from generalised 
treatment approaches and more towards individually tailored solutions. Potentially, 
16S microbial profiling of samples, tissue or stool, either alone or in combination 
with genetic tests, may lead to early identification of individuals at high risk of 
developing spondylarthritis. Further, such technology may lead to subsequent moni-
toring and preventative intervention regimes that can be individually tailored to the 
patient.
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1  Biology of Stem Cells and History of Stem Cell Therapy

Stem cell therapy is one of the most fascinating areas in modern medicine. Stem 
cells are different from other cells in that (a) they are undifferentiated, (b) they can 
divide for long periods, and (c) they are capable of becoming specialized cell types. 
These unique characteristics have generated significant excitement in the scientific 
community to examine the biology underlying their distinct characteristics and 
more importantly, their application for cell-based therapy.

Three primary categories of stem cells exist: embryonic stem cells (ESC), adult 
stem cells (ASC), and induced pluripotent stem cells (iPSC) (Table 1). ESC are 
derived from the blastocysts during embryo development. ESC are pluripotent 
because they have the potential to self-renew and also to differentiate into any cell 
type. In the laboratory, ESC lines can remain undifferentiated under specific condi-
tions. Undifferentiated ESC can directly undergo differentiation into specific func-
tional cell types. It is envisioned that differentiated ESC can be used to cure diseases. 
Examples of clinical applications of ESC include diabetes, heart diseases, traumatic 
spinal cord injury, muscular dystrophy, and hearing and vision loss. iPSC are adult 
cells that have been genetically reprogrammed to dedifferentiate into behaving like 
ESC. Mouse iPSC were first reported in 2006 [1], and soon after, the first human 
iPSC were successfully generated in 2007 [2].

Research on ASC can be traced back to the 1950s when two kinds of stem cells 
were discovered in the bone marrow. The first one being hematopoietic stem cells 
(HSC) and the other being bone marrow stromal cells, which are also known as 
mesenchymal stem cells (MSC). Since then, ASC have been identified in many 
organs and tissues, including brain, bone marrow, peripheral blood, blood vessels, 
skeletal muscle, skin, teeth, heart, gut, liver, ovarian epithelium, and testis. HSC can 
differentiate into all blood cell lineages such as red blood cells, B lymphocytes, T 
lymphocytes, natural killer cells, neutrophils, basophils, eosinophils, monocytes, 
and macrophages [3]. MSC are multipotent and can give rise to a variety of cell 
types such as bone cells (osteoblasts and osteocytes), cartilage cells (chondrocytes), 
fat cells (adipocytes), and stromal cells.

The potential applications of stem cells in clinical medicine are enormous. The 
unique property that allows stem cells to differentiate into specific cell types offers 
the possibility of a renewable source of replacement cells and tissues in cell-based 
therapy. Indeed, over 40 years ago, HSC transfer was initially conducted in the form 
of bone marrow transplantation with successful allogeneic transplantations per-
formed for an infant with X-linked lymphopenic immune deficiency [4]. Stem cell 
therapy generated great enthusiasm in the 1980s as a targeted and permanent treat-
ment for many previously incurable autoimmune disorders. In 1986, Jacobs et al. 
reported that allogeneic HSC transplant in a patient with drug-induced aplastic 
 anemia and severe rheumatoid arthritis not only reversed the hematological abnor-
mality but also simultaneously resulted in a 2-year period of relief from joint pain 
[5]. HSC therapy also resulted in significant clinical improvements in other autoim-
mune diseases [6–10]. In 1996, the First International Symposium on HSC Therapy 
in autoimmune rheumatic diseases (ARD) was convened in Basel, which led to the 
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development of the first consensus guidelines for HSCT in autoimmunity 
 recommending standardized protocols and established the European Bone Marrow 
Transplant/European League Against Rheumatism (EBMT/EULAR) registry [11]. 
Since then, over 1,500 HSC transplants for ARD, including systemic sclerosis 
(SSc), rheumatoid arthritis (RA), systemic lupus erythematosus (SLE), Sjögren’s 
syndrome (SS), and juvenile idiopathic arthritis (JIA), have been registered [12]. 
Despite its promise of potential long-term benefit, acute toxicity such as infection 

Table 1 Comparison of three categories of stem cells and their clinical applications

Adult stem cells
Embryonic stem 
cells

Induced pluripotent 
stem cells

Source Various tissues and 
includes bone 
marrow, umbilical 
cord, and blood 
stem cells

Blastocysts 
from fertilized 
eggs

Viral or nonviral 
reprogramming of 
somatic cells

Potency Multipotent Pluripotent Pluripotent
Laboratory features 1. Finite – may not 

live long in culture. 
Difficult to obtain 
in large numbers

1. Immortal – 
endless division 
in culture 
without losing 
function

1. Immortal – endless 
division in culture 
without losing 
function

2. Less flexible – 
more difficult to 
reprogram to 
another tissue type

2. Plasticity – 
can be easily 
manipulated

2. Most difficult 
among these three to 
obtain or create

Immunogenic/rejection Low risk (but with 
possible second 
autoimmune 
disease 
development)

High risk Low risk

Ethical issues No serious ethical 
issues involved

Destruction of 
developing life

No serious ethical 
issues involved

Clinical research/application HSC therapy Diabetes, heart 
diseases, 
traumatic spinal 
cord injury, 
muscular 
dystrophy, 
hearing loss, 
and vision loss

Relative new to 
science  Systemic sclerosis

  Rheumatoid 
arthritis

  Systemic lupus
  Erythematosus
  Sjogren’s 

syndrome
  Juvenile idiopathic
  Arthritis
MSC therapy
  Multiple sclerosis
  Osteoarthritis
  Sjogren’s 

syndrome
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and bleeding during the aplastic period, complications due to opportunistic infec-
tions during the T-cell reconstitution phase, and the possibility of developing a sec-
ond autoimmune disease should be carefully considered [13, 14].

Multipotent MSC have recently gained significant attention in the treatment of 
ARD. MSC was initially isolated from guinea pig bone marrow as spindle-shaped 
cells with progenitor properties that adhered to plastic and formed fibroblast colo-
nies [15]. MSC are not truly pluripotent, and most MSC described to date are actu-
ally multipotent progenitors obtained from a wide range of tissues such as bone 
marrow, umbilical cord, placenta, cord blood, adipose tissue, synovium, and teeth. 
Human MSC are now phenotypically characterized as CD105+, CD73+ and CD90+, 
CD45−, CD34−, CD14− or CD11b−, CD79a− or CD19−, and negative for HLA class 
II molecules. Human MSC must also be plastic-adherent cells and have the ability 
to differentiate into osteoblasts, adipocytes, and chondroblasts [16]. However, these 
criteria are not unique because CD105, CD73, or CD90 is also expressed on other 
cell populations, while other cell markers are also expressed in MSC [17]. Moreover, 
there are various sources of MSC with differentiation potentials that are different 
from the criteria described above [18]. Essentially, MSC represent a heterogeneous 
progenitor cell population with immunomodulatory properties, which are able to 
suppress T- and B-cell proliferation, inhibit the differentiation of monocytes into 
immature dendritic cells, and affect the functions of NK cells [19, 20]. MSC express 
low levels of cell surface HLA class I molecules and are negative for HLA class II 
molecules. Meanwhile, MSC do not express co-stimulatory molecules CD80, 
CD86, or CD40. Hence, MSC can easily escape immune surveillance [21]. 
Biologically, the regenerative, immune privileged, immunomodulatory, and tissue- 
protective properties of MSC suggest that these cells are effective therapeutic 
reagents in human diseases [20–24].

Preclinical studies have demonstrated the therapeutic efficacy of MSC in various 
rheumatic autoimmune disorders in animal models including multiple sclerosis 
(MS) [25–27], osteoarthritis [28–31], rheumatoid arthritis (RA) [32–36], and 
Sjogren’s syndrome (SS) [37, 38]. The hallmark of the clinical application of MSC 
therapy was phase I study in which 23 patients experienced full remission after 
treatment of various hematological malignancies in 1995. Moreover, there were no 
adverse events after intravenous infusion of ex vivo expended bone marrow-derived 
MSC [39]. The first published report describing the application of MSC in therapeu-
tic intervention was on breast cancer patients receiving high-dose chemotherapy. 
This study showed that MSC therapy was safe and had the potential to enhance HSC 
engraftment [40]. Thereafter, animal studies, in vitro, and clinical studies on MSC 
have increased rapidly.

2  Clinical Studies on SCT for Common Rheumatic Diseases

SCT has been successfully applied in patients with ARD. Here we will review a few 
clinical trials in SSc, RA, inflammatory myopathies, primary systemic vasculitis 
(PSV), SS, and pediatric ARDs, such as JIA.
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2.1  Systemic Scleroderma (SSc)

SSc is a rare chronic systemic autoimmune disease with a prevalence rate of around 
5 per 100,000 and an incidence of 1 in 100,000. Based on epidemiological data, 
approximately 3.4 million individuals are affected globally. Despite advances in 
early diagnosis and appropriate therapy, the prognosis of SSc patients remains 
poor, and the disease is associated with a high mortality [41]. The amenable treat-
ment for SSc is immunosuppressive therapy. For example, the standard of regimens 
for interstitial lung disease (ILD) in SSc is CYC. Nevertheless, two randomized 
trials and meta-analyses showed no improvement in prognosis of SSc with CYC 
treatment [42].

In 1994, Ratanatharathorn et al. [43] reported the first successful HSC treat-
ment in SSc patients with untreatable pulmonary hypertension which led to the 
gradual acceptance of HSC therapy as an optional treatment regimen for severe 
SSc. Complete or partial remission was observed in small case series and non- 
randomized clinical trials of HSCT treatment for SSc patients, although there 
were high rates of transplant-related mortality (TRM) [44]. Data from a single-
center retrospective study of SSc patients who received auto-HSCT showed sig-
nificant skin and lung disease amelioration in 78.3 % of patients at 6 months, and 
91 % of patients achieved an overall good response. However, cardiac events 
result in 6 % TRM [45]. Another subsequent analysis of 57 SSc patients receiv-
ing HSCT from the EBMT/EULAR registry showed that sustained improvement 
in skin score and visceral organ functions was observed in two-thirds of the 
patients for up to 3 years after HSCT but with a TRM of 8.7 % [46]. TRM was 
reduced by pretransplant evaluation, early intervention, and the use of amenable 
conditioning regimen.

More recently, one phase II and two phase III randomized control trials were 
conducted to evaluate the efficacy, safety, and long-term side effects of auto-HSCT: 
the American Scleroderma Stem Cell Versus Immune Suppression Trial (ASSIST) 
[47], Autologous Stem Cell Transplantation International Scleroderma (ASTIS) 
[48, 49], and the “Scleroderma: Cyclophosphamide or Transplantation” trial 
(SCOT) [50].

ASSIST is a published open-label, randomized, controlled trial. The result of this 
phase II clinical trial demonstrated that unmanipulated auto-HSCT steadily amelio-
rated skin flexibility and pulmonary function defects in patients with SSc. This was 
found in patients treated with CYC whose disease progressed before being switched 
to HSCT. After 2 years of follow-up, patients receiving HSC therapy had durable 
remission in pulmonary function, reduction in interstitial lung lesions visualized on 
high-resolution CT imaging, and improved quality of life (QOL). More importantly, 
no TRM was reported [47]. Based on the success of phase II clinical trials [47], a 
phase III study is in progress to compare the safety and efficacy of the ASSIST trial 
pretransplant protocols of CYC and G rabbit antithymocyte globulin (rbATG) with 
the addition of rituximab [50]. In the multicenter phase III ASTIS trial [51], there is 
an increase in overall and survival benefit in patients administered with CYC 
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200 mg/kg and rbATG with CD34+ auto-HSCT compared to those with monthly 
pulse CYC treatment of HSCT that had a 10 % TRM. More stringent patient selec-
tion and safer conditioning regimens may reduce the TRM of ASTIS [52].

A controlled phase III SCOT trial was conducted to compare intensive immuno-
therapy and HSCT to monthly pulse CYC [50]. For future intertrial comparison, the 
SCOT trial shared identical end points and control regimen with the ASTIS trial, but 
the SCOT trial protocol employed transplant conditioning with total body irradia-
tion (TBI), which differed from both the ASTIS and ASSIST trials that contained 
ATG as part of their immunoablative protocols [53].

A number of case reports [54, 55] indicated clear, positive therapeutic effects, 
without immediate toxicity nor severe infection in SSc patients receiving allo- 
HSCT and MSCT. Further studies using larger samples in randomized controlled 
trials are required to validate the efficacy and safety of allo-HSCT and MSCT.

2.2  Rheumatoid Arthritis (RA)

RA is a chronic, debilitating, systemic ARD affecting 1 % of the population [56]. 
Despite aggressive disease-modifying antirheumatic drugs (DMARD) approaches 
and efficient biologic agents in RA [56], a considerable proportion of RA patients 
still suffer from a severe, destructive, refractory disease [52, 57]. Besides bio-
logical agents, lymphoablative regimens combined with SCT have been employed 
as a therapeutic modality for refractory RA. The rationale for this approach is 
based on the concept of lymphoablation by high-dose chemotherapy, with a sub-
sequent revival of naive T cells derived from reinfused hematopoietic progenitor 
cells [58].

In 1997, a disabled patient with refractory RA received auto-HSCT and became 
almost free of joint symptoms in half a year [59]. Since then, phase I/II clinical trials 
were set up to evaluate the feasibility, safety, and efficacy of auto-HSCT in patients 
with RA. From the 2001 EBMT/EULAR data, 43 patients from 11 centers under-
went auto-HSCT. Among 39 patients evaluated, significant improvement in clinical 
response was observed in half of the patients, but the disease recurrence rate was 
around two-thirds within 2 years. One patient died as a consequence of sepsis [60]. 
In the 2004 data analysis of EBMT/EULAR, 73 refractory RA patients from 15 
centers were given auto-HSCT and assessed for treatment response using the 
American College of Rheumatology (ACR) criteria. Two-thirds achieved an ACR50 
improvement response. However, most patients restarted DMARD within 6 months 
due to persistent or relapsing disease activity. Interestingly, most patients were rela-
tively sensitive to DMARD, which had proven refractory prior to HSCT [61].

In a CYC dose escalation followed by unmanipulated auto-HSCT study, the 
cohort receiving subablative dosage (100 mg/kg) developed disease recurrence 
within 3–4 months, while the cohort at the higher dosage (200 mg/kg) had durable 
remission for 17–19 months [62]. The most common protocol for auto-HSCT 
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treatment in RA includes CD34 selection and a lymphoablative, rather than mye-
loablative, conditioning regimen. Data from these heterogeneous studies indicate 
the feasibility and safety of auto-HSCT in RA. No severe adverse event or TRM 
was noted [61, 63].

Preclinical data and anecdotal evidence showed that allo-HSCT might be more 
effective than auto-HSCT [64]. In 1977, four patients with RA underwent allo- 
HSCT for gold-induced marrow aplasia. Three patients died from transplant-related 
toxicity. The one surviving patient had complete remission at 2 years follow-up 
[65]. Three other patients with RA receiving allo-HSCT reached long-term amelio-
ration of their disease [66]. However, the TRM from nonmyeloablative allo-HSCT 
was 10–20 %. The risks of TRM and graft-versus-host disease (GVHD) may dis-
courage physicians from recommending allo-HSCT to RA patients unless all other 
standard treatments have proven to be noneffective [64].

It is difficult to differentiate the poor prognosis and HSCT-responsive RA 
patients from refractory ones. Therefore, HSCT for RA patients should only be 
considered with extra caution. Prospective, randomized controlled long-term fol-
low- up trials are urgently needed to evaluate the risk–benefit ratio. Unfortunately, 
the EBMT Autologous Stem Cell Transplantation International Rheumatoid 
Arthritis (ASTIRA) phase III trials were suspended because of failure to recruit suf-
ficient patients [67].

To date, only limited clinical trials of MSCT in RA have been registered [68]. A 
single-center cohort study demonstrated that 136 patients with intractable RA 
receiving DMARD plus umbilical cord MSC had a rapid and effective remission. 
Moreover, repeated treatments achieved better clinical response and more clearly 
improved the QOL of intractable RA, without serious side effects [69]. It should be 
noted that the utilization of biologic agents has significantly altered the natural his-
tory of RA [70]. Therefore, SCT regimens only have a finite therapeutic potential in 
a portion of patients with RA, specifically those who fail to respond to currently 
available therapies [44, 61].

2.3  Sjögren’s Syndrome (SS)

SS is the most common chronic, slowly progressive ARD, which typically affects the 
exocrine glands leading to xerostomia, keratoconjunctivitis sicca, and systemic fea-
tures. Prevalence of SS varying from 0.1 to 4.8 % has been estimated using different 
criteria for classification among different study populations, and patients with SS have 
a 20- to 40-fold increased risk of developing lymphoma [71]. Currently, clinical man-
agement of SS remains challenging because of a lack of effective therapeutic agents.

Only a limited number of case reports of HSCT in SS are available. Three SS 
patients with refractory systemic vasculitis or lymphoma receiving auto-HSCT 
developed amelioration of the vasculitis and lymphoma but not the SS [72]. Two 
other patients with severe and refractory SS were able to tolerate high-dose 
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immunosuppressive drugs and auto-HSCT and had temporary alleviation of dis-
ease [73].

Recently, clinical data from 24 refractory SS patients receiving MSCT demon-
strated the feasibility, safety, and efficacy of MSCT. In this study, most SS patients 
reach durable increased salivary flow rate, considerable improvements in disease 
activity, and organ function after MSCT [38].

2.4  Primary Systemic Vasculitis (PSV)

PSV, as well as its related conditions, Behcet’s disease (BD) and relapsing poly-
chondritis, belongs to a heterogeneous group of autoimmune diseases with severe 
organ damage and an often fatal course [74]. With the development of early diagno-
sis and optimal standard therapy, the outcome of PSV has been dramatically trans-
formed into a controllable disease. However, one quarter of patients with PSV are 
resistant [75] to current treatment, and half of them suffer from disease recurrence 
despite at least 2 years of therapy. There is therefore an obvious unmet need in the 
treatment of PSV [76].

SCT in PSV is limited. Retrospective analysis of 15 patients with various PSV 
and related diseases from EBMT showed that 14 of them first received auto-
HSCT, while one additional patient received allo-HSCT. Remission rate was 
beyond 90 %, but one-third had a recurrence of the disease [77]. In a single-center 
study, four patients with refractory SV with neurological system involvement 
received nonmyeloablative auto-HSCT. Among them, three patients recovered 
completely. One patient with BD did not respond to HSCT. No TRM or adverse 
reactions were noted [72].

The first report of a patient with antineutrophil cytoplasmic antibody (ANCA)-
associated renal vasculitis treated beyond conventional therapy with MSCT demon-
strated an abrupt and striking recovery from disease, which was clearly confirmed 
with a second infusion [75]. However, another small clinical study showed that 
MSCT could not reverse BD’s retinal vasculitis process, which might be due to the 
late and advanced stage of disease [78].

2.5  Polymyositis (PM) and Dermatomyositis (DM)

Inflammatory myopathies are a heterogeneous group of rare conditions including 
PM and DM characterized by muscle weakness and inflammation [79]. The approx-
imate incidence in the United States is five to ten cases per million. Unfortunately, 
PM/DM can induce marked disability and mortality unless properly recognized and 
timely and aggressive therapy is given [80]. In severe refractory cases of PM/DM, 
auto-HSCT may be a salvage strategy.

Stem Cell Therapy in the Treatment of Rheumatic Diseases and Application



176

In one case report, a severe refractory PM patient with anti-Jo-1 antibody 
received auto-HSCT after T-cell-depleted myeloablative conditioning with 
CYC. The patient’s strength and respiratory function significantly improved. 
Chest CT imaging showed remarkable reduction of interstitial shadows [81]. 
Five other patients with rapidly progressive and refractory ILD due to PM/DM 
were also successfully treated with auto-HSCT. After treatment, the patients’ 
dyspnea disappeared, and arterial blood gas analysis and pulmonary function 
testing significantly improved. CT imaging showed a remarkable reduction of 
interstitial infiltrates [82].

An open-label pilot study of ten patients with intractable PM/DM who under-
went allo-MSCT was conducted. Most patients achieved clinical remission along 
with improved laboratory parameters and tapering of medications. However, none 
of the patients could completely withdraw therapy after following up for about 
1 year. It should also be noted that two patients died following MSCT from disease 
relapse after infection [83]. To date, the sample size with PVS and PM/DM receiv-
ing SCT is still too minute to draw any definitive conclusion.

2.6  SCT in Pediatric ARD

In children, ARD such as JIA, juvenile systemic sclerosis (JSSc), juvenile SLE, and 
others are a major cause of morbidity, which is due to both the disease itself and 
conventional treatment strategies and especially holds true for the subset of patients 
with severe or refractory disease [84]. Although recent advances in the understand-
ing of the pathogenesis of these diseases have led to significant progress in treat-to- 
target approach, some ARD patients continue to be refractory to standard treatment. 
The rate of death in pediatric ARD is about 2–4 % [85]. In recent decades, SCT has 
been successfully employed in severe and refractory pediatric ARD as a novel sal-
vage strategy.

On the other hand, one needs to seriously consider that conditioning regimens at 
pretransplantation are associated with a high rate of growth retardation, infertility, 
and late tumors in children with ARD [86]. With advances in SCT techniques, the 
rate of morbidity and mortality associated with transplantation procedures has been 
decreasing. Not only are the pretreatment strategies safer and less intense, but anti-
biotics and antifungal drugs are also more effective. To date, the preferred 
 conditioning regimen used in JIA is a nonmyeloablative regimen of CYC, rbATG, 
and fludarabine (Flu) [87].

Although it is widely believed that allo-HSCT is a more effective and poten-
tially curative regimen compared to auto-HSCT, there is no statistical difference in 
long- term survival. Unfortunately, the risk of allo-HSCT-related adverse event is 
still high, and the risks from GVHD and TRM were generally not acceptable for 
the pediatric ARD [87]. So far, there are no clinical trials on the use of MSCT in 
pediatric ARD.
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2.7  Juvenile Idiopathic Arthritis (JIA)

JIA is the most common ARD in children [88]. Despite the application of novel 
treatment regimens, the prognosis of JIA is still poor, especially in children with 
systemic and polyarticular onset. The mortality of JIA is approximately 0.2 % [85]. 
Since 1997, HSCT has been successfully applied in intractable JIA. The first four 
patients with severe refractory JIA receiving auto-HSCT all had complete remission 
and went off drug therapy [89]. Retrospective analysis of a multicenter cohort of 34 
patients with JIA after auto-HSCT demonstrated that 53 % reached drug-free full 
remission, 18 % had partial recovery, and 21 % did not respond to the procedure, 
with a TRM of 9 %. All partial and complete recurrence of disease happened in the 
first 18 months post-HSCT [90]. In a multicenter, prospective, phase II clinical trial, 
22 children with refractory progressive JIA underwent T-cell-depleted auto-HSCT 
with a regimen of myeloablative and immunoablative including CYC, ATG, and 
TBI. After a median follow-up of 80 months, eight patients reached durable full 
remission, seven responded partially, and five experienced a relapse of disease. 
However, there was a 9 % TRM [91].

HSCT has significantly improved QOL for refractory JIA. However, as 
expected, already damaged joints did not improve nor worsen. If managed before 
the DMARD treatment and before any severe permanent joint destruction, HSCT 
is likely to reverse what would otherwise have become a permanent defect. 
Therefore, it is important to screen carefully those patients who are apt to benefit 
from HSCT [87].

2.8  Juvenile Systemic Sclerosis (JSSc)

Compared with the adult form, JSSc appears to have a better outcome. However, 
children with diffuse skin thickening and lung involvement had a 5-year mortality 
of 10 % [92]. Up to this point in time, those with JSSc treated with HSCT have been 
included in two groups of clinical studies. The data from the EBMT database 
showed that five JSSc received auto-HSCT, and three of them achieved clinical 
remission at 23 months follow-up [93], while one had a recurrence of the disease 
[46]. Another five JSSc patients were included in a clinical study on 26 patients with 
SSc. After auto-HSCT, three children achieved full remission after more than 
5 years of follow-up [93].

2.9  Juvenile Dermatomyositis (JDM) and Juvenile 
Vasculitis (JV)

Recently, two children with severe progressive refractory DM were administered 
auto-HSCT. Both had a dramatic improvement in QOL, and sustained recovery was 
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noted [94]. Notably a 9-year-old girl with severe resistant granulomatosis and poly-
angiitis became disease-free after allo-HSCT following reduced-intensity condi-
tioning [95].

3  Stem Cell Transplantation in the Treatment of Systemic 
Lupus Erythematosus

3.1  The Natural History and Epidemiology of SLE

Systemic lupus erythematosus (SLE) is a chronic autoimmune disease of unknown 
etiology and clinical heterogeneity. Patients with SLE are presented with diverse 
clinical symptoms: skin lesions, arthritis, renal disorder, neurologic disorder, and 
hematologic changes. Major biomarkers include antinuclear antibodies, anti- 
dsDNA antibody and anti-Sm antibody. Immune-mediated injury in multiple organs 
leads to high mortality and morbidity [96–104]. Besides the immune imbalance, 
evidence from familial studies together with high concordance among monozygotic 
twins suggests the contribution of genetics in SLE [105–108]. To date, there are 
many single genes, such as coagulation factor II gene (F2), TAP2 (transporter asso-
ciated with antigen processing 2) gene, VKORC1gene, and autosomal gene, which 
are implicated in the pathogenesis of SLE [109–112]. Various environmental agents 
and toxicants, such as cigarette smoke, alcohol, plastic and electronic products, cos-
metic agents, occupationally and non-occupationally related chemicals, ultraviolet 
light, infections, sex hormones, and certain medications and vaccines, are found to 
be associated with SLE onset or flares [113–115].

The incidence and prevalence of SLE varies considerably worldwide, ranging 
from 15 to 100 per 100,000 individuals among different racial groups [116]. SLE 
appears to be more prevalent in certain ethnic groups, such as the African-Americans, 
African-Caribbeans, and Asians, but it is also reported that there is a trend toward 
higher incidence and prevalence of SLE in Europe and Australia compared to the 
United States [117]. The reported prevalence of SLE in Asian countries varies from 
20 to 59 per 100,000 [118, 119].

3.2  The Deficiency of Traditional Treatment in SLE

Traditional therapies for the treatment of SLE, notably corticosteroids and immuno-
suppressive drugs, have led to a significant improvement in survival over the last 
two to three decades and decreased the progression to end-stage multi-organ failure. 
The most widely and classically used immunosuppressors include cyclophospha-
mide (CYC), mycophenolate mofetil (MMF), leflunomide (LEF), methotrexate 
(MTX), cyclosporine A (CsA), azathioprine (AZA), and hydroxychloroquine 
(HCQ). Each of these agents, however, can carry high toxicities and many side 
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effects. They include osteoporosis and dyslipidemia induced by corticosteroids, 
myelotoxicity and gonadal injury induced by CYC, gastrointestinal discomfort and 
liver dysfunction by MTX or LEF, and hypertension and nephrotoxicity by CsA. The 
main concern for the side effects of corticosteroids and immunosuppressive thera-
pies is infection [120]. CYC, particularly in combination with high-dose steroids, is 
reported to have the strongest effect in suppressing immune responses against 
microorganisms. The most common infections in patients with SLE treated with 
these traditional drugs include virus herpes zoster, mycobacterium tuberculosis, 
cytomegalovirus, Epstein–Barr virus, and fungal infections [120–124]. These infec-
tions may worsen the disease and aggravate the economic burden of patients. 
Furthermore, steroids and immunosuppressive drugs are not universally effective, 
with partial or no response in many cases.

3.3  The Efficacy and Deficiencies of the New Treatments 
(Including Small Molecules and Biological Agents)

Over the past decade, due to a better understanding of SLE immunopathogenesis, 
many new drugs have been developed to target specific immune cells, co- stimulatory 
modulation, or cytokines thought to be central to the disease pathogenesis, with the 
aim of achieving better control of the disease with fewer side effects.

B cells have long been considered central to the pathogenesis of SLE and have 
been regarded as an important target for biologic drugs. Several B-cell-targeted 
drugs have been developed. Rituximab (RTX), a monoclonal antibody targeting 
the B-cell-specific receptor CD20 (anti-CD20), has been reported to be an effec-
tive treatment for patients with active SLE who failed to respond to standard ther-
apy. A pooled analysis of the efficacy of RTX from European cohorts diagnosed 
with biopsy-proven lupus nephropathy showed that administration of RTX 
resulted in high response rates and significant improvement in 24-h proteinuria, 
serum albumin, and protein/creatinine ratio [125]. Despite these promising data, 
two other large randomized controlled studies designed to assess the efficacy of 
RTX in nonrenal lupus [126] and lupus nephritis [127] did not achieve their 
respective primary endpoints. In the ACR and EULAR guidelines for the manage-
ment of patients with refractory lupus nephritis (class III/IV) who have not 
responded to CYC nor MMF, RTX is still recommended [128]. Belimumab, 
another B-cell-targeted therapy, is a human immunoglobulin (Ig)-G1λ monoclo-
nal antibody that binds soluble B lymphocyte stimulator (BLyS) and inhibits its 
biologic activities. The efficacy of belimumab is demonstrated in two large ran-
domized control trials with more than 800 patients in each study [129, 130]. 
Pooled data showed a beneficial effect in 50.6 % of belimumab-treated patients 
versus 46.2 % in the placebo arm. However, the benefits obtained with belimumab 
are modest and only attained in patients with mild disease who are already receiv-
ing standard therapy [130]. Epratuzumab is a monoclonal antibody that targets 
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CD22, a B-cell-specific surface antigen involved in B-cell signaling. In a phase 
IIb trial to assess the efficacy and safety of epratuzumab, the overall treatment 
effect was not statistically significant [131]. Multicenter phase III studies with 
epratuzumab in patients with SLE are currently ongoing.

Tumor necrosis factor alpha (TNFα) is an interesting and controversial cyto-
kine in the field of SLE due to its apparent dual role [132]. While TNFα blockade 
has been successful as a mainstay treatment for RA [133], the assessment of this 
therapy in SLE patients has not been straightforward. A recent study demon-
strated the safety and efficacy of anti-TNFα therapy in SLE [134]. It suggests 
that any consideration of anti-TNFα for the treatment of SLE patients must be for 
a short duration only and not recommended for patients with antiphospholipid 
syndrome [135].

Despite potential benefits of biological inhibitors in the treatment of SLE, con-
cerns exist regarding the occurrence of infections in patients treated with these 
agents [136, 137]. Both patients and primary physicians need to be aware of the 
possibility that serious infection may develop. If such a problem is diagnosed, the 
biologic inhibitor should be discontinued until adequate treatment has been com-
pleted [138].

Recently, many small molecule inhibitors have been designed to treat SLE based 
on multiple targets in Toll-like receptor (TLR) signaling pathways, including TLRs, 
myeloid differentiation factor 88 (MyD88), and IL-1R-associated kinases (IRAKs). 
These new chemical drugs, which can be taken orally, include CpG-52364 and 
IMO-9200 (targeting TLR7/8/9), SM934 (targeting TLR9), E-6446 and AT-791 
(targeting TLR7/9 and IL-6), and ST-2825 (interfering with the recruitment of 
IRAK4 and IRAK1 via MyD88). They penetrate the cell membrane, effectively 
targeting endosomal TLRs and downstream signaling proteins [139]. Almost all 
these drugs are in preclinical animal studies or in phase I clinical studies and still 
require further exploration [140–142]. There are other recombinant small molecule 
inhibitors like abatacept, which blocks T-cell co-stimulatory ligands (CD80 and 
CD86) on B cells. Unfortunately, abatacept did not meet primary and secondary 
endpoints in a phase II clinical trial of SLE patients [143].

3.4  The Mechanisms of SCT in the Treatment of SLE

The rationale for auto-HSCT is its broad effect on the repopulated immune sys-
tem, complex regulatory potentials, and long-term beneficial effect via down-
regulating immune reactivity. The CD4+ and CD19+ cells were significantly 
reduced [144], and the expression of CD69 declined or normalized. Th2 cell 
cytokines like IL-4 decreased, while Th1 cell cytokines like interferon γ (IFN-γ) 
increased after auto- HSCT [145]. The peripheral T-cell receptor repertoire was 
normalized [146]. Thymic-derived Foxp3+ regulatory T cells (Treg) regenerated 
[147], or a newly differentiated population of LAPhighCD103highCD8TGF-β Treg 
generated after autologous HSCT [148]. Likewise, responders exhibited 
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normalization of the previously disturbed B-cell homeostasis with numeric 
recovery of the naive B-cell compartment [147]. These data reveal that both 
depletion of the autoreactive immunologic memory and a profound resetting of 
the adaptive immune system are required to reestablish self-tolerance by auto-
HSCT in SLE.

Unlike auto-HSCT, allo-HSCT appears to offer curative potential in that the 
autoaggressive “old” immune system is replaced by a “new” one [149]. Auto-HSCT 
aims at restoring tolerance to self but does not affect genetic risk factors for the 
development of lupus, and therefore relapses are not unexpected, whereas allo- 
HSCT transfers a completely new immune system to the recipient with a chance for 
a cure.

MSC have become a major interest in their potential for immune-modulating, 
anti-inflammatory, and tissue-protective properties. The therapeutic effect of alloge-
neic MSCT was primarily dependent on its systemic immunoregulatory effects on 
various immune regulatory cells. Allogeneic MSC dose-dependently inhibited 
T-cell proliferation [150] and inhibited Akt/GSK3β signaling pathway mediated 
G1/S transition of lupus T cells [151]. The frequency of CD4+ T cells decreased, and 
inflammatory cytokines were regulated by allogeneic MSCT in both animal models 
and humans [150, 152, 153]. MSC can regulate T-cell function via two pathways. 
First, MSC directly inhibit the functions of antigen-specific T cells. Second, MSC 
inhibit T-cell functions indirectly by stimulating the expansion of Treg [153–156]. 
In addition to T cells, MSC also suppress B-cell proliferation and plasma cell dif-
ferentiation [157]. Serum and local levels of B-cell-activating factor (BAFF) and 
IL-10 significantly declined after MSC transfusion [158], potentially explaining the 
reduction in specific autoantibody production. Modulation of lymphocyte function 
may also be mediated by other regulatory factors secreted by MSC, including TGF- 
β, indoleamine 2,3-dioxygenase (IDO), hepatocyte growth factor (HGF), prosta-
glandin E2 (PEG2), nitric oxide (NO), IL-10, heme oxygenase 1 (HO-1), and 
HLA-G [159]. MSC may therefore exert some of their clinical effects by interfering 
with the production or function of such factors.

3.5  History of SCT in the Treatment of SLE

In 1996, an international collaboration began to explore the concept of immune 
ablation in patients suffering from severe autoimmune disease and not responding 
to conventional therapy [11]. It was hoped that following reconstitution of the 
immune system, a “resetting” of the autoimmune process would occur. In 1997, 
the first auto-HSCT for SLE was performed by Marmont et al. in Genoa, Italy 
[160]. Although many protocols were employed, they basically ranged from less 
aggressive (e.g., 200 mg/kg CYC plus antithymocyte globulin (ATG)) to more 
intensive (e.g., total body irradiation (TBI) plus CYC/ATG and CD34 selection). 
However, the initial choice of autologous HSC, with low toxicity, resulted in a 
high rate of relapse.
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Theoretically, allo-HSCT offers the replacement of an autoreactive immune 
system and provides curative potential for patients with severe and drug-resistant 
ARD. Some SLE patients also received allo-HSCT previously. MSC were first 
used in humans for hematopoietic stem cell graft enhancement over 15 years ago 
[161]. Following many positive animal models of inflammation, organ transplant, 
autoimmunity, critical ischemia, radiation damage, and tissue scarring, MSC 
entered clinical trials for inflammatory disorders first in GVHD and then later in 
MS, Crohn’s disease, SLE, and SSc [24].

3.6  The Current Status of SCT in the Treatment of SLE

In the past two decades, more than 2,000 patients received HSCT, and about 500 
patients received MSCT worldwide. For autologous HSCT, phase I/II prospective 
and retrospective studies have supported autologous HSCT as a potential treatment 
option for severely affected lupus patients, as profound and prolonged clinical 
responses were noted [162]. SLE disease activity index (SLEDAI) score, 24-h pro-
teinuria, serum creatinine, serum complements, and autoimmune antibodies, includ-
ing antinuclear antibody and anti-dsDNA antibody, decreased, and there was a 
sustained withdrawal of immunosuppressive medication for most patients [145, 
162]. The 5-year follow-up data from the CIBMTR database, with 50 patients 
enrolled, showed that the overall survival was 84 %, the probability of disease-free 
survival was 50 %, and treatment-related mortality was 4 % [163]. Recently a retro-
spective survey reviewed the efficacy and safety of autologous HSCT in 28 SLE 
patients from eight centers reported to the European Group for Blood and Marrow 
Transplantation (EBMT) registry between 2001 and 2008. The 5-year overall sur-
vival was 81 ± 8 %, and disease-free survival was 29 ± 9 %, with non-relapse mortal-
ity of 15 ± 7 % [164], suggesting a satisfactory clinical efficacy of autologous HSCT 
for lupus patients.

In lupus-like animal models, allogeneic HSCT both reversed disease symptoms 
and prevented disease development. In 2007, Vanikar et al. reported a single-center 
retrospective study of allo-HSCT in 27 drug-resistant SLE patients along with fol-
low- up for 4.9 years. The average disease-free interval was 7.35 months (range, 
2.1–12.7 months), and serum anti-double-strand DNA antibody titers declined 
[165]. The EBMT data showed two SLE patients who underwent allo- 
HSCT. However, one patient died of infection at 2.9 months, and the other patient 
had progression of disease when followed up for 3 years.

As a new stem cell therapy option, in 2007, allogeneic MSCT was first admin-
istered in severe and drug-resistant lupus patients. Data from phase I clinical 
studies showed that disease activity was satisfactorily controlled, and proteinuria 
and serum autoimmune antibodies declined after allogeneic MSCT [154, 166]. 
The transfusion of umbilical cord-derived MSC also resulted in clinical benefits 
in patients with severe lupus, who were otherwise poorly responsive to conven-
tional therapy [153]. A further phase II study, with up to 4 years of follow-up, 
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demonstrated a good clinical safety profile, with an overall rate of survival of 
94 %, and about 50 % patients achieving and remaining clinical remission at 
4 years visit, although relapses of disease occurred in 23 % [167]. Based on these 
studies, there appears to be no difference in clinical efficacy between allogeneic 
bone marrow and umbilical cord- derived MSCT. MSC infusion induced remis-
sion in multi-organ dysfunctions including lupus nephritis [168], diffuse alveolar 
hemorrhage [169], and refractory cytopenia [170]. Recently a multicenter clini-
cal study showed that 32.5 % patients achieved major clinical response and 
another 27.5 % patients achieved partial clinical response during 12 months fol-
low-up. Again, a proportion of patients (17.5 %) experienced disease relapse 
within 6 months of a prior clinical response and required repeated MSCT [171]. 
However, combining MSCT and HSCT may achieve higher efficacy for SLE 
patients. Autologous MSCT was also applied in two lupus patients but received 
no clinical efficacy [172]. Recently, combined transplantation of autologous 
HSCT and allogeneic MSCT was used in a Chinese female lupus patient and 
achieved disease remission for 36 months [173], suggesting a novel and effective 
therapy option for refractory SLE.

4  Lessons Learned from Stem Cell Transplantation 
in Systemic Lupus Erythematosus

In the past two decades, SCT has represented an important breakthrough for patients 
suffering from severe and refractory SLE. Because it is an invasive procedure, SCT 
inevitability comes with risks, including treatment-related morbidity and mortality. 
However, with careful patient selection and adoption of conditioning regimens, 
TRM can be reduced. Indeed, lessons learned now from utilizing SCT in SLE will 
contribute to better outcomes in future clinical studies (Tables 2 and 3).

4.1  The Potential Benefits and Limitations of SCT in SLE

Currently there are more than ten clinical trials listed on clinicaltrials.gov designed 
to evaluate SCT as a cure for SLE (Table 2). Stem cells under consideration include 
MSC and HSC from bone marrow and umbilical cord. The basic premise for HSCT 
is to reconstruct the immune system by replacing abnormal lymphocytes in patients 
with SLE, whereas the goal behind using MSC is to modulate the patient’s existing 
microenvironment in the immune system, for example, by suppressing autoreactiv-
ity or upregulating the number of Treg [174]. In addition to MSC and HSC, iPSC 
provide an alternative source for stem cells. IPSC enable us to model normal and 
diseased cellular growth as well as the development of SLE. Along with extensive 
assessment of patient-specific disease pathogenesis, this approach may provide a 
personalized therapeutic choice for SLE patients in the future.
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Despite the positive outlook for SCT, limitations do exist. The biggest challenge 
for auto-HSCT is the high rate of disease relapse as well as serious side effects aris-
ing from conditioning therapy [175]. Jayne et al. reported that although 66 % 
patients achieved clinical remission by 6 months, 32 % of patients subsequently 
relapsed, and transplant-related mortality (TRM) was 12 % at 1 year [176]. The US 
single-arm data showed a 4 % (2/50) TRM [163]. The 7-year retrospective data from 
EBMT showed that the relapse incidence (RI) was 56 ± 11 %, and non-relapse mor-
tality was 15 ± 7 % [164]. The mechanism for disease flare after auto-HSCT is not 
clearly understood. Niu et al. showed that the function of HSC is altered by both 
genetic and inflammatory factors in lupus mice [177]. Moreover, bone marrow 
CD34+ cells expressed a higher percentage of surface markers for CD95, CD123, 
and CD166 compared to healthy controls [178], thereby implying that abnormal 
autologous HSC in lupus patients may lead to higher rates of relapse after 
HSCT. Although allo-HSCT can completely restore the immune system, its clinical 
application has unfortunately demonstrated a high rate of treatment-related mortal-
ity and a high risk for GVHD, which limits its widespread use.

SLE patients with a hypersensitive state or a severe allergic history are not suit-
able for SCT. Caution should be exercised with SCT, where intensive immunother-
apy may increase the risk of life-threatening cardiac complications, bleeding events, 
and severe infections. Therefore, the following exclusion criteria for SCT in SLE 
should be carefully considered:

 1. Organ dysfunction: Patients with advanced organ failure (heart, lung, and kid-
ney) or active gastrointestinal bleeding should be excluded from SCT.

 2. Uncontrolled infection: Any patient with an uncontrolled acute or chronic infec-
tion, including HIV, human T-lymphotropic virus type 1 and 2, hepatitis B, and 
hepatitis C, should be excluded.

 3. Pregnancy: Pregnancy should always be excluded within 7 days of administering 
immunosuppressant or SCT.

These guidelines and recommendations will promote careful patient selection 
and clinical outcome, which are crucial for the most appropriate clinical niche of 
SCT in SLE.

In MSC therapy, most clinical protocols have depended on in vitro culturing of 
MSC to expand the cell population from the donor to get the required number of 

Table 3 Lessons learned from current SCT in SLE

SCT has become a viable treatment for SLE in the past two decades that employs the use of 
HSC, MSC, and iPSC
Limitations of SCT exist including disease relapse, side effects due to conditioning therapy, 
treatment-related mortalities, and GVHD
Those who choose to undergo SCT should seek out legitimate studies and institutions with 
proper counseling and follow-up by their medical providers
To ensure the development of novel approaches, standardized treatment protocols, and safety 
criteria for SCT, international research centers should be established through the support of 
government or private agencies
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cells for therapeutic applications. This ex vivo manipulation process has to be care-
fully monitored to maintain the desired therapeutic property in vitro (e.g., immuno-
modulation). Based on reported phase I/II clinical studies, the safety and efficacy 
data acquired from allogeneic MSCT in severe and drug-resistant SLE patients are 
encouraging and thus provide a foundation for double-blinded, randomized placebo- 
controlled trials. However, numerous questions still need to be addressed. First, 
what is the most appropriate MSC source for use in clinical applications? Second, 
what should the dose of infused MSC be? Third, is a preconditioning regimen nec-
essary before MSCT? Fourth, what is the optimal time to administer MSCT? When 
lupus has progressed or at disease onset? Furthermore, Should it be applied to only 
drug-resistant cases? More double-blinded and controlled clinical studies are 
needed to confirm proper treatment protocols.

4.2  Medical Personnel Influence: Communicating 
with Patients and Public Education

All the aforementioned SCT appear to offer curative potential, but as mentioned 
previously, limitations and possible risks to the patients’ lives exist. This therapeutic 
strategy is in its early stages of clinical studies, and much more data and experience 
need to be acquired. Patients with SLE refractory to conventional therapy may opt 
to participate in clinical trials in hopes of a cure to their chronic symptoms. However, 
they should be diligent in seeking out legitimate studies undertaken by reputable 
academic institutions. Their medical providers should also assist in this process as 
well as advise their patients on the goals and end points of those studies. The rapid 
increase in centers carrying out SCT throughout various countries will require 
supervisory and ethics committees to monitor the production of stems cells, proto-
col safety, and adverse events. To ensure patients are not vulnerable to possible 
unproven therapies, these guidelines have to be strictly reinforced because any 
deviations could lead to inconclusive results. Relevant clinical experiences, both 
success and failures, should be communicated openly in professional conferences. 
Groups such as the International Society for Stem Cell Research (ISSCR) and 
European Medicines Agency (EMA) provide guidelines regarding these matters.

Confusing medical terms, physical or mental stresses, and financial obligations 
may overwhelm patients who eventually do undergo SCT therapy. Specific guide-
lines and instructions should be made available to the physicians, patients, and care-
givers to help all parties understand what to expect throughout the SCT journey. 
Qualified healthcare professionals and counselors should be trained and be avail-
able to prepare the patients and assist them with questions on SCT throughout and 
post-SCT follow-up. Various ill side effects and discomfort may occur from the time 
the patient first receives a chemotherapeutic regimen, which is performed to prepare 
the body for SCT (also known as “conditioning”), to the actual SCT. At any of these 
phases, good communication between the medical team and the patient will ensure 
effective, high-quality care.
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4.3  Active Participation and Support from the Society 
and Government for SLE

With its incidence nearly tripled in the last 40 years of the twentieth century and its 
estimated incidence rates at 1–25 per 100,000 in North America, South America, 
Europe, and Asia [117, 179], active support from the society and government agen-
cies will expedite understanding of the etiology and pathogenesis of SLE, leading to 
the development of therapeutic interventions and improving quality of life for 
patients. To establish an international SCT center for SLE or ARD will not only 
provide a platform for researchers and clinicians to collaborate and exchange data 
and experience but also standardize and regulate SCT protocols in order to ensure 
patient safety. For example, the current quality of stem cells with regard to the 
source (donor’s age or disease severity), heterogeneity, potency, and cell phenotype 
(cell surface markers) used for either animal studies or clinical trials is varied among 
labs. Further coordinated international studies from both the scientific and clinical 
community will help to develop novel approaches and standardize treatment proto-
cols and safety criteria for the use of SCT in patients with SLE and other rheumato-
logic diseases.

5  Summary

The evidence base for the benefit of stem cell therapies for SLE has increased pro-
gressively over the last 5 years, with an initial interest in high-dose immunosuppres-
sion supported by HSCT followed by growing work in MSCT. There is therapeutic 
benefit from both HSCT and MSCT approaches, although the safety and tolerability 
profiles vary considerably. Current uncontrolled studies show improvement in SLE 
patients that had only been followed for short lengths of time. Larger randomized, 
controlled trials with long-term follow-up are warranted in order to establish safety 
criteria for the use of SCT. These multicenter studies should be designed to mini-
mize discrepancies resulting from the use of different protocols and to compare 
clinical safety and efficacy between steroids combined with MSC or HSC treatment 
and steroids combined with traditional immunosuppressive drug therapy, such as 
CYC or MMF. To be sure, further elucidation of the molecular mechanisms between 
stem cells and the host immune system will also be necessary to understand the 
pathogenesis of SLE and perhaps other novel therapeutic applications.
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