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CHALLENGES IN CENTRAL BANKING

Changes in the field of central banking over the past two decades have been nothing
short of dramatic. Moreover, they have spanned the globe. They include the importance
of central bank autonomy, the desirability of low and stable inflation, and the vital role
played by how central banks communicate their views and intentions to the markets
and the public more generally. Nevertheless, there remains considerable diversity in
the institutional framework affecting central banks, the manner in which the stance of
monetary policy is determined and assessed, and the forces that dictate the conduct of
monetary policy more generally. The global financial crisis, which began in the United
States in 2007, only serves to highlight further the importance of central bank policies.
The aim of this volume is to take stock of where we are in the realm of the practice
of central banking and to consider some of the implications arising from the ongoing
crisis.
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Preface

The chapters in this collection attempt to survey and analyze some of the
key issues in central banking as of early 2009. Clearly, the ongoing global
financial crisis has, as this is written, raised a whole set of new questions that
are likely to be debated for years to come. Nevertheless, readers will notice
that, in 2007, when a conference entitled “Frontiers in Central Banking” was
held in Budapest at the National Bank of Hungary, the various papers, most
of which appear in the present volume, already began to debate the larger
questions of concern to central banks then and to monetary policy more
generally today. Issues thought to be resolved, such as the role of central bank
independence, have again resurfaced, as demonstrated by debate in the U.S.
Congress over Federal Reserve Bank actions in 2008 and 2009, and how to
hold that institution more accountable. As this book went to press, a bill was
making its way through the U.S. Congress requiring the Fed to become more
transparent. The state of the art as it pertains to central bank transparency is
also addressed in the present volume. Other“big”questions, still unresolved,
such as how to think about financial-system stability, its measurement, and
its implications, are also front and center in this volume, as is the future of a
monetary policy strategy focused on delivering low and stable inflation and
the prospects of replacing it with price-level targeting. Finally, to name one
more pressing issue on the minds of academics and politicians everywhere,
how to regulate and supervise banks, and the tension between the aims of
preserving national sovereignty over these issues while acknowledging the
push for global reforms, is also considered in some of the chapters in this
book.

It would be presumptuous, of course, to suggest that the editors and
contributors were prescient about all the dilemmas that face policymakers
today in the area of monetary policy. That would be asking too much. Nev-
ertheless, the contents of this volume provide material that should permit

xvii



xviii Preface

interested readers to better understand which major issues currently chal-
lenge central banks and monetary policy more generally, to get a glimpse of
where we stand, and to become more aware of several of the larger questions
that need to be addressed in future research. Hopefully, this is a modest goal
that has been met.

There are, of course, too many people to thank for ensuring that this
book saw the light of day. Scott Parris of Cambridge University Press was
steadfast in his support for the topics covered and ensured that the necessary
and helpful reviews took place. The many referees were constructive in
their criticisms. The editors can only hope that the end product meets their
approval and that we can expect the same from the rest of the profession.
The editors are also grateful to various institutions, including the National
Bank of Hungary (NBH) and, especially, György Szapári, former Deputy-
Governor of the NBH, for helping underwrite an international conference
where early drafts of the chapters in this book could be presented and
debated. Last, but not least, many thanks to Susanne Thiemann, who has
helped us with the reference lists, the index, and the galleys.

Pierre L. Siklos, Waterloo, Canada, June 2009
Martin T. Bohl, Wallersdorf, Germany, June 2009

Mark E. Wohar, Omaha, U.S.A., June 2009



1

The State of Play in Central Banking and

the Challenges to Come

Pierre L. Siklos, Martin T. Bohl, and Mark E. Wohar

1.1 Introduction

In 2006, the editors conceived the idea of holding a high-level conference to
assess the state of play in central banking. At the time, the world economy
was in the midst of what has come to be called the “Great Moderation”
(Bernanke 2004). We felt that it was high time to take a step back and
consider how central banking evolved over the past 20 years or so and the
challenges that lay ahead for monetary policy. Little did we know that, soon
after the conference – which was co-organized with the National Bank of
Hungary – ended, we would enter a global financial crisis, which, as this
is written, is still ongoing.1 Therefore, it is perhaps even more appropriate
now not only to take stock of what has been accomplished and the lessons
learned, but, perhaps equally importantly, to look ahead and consider what
the future of monetary policy might be governed by.

At no time has the performance of central banks been more in evidence
than in the last decade. Many central banks have embraced inflation tar-
geting. Nevertheless, central bank behavior around the world differs in a
number of respects (e.g., Siklos 2008, and references therein). These dif-
ferences call for an up-to-date assessment of central banking. This book
brings together some of the top researchers in the area of central bank-
ing; the chapters emphasize some of the most pressing issues in monetary
policy today. The topics covered include the present challenges facing cen-
tral banks, namely the role of price stability, transparency, governance,

1 Details about the original papers presented at the conference are available at http://www.
wlu.ca/viessmann/html_pages/MNB.htm. The conference was jointly organized by the
Viessmann European Research Centre at Wilfrid Laurier University, the Chair of Monetary
Economics at the Westfälische Wilhelms-University, Münster, and the National Bank of
Hungary, which graciously hosted the conference in May 2007.

1

http://www.wlu.ca/viessmann/html{protect LY1	extunderscore }pages/MNB.htm
http://www.wlu.ca/viessmann/html{protect LY1	extunderscore }pages/MNB.htm
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central bank independence (CBI), the conduct of monetary policy, financial
stability, the importance of monetary policy rules, and supervision.

The book is divided into three parts. Part I examines the conduct of
monetary policy in the past, present, and future. Part II considers the scope
and limits of central banking. Part III explores transparency and governance
in central banking. This book takes a comprehensive look at and debates
some of the most important questions in the economics of modern central
banking. The various chapters offer a mix of new research and a general
survey of issues faced by central banks today. It is also hoped, of course, that
the contents of this book will provide a launching pad for future scholarly
research in this field.

1.2 Part I: Past, Present, and Future in the Conduct of
Monetary Policy

Vitor Gaspar, Frank Smets, and David Vestin provide an overview of the
case for price-level path stability (PLPS), also referred to as the policy of
price-level targeting, in Chapter 2. A number of authors have argued that
price-level stability induces increased volatility in inflation and in the output
gap when compared with a regime of inflation targeting. However, Svensson
(1999) shows that, under rational expectations, price-level targeting can lead
to lower inflation and output variability. Clarida et al. (1999) and Svensson
and Woodford (2005) have shown that in a new Keynesian model, optimal
monetary policy under commitment leads to a stationary price level. The
idea here is that when a central bank commits itself to price-level stability,
rational expectations become an automatic stabilizer.

Using a standard hybrid new Keynesian model similar to that described
in Woodford (2003), Gaspar, Smets, and Vestin argue that price-level sta-
bility provides a framework for monetary policy under commitment. Gali
and Gertler (1999) and Gali, Gertler, and Lopez-Salido (2001) show that
such a hybrid new Keynesian–Phillips curve fits the actual inflation pro-
cess in the United States and in the euro area quite well. Gaspar, Smets,
and Vestin present two main arguments in favor of a PLPS regime. First,
under rational expectations, price-level stability leads to macroeconomic
stability in general by making expectations operate like automatic stabi-
lizers. Second, a PLPS regime implies that changes in the price-level act
like an intertemporal adjustment mechanism, reducing the magnitude of
required changes in nominal interest rates. The commitment to price-level
stability helps to lessen the restrictions posed by the lower bound on nom-
inal interest rates. The arguments made in favor of PLPS are dependent
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on endogenous expectations. The stabilizing effect of PLPS on nominal
interest rates stems from the fact that fewer adjustments to policy rates
are necessary. Consequently, the frequency with which the lower bound on
nominal interest rates is attained for a given inflation target is also dimin-
ished. When the nominal rate is at zero, the price level will continue to
operate as an automatic stabilizer.

Gaspar, Smets, and Vestin also review the arguments against PLPS. First,
PLPS is costly when there is imperfect credibility. It has been argued that
the determination of whether PLPS is beneficial depends on the credibility
of the reversion to the price level. Numerous papers have argued that the
benefits of price-level stability are close to zero when the degree of credibility
of the monetary policy regime is low, or expectations are backward looking
rather than forward looking. A related argument against PLPS is that the
transition costs of moving to such a regime are too large in the presence
of private sector learning. A second argument against PLPS stems from
uncertainty and ongoing learning about the economy by the central bank.
Policymakers make mistakes that lead to greater volatility in the price level.
Hence, price-level stability makes past policy mistakes very costly to reverse.
Gaspar, Smets, and Vestin point out, however, that the above argument does
not take into account the positive effects that PLPS may have on expectation
formation by the private sector in response to central bank mistakes. They
point out that Aoki and Nikolov (2005) find that the benefits of price-
level targeting are increased rather than reduced when the central bank
faces uncertainty about the economy. These results are also confirmed by
Orphanides and Williams (2007).

In spite of the obvious desirability of adopting a monetary policy strategy
geared toward achieving price-level stability, there are few indications that
any central bank will adopt such a regime any time soon. Although the topic
of PLPS is on the research agenda at the Bank of Canada, as it prepares to
discuss the renewal of the inflation control objective in 2011, there exists a
number of practical hurdles that stand in the way of adopting such a pol-
icy. First, the case for PLPS is less well analyzed in the open economy case
and, as Parkin (2009) points out, it is unclear whether there is sufficient
consensus among politicians, let alone economists, on the inherent superi-
ority of this monetary regime. Second, it is unclear what the implications
would be for a country that ends up being the first adopter of this form
of price-level targeting while the rest of the world does not. Third, much
though not all (as the authors make clear) of the theoretical rationale is
based on the current canonical new Keynesian model that lacks a financial
sector, let alone allowing for the possibility of a financial crisis. Although
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some advances have recently been made in this direction (e.g., Cúrdia and
Woodford 2008), it is still generally the case that financial crises are only
permitted to exogenously influence existing models.

In Chapter 3, Georgios E. Chortareas and Stephen M. Miller point out
that recent studies of central banking have raised the issue of the endogene-
ity of the central bank’s decision-making process. This work has focused on
institutional structure and incentive constraints. A large body of research
deals with attempts to lessen the time-inconsistency problem and related
political-economy problems. This research has implications for the insti-
tutional framework of central banks (e.g., accountability, transparency)
and the delegation process (e.g., inflation targeting, conservatism, incen-
tive contracts). Berger et al. (2001) discuss the difference between CBI and
central bank conservatism. Conservatism reflects the weight that the central
bank places on controlling inflation relative to output fluctuations. Inde-
pendence reflects the importance of central bank preferences (as opposed
to society’s preferences) in determining monetary policy. Chortareas and
Miller adopt the principal-agent approach to central banking and discuss
its relationship to other institutional designs that attempt to eliminate the
time-inconsistency problem, where the principal is the government and the
society and the agent is the central bank. They also present an extensive
review of the literature on central bank contracts and discuss the related
equivalence propositions, as well as presenting some new approaches that
focus on the optimality of delegation versus the consistency of delegation.

Chortareas and Miller review the literature that offers proposed solu-
tions to the time-inconsistency problem, which include conservative central
bankers, inflation targeting, and explicit contracts. Much of this literature
focuses on design of policy rules and shows how these rules dominate dis-
cretionary policy. There continues to be an ongoing debate on the issues
(e.g., Athey et al. 2005; Persson et al. 2006). Even if a central bank adopts
a rule, there is still the problem of commitment. Delegation of such a rule
can address the commitment issue.

Chortareas and Miller’s modeling framework yields some interesting
findings. First, they find that granting independence to the central bank
may or may not achieve optimal outcomes. The outcome depends on the
objective function of the central bank. Indeed, one aspect of the specifica-
tion of a central bank objective function not considered is the possibility of
interest rate smoothing, evincing a concern for real exchange movements,
or even permitting the discount rate of the monetary authority to change.
Whereas the broad conclusions of their analysis would doubtlessly remain
unchanged, the implications of alternative objective functions remain
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understudied. Second, the conservative central banking solution alone can-
not achieve optimal outcomes. It simply alters the trade off between hitting
the inflation and output targets, with greater weight placed on the inflation
target. Third, the inflation targeting strategy does not achieve optimal out-
comes. That is, the expected values of the target variables are not equal to
the optimal outcomes. As a result, the central bank selects targets for output
and inflation that are unattainable. Fourth, the explicit contracting solution
(either inflation or output incentive contracts) does, in fact, achieve optimal
outcomes.

Beyond the issues considered in Chapter 3, it is apparent that sum-
marizing the “contractual” relationship between the central bank and the
government omits the possibility that there exists another implicit contract,
namely one between the central bank and the public. Few doubt, for exam-
ple, that a “special” relationship existed between the Bundesbank and the
German public while that institution was responsible for the conduct of
monetary policy in Germany, and there is a strong sense that the Euro-
pean Central Bank is attempting to follow the same path. Finally, as will be
evident to readers of this book, the theoretical apparatus employed by the
authors does not explicitly consider the fact that central banks have many
roles to play, including the maintenance of financial system stability and
banking supervision, and that any maximization exercise will be unable to
capture the richness of the calculus that central banks must actually face.

Corrinne Ho examines in Chapter 4 how the day-to-day implementation
of monetary policy has undergone significant changes over the past 15 years.
Ho presents an in depth and comprehensive discussion of numerous aspects
of central banking covering 17 central banks. Monetary frameworks and
other aspects of policy making in 14 Asia-Pacific central banks, the European
Central Bank, the Bank of England, and the Federal Reserve are considered.
One might well ask why a focus on central banks in the Asia-Pacific region
versus the usual suspects in the rest of the industrial world. The reason is
simple. This is the part of the world that has most recently undergone a
fundamental transformation: in part because of the momentum generated
by the changes made in the conduct of monetary policy at major central
banks, but perhaps more so as a result of the wrenching impact of the 1997–
1998 financial crisis. That crisis did not spread worldwide, as did the crisis
of 2007–2008, but it nevertheless led to a substantial rethinking about the
practice of monetary policy.

Ho finds that a number of trends in the day-to-day operational frame-
work and the choices of instruments have emerged. For example, many
central banks now express their official monetary policy stance in terms
of an interest rate target. Almost all of the central banks in her study make
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policy decision announcements at predetermined dates. Central banks have
focused on stabilizing some short-term interest rate rather than focusing
on a quantity such as reserves. Reserve requirements have played a much
smaller role than in previous years. Reserve ratios differ widely among coun-
tries. In a number of countries, required reserves no longer act as a tax on
the financial institution. Ho finds that among more than half of the sampled
central banks that impose reserve requirements, there is explicit remuner-
ation of required reserves. A few of the 17 central banks in the sample still
use quantities (e.g., reserves, M2) as operating targets.

Not all of the central banks signal their policy stance with an interest rate.
Central banks that are running exchange rate-based regimes with no capital
controls cannot use an interest rate. For example, policy in the currency
board regimes of Hong Kong and Macao employ the spot exchange rate as
anchor. Ho concludes that there are some widely used practices within these
central banks, there is no unique “best” way to implement monetary policy.
More importantly, central banks in both the developed and developing
world continue to refine monetary policy in response to changing economic
conditions.

As Ho points out, the events of 2007–2008 make it impossible to keep up
with the remarkable new instruments and approaches central banks have
taken to stem the implications of the severe credit crunch that has seized the
world financial system. However, she helpfully provides a link to some recent
developments, and these are likely to need updating as time goes on. It is
also notable that Chapter 4 suggests that globalization in financial markets
has not led all central banks to adopt a homogeneous set of principles.
Considerable diversity remains, and it is possible that, when the dust settles,
some elements of central bank operations that were better able to withstand
the impact of the crisis will be scrutinized for clues about the set of policies
that reflect best practice in the conduct of monetary policy.

1.3 Part II: The Scope of Central Banking Operations and Central
Bank Independence

This part of the book deals with the scope and limitations of central banking.
In Chapter 5, Charles A. E. Goodhart and Dimitri P. Tsomocos argue that
central bankers seem to have developed a consensus about the theoretical
framework for analyzing the transmission mechanism of monetary policy,
and that there is considerable agreement in the profession about how a cen-
tral bank should carry out its policies (e.g., an independent central bank and
a target for inflation). However, there is no consensus about the theoretical
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framework for achieving a financial stability objective, a requirement that
many central banks also have to meet.

Goodhart and Tsomocos investigate why it has been so difficult to achieve
consensus on this point. First, they provide a historical outline of central
banks’ role in ensuring financial stability. They discuss the reasons why there
has been, in recent years, such a diversity of views on the best way to ensure
financial stability. They find that the institutional structure of commercial
banking supervision is extremely diverse, with central banks sometimes
playing no supervisory role and sometimes having full responsibility for
commercial bank supervision. The authors also argue that regardless of
the supervisory role, central banks must have an operational role in the
maintenance of the stability of commercial banking,of the payments system,
and in dealing with financial crises. Second, central banks should play a role
in designing the regulations under which commercial banks operate, even
if the supervision of these banks is conducted by a different agency.

Chapter 5 then investigates how one might go about developing a theo-
retical basis to address financial stability issues. The first main part of any
theory is that a model must be based on the probability of commercial bank
default. The authors then outline how such a model might be developed.
Their general equilibrium model incorporates heterogeneous banks and
capital requirements. In addition, their model contains incomplete mar-
kets, money, and default in a two-period framework where all uncertainty
is resolved in the second period. In the first period, economic agents either
borrow or deposit money into commercial banks in order to achieve a pre-
ferred time path of consumption. Banks also trade among themselves. The
central bank intervenes in the interbank market to change the money supply
and the interest rate. Bank capital adequacy requirements are set by regu-
lators who may or may not be the central bank. Goodhart and Tsomocos
conclude by suggesting that banking and finance have become increasingly
international in nature, whereas regulation and supervision have to be based
on a specific legal structure, which is at the national level. Crises also depend
on how they are dealt with nationally.

Clearly, an outline of a model aimed at addressing the issue of financial
system stability must omit a number of complications. That these exist will
become readily apparent to readers in the next three chapters. In particular,
the idea of attaining and maintaining financial system stability is partly a
political-economy question. Moreover, there is the issue of how to deal with
financial shocks when banks deal with several financial systems simultane-
ously. Finally, there is the problem of regulation and its diversity around the
world – notwithstanding the attempts by the Basel Committee to aim for
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some international consensus on best practices that has, in spite of their best
attempts, now been fundamentally put into question as a result of recent
events. The sensibly defined balance sheet the authors rely on, necessitated
to keep the analysis at a tractable level, does, however, omit real-world
complications that have emerged as central to undermining trust among
financial institutions since the summer of 2007. These complications are
not easy to deal with, but at least the chapter begins by asking the right
questions and providing some initial answers; elsewhere related works do
not directly deal with the analysis of financial system stability in such an
explicit manner.

In Chapter 6, David G. Mayes and Geoffrey E. Wood note that, for the
most part, central banking remains national, while commercial banking has
become international. They then investigate the problems this development
creates for today’s central banks. First, the authors lay out the functions of
central banks to better understand which of the functions may be impeded
by the internationalization of commercial banking. They focus on two
major functions, monetary stability and financial stability. As Goodhart
and Tsomocos point out in Chapter 5, there is no single accepted or rig-
orous definition of financial stability. Mayes and Wood then examine what
should be done to deal with how the internationalization of commercial
banking impedes central bank policies. They conclude that international-
ization of commercial banking does not prevent a national central bank
from carrying out the lender of last resort function by which to stabilize the
commercial banking system. In addition, bank internationalization does
not expose countries to financial crises.

Although explicitly pointing out that cooperation and coordination are
not the same thing, Chapter 6 leaves the complications of deciding which
is better when a central bank has less than complete jurisdiction over the
banking and financial sectors. Moreover, as this is written, governments and
central banks have embarked on much more heavy-handed interventions
in the financial sector, and there are, as yet, untold implications for cen-
tral banks and the renewed emphasis on their historical role as lenders of
last resort. The authors do make an effort to lay out some of the broad
implications of recent developments, a hopeless task under the present cir-
cumstances, but one might worry about their “pessimistic” conclusion in
the aftermath of the failure of Lehman Brothers. Although AIG was rescued
shortly thereafter, this puts paid the notion that central banks can and will
solve a problem created by the internationalization of commercial banking.

Bernd Hayo and Carsten Hefeker begin Chapter 7 with the observation
that, in the last 20 years, many countries have made their central banks more
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autonomous. Most economists agree independence is important because it
is a device that can assist the central bank in achieving the goal of price
stability (Cukierman 2006; Arnone et al. 2007). Hayo and Hefeker present
a number of arguments questioning some aspects of the conventional view
of CBI, and its beneficial impact on inflation control. They argue that CBI is
neither necessary nor sufficient for ensuring monetary stability. CBI is just
one monetary policy design instrument among many that can be employed
to achieve price stability. Therefore, no one policy instrument is optimal
under all conditions. They argue that CBI should not be treated as an
exogenous variable, but instead attention should be given to the question
of why central banks are made independent.

It is well known that the empirical literature finds CBI to be correlated
with low inflation. In this book, Mayes and Wood also argue that CBI is
not the only cause of low inflation. By taking the endogeneity of CBI into
account, there is little reason to believe that the correlation between CBI and
low inflation tells us anything about causality. Their approach is somewhat
reminiscent of the argument that the success of the euro area has nothing
to do with whether it is an optimal currency area. Rather, once the political
will exists to introduce a common currency, the single currency area will
eventually become more like an optimal currency area. Hence, the usual
optimal currency area criteria are endogenous.

Hayo and Hefeker first review the theoretical foundations of CBI. They
outline serious theoretical problems with the conventional argument that
CBI is the optimal instrument of monetary design. Next, they show alterna-
tive monetary design instruments that can cause low inflation. In particular,
they note that these alternatives are fixed exchange rate and currency
boards, inflation targeting, and inflation contracts. These have more favor-
able (or equal) theoretical properties than CBI and have been put into
practice. Strictly speaking, this is true. However, what the authors do
not emphasize sufficiently is the quite small shelf life of these types of
exchange rate regimes. In addition, the world has moved away from rigid
exchange rate regimes to ones that permit greater flexibility. The reason
seems clear. A central bank with considerable autonomy under a flexi-
ble exchange rate regime at least can choose an independent path for its
monetary policy. The alternative monetary policy strategies cannot do so,
even if they are able to deliver, in theory, the same inflation outcomes. Of
course, a more independent central bank does not automatically imply that
credibility will be established. Siklos (2002), for example, finds that the
linkage between CBI and inflation has been reversed in the 1990s and is
negative.
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Hayo and Hefeker’s main conclusion, then, is that there are alternative
means of keeping inflation low other than simply via the granting of CBI.
Society has to make two decisions about monetary policy. First, it must
decide how important the fight is to keep inflation low. Second, it must
choose the best institutional arrangement to achieve price stability. The
first decision implies that CBI is not a sufficient condition for price stability
because it is one of many instruments to achieve price stability. The sec-
ond decision makes it clear that CBI is not a necessary condition for price
stability, although it might be what some countries need.

In Chapter 8, Donato Masciandaro, Marc Quintyn, and Michael W. Taylor
investigate recent trends and determinants of financial supervisory gover-
nance with special attention to the role of the central bank as supervisor.
A considerable amount of research has been devoted to the relationship
between CBI and accountability. Much less, however, has been written about
supervision. Indeed, recent work has argued that the supervisory func-
tion is, under a variety of circumstances, best delegated to an independent
agency.

One issue raised is whether it is beneficial to have monetary policy
and commercial bank supervision under one roof. In many countries,
the supervisory function is performed by institutions other than the cen-
tral bank. Building on the work of Quintyn et al. (2007), the authors of
Chapter 8 provide ratings for independence and accountability for com-
mercial bank supervisory agencies in 55 countries. Their empirical analysis
of the determinants of emerging independence and accountability arrange-
ments indicates that the quality of public sector governance plays a decisive
role in establishing accountability arrangements more than independence
arrangements. The more mature a democracy is, the more likely it is
that a higher degree of independence and accountability will be granted.
Their results also show that accountability is driven by crisis experiences,
whereas independence is influenced by a kind of“bandwagon”effect. Finally,
their findings also indicate that the likelihood for establishing governance
arrangements suitable for the supervisory task seems to be higher when the
supervisor is located outside the central bank.

It should be clear that rules establishing good governance practices are
desirable. What remains unclear is the precise relationship between a central
bank on the one hand, the government on the other, and the supervisory
body. A further complication that cannot be easily captured by the kind of
analysis carried out here is that the financial sector has changed so greatly
around the world that it is more difficult to identify firms for which the
primary function is a financial one from firms that combine financial and
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nonfinancial roles. This not only makes the task of supervision more dif-
ficult, but it also complicates defining accountability and independence of
supervisory institutions.

The authors are surely correct to point out that, whereas there is a large
literature that measures every aspect of central bank behavior, there has
been noticeably less emphasis on measuring and evaluating the behavior
of supervisors. The ongoing global financial crisis not only sheds new light
on failures in regulation and supervision but suggests that much is gained
by studies of the kind undertaken here. Indeed, in addition to a focus on
accountability, future research ought to go where research on central bank
performance is now located, namely the role and potential benefits of trans-
parency. Much blame has been laid at the failure of agencies of all kinds in
understanding and informing policymakers and the public about the dan-
gers of complex financial instruments and transactions. How supervision
can be designed to mitigate the kinds of shocks world financial markets
have been experiencing is, of course, unclear, but will be on the agenda for
future research. Finally, just as Hayo and Hefeker point out the endogeneity
of the CBI criteria, there is similarly an endogeneity in the determinants of
good governance in supervision. The authors do mention this as a draw-
back of their empirical analysis; however, more effort needs to be invested
in ascertaining the implications of this possibility for the estimated results
presented in this chapter.

1.4 Part III: Transparency and Governance in Central Banking

The final part of this book deals with transparency and governance in central
banking. Chapter 9 by Carin van der Cruijsen and Sylvester C. W. Eijffinger
arguably represents the first survey of its kind dealing with the large body
of literature concerning the economic impact of central bank transparency.
As central banks became more independent, transparency emerged as an
important issue because, as some have argued, transparency is necessary to
ensure accountability. The authors first examine how the theoretical litera-
ture in this area has evolved over time. They begin with the seminal work
of Cukierman and Meltzer (1986) who argue that the case for account-
ability is ambiguous. Arguments have been put forth in favor as well as
against transparency. van der Cruijsen and Eijffinger rely on a classification
of transparency developed by Geraats (2002). Transparency is classified into
five categories: (1) Political transparency includes information about central
bank goal(s), a formal statement of targets and institutional arrangements
such as independence. (2) Economic transparency exists when the central
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bank reports information about the state of the economy. (3) Procedural
transparency concerns the degree of openness about the procedures used
to conduct monetary policy, and how the central bank presents its activities
through, for example, minutes of committee meetings. (4) Policy trans-
parency concerns how the central bank explains its policy decisions to the
public and the extent to which it provides information on future policy
actions. (5) Operational transparency considers openness about how well
policy actions are implemented.

The findings about the net benefits of economic transparency are mixed.
Transparency influences economic outcomes through its effect on the for-
mation of inflationary expectations, which turns out to be the crucial
element. The authors also review a new strand of literature that analyzes
the effect of transparency on the formation of expectations and is based
on coordination games (Morris and Shin 2002). Another strand of lit-
erature models decision making within committees to analyze whether
more procedural transparency is wanted. On the one hand, the publica-
tion of minutes may be desirable if it leads to accountability. On the other
hand, the publication of minutes may be harmful as disagreement within
the committees would become public, which could threaten central bank
credibility.

The most recent literature on central bank transparency examines the
implications from learning behavior. This literature takes the view that the
rational expectations assumption is too strong and that economic agents
need to learn how the economy works. Most of the literature in this area
supports more transparency because it improves learning. Hence, more
transparency is better (although disagreement still exists about procedural
and preference transparency). Blinder (2007) emphasizes that while one
type of transparency might work for one type of central bank, it might not
work for another.

Van der Cruijsen and Eijffinger then turn their attention to a survey
of the empirical literature. A number of different indices for central bank
transparency has been developed. All of these indices have a disadvantage
in that they were computed at a single point in time and do not mea-
sure changes in central bank transparency. Eijffinger and Geraats (2006)
constructed time-varying transparency indices. Dincer and Eichengreen
(2007) arguably not only improve on the Eijffinger and Geraats classi-
fication but also provide a much longer time series. Unfortunately, we
know too little about the substantive differences between these indices and
their connection with variables, such as inflation, that define central bank
performance.
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Another strand of literature looks at the long-lasting effects of trans-
parency on macroeconomic variables. With more transparency, the central
bank has more flexibility to offset economic shocks because its credibility is
not harmed. The empirical literature also finds that increased transparency
can reduce interest rate volatility, make forecasts more synchronized,
lead to better macroeconomic outcomes, and improve credibility. For the
most part, however, the empirical work supports greater central bank
transparency.

It remains to be seen how far transparency can go. In particular, van der
Cruijsen and Eijffinger do not explore in great detail the controversy over
whether the release of forward interest rate tracks represents an improve-
ment in transparency or whether this complicates the task for a central
bank in maintaining its credibility. On the basis of the work by Karagedikli
and Siklos (2008, and references therein) for New Zeland and the evi-
dence from Norway there is little reason to believe that markets necessarily
expect the central bank to deliver the interest rates implicit in these data.
Both of these central banks have led the way on reporting future inter-
est rate predictions, conditional on different scenarios for inflation, and
other macroeconomic aggregates. Perhaps more worrisome is one impli-
cation of the Morris and Shin (2002) hypothesis, which suggests that, as
a central bank becomes increasingly transparent, the private sector will
invest fewer resources in forecasting the future macroeconomy. Such an
outcome is clearly undesirable, but it is too early to tell whether this is indeed
the case.

Philipp Maier’s contribution (Chapter 10) begins by remarking that the
composition of a committee that implements monetary policy, along with
the structure of the meeting, can affect the decision-making process in a
substantial fashion. He notes that more than 80 central banks make mon-
etary policy decisions under a committee-type structure. When putting
together a monetary policy committee, one needs to consider its size, as
well as whether voting records should be disclosed.

Maier reviews economic, experimental, empirical, sociological, and psy-
chological studies of committee-based decisions in an effort to identify
criteria for the optimal institutional setting of a monetary committee. On
the basis of review of empirical and experimental studies, a number of crite-
ria can be derived to explain how monetary policy committees and meetings
should be structured. Relying on an investigation of the composition and
operation of monetary policy committees at over 40 central banks, Maier
finds that some central banks have taken measures that would increase the
effectiveness of their monetary committees. Nevertheless, he also reports
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that a large number of central banks could take measures to improve their
committee framework. An important finding is that the monetary policy
committee of the Bank of England is the best-practice committee. On the
basis of this metric, the committee structure of other central banks could
be improved.

It is clear, however, that much remains to be learned about commit-
tee behavior and structure. Indeed, Maier’s review makes clear that this
is an area that is particularly multidisciplinary in nature. There are also
a number of unanswered questions. For example, the notion that single
decision-maker central banks are more dictatorial understates the gover-
nor’s desire to maintain, if not improve, their reputation. Hence, it is not
obvious that such structures need necessarily be less effective. Moreover, the
committee structure at some central banks is more formal than others. The
Bank of England’s monetary policy committee is an example of a highly for-
malized committee structure. In contrast, the Bank of Canada, mentioned
as a central bank with a monetary policy committee, is one in which the
committee structure is not mentioned in the legislation and has no legal
standing. In addition, it is the governor who is the sole spokesperson of
the central bank. Yet, the Bank of Canada’s performance in delivering good
monetary policy has been stellar.

Two other considerations not emphasized in Maier’s contribution need
to be made. First, the adoption of fixed announcement dates has no doubt
mitigated the tendency for inertia in decision making. Second, central banks
may make actual decisions in the context of a formal meeting, but there is
considerable discussion among committee members before the meeting,
and this aspect can have a decisive influence on the outcome of a meeting
(e.g., Swank et al. 2006; Visser and Swank 2007).

Pierre L. Siklos’ chapter (Chapter 11) first reports that there is no clear
negative relationship between average inflation and an index of CBI cover-
ing a sample of over 100 countries for the period 1990–2004. As is remarked
in several chapters of this book, it has been argued that CBI alone is not
sufficient to deliver an optimal monetary policy. Consequently, attention
has now shifted to the governance of central banks. Siklos reports that good
governance should enhance the trustworthiness of a central bank.

Siklos proposes indicators of central bank governance based on an
expanded data set complied by Siklos (2005) covering over 100 countries.
He uses a large set of quantitative and qualitative variables. With this data
set, he empirically evaluates the determinants of trust in central banks. The
testable proposition is that governance is partially determined by the par-
ticular economic, institutional, and political climate. Siklos defines these by
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the existence of democratic institutions, the degree of corruption, and the
level of economic and political stability. He shows that a linear combination
of these factors can serve as an indicator of central bank governance. The
measure of trust is defined by the absolute value of accumulated inflation
surprises over the period 1990–2004. The empirical evidence supports the
view that many principles of good governance matter and that no single
indicator of central bank behavior (e.g., its autonomy) suffices to explain
inflation performance.

Indeed, Siklos finds some interesting regional differences. For example,
cumulative inflation surprises are much larger in European countries that
did not join the European Union. Siklos also reports that pegged exchange
rates have the smallest absolute value of inflation surprises. This result is
compatible with some of the findings reported by Hayo and Hefeker in this
book. This implies that pegging an exchange rate regime can, under certain
circumstances, increase the confidence one has in the performance of central
banks. Institutional and socioeconomic differences across countries mean
that one size does not fit all.

There are at least three difficulties with the evidence presented so far. First,
as others have noted (e.g., Cukierman 1992), how central banks behave dif-
fers greatly, such as between developing versus industrial countries. Hence,
it is possible that the relationship, estimated in a linear fashion, may in fact
be inherently nonlinear in nature. Second, there have always been questions
raised about the accuracy of qualitative determinants of central bank perfor-
mance. These play a crucial role in the empirical investigation. Finally, data
limitations necessitate the resort to forecasts published in the International
Monetary Fund’s World Economic Outlook. Even if the forecast record of
the World Economic Outlook is a good one, the quality and methodologies
used to generate these forecasts are likely to be significantly different across
the world. It is conceivable, therefore, that it is not, strictly speaking, possible
to rely on cross-country comparisons of such forecasts.
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Is the Time Ripe for Price-Level Path Stability?

Vitor Gaspar, Frank Smets, and David Vestin

Abstract

In this chapter we provide a critical and selective survey of arguments rel-
evant for the assessment of the case for price-level path stability (PLPS).
Using a standard, hybrid new Keynesian model, we argue that price-level
stability provides a natural framework for monetary policy under commit-
ment. There are two main arguments in favor of a PLPS regime. First, it
helps overall macroeconomic stability by making expectations operate like
automatic stabilizers. Second, under a PLPS regime, changes in the price
level operate like an intertemporal adjustment mechanism, reducing the
magnitude of required changes in nominal interest rates. Such a property
is particularly relevant as a means to alleviate the importance of the zero
bound on nominal interest rates. We also review and discuss the arguments
against PLPS. Finally, we also demonstrate, using the Smets and Wouters
(2003) model that includes a wide variety of frictions and is estimated for
the euro area, that the price level is stationary under optimal policy under
commitment for a particular loss function. Specifically, the results obtained
when the quasi-difference of inflation is used in the loss function, as in the
hybrid new Keynesian model. Overall, the arguments in favor of or against
PLPS depend upon the degree of dependence of private-sector expectations
on the characteristics of the monetary policy regime.
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2.1 Introduction

According to the conventional wisdom in central banking circles, PLPS is
not an appropriate goal to delegate to an independent central bank. There
is strong intuition behind this claim. The idea is that, under a regime of
PLPS, a shock to the price level that causes temporary above-average infla-
tion must be followed by a correction implying below-average inflation,
and vice versa. The use of monetary policy to move around inflation in
order to stabilize the price level implies an increase in the volatility of infla-
tion. Moreover, in the presence of price and wage stickiness, moving around
inflation requires pushing output above or below potential, as the case may
be. Hence, the intuition goes, PLPS would induce increased volatility of
inflation and output gaps, compared to a regime of inflation targeting.
The common practice of letting bygones be bygones is, thus, justified. This
consensus was, for example, reflected in the paper contributed by Stanley
Fisher to the conference celebrating the tercentenary of the Bank of Eng-
land in 1994, where he said: “Price level targeting is thus a bad idea, one
that would add unnecessary short-term fluctuations to the economy.” The
trade-off between low frequency price (level) variability and higher fre-
quency inflation and output (gap) volatility was also found in a number
of small macroeconomic models developed in the 1990s (e.g., Lebow et al.
1992; Fillion and Tetlow 1994; Laxton et al. 1994; Haldane and Salmon
1995).

As noted in the preceding discussion, the main difference between infla-
tion targeting and price-level path targeting is the relevance each gives to
past departures from target. Under inflation targeting, bygones are bygones.
Past deviations from target are effectively ignored. If there is some impulse
leading to a one-off jump to the price level, there is no effort to reverse it.
Instead, inflation targeting aims at bringing projected (and actual) inflation
back to target. Thus, under an inflation-targeting regime it should be true
that over a sufficiently long period, average inflation comes close to target
inflation. Such outcome requires symmetric random shocks and a mone-
tary policy authority that consistently and symmetrically aims at the target.
Nevertheless, the uncertainty about the price level would rise without limit.
This is also illustrated by the recent experience of central banks like the
Sveriges Riksbank, the Bank of Canada, and the European Central Bank
(ECB), each of which has defined price stability with reference to an annual
increase of consumer prices by 2%. Figure 2.1 plots the development of the
consumer price level in each of those three economies since 1999 (when the
ECB was established). The average inflation rate over the period from 1999
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Figure 2.1. Consumer prices in Canada, the euro area, and Sweden since 1999
Note: In each case, the price index refers to the headline index. The solid line is the 2%
target; the top line is Canada; the middle line is the euro area; and the bottom line is
Sweden.

to 2006 is indeed very close to 2% in each of those economies. However, the
uncertainty about the price level over a period of 8 years is much higher, as
highlighted by the range of price levels at the end of 2006.

In contrast, under a price-level path target, the monetary authority would
consistently aim at correcting deviations from target.1 In cases where the
price level is above the price-level norm, monetary policy aims at a lower
than average inflation rate for a period of time; in cases where it is below the
norm, monetary policy aims at an above-average inflation rate.2,3 Under
such a regime, both average inflation and the price level would be well
anchored at low frequencies. Low uncertainty over long horizons may be
crucial for long-term financial planning for home purchase or retirement.

1 The price-level target can be defined as a deterministically increasing price path. A case
for literal price-level stability may be based on the analogy with the system of weights and
measures. It relates to the use of money as a unit of account. A very powerful formulation
is due to Leblanc (1690): “If there is something in the world that ought to be stable it is
money, the measure of everything that enters the channels of trade. What confusion would
not be in a state where weights and measures frequently changed? On what basis and with
what assurance would a person deal with another, and which nations would come to deal
with people who lived in such disorder?”

2 Average here refers to the average inflation rate implicit in the definition of the normative
price-level path.

3 In a recent report on the Riksbank’s monetary policy, Giavazzi and Mishkin (2006) suggest
that following the persistent undershooting of the inflation target in Sweden, monetary
policy should lean toward more expansionary policy. In his reply, Ingves (2006) stated that
a time-varying inflation target would be too difficult to communicate, and that it would
complicate inflation expectation formation and may make it more difficult to anchor
expectations. A price-level target would be a natural way of implementing such a policy.
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Such a line of enquiry would lead to a number of questions such as: How
important are the benefits from low, long-term price-level uncertainty?
Would price-level stability make a difference for the use of long-term debt
contracts or the duration of investment projects?4 These are interesting and
important questions. They are also beyond the scope of this chapter.5

Instead, the path that we wish to pursue stems from Svensson (1999),
Svensson and Woodford (2005), and Clarida et al. (1999). Svensson (1999)
was the first to emphasize that, under rational expectations, price-level tar-
geting might lead to lower inflation and to identical output variability.
Price-level targeting would, thus, deliver a free lunch. The intuition is that,
within a model that incorporates a Lucas-supply function, delegating a
price-level target to a central bank helps solve the time inconsistency prob-
lem. The argument put forward by Svensson (1999) is very strong and,
hence, persuasive. It implies that, even if society does not care about price
stability per se, it may still be well advised to focus on price-level stability.
Moreover, Clarida et al. (1999) and Svensson and Woodford (2005) have
shown that in a simple new Keynesian model, optimal monetary policy
under commitment leads to a stationary price level.6 The intuition is clear:
When the central bank is committed to stabilizing the price level, rational
expectations become automatic stabilizers. The mechanism operates as fol-
lows. Assume that a deflationary or disinflationary disturbance leads to a
fall in the price level relative to target. Economic agents observing the shock
understand that the central bank will correct the disturbance through higher
inflation than otherwise in the near future. As a result, inflation expectations
increase, helping to mitigate the initial impact of the deflationary shock,
spreading it over time, and contributing to overall stability. Under a credible
regime implying reversion in the price level, inflation expectations operate
as automatic stabilizers. The beneficial impact of a credible price-level target
on current inflation and inflation expectations was typically lacking in the
analysis with the backward-looking models mentioned previously.

4 Similar questions are raised in Bank of Canada (2006).
5 On July 3, 1933, U.S. President Roosevelt stated his commitment to long-run price stabil-

ity in no uncertain terms: “The United States seeks the kind of dollar which a generation
hence will have the same purchasing power and debt paying power as the dollar we
hope to attain in the near future.” The address was a wireless communication to the
World Economic Conference that had started on June 12, in London (available from
http://www.presidency.ucsd.edu/?pid=14679). It is clear from other documents that Roo-
sevelt aimed at inflating the economy after a period of deflation. Such a goal is much easier
to attain in case mean reversion is a permanent feature of the policy regime. See McCallum
(2005).

6 See the monumental Woodford (2003) for a complete presentation.

http://www.presidency.ucsd.edu/?pid$=$14679
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The new Keynesian model is currently the main workhorse for monetary
policy analysis. Its relevant friction, leading to monetary nonneutrality, is
sticky prices and/or wages. The main alternative, as given in the literature,
is sticky information. Ball et al. (2005) explore a model that belongs to this
class with foundations rooted in behavioral economics. Interestingly, they
find that optimal monetary policy stabilizes the price-level path in response
to demand and productivity shocks. In general terms, optimal monetary
policy, in their model, may be characterized as flexible targeting of the price
level.

Our objective in this chapter is modest. In the next section, we review the
case in favor of price-level stability, using a standard, hybrid new Keynesian–
Phillips curve, which, following the seminal book by Woodford (2003), has
become the workhorse in most monetary policy analysis.7 We follow Svens-
son (1999) and assume that society does not care about price stability per se.
In this setup, we first explain in Section 2.1 how the optimal monetary policy
under commitment is characterized by mean reversion in the price level, and
how assigning a price-level stability objective can implement the first-best
monetary policy as in Vestin (2006) and Roisland (2006). In Section 2.2.2,
we then turn to the argument that anchoring inflation expectations by
means of price-level targets could also help to address the problem posed
by the zero lower bound on interest rates.8 This follows the early intuition
of Duguay (1994) and Coulombe (1997), that is, announcing a target path
for the price level would help promote expectations of a future rebound in
inflation, even in the event that the economy should fall into a lower-bound
situation, which would in turn help resist deflation and a profound down-
turn in the first place. Wolman (2003) and Eggertson and Woodford (2003)
make this case in the context of a version of the New Keynesian model
discussed in Section 2.2.1.9 Finally, in Section 2.2.3 we use the Smets and

7 For another recent review, see Ambler (2007).
8 In the context of the renewal of its Inflation Control Target on November 23, 2006, the

Bank of Canada (2006) mentions this argument as one of the main reasons for studying
the relative merits of specifying a price-level target as opposed to an inflation target.

9 A related argument that we do not discuss is that price-level stability reduces the risk of a
debt-deflation spiral. While deeper and more efficient financial markets allow households
and firms to better smooth their expenditure patterns and hedge against the various
risks to which they are subjected, they also lead to higher indebtedness of certain agents,
making them more sensitive to unexpected changes in both asset and goods prices. If
such unexpected asset price collapses lead to deflationary expectations and falling prices,
the real debt burden will typically further rise and a Fisherian debt-deflation spiral could
start. A focus on price-level stability ensures that the real redistribution due to nominal
shocks will be (perceived as) temporary and may thereby reduce the probability of a debt
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Wouters (2003) model to show that the price level remains stationary if the
central bank minimizes an ad-hoc loss function under commitment, even
in a model that includes a wide variety of frictions and is estimated for the
euro area. The result obtained with the quasi-difference of inflation is used
in the loss function, as in the hybrid new Keynesian model.

In Section 2.3 we then turn to investigating two arguments that have been
used against the case for price-level targeting. First, the superior perfor-
mance of price-level stability crucially hinges on the (assumed) credibility
of the reversion in the price level. It is argued that if expectations are mainly
backward looking, the additional benefits of price-level stability will be
small.10 Moreover, the transitional costs of establishing the credibility of a
regime of PLPS may be too large. We address these issues in Section 2.3.1
by extending the basic new Keynesian framework with adaptive learning.
A second argument is that the benefits of price-level targeting depend too
much on unrealistic assumptions regarding central bankers’ ability to con-
trol the price level. The idea here is that, because of uncertainty about the
state and the functioning of the economy, policymakers make mistakes and
generate volatility in the price level. Under price-level targeting, they will be
forced to create additional volatility in the real economy in order to undo
the effects of their own mistakes on the price level. In Section 2.3.2, we rely
on recent results by Aoki and Nikolov (2006) to address this issue. Finally,
Section 2.4 contains our main conclusions.

Before turning to the analyses in Sections 2.2 and 2.3, it is worth recalling
that the current focus in central banking on stabilizing inflation rather than
the price level is a relatively new phenomenon that arose in the wake of
the Great Inflation of the 1970s. One could argue that price-level stability
is the natural fiduciary alternative to the commodity standards of the pre-
World War II economies.11 Research on the gold standard shows that in this
period, the price level was indeed mean reverting, and that periods of falling
prices were not necessarily associated with lower output growth or higher
output losses. Indeed, Bordo and Redish (2003) and Bordo et al. (2004) have
demonstrated that deflations in the pre-1914 classical gold standard period
in the United Kingdom and Germany were primarily driven by productivity-
driven increases in aggregate supply. For the United States, these results
generally prevail with the exception of a banking panic that induced a

deflation spiral. Of course, the importance of this argument will also depend on the source
of the shocks.

10 See, for example, Barnett and Engineer (2000).
11 The monetary literature of the early days of the twentieth century (Fisher, Keynes, and

Wicksell) shows as much.
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demand-driven deflation episode in the mid-1890s. Bordo and Filardo
(2004) generalize this finding to a panel of over 20 countries for the past two
centuries. With the exception of the interwar period, they find that deflation
was generally benign. Interestingly, Berg and Jonung (1999) argue that the
adoption of a price-level target in Sweden during the Great Depression has
alleviated the output losses associated with deflation in this country.

2.2 The Case for Price-Level Stability

2.2.1 The Optimality of Price-Level Stability in
the New Keynesian Model

A case for the optimality of price-level stability can be based on the bench-
mark new Keynesian model, as, for example, in Woodford (2003). This
model rests on a number of assumptions. First, the production sector of the
economy is composed by a large number of identical monopolistically com-
petitive firms. Monopolistic competition prevails because firms produce
differentiated goods that are imperfect substitutes. Second, the monopolis-
tically competitive firms are price setters. They set prices before knowing
demand and are committed to satisfy demand at the set price. A proportion
of firms are allowed to reset their prices at the end of each period. This
proportion is exogenously given and constant over time. Third, firms that
are not allowed to reset prices or adjust their prices to offset a fraction of
the average price change observed in the period. Such partial indexation
to past inflation is justified by the need to match the degree of inflation
persistence found in aggregate data, but is not in line with microevidence.
Fourth, firms that produce using labor or technology only exhibit dimin-
ishing returns. Fifth, all goods contribute in a symmetric way to the utility
of the representative consumer.

The model delivers a strong case for price stability (Goodfriend and
King 1997, 2001). Given the symmetry of preferences and technology, an
efficient equilibrium is characterized by equal production of all goods and
unitary relative prices. Owing to staggered price setting, inflation creates
inefficiencies, as relative prices and associated quantities will differ across
producers. Price stability restores the efficient equilibrium.

In this section, we lay out the basic model and show that optimal mon-
etary policy is characterized by mean reversion in the price level. In other
words, price-level stability is implied by optimal policy.12 As extensively

12 The benefits from price-level targeting in a rational expectations framework were first
highlighted by Svensson (1999) in the context of a neoclassical framework. It shows that
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discussed in Woodford (2003), under rational expectations, the set of
microeconomic assumptions considered in the above gives rise to the
following standard new Keynesian model of inflation dynamics:

πt − γπt−1 = β(Et πt+1 − γπt ) + κxt + ut , (1)

where πt is inflation, xt is the output gap, and ut is a cost-push shock
(assumed i.i.d.). Furthermore, β is the discount rate, κ is a function of
the underlying structural parameters including the degree of Calvo price
stickiness, and α (not explicitly shown) and γ capture the degree of intrinsic
inflation persistence due to partial indexation in the goods market. Galí and
Gertler (1999) and Gali et al. (2001) have shown that such a hybrid new
Keynesian–Phillips curve fits the actual inflation process in the United States
and the euro area quite well.

In addition, we assume that the central bank uses the following loss
function to guide its policy decisions:

Lt = (πt − γπt−1)
2 + λx2

t . (2)

Woodford (2003) has shown that, under rational expectations and the
assumed microeconomic assumptions, such a loss function can be derived
as a quadratic approximation of the (negative of the) period social wel-
fare function, where λ = κ/θ measures the relative weight on output gap
stabilization and θ is the elasticity of substitution between the differenti-
ated goods. We implicitly assume that the inflation target is zero. To keep
the model simple, we also abstract from any explicit representation of the
transmission mechanism of monetary policy, and simply assume that the
central bank controls the output gap directly.

Next, we solve for optimal policy under rational expectations with and
without commitment by the central bank.

Defining zt = πt − γπt−1, equations (1) and (2) can be rewritten as:

zt = βEt zt+1 + κxt + ut (1′)

Lt = z2
t + λx2

t . (2′)

Optimal monetary policy under discretion
If the central bank cannot commit to its future policy actions, it will not
be able to influence expectations of future inflation. In this case, there are

a free lunch also arises when the aggregate supply function has the new Keynesian form
with current expectations of future inflation rates.
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no endogenous state variables and since the shocks are i.i.d., the rational
expectations solution (which coincides with the standard forward-looking
model) must have the property Et zt+1 = 0. Thus:

zt = κxt + ut . (1′′)

Hence, the problem reduces to a static optimization problem. Substituting
(1′′) into (2′) and minimizing the result with respect to the output gap,
implies the following policy rule:

xt = − κ

κ2 + λ
ut . (3)

Under the optimal discretionary policy, the output gap only responds to
the current cost-push shock. In particular, following a positive cost-push
shock to inflation, monetary policy is tightened and the output gap falls.
The strength of the response depends on the slope of the new Keynesian–
Phillips curve, κ , and the weight on output gap stabilization in the loss
function, λ.13

Using equation (3) to substitute for the output gap in (1′′) and the
definition of zt implies:

πt = γπt−1 + λ

κ2 + λ
ut . (4)

Note that in this case, inflation follows an AR(1) process and there is a unit
root in the price level:

pt = (1 + γ )pt−1 − γ pt−2 + νut , (5)

where ν = λ/(κ2 +λ). Under discretionary monetary policy, the price level
does not revert to a constant mean.

Optimal monetary policy under commitment.
Under discretion, there is no inertia in policy behavior. In contrast, if the
central bank is able to credibly commit to future policy actions, optimal
policy will feature a persistent “history-dependent” response. In particular,

13 The reaction function in (3) contrasts with the one derived in Clarida et al. (1999). They
assume that the loss function is quadratic in inflation (instead of the quasi-difference of
inflation, zt ) and the output gap. They find that, in this case, lagged inflation appears in the
expression for the reaction function, corresponding to optimal policy under discretion.
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Woodford (2003) shows that optimal policy will now be characterized by
the following equation:

zt = −λ

κ
(xt − xt−1). (6)

In this case, the expressions for the output gap and inflation can be
written as:

xt = δxt−1 − κδ

λ
ut , and (7)

πt = γπt−1 + λ(1 − δ)

κ
xt−1 + δut , (8)

where δ = (τ − √
τ 2 − 4β)/2β and τ = 1 + β + k2/λ. Comparing

equations (3) and (7), it is clear that undercommitment optimal monetary
policy is characterized by history dependence in spite of the fact that the
shock is temporary. The intuitive reason for this is that undercommitment
perceptions of future policy actions help stabilize current inflation through
their effect on expectations. By ensuring that, under rational expectations,
a positive cost-push shock is associated with a decline in inflation expecta-
tions, optimal policy manages to spread the impact of the shock over time.

One can show that, in this case, the optimal reaction function can also be
written as a function of past price levels and the cost-push shock:

xt = −(κδ/λ)(pt−1 − γ pt−2 + ut ) (9)

Expressing this in words, the central bank tightens policy in response to a
positive cost-push shock and in response to positive deviations of past prices
from its target. Moreover, the optimal policy under commitment implies
a stationary price level, as long as the degree of indexation is not perfect
(i.e., γ is less than one). In this case, the solution for the price level can be
written as:

pt = (γ + δ)pt−1 − γ δpt−2 + δut , (10)

where the expression for δ is given above.
Figure 2.2 plots the response of the price level to a standard-deviation,

cost-push shock for different degrees of indexation. The calibration of the
other parameters is taken from Gaspar et al. (2006) as in Table 2.1. As also
shown by Woodford (2003, 500), the price level may exhibit a hump-shaped
response, depending on the degree of indexation. The higher the degree of
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Table 2.1. Calibration parameters for the benchmark case

β γ λ θ α φ κ σ

0.99 0.5 0.002 10 0.66 0.02 0.019 0.004

Note: We justify our choices in Gaspar et al. (2006).
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Figure 2.2. Responses to a cost-push shock under different degrees of indexation
Note: Low, medium, and high refer to the degree of indexation of prices to lagged
inflation of 0.1, 0.5, and 0.9, respectively.

indexation, the more hump-shaped the response of the price level to a cost-
push shock. However, eventually it always returns to baseline as long as the
degree of indexation is less than one.

This feature of optimal policy may seem counterintuitive. It is often
argued that if one wishes to stabilize inflation and is not concerned with
the absolute level of prices, then surprise deviations from the long-run
average of inflation rate should not have any effect on the inflation rate for
which policy aims subsequently: one should let bygones be bygones, even
though this means allowing the price level to drift to a permanently different
level. “Undoing” past deviations simply creates additional and unnecessary
variability in inflation. This would be correct if the commitment to correct
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past deviations had no effect on expectations. However, if price setters are
forward looking as in this new Keynesian model, the anticipation that a
current increase in the general price level will predictably be undone gives
firms a reason to moderate the current adjustment of their own prices. As a
result, it is optimal to return the price level to its baseline in order to reduce
equilibrium inflation variability.

Delegating a price-level target to a discretionary central bank
In the previous section, we have shown that price-level stability is a feature
of optimal policy under commitment in the basic hybrid new Keynesian
model, even if there is some degree of indexation and lagged inflation
dependence. However, in practice, there are incentives to depart from such a
path. The temptation is apparent from Figure 2.2. For all cases plotted, there
are periods when inflation is below target and, at the same time, output is
below potential. In such periods, the policy path under commitment looks
inappropriate. It is possible simultaneously to get inflation closer to target
and output closer to potential. Hence, according to common sense, policy
should depart from its path under commitment. In such circumstances,
policymakers face the strains of commitment. In other words, it is not easy
for the central bank to commit to optimal policy. There is an incentive to
reoptimize as time passes and to let bygones be bygones. This is an example
of the well-known time inconsistency of optimal policy, which we like to
refer to as the strains of commitment.

In the literature, one of the ways to overcome the suboptimality of dis-
cretionary policy is to delegate a modified loss function to the policymaker.
Such an act of delegation was initially considered by Rogoff (1985). In
our context, under discretion, assigning an explicit price-level target to
the central bank may be a transparent way to enforce the appropriate his-
tory dependence of monetary policy. Moreover, as pointed out by Svensson
(1999), a price-level target would also eliminate any existing inflation bias
under discretionary policy. Indeed, Vestin (2006) shows that, when the cen-
tral bank is operating in a discretionary environment, price-level targeting
outperforms inflation targeting in the basic forward-looking new Keynesian
model with zero indexation. He shows that when there is no persistence in
the cost-push shocks, the commitment equilibrium can be fully replicated.
Roisland (2006) extendsVestin’s (2006) results of the hybrid case with index-
ation to past inflation as discussed previously, and shows that, also in this
case, it is beneficial to assign a hybrid price-level target to the central bank.
In this case, the targeting rule can be written as a modified instantaneous
loss function of the form (pt − γ pt−1)

2 + λ̄x2
t , where γ is the degree of
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indexation as before, and λ̄ is a modified weight on the output gap.14 Finally,
Svensson and Woodford (2005) analyze optimal targeting rules in a related
model and show that such a rule includes a term in the price level in addi-
tion to the more traditional terms in inflation and output gap volatility. The
weight on the price-level term in the optimal targeting rule is, in general,
time-varying and depends on the shadow price of sticking to past promises.
This time-varying weight underlines the notion that, in general, the horizon
over which the central bank attempts to revert the price level will depend
on the state of the economy and the shocks that have hit the economy in
the past.

Intuitively, these results highlight that price-level targeting introduces
history dependence and a stationary price level, both of which are char-
acteristics of the commitment solution as mentioned in the preceding
discussion.

It is worthwhile to pause to examine how focusing on the price level helps
overcome the strains of commitment. The argument becomes intuitive after
careful examination of Figure 2.2. Looking simultaneously at the first and
third panels, it is apparent that optimal policy under commitment involves
keeping output below potential, as long as the price level is above target.
Hence, communication of the rationale for optimal policy under commit-
ment becomes easier as soon as one shifts the focus from inflation to the
price level. As Figure 2.2 makes clear, the time horizon associated with the
return of the price level to target may be very long, particularly in the case
of a relatively high partial indexation parameter, γ .

It could be argued that it is difficult to reconcile such a long-time horizon
with reasonable confidence that the favorable effects on private expectations
will materialize. Given such a long-time horizon it would be difficult for the
private sector to figure out whether policymakers’ behavior was consistent
with their commitments. On this important consideration two remarks are
in order. First, clearly the result presented is fully consistent with rational
expectations. However, it is still possible to argue that the information and
knowledge assumptions underlying rational expectations are particularly
demanding under a price-level stability regime. Hence, it is important to
add a second remark. Figure 2.2 illustrates how a price-level regime provides
an information-rich environment. The idea is that after a cost-push shock, a
relatively short period of inflation above target, depending on the degree of
partial indexation, should be expected. After that, inflation should remain

14 Roisland (2006) also shows the optimality of inflation targeting when there is full
indexation (γ = 1).
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persistently below target in order to ensure correction in the price level. It is
precisely because it takes so long to correct the price level that it is possible
to monitor the process of adjustment well before the eventual correction
materializes. In any case, the reliance of the case for price-level stability on
credibility must be taken seriously. Below, in Section 2.3.1, we find that
the case for a price stability regime remains intact when the private sector
departs from rational expectations and relies instead on adaptive learning.
Finally, Figure 2.2 makes it clear that the adjustment path is particularly
long when the partial indexation parameter is high (below but close to one).
Thus, it is opportune to suggest that it is likely that a price-level stability
regime would reduce the degree of indexation. Under such circumstances,
the time horizon associated with corrections to the price level would also
become shorter.

2.2.2 Price-Level Stability, Zero Lower Bound, and
Deflationary Spirals

An important additional argument in favor of a commitment to price-level
stability is related to its benefits in alleviating the potentially negative impli-
cations for macroeconomic stability of the zero lower bound on nominal
interest rates. The argument is very intuitive. As highlighted by Duguay
(1994) and Coulombe (1997), under price-level targeting, the price level
plays the role of an intertemporal price reducing the need for variations in
the nominal interest rate.15

To see this, it is instructive to write down the standard forward-looking
IS curve that results from intertemporal consumption smoothing. This IS
curve links the output gap to the ex-ante real interest rate:

xt − xT = −σ

T−1∑
i=0

Rt+i + σEt (pT − pt ) + εt , (11)

where xt is the output gap as before, Rt is the nominal short-term interest
rate, and εt is a demand shock.16 Assume now that there is a negative
demand shock that reduces current output and the current price level.
Under credible price-level targeting, this will generate an expected increase
in the price level (pT > pt ), as the price level is expected to return to its

15 Coulombe (1997) gives the concrete example of his grandfather, who would decide to buy
durable goods based on whether the price level was relatively low.

16 See Svensson (2006) for a similar analysis in the context of Japan’s liquidity trap.
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target. As a result, for a given nominal interest rate, the real interest rate will
fall stimulating current output. This will have an automatic stabilizing effect
on the economy. The net outcome of this stabilizing effect is that nominal
interest rates need to adjust less and, as a result, the frequency of hitting the
zero lower bound for a given target rate of inflation will be less. Moreover,
when nominal interest rates are stuck at zero, the price level will continue
to operate as an automatically stabilizing intertemporal price.

Eggertson and Woodford (2003) formally analyze the benefits of price-
level targeting in a forward-looking new Keynesian model like the one we
analyzed in Section 2.2.1. When the degree of indexation is zero, the optimal
targeting rule (7) can be written in terms of the price level:

xt = −κ

λ
(pt − p∗) (12)

Eggertson and Woodford (2003) show that this simple price-level targeting
rule does almost as well as the optimal nonlinear rule under a zero lower
interest rate constraint. Under the optimal nonlinear rule, the price-level
target (p∗) is time varying and depends on the length of time during which
the lower zero constraint is binding. Eggertson and Woodford (2003) show
that under their calibration the price-level rule (12) creates losses that are
only 9% of the losses that would ensue under a zero inflation target, and
only one-fifth of the losses that would ensue under a 2% inflation target.17

Equally important, the alternative policy rule (7), which without zero lower
bound would also implement the commitment equilibrium, does much
worse than the price-level targeting rule. In fact, this rule does even worse
than the zero inflation target rule. The reason for this is that this rule
mandates deflation when there is growth in the output gap. This, in turn,
implies that the central bank will deflate once it is out of a liquidity trap.
However, this is exactly the opposite to what is optimal: In order to get out
of the trap, the central bank needs to commit to generating higher-than-
average inflation.

Overall, this analysis shows that while in normal times, the alternative
ways of implementing the optimal policy under commitment may be equiv-
alent, there are important additional benefits of communicating the optimal

17 Similarly, Wolman (2003) shows in the basic new Keynesian model that a simple rule
that targets the price level reduces the cost of the zero lower bound to almost zero even
when the inflation target is zero. Price-level targeting rule also works quite well in the U.S.
econometric model of the Federal Reserve Board.
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policy in terms of a price-level target. In particular, it makes the implemen-
tation of such a target in a situation where the zero lower interest rate
constraint is binding much more credible, as agents will have experienced
the actual implementation of a price-level targeting regime. As highlighted
previously, a credible price-level targeting rule is a particularly effective way
of reducing the risk of falling into a deflationary trap when nominal inter-
est rates are bound at zero. As highlighted by Berg and Jonung (1999), the
Swedish experience with a price-level target during the interwar period may
be an example of how those benefits work in practice.

2.2.3 Going Beyond the Basic New Keynesian Model

Woodford (2003, 501) has argued that the result of the optimality of price-
level stationarity in the basic new Keynesian model is relatively fragile given
that its welfare does not depend at all on the range of variation in the
absolute level of prices. However, the intuition that a monetary policy that
does not let bygones be bygones has strong stabilizing effects on inflation
and economic activity, in particular in the presence of a potentially binding
zero lower constraint on nominal interest rates, is very strong and is likely
to survive in more general characterizations of the economy as long as
expectations matter. While full mean reversion in the price level may not be a
feature of the fully optimal policy in more general models, a price-level path
targeting regime is a simple, easy-to-communicate way of implementing a
policy that ensures an appropriate level of history dependence. Moreover, a
flexible regime that allows for a gradual return of the price level to its target
depending on the shocks hitting the economy is likely to reduce the costs
associated with a stricter implementation.

These findings can be illustrated using a much more elaborate model
such as Smets’ and Wouters’ (2003). This model incorporates a hybrid new
Keynesian–Phillips curve like the one analyzed in Section 2.2.1, but also
many other frictions, such as nominal wage stickiness, habit formation, and
investment adjustment costs, which make it costly to revert the price level.
Figure 2.3 shows the impulse response of the output gap, the short-term
interest rate, inflation, the price level, and the nominal wage level to a 1%
price-mark-up shock, when the central bank optimizes under commitment
an ad-hoc loss function in the semidifference of inflation, the output gap,
and interest rate changes. It is immediately clear that, in spite of the other
real and nominal frictions, the optimal commitment policy again induces a
stationary price level. As in the simple new Keynesian model of Section 2.2.1,
the higher the degree of inflation indexation, the more hump-shaped the



Is the Time Ripe for Price-Level Path Stability? 37

0 5 10 15 20 25 30 35 40
–0.15

–0.1

–0.05

0

0.05
Output gap

 

Low
Medium
High

0 5 10 15 20 25 30 35 40
–0.4

–0.2

0

0.2

0.4
Interest rate

0 5 10 15 20 25 30 35 40
–0.5

0

0.5

1

1.5
Inflation

0 5 10 15 20 25 30 35 40
–2

0

2

4

6
Price level

0 5 10 15 20 25 30 35 40
–2

0

2

4
Wage

Figure 2.3. Impulse response to a price-mark-up shock in the Smets–Wouters model
Note: Low, medium, and high correspond to different degrees of inflation indexation:
0.1, 0.5, and 0.9, respectively. The impulse responses are derived under the assumption
that the central bank minimizes a loss function in the variability of the semidifference of
inflation, the output gap, and interest rate changes under commitment. The respective
weights are 0.9, 0.1, and 0.05, respectively.

price-level response and the longer it takes before prices revert back to
baseline. Note that the medium case depicted in Figure 2.3 corresponds to
the empirical estimate of the degree of indexation (i.e., 0.5). Reducing the
weight on the variability of the output gap and on interest rate changes
shortens the horizon over which the price level is returned to baseline,
confirming the analysis of Batini and Yates (2003) and of Smets (2003).
Those studies also show that the horizon over which mean reversion in the
price level is to be achieved will depend on the structure of the economy. For
example, if the Phillips curve of the economy is relatively flat, it is beneficial
to have a relatively longer horizon. Figure 2.4 plots the impulse response
functions to a price mark-up shock under different degrees of nominal
wage rigidity. It is clear that in this case also, higher nominal wage rigidity
increases the time it takes for prices to return to baseline.

Finally, a similar reversal of the price level is also obtained in response to
other shocks such as a wage mark-up shock as shown in Figure 2.5.



38 Vitor Gaspar, Frank Smets, and David Vestin

0 5 10 15 20 25 30 35 40
–0.3

–0.2

–0.1

0

0.1
Output gap

 

Low
Medium
High

0 5 10 15 20 25 30 35 40
–0.1

0

0.1

0.2

0.3
Interest rate

0 5 10 15 20 25 30 35 40
–0.5

0

0.5

1
Inflation

0 5 10 15 20 25 30 35 40
–0.5

0

0.5

1

1.5
Price level

0 5 10 15 20 25 30 35 40
–0.5

0

0.5

1

1.5
Wage

Figure 2.4. Impulse response to a price-mark-up shock under different degrees of nom-
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Note: Low, medium, and high correspond to different degrees of nominal wage stickiness:
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Figure 2.5. Impulse response to a wage-mark-up shock in the Smets–Wouters model
Note: Low, medium, and high correspond to different degrees of inflation indexation:
0.1, 0.5, and 0.9, respectively. See also the note to Figure 2.3.
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Taking into account the differences between the basic new Keynesian
model and Smets and Wouters’ (2003) model, the similarity among the pan-
els of Figure 2.3 depicting the output gap, inflation, and the price level, and
those in Figure 2.2 is remarkable. It suggests that the importance of endoge-
nous expectations is still decisive in complex environments. The intuition
remains that focusing on the price level allows the monetary authority to
spread, over time, the effects of shocks that create a trade-off between low
and stable inflation and the maintenance of output close to potential. Many
authors have emphasized the importance of lagged inflation dependence
for the cost–benefit analysis of price-level path targeting. The preceding
results suggest that the issue is not so much whether to focus on price-level
path targeting, but how long the mean-reversion process should be allowed
to take.

Moreover, it is worth recalling that the automatic indexation of prices to
past inflation that underlies the lagged inflation dependence in the hybrid
new Keynesian–Phillips curve discussed in Section 2.2.1 is not supported
very much by the microdata. Typically, around 80% of observed prices in the
consumer price index do not change in a given month. Finally, the degree
of indexation is likely to be regime dependent. More specifically, it is likely
that the degree of lagged inflation dependence would fall under a price-level
path targeting regime.

Before turning to Section 2.3, it is also worth mentioning that a number
of studies have analyzed the properties of simple policy rules that include a
price-level term in large-scale macroeconometric models. One prominent
example is Williams’ (2000), which uses the Federal Reserve’s FRBUS model
and shows that a simple feedback rule applied to the price level also has
positive stabilizing effects in such a large, more extensive model.18

2.3 Two Objections to PLPS

In this section, we discuss a number of counter arguments. We first discuss
the argument that PLPS is too costly when there is imperfect credibility. A
related argument is that the transitional costs of moving to a PLPS regime
are too large in the presence of private-sector learning. We then examine the
argument that, in the face of uncertainty and learning by the central bank,
price-level stability is too costly because it forces the central bank to instill
volatility in the economy following its own mistakes.

18 Another example is Black et al. (1997). See also Section 3.1.
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2.3.1 Unrealistic Reliance on Credibility

A number of papers have argued that the benefits of price-level stability dis-
appear or are greatly reduced when the degree of credibility of the monetary
policy regime is limited or expectations are backward looking rather than
forward looking.19 For example, in early studies of simple policy rules in an
economy with backward-looking expectations, Haldane and Salmon (1995)
and Lebow et al. (1992) find that feedback rules on the price level result in
higher short-term variability for both inflation and output growth.20 In a
later simulation study, Black et al. (1997) show that adding a price-level
gap term to the monetary policy reaction function can deliver significant
reductions in the volatility of output, inflation, and interest rates if there
is a small effect of the price-level gap on inflation expectations. MacLean
and Pioro (2001) explicitly investigate to what extent the “free lunch” result
of Svensson (1999) and others is robust to changes in assumptions about
the way in which price expectations are formed and the “degree” of credi-
bility. They model imperfect credibility as a process whereby private sector
inflation expectations are a weighted average of forward-looking rational
expectations, the inflation target, and past inflation. They find that, with
model-consistent expectations, it is possible to reduce the variability in
inflation, output, and nominal interest rate. Moreover, incorporating cred-
ibility effects specifically tied to the price-level target leads to even greater
reductions in variability. At the same time, they confirm that when agents are
highly backward looking, introducing a price-level target results in increased
output and interest rate variability. Finally, using the policy model of the
Board of Governors of the Federal Reserve System, Williams (1999) also
finds that targeting the price level rather than the inflation rate generates
little additional cost in terms of output and inflation variability. However,
the characteristics of efficient policy rules depend critically on the assump-
tion regarding expectations formation. In particular, the policy rule that
is most efficient when the model assumes forward-looking expectations
turns out to be the worst when fixed adaptive expectations are assumed.
The robustness of inflation and price-level rules (or a combination of the
two) is explicitly investigated in Jääskelä (2005). He shows that, if the pol-
icymaker overestimates the degree of forward-looking expectations, the
optimal hybrid rule appears to be the worst performing rule. The standard
Taylor rule that fails to introduce inertia avoids bad outcomes and is shown
to be the most robust to model uncertainty.

19 This is also the main concern raised in Bank of Canada (2006).
20 Another relevant study is Fillion and Tetlow (1994).
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One criticism of the studies these discussed is that the expectation-
formation process is typically assumed to be fixed. In general, expectations
formation will respond to the characteristics of the monetary policy regime.
Even if expectations are backward looking, in the sense that they are based
on regressions using past data as in the adaptive learning literature, the esti-
mated regression model that agents use will change as the monetary policy
regime is changed. In such a case, it is important to investigate whether
the long-run benefits from moving to a regime of price-level stability and
accordingly anchored expectations, outweigh the transitional costs as agents
learn about the new regime and adjust their expectation-formation process.

In the rest of this section, we perform this cost–benefit analysis in the
context of the basic new Keynesian model of Woodford (2003), discussed
in Section 2.2.1. We assume adaptive learning rather than rational expecta-
tions, that is, agents form their expectations by running regressions on past
inflation and prices. Equations (5) and (10) in Section 2.2.1 show that in
both the discretionary and commitment equilibrium of the hybrid new Key-
nesian model, the price level can be written as a second-order autoregressive
process. In a discretionary equilibrium, there is a unit root in the price
level, whereas in a commitment equilibrium, prices are mean reverting. We,
therefore, analyze the following experiment. Assume that agents start in a
discretionary equilibrium. In this equilibrium, the estimated coefficients
on the price-level process will be given by equation (5). Under the assumed
calibration of Table 2.1, this implies that the first-order autoregressive coef-
ficient is 1.5, whereas the second-order coefficient is −0.5. We then assume
that the central bank decides to implement a commitment equilibrium by
following a rule such as equation (9), which delivers price-level stability.
Several questions can now be answered. Will the equilibrium converge to
the rational expectations equilibrium under commitment? If so, how long
does it take, and how important are the transitional costs?

We rely on the fact that, under rational expectations, both in the case of
commitment and discretion, the stochastic process for the price level can
be written as an AR (2) process (see Section 2.2.1). Thus, under adaptive
learning we assume that the agents estimate an equation such as:

Ct = α1pt−1 + C2pt−2 + εt . (13)

Turning to the first question, the answer is affirmative. Using the methods
of Evans and Honkapohja (2001), one can show that under the baseline cal-
ibration assumptions used above (and reasonable alternative assumptions),
the dynamic system is indeed e-stable. In other words, one can prove that
under recursive least-squares learning, the equilibrium will converge to the
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rational expectations equilibrium under commitment. This shows that even
under adaptive learning (where the agents are completely backward look-
ing), eventually the benefits of price-level stability can be achieved in the
long run. This result is illustrated in Figure 2.6 using stochastic simulations
for the calibrated model. Figure 2.6 displays mean-dynamics responses for
our system.

From equation (10), it is clear that, under rational expectations and com-
mitment, the autoregressive coefficients are 1.15 and −0.35, respectively.
Under recursive least squares Figure 2.6 shows the estimated coefficients
converging slowly to these values. As a result, the price level becomes
stationary eventually.

Figure 2.6 is also informative regarding the latter questions raised above.
It shows the convergence process of the estimated autoregressive parameters
in the estimated price equation, as well as the mean loss incurred in the
convergence process as a function of the initial gain. The initial gain will
determine how fast agents learn the new regime. It can be considered as the
weight agents put on past data relative to the data in the new regime. If the
announcement of a price-level stability regime is credible, agents will put
little weight on the past experience and the convergence will be faster.

Figure 2.6 highlights that the speed of convergence will depend strongly
on the speed of learning. When a relatively high weight is put on recent
new observations, the estimated coefficients converge quite rapidly. The
upper left panel shows that, because of learning, there is an initial increase
in the loss relative to the discretionary equilibrium (i.e., the horizontal line
located at about 1.35), but after a few periods, as agents learn about the
new regime, losses start falling and eventually fall below the discretionary
outcome, converging to the losses under commitment.

Recursive least-squares learning may not be the most attractive learning
scheme when considering possible changes in policy regimes. Figure 2.7
plots a similar experiment in the case of constant gain learning. The con-
stant gains considered vary from 0.01 (slow learning) to 0.04 (fast learning).
The size of these gains is consistent with empirical evidence on the speed
of learning in the formation of inflation expectations (e.g., Orphanides
and Williams 2007). In this case, there is no guarantee that the learning
equilibrium converges to the rational expectations commitment equilib-
rium. However, in each case, the equilibrium loss converges to a loss level
that is close to the level under commitment.

Table 2.2 reports the time it takes for the losses to fall below the discre-
tionary losses, as well as the present discounted value of the difference in loss
under price-level stability and the discretionary policy, for different initial
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Table 2.2. The cost–benefit analysis of the transition to PLPS under least-squared
leavening

Initial estimation period Constant gain

T = 10 T = 20 T = 30 C = 0.01 C = 0.02 C = 0.03 C = 0.04

Baseline 15 27 40 90 44 29 22
−0.014 −0.007 −0.003 0.006 −0.004 −0.010 −0.014

γ = 0.3 13 26 38 89 44 29 21
−0.015 −0.008 −0.003 0.006 −0.004 −0.010 −0.015

γ = 0.7 16 28 42 93 46 30 22
−0.013 −0.006 −0.002 0.006 −0.004 −0.010 −0.014

α = 0.6 13 22 33 78 37 25 19
−0.015 −0.009 −0.005 0.003 −0.006 −0.012 −0.016

α = 0.7 17 30 44 104 49 32 25
−0.012 −0.005 −0.001 0.008 −0.002 −0.009 −0.013

Note: The first entry gives the time in quarters it takes before the loss under the price-level stability
regime is lower than that under the discretionary regime. The second entry gives the discounted
loss with a discount factor of 0.99. A negative number implies it is beneficial to implement a PLPS
regime.

estimation periods, constant gains, degrees of indexation, and degrees of
price stickiness. It is worth noting that when learning is slow (as, e.g. illus-
trated by the column with a constant gain of 0.01 in Table 2.2), the transition
process may take very long and on balance it may be too costly to move to a
price-level stability regime. However, this case is not likely to be empirically
relevant for two reasons. First, empirical evidence on the speed of learning
suggests that higher gains of 0.02 or above are more appropriate to describe
the inflation expectations formation process. Under such gains, the net ben-
efits are positive. Second, communication by the central bank may facilitate
the transition by speeding up the learning process. In the benchmark sim-
ulation with an initial estimation period of 5 years, it takes about 7 years
before the losses fall under those of the discretionary equilibrium. Similar
results are obtained with a constant gain of 0.03. In both cases, the net ben-
efit from moving to price-level stability is positive, with a discount factor
of 0.99. This learning period can be shortened to 3–4 years if the initial
estimation period is shorter or the speed of learning faster. A lower degree
of indexation reduces the time it takes for the losses to be smaller than
under the discretionary equilibrium, but the sensitivity is limited. In con-
trast, the duration and the net benefit seem to be more sensitive to changes
in the degree of price stickiness. Increasing the degree of price stickiness to
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an average duration of one year lengthens the break-even period by more
than a year. Clearly those calculations also depend on the assumed discount
factor.

2.3.2 Uncertainty and Price-Level Stability

When the central bank faces uncertainty about the state and structure of the
economy and the monetary transmission mechanism, it may make mistakes
and may not be able to control the price level perfectly. One can argue that
in such circumstances, price-level stability would increase the cost of such
central bank mistakes, as the central bank is forced to undo their effects on
the price level. When prices are sticky, this will tend to increase the volatility
of the real economy.

Again, this argument is only partially true as it does not take into account
the positive ex-ante effects price-level stability may have on expectation
formation by the private sector in response to such central bank mistakes.
Moreover, one should also take into account the positive effect of the com-
mitment to price-level stability on the central bank’s incentive not to make
mistakes.

Aoki and Nikolov (2006) evaluate the performance of three popular mon-
etary policy rules when the central bank is learning about the parameter
values of a simple new Keynesian model. In particular, both the central
bank and the private sector learn about the slopes of the IS and Phillips
curves by recursive least squares.21 This model uncertainty also introduces
uncertainty about the state of the economy, such as estimates of the natural
real interest rate. The three policies are the optimal noninertial rule, the
optimal history-dependent rule, and the optimal price-level targeting rule.
Under rational expectations, the last two rules implement the fully opti-
mal equilibrium by improving the output-inflation trade-off. The optimal
history-dependent rule is a targeting rule similar to the one exhibited in
equation (6), whereas the optimal price-level targeting rule relates the price
level to the output gap.

When imperfect information about the model parameters is introduced,
Aoki and Nikolov (2006) find that the central bank makes monetary policy
mistakes, which affect welfare to a different degree under the three rules.
Somewhat surprisingly, the optimal history-dependent rule is the worst
affected and delivers the lowest welfare. It turns out that under this rule,

21 The Phillips curve is similar to the one analyzed before, but with no indexation. The IS
curve is a forward-looking IS curve as in Woodford (2003).
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endogenous persistence due to the rule works as a propagation mechanism
of policy mistakes, particularly in response to demand shocks. In contrast,
price-level targeting performs best under learning and maintains the advan-
tages of conducting policy under commitment. It turns out that adopting an
integral representation of rules designed under full information is desirable
because they deliver the beneficial output-inflation trade-off of commit-
ment policy while being robust to implementation errors. Integral control
elements improve the performance of feedback rules when, for example,
there are errors in estimating the steady state of the system. In the analysis
by Aoki and Nikolov (2006), a rule involving integral term performs better
because it reverses past policy mistakes. These benefits are even greater in a
forward-looking model as they help stabilize inflation expectations.

Importantly, Aoki and Nikolov (2006) show that those benefits of
responding to a price-level target continue to dominate when an interest-
rate variability term is introduced in the central bank’s objective function,
or when inflation indexation is included in the Phillips curve. While under
perfect information, mean reversion in the price level is no longer fully
optimal, a rule implementing it is optimal when the central bank is learning
about the model’s parameter values.

Overall, the results in Aoki and Nikolov (2006) suggest that the benefits
of price-level targeting are enhanced rather than reduced when the central
bank faces uncertainty about the structure of the economy. These results
are confirmed by Orphanides and Williams (2007). They find that a first-
difference rule, which is akin to a price-level targeting rule, is a robust rule
with respect to uncertainty about private-sector learning and estimates of
the natural interest rate and the natural rate of unemployment. Similarly,
Gorodnichenko and Shapiro (2007) argue that a price-level target—which is
a simple way to model a commitment to offset errors—can serve to anchor
inflation, even if the public believes the central bank is overly optimistic
about shifts in potential output. Their paper shows that price-level targeting
is superior to inflation targeting in a wide range of situations when potential
output is uncertain.

2.4 Conclusions

We have provided a critical and selective survey of arguments that are rele-
vant for assessing the case for price stability, that is, the case for stability
around a price-level path. A regime of PLPS is most compatible with
the functioning of a market economy. Intuitively, it provides a neutral
numeraire allowing the market mechanism to operate fully. Therefore, it
is not surprising that such a regime was advocated by classical economists
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like Knut Wicksell, Irving Fisher, and John Maynard Keynes, as a superior
alternative even relative to the gold standard.

In this chapter, we have identified two main arguments in favor of such
a regime. First, under rational expectations, price-level stability helps over-
all macroeconomic stability by making expectations operate like automatic
stabilizers. After a positive (negative) shock to the price level, firms, correctly
anticipating a persistent policy response, adjust their inflation expectations
down (up), thereby mitigating the impact of the shock. Moreover, focusing
on the price-level path contributes to circumventing credibility problems
that central banks may face. Second, a commitment to a reversion to a
price-level path helps to alleviate the zero bound on nominal interest rates.
Here the reason is that the changes in the price level operate as an intertem-
poral adjustment mechanism. The mechanism described in the preceding
discussion implies that, after a negative shock to the price level, inflation
expectations adjust upward, thereby depressing real interest rates, which
in turn contributes to the stabilization of the economy. The magnitude of
required monetary policy action is thereby reduced.

Overall, the conventional wisdom that relies on a trade-off between low-
frequency uncertainty of the price level and high-frequency volatility of-
inflation and the output gap disregards the fundamental importance of
endogenous expectations for monetary policy making. In this chapter we
presented arguments that make the case for price-level stability dependent
on the endogenous character of expectations. Such arguments are of general
interest as they highlight the importance of endogenous expectations for
the conduct of monetary policy.

We have also investigated arguments made against PLPS. A first argu-
ment against PLPS is that it relies on the assumed credibility of the regime.
Only with unrealistic levels of credibility would expectations operate like
automatic stabilizers. Relying on our own recent research in models with
adaptive learning, we presented examples that this is not generally the case.
We showed that, under adaptive learning on the part of firms, the track
record obtained under such a regime leads to a similar case for price-level
path targeting. We also showed that the question of regime transition and
the associated costs is important but not decisive. A second argument is that
price-level stability would make past policy mistakes very costly to unwind.
We referred to Aoki and Nikolov (2006), which shows that, in a model where
both the central bank and the private sector are learning about the relevant
parameters of the economy, price-level targeting automatically corrects past
policy mistakes.

We have performed our analysis mostly within the framework of the
hybrid New Keynesian–Phillips curve, abstracting from other frictions such
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as nominal and real labor market rigidities. Such frictions will typically
increase the costs associated with reverting the price level following a shock.
However, they also increase the benefits of price-level stability to the extent
that the impact of inflation shocks on inflation is reduced. In particular,
when agents and the central bank are learning and inflation shocks may
persist and become costly to control, the benefits of price-level stability may
outweigh the costs. Moreover, those costs can be reduced by lengthening
the horizon for price-level stability accordingly. Using the model of Smets
and Wouters (2003), which incorporates a wide range of frictions includ-
ing nominal wage stickiness, habit formation and investment adjustment
costs, we found that optimal policy under commitment (with an ad-hoc
loss function in the semidifference of inflation, the output gap, and interest
rate changes) delivers a stationary price level, as it does in the simple new
Keynesian model.

Finally, it is frequently argued that a strategy based on price-level stability
would be hard to communicate and to explain to the public. In this chapter
we have argued that, on the contrary, a focus on the price level allows the cen-
tral bank to follow a consistent communication strategy that circumvents
the strains of commitment. It does seem to us that the public at large finds it
much easier to focus on prices rather than on inflation. Working in first dif-
ferences seems to be a common professional hazard only among economists.

There are many important dimensions that we have omitted. Clearly
they are too many to list. Nevertheless, it is useful to comment briefly on
two specific examples. First, in the case of constraints on nominal interest
on monetary instruments (e.g., zero nominal interest on cash) then mild
deflation is optimal. Khan et al. (2003) have shown that these effects induce
only small deviations from a stationary price level.22 Second, we have not
dealt with the question about which price index to target.

In the class of models discussed in this paper, Aoki (2001), Benigno
(2004), and Erceg et al. (2000) have shown that from a welfare perspective
it is optimal to target a weighted price index, where the weights depend on
the degree of price stickiness. Our conjecture is that the benefits of PLPS
survive once the price index is redefined this way.

References

Ambler, S. (2007), “Price-Level Targeting and Stabilization Policy: A Review,” Bank of
Canada Discussion Paper 2007–11.

22 We are grateful to Robert King for clarifying this point for us.



Is the Time Ripe for Price-Level Path Stability? 49

Aoki, K. (2001), “Optimal Monetary Policy Responses to Relative-Price Changes,”
Journal of Monetary Economics 48: 55–80.

Aoki, K. and K. Nikolov (2006), “Rule-Based Monetary Policy under Central Banking
Learning,” CEPR Working Paper 5056.

Ball, L., G. Mankiw, and R. Reis (2005), “Monetary Policy for Inattentive Economies,”
Journal of Monetary Economics 52: 703–725.

Bank of Canada (2006), Renewal of the Inflation-Control Target, November.
Barnett, R., and R. Engineer (2000), “When Is Price-Level Targeting a Good Idea?,” in

Price Stability and the Long-Run Target for Monetary Policy, Bank of Canada.
Proceedings of a conference held by the Bank of Canada, June 2000: 101–136.

Batini, N. and A. Yates (2003), “Hybrid Inflation and Price-Level Targeting”. Journal of
Money, Credit and Banking 35: 283–300.

Benigno, P. (2004), “Optimal Monetary Policy in a Currency Area,” Journal of
International Economics 63 (2): 293–320.

Berg, C. and L. Jonung (1999), “Pioneering Price Level Targeting: The Swedish
Experience,” Journal of Monetary Economics 43: 525–551.

Black, R., T. Macklem, and D. Rose (1997), “On Policy Rules for Price Stability,” in: Price
Stability, Inflation Targets, and Monetary Policy, Proceedings of a conference held
by the Bank of Canada, May 1997: 411–461.

Bordo, M. and A. Filardo (2004), “Deflation and Monetary Policy in a Historical
Perspective: Remembering the Past or Being Condemned to Repeat It?,” NBER
Working Paper 10833, October 2004.

Bordo, M. and A. Redish (2003), “Is Deflation Depressing? Evidence from the Classical
Gold Standard,” in Burdekin and Siklos (Eds.), Deflation (New York: Cambridge
University Press).

Bordo, M., J. Lane, and A. Redish (2004), “Good versus Bad Deflation: Lessons from the
Gold Standard Era,” NBER Working Paper 10329, February 2004.

Clarida, R., J. Gali, and M. Gertler (1999), “The Science of Monetary Policy: A New
Keynesian Perspective,” Journal of Economic Literature 37 (4): 1661–1707.

Coulombe, S. (1997), “The Intertemporal Nature of the Information Conveyed by the
Price System,” in Price Stability, Inflation Targets and Monetary Policy, A
colloquium organized by the Bank of Canada.

Dittmar, R. and W. T. Gavin (2000), “What Do New-Keynesian Phillips Curves imply
for price-level Targeting?,” Federal Reserve Bank of St. Louis Review March/April
2000, 82 (2): 21–30.

Duguay, P. (1994), “Some Thoughts on Price Stability versus Zero Inflaton,” Paper
presented to initiate discussion at a conference on Central Bank Independence
and Accountability, Universitá Bocconi, Milan, 4 March 1994.

Eggertson, G. and M. Woodford (2003), “The Zero Bound on Interest Rates and
Optimal Monetary Policy,” Brookings Papers on Economic Activity 1: 139–211.

Erceg, C., D. Henderson, and A. Levin (2000), “Optimal Monetary Policy with
Staggered Wage and Price Contracts,” Journal of Monetary Economics 46 (3):
281–313.

Evans, G. and S. Honkapohja (2001), Learning and Expectations in Macroeconomics
(Princeton, NJ: Princeton University Press).

Fillion, J. F. and R. Tetlow (1994), “Zero-Inflation or Price-Level-Targeting? Some
Answers from Stochastic Simulations on a Small Open-Economy Macro Model,”



50 Vitor Gaspar, Frank Smets, and David Vestin

in Economic Behaviour and Policy Choice under Price Stability. Proceedings of a
conference held by the Bank of Canada, October 1993: 129–166 (Ottawa: Bank of
Canada).

Gali, J. and M. Gertler (1999), “Inflation Dynamics: A Structural Econometric
Analysis,” Journal of Monetary Economics 44 (2): 195–222.

Gali J., M. Gertler, and D. Lopez-Salido (2001), “European Inflation Dynamics,”
European Economic Review 45 (7): 1237–1270.

Gaspar, V., F. Smets, and D. Vestin (2006), “Optimal Monetary Policy under Adaptive
Learning,” ECB Working Paper Series.

Giavazzi, F. and F. Mishkin (2006), An Evaluation of Swedish Monetary Policy between
1995 and 2005. Available at http://www.riksdagen.se/Webbnav/index.aspx?nid=
45&sq=1&ID=yvqavr7D6_B_1C

Goodfriend, M. and R. King (1997), “The New Neo-Classical Synthesis and the Role of
Monetary Policy,” NBER Marcoeconomics Annual 12: 231–283.

(2001), “The Case for Price Stability,” in A. Garcia-Herrero et al. (Eds.), Why Price
Stability? First ECB Central Banking Conference, November 2000. Available at
http://www.ecb.int/pub/pubbydate/2001/html/index.en.html#Jun

Gorodnichenko, Y. and M. Shapiro (2007), “Monetary Policy when Potential Output Is
Uncertain: Understanding the Growth Gamble of the 1990s,” Journal of Monetary
Economics 54(May): 1132–1162.

Haldane, A., and C. Salmon (1995), “Three Issues on Inflation Targets,” in A. Haldane
(Ed.), Targeting Inflation (London: Bank of England), pp. 170–201.

Ingves, S. (2006), Comments on “An Evaluation of Swedish Monetary Policy
1995–2005,” Available at http://www.riksbank.com/templates/Page.aspx?
id=23335

Jääskelä, J. (2005), “Inflation, Price Level and Hybrid Rules under Inflation
Uncertainty,” Scandinavian Journal of Economics 107 (1): 141–156.

Khan, A., R. G. King, and A. L. Wolman (2003), “Optimal Monetary Policy,” Review of
Economic Studies 70 (4, October): 825–860.

Laxton, D., N. Ricketts, and D. Rose (1994), “Uncertainty, Learning and Policy
Credibility,” in Economic Behaviour and Policy Choice under Price Stability.
Proceedings of a conference held by the Bank of Canada, October 1993: 129–166
(Ottawa: Bank of Canada).

Leblanc, F. (1690), Traite Historique des Monnaies en France (Paris).
Lebow, D., J. Roberts, and D. Stockton (1992), “Economic Performance under Price

Stability,” US Board of Governors of the Federal Reserve System Working
Paper 125.

Maclean, D. and H. Pioro (2001), “Price-Level Targeting—The Role of Credibility,” in
Price Stability and the Long-run Target for Monetary Policy. Proceedings of a
seminar held by the Bank of Canada, June 2000: 153–85.

McCallum, B. T. (2005), “A Monetary Rule for Automatic Prevention of a Liquidity
Trap,” NBER Working Paper 11056.

Orphanides, A. and J. Williams (2007), “Robust Monetary Policy with Imperfect
Knowledge,” ECB Working Paper.

Roggof, K. (1985), “The Optimal Degree of Commitment to an Intermediate Monetary
Target,” Quarterly Journal of Economics 100 (November), 1169–1189.

http://www.riksdagen.se/Webbnav/index.aspx?nid${=}$45{&}sq${=}$1{&}ID${=}$yvqavr7D6protect LY1	extunderscore Bprotect LY1	extunderscore 1C
http://www.riksdagen.se/Webbnav/index.aspx?nid${=}$45{&}sq${=}$1{&}ID${=}$yvqavr7D6protect LY1	extunderscore Bprotect LY1	extunderscore 1C
http://www.ecb.int/pub/pubbydate/2001/html/index.en.html{#}Jun
http://www.riksbank.com/templates/Page.aspx?id${=}$23335
http://www.riksbank.com/templates/Page.aspx?id${=}$23335


Is the Time Ripe for Price-Level Path Stability? 51

Roisland, O. (2006), “Inflation Inertia and the Optimal Hybrid Inflation/Price-Level
Target,” Norges Bank Working Paper 2005/4, Journal of Money, Credit and Banking
38(8): 2247–2251.

Smets, F. (2003), “Maintaining Price Stability: How Long Is the Medium Term?,”
Journal of Monetary Economics 50: 1293–1309.

Smets, F., and R. Wouters (2003), “An Estimated Dynamic Stochastic General
Equilibrium Model of the Euro Area,” Journal of the European Economic
Association 1: 1123–1175.

Svensson, L. (1999), “Price Level Targeting versus Inflation Targeting: A Free Lunch?,”
Journal of Money, Credit and Banking 31: 277–295.

(2006), “Monetary Policy and Japan’s Liquidity Trap,” mimeo, January 2006.
Svensson, L. and M. Woodford (2005), “Implementing Monetary Policy Through

Inflation-Forecast Targeting,” in B. Bernanke and M. Woodford (Eds.), The
Inflation Targeting Debate (Chicago: University of Chicago Press).

Vestin, D. (2006), “Inflation versus Price-Level Targeting,” Journal of Monetary
Economics 53 (7): 1361–1376.

Williams, J. (2000), “Simple Rules for Monetary Policy,” Economic Review, Federal
Reserve Bank of San Francisco.

Wolman, A. (2003), “Real Implications of the Zero Bound on Nominal Interest Rates,”
Federal Reserve Bank of Richmond Working Paper 03–15.

Woodford, M. (2003), Interest and Prices (Princeton, NJ: Princeton University Press).



3

The Principal-Agent Approach to Monetary

Policy Delegation

Georgios E. Chortareas and Stephen M. Miller

Abstract

Recent research in monetary policy emphasizes the endogenous nature of
the central bankers’ decision process, shifting focus toward institutional
structure and “incentive” constraints. Much of this work attempts to mit-
igate time inconsistency, credibility, and political problems that emerge
from this agenda. In this chapter, we present the principal-agent approach
to central banking and discuss its relationship to the other institutional
designs. We also provide an extensive review of the existing literature on
central bank contracts and discuss the related equivalence propositions that
emerge.

3.1 Introduction

In this chapter, we present the view that monetary policy delegation reflects
a principal-agent problem between government (society) and the central
bank. The principal (government) delegates monetary policy implemen-
tation to the agent (central bank). In the 1960s and 1970s, attempts
by government to exploit the apparent trade-off between inflation and
unemployment along the short-run Phillips curve led to the idea of the
time inconsistency of monetary policy (Kydland and Prescott 1977; Calvo
1978). The resulting inflationary bias in the implementation of mone-
tary policy prompted a search for the “holy grail of monetary policy.”1

We gratefully acknowledge the comments of the Editors, P. L. Siklos, M. T. Bohl, and
M. E. Wohar, and three anonymous referees on an earlier draft of this chapter. Nonetheless,
we assume responsibility for any remaining errors.

1 Siklos (2002) provides extensive discussion of the search for what he calls the “holy grail
of monetary policy.”
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More recent practical and theoretical developments shift the focus away
from the assumption of an inflationary bias. Monetary policy in the stan-
dard dynamic stochastic general equilibrium (DSGE) models can typically
achieve full stabilization, but nevertheless the absence of an inflationary
bias does not suffice to eliminate issues of monetary policy credibility. A
vast literature addresses issues of monetary policy design. In this chapter,
we argue that the principal-agent framework proves useful in understanding
and interpreting this literature.

Recent research in monetary policy emphasizes the endogenous nature
of the central bankers’ decision process, shifting focus toward institu-
tional structure and “incentive” constraints. Much of this work attempts
to mitigate time inconsistency, credibility, and political problems that
emerge from this agenda (e.g., Athey et al. 2005). This research effort
entails direct and tangible implications for both the institutional design
of central banks (independence, accountability, transparency, etc.) and the
delegation process (inflation targeting, central bank conservatism, incentive
contracts, etc.).

In particular, the literature on central banker contracts shows that the
government can delegate monetary policy in an explicit principal-agent
framework to deliver policy outcomes equivalent to those under credi-
ble commitment. Typically, an efficient punishment (transfer) mechanism
exists that neutralizes the policymaker’s tendency to produce high inflation
by raising the marginal costs of such attempts.2 Furthermore, when consid-
ering alternative institutional designs, monetary policy delegation schemes
that incorporate a combination of contracts with either conservative central
bankers or inflation targets perform better than each of them in isolation.

Researchers initially considered the concepts of central bank indepen-
dence and a conservative central banker (Rogoff 1985). The conservative
central banker approach implies, however, that the central banker’s objec-
tive function differs from the society’s.3 Central bank independence can
imply independence of targets and independence of instruments. Concern
emerges, however, that the central bank may achieve too much indepen-
dence unless the government maintains some additional control. That is,

2 We implicitly refer to the inflation bias in monetary policymaking outlined in the classic
Barro–Gordon (1983a, b) model.

3 Several authors examine the trade-off between central banker independence and conserva-
tiveness (e.g., Eijffinger and de Haan 1996; Berger et al. 2001; Hughes Hallett and Weymark
2005), where the objective function equals a weighted average of the objective func-
tions of society and the central bank. In our chapter, we assume complete central banker
independence, in the sense that the weight on society’s objective function equals zero.
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the government may want to delegate targets to the central bank. In that case,
such delegation must ensure that the central bank objective function differs
effectively from society’s. As just noted, Rogoff (1985) proposes a conserva-
tive central banker who weights the output-inflation trade-off differently.
Svensson (1997) delegates an inflation target that differs from the society’s
target. In a seminal paper, Walsh (1995a) models central banker-incentive
contracts that anchor the “compensation” to targets for inflation that differ
from society’s. In a subsequent contribution, Chortareas and Miller (2003b)
the consider similar contracts written in terms of output. Finally, Yuan et al.
(2006) delegate an objective function where the output target differs from
the society’s.

While only a part of the literature dedicated to solving the problem of
the time inconsistency of monetary policy involves explicit contracts, the
basic nature of the delegation problem requires some form of contract,
explicit or implicit. For example, how does the government guarantee or
enforce an inflation-targeting regime when the central bank misses the tar-
get? New Zealand came close to adopting an explicit central bank contract.
They did not do so, however, because of a potential public-relations prob-
lem that could emerge if the central banker’s salary rose in response to the
inducement of a recession.4 The weak aspect of this theoretical framework
emerges with practical issues pertaining to its implementation. Critics fre-
quently object that“it is too good to be true”or“we do not observe contracts,
in practice.” In this chapter, we argue that this view emerges only under a
narrow interpretation of contracts.

We provide a review of the principal-agent approach to central banking
and its relationship to the other institutional designs proposed as remedies
for the time-inconsistency problem. While we provide a general introduc-
tion that summarizes the theory and policy consensus, we raise a number
of issues that we partially attempt to address in the subsequent parts of
the chapter. In summarizing the existing models, we extend the graphical
framework introduced by Walsh (2003) in a way that allows consideration
of the effects of alternative institutional designs. We discuss a number of
equivalence propositions regarding the above-said forms of central bank

4 For example, in an interview in Federal Reserve Bank of Minneapolis (1999), The Region,
Donald Brash, Governor of the Reserve Bank of New Zealand, indicates that the New
Zealand legislation excludes an explicit performance contract because of the potential
“public-relations” problems associated with “. . . giving Brash a great six-figure bonus for
delivering low inflation at the very time unemployment was peaking” (p. 48). In this
instance, political considerations obviated performance contracts at the outset.
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institutional design. One of the most important pertains to the equivalence
result between the principal-agent approach and inflation targeting.

We also provide an extensive review of the existing literature on central
bank contracts, covering issues such as asymmetric information between
the private sector and the central banks, incomplete information about the
central bankers’ responsiveness to the contract, the role of contract costs
for the principal, the effects of alternative contract targets, the existence of
complementarities between various delegation approaches, the role of the
institutional framework, and so on.

Finally, in the process of identifying some unresolved issues, we discuss
some aspects of monetary policy delegation through contracts and the dif-
ficulties that emerge in interpreting some actual delegation formats in the
context of the principal-agent approach.

3.2 Background, History, and Context5

The first central bank, the Bank of Sweden, opened in 1668 with the assis-
tance of a Dutch businessman. The Bank of England followed some 25
years later in 1694, when the English government needed to finance a war
and asked a Scottish businessman, William Patterson, to establish England’s
central bank. Many other European countries did not establish their cen-
tral banks until the early part of the eighteenth century—France, Finland,
the Netherlands, Austria, Norway, and Denmark, in that order. The United
States did not establish the Federal Reserve System until 1914.

As such, central banking entered the economic scene rather late. Central
banks typically received their start by financing a country’s war effort for
government. For most of this period, international monetary arrangements,
and especially the gold standard, placed severe constraints on the central
bank’s ability to affect the domestic economy. In playing by the rules of
the game, the central bank kept its currency’s price pegged to gold and
could not concern itself with the price level or output. The two World Wars
and the Great Depression in the first half of the twentieth century saw the
demise of the gold standard and its replacement with the Bretton Woods
system.

The “inconsistent trinity”6 among stable exchange rates, free capital
mobility (i.e., no capital controls), and monetary policy autonomy provides
one useful method of formalizing the constraints that monetary policy

5 Portions of this section rely on Siklos (2002).
6 Obstfeld and Taylor (2004) refer to this problem as the open economy “trilemma.”
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faces, given that the monetary authorities can only achieve (any) two of
the trinity. The collapse of the Bretton Woods system opened the door for
central banks to implement active stabilization in the domestic economy.
Since then, the monetary authorities prefer the combination of monetary
policy autonomy in an environment of capital movements. The first part
of this new policy period experienced excessive turbulence, largely due to
the two oil price shocks. The latter part of this new policy period, however,
coincided with the “Great Moderation.” Regardless of the reasons for Great
Moderation (i.e., better policy, structural changes, and good luck),7 it is dif-
ficult to dispute the role of “better policy”and, in particular, better monetary
policy.8 A number of key features that characterize the current institutional
framework of monetary policy appeared recently, largely in response to the
difficulties of controlling inflation in the late 1970s and early 1980s. Major
developments include the trend toward greater central bank independence
in the 1990s,and the enhanced emphasis on transparency and accountability
in the new millennium.

Either including the central bank within the Ministry of Finance, which
implemented fiscal policy, or requiring the central bank to keep the interest
cost of the government debt low emasculated the central bank’s power.
The inflationary environment of the 1970s and early 1980s caused central
bankers and governments to recognize the need for an independent central
bank. Otherwise, the implementation of successful and proper monetary
policy proved difficult, as the central bank experienced pressure from the
government to serve its fiscal or political needs.

Central bank independence, however, comes with its own set of potential
problems. While several issues arise from independence, we focus on one—
the principal-agent problem associated with central bank independence.9

Central bank independence involves two different, but related, freedoms—
target and instrument independence. Target independence means that the
central bank chooses the targets for monetary policy (e.g., inflation only,

7 See, for example, Bernanke (2004).
8 Recent economic events, however, may provide an acid test of the efficacy of monetary

decision makers and their monetary policy.
9 Eijffinger and de Haan (1996) list two objections to central bank independence—lack

of accountability and policy coordination. In a democratic society, government remains
accountable to the public through the ballot box. If the central bank enjoys independence
from government, then it does not experience accountability to the voting public. Further,
if the Ministry of Finance includes the central bank, then coordinating monetary and
fiscal policy proves much easier to orchestrate. Sargent and Wallace (1981) raised the
issue of policy dominance rather than coordination, even when the central bank possesses
independence.
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both inflation and output targets, etc.). Instrument independence means
that the central bank chooses how it attempts to control the economy (e.g.,
open market operations, interest rate control, etc.).

The government (principal) may not know the type of central banker
(agent) that it appoints. Thus, the government may not want to allocate
control of both targets and instruments to the central bank. That is, by
delegating targets to the central bank, the government regains some control
over how the central bank operates, but at the same time, the central bank
may escape from heavy-handed control by the government when the needs
of government (e.g., fiscal or political) deviate from the requirements of
proper monetary policy.

In sum, central bank independence proves the sine qua non of
the principal-agent problem. Without central bank independence, no
principal-agent problem exists.10 The rest of our chapter considers this
principal-agent problem in central banking.

3.3 Time Inconsistency, Discretion, and Central
Banker Contracts

The typical model for principal-agent considerations relates to a variant
of the Barro–Gordon model of monetary policy (e.g., Walsh 1995a). For
simplicity we adopt a one-period model with complete information. This
version of the model incorporates a quadratic social loss function in terms
of the inflation rate and employment.11 That is,

LS = (y − ȳ)2 + β(π − π0)
2 and ȳ = yn + k, with k ≥ 0, (1)

where ȳ and π0 equal the targeted (desired) levels of output and inflation.
The term k reflects the expansionary bias of society and the policymaker,

10 The existing literature frequently does not carefully distinguish between central bank
independence and central bank conservativeness. Berger et al. (2001) outline the distinc-
tions and develop a model that illustrates the differences. Conservativeness reflects the
weight that the central bank places on controlling inflation relative to output fluctuations.
Independence reflects the importance of the central bank’s preferences, rather than the
society’s preferences, in determining monetary policy. A conservative central banker may
possess no independence, if society’s preferences completely determine monetary policy.
In other words, conservativeness reflects the type of central banker in office whereas inde-
pendence, as noted in the text, reflects the central banker’s authority in office and leads to
the principal-agent problem.

11 See, for example, Barro and Gordon (1983a), Rogoff (1985), Flood and Isard (1989),
Lohmann (1992), Walsh (1995a), Persson and Tabellini (1993), and Svensson (1997).
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who want output above the socially optimal level. The term β(β ∈ [0, ∞])
reflects the conservatism (inflation aversion) of the central banker. A higher
β implies a higher weight attached to inflation stabilization as compared to
output stabilization. We also assume that the central bank directly controls
the inflation rate, π .

The expectations-augmented Phillips curve depends on employment and
rationally expected inflation as follows:

y = yn + α(π − π e) + ε, and (2)

π e = E(π). (3)

For the timing of events, the wage setter and the firm sign a wage contract,
where the wage setter sets the nominal wage, w , and the firm sets the labor
amount, �, that it hires. After signing the wage contract, a supply shock, ε,
may occur. Then the central bank implements its policy decision, π , mini-
mizing the social loss function. Because the contract fixes the nominal wage,
the wage setter must set the wage rate, contingent on a rational expectation
of the inflation rate [i.e., the wage setter uses behavioral equation (3)].
Finally, given the firm’s decision, a certain output level emerges from the
firm’s behavioral equation (2). Further, we assume that the participants in
the economy (i.e., the central bank, the wage setter, and the firm) view the
model as common knowledge (i.e., the social loss function and the two
behavioral equations of the private sector).

3.3.1 Commitment and Optimal Policy

The benchmark case assumes complete information and decisions made by
one person before the game starts. That is, we assume that the optimal policy
equals an ex-ante plan made by a social planner with complete information.
The optimal policy and outcome for model (4) reduce to the following:

πop = π0 − α

β + α2
ε; (4)

yop = yn + β

β + α2
ε; and (5)

E(L)op = β

β + α2
σ 2 + k2, (6)

where op means optimal policy (commitment).
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3.3.2 Consistent Policy

Given the nominal wage and the supply shock, the central bank chooses π

to minimize the social loss function, yielding the following outcomes:

πd = π0 + α

β
k − α

β + α2
ε, (7)

yd = yn + β

β + α2
ε, (8)

E(L)d = β

β + α2
σ 2 +

(
1 + α2

β

)
k2. (9)

The inflationary bias emerges as E(πd −π0) = α
β

k. With the equilibrium
inflation and expected inflation rates, we get the equilibrium employment.

Compared with the optimal policy and outcomes in equations (4) and
(6), the consistent policy and outcomes generate an inflationary bias (i.e., a
higher inflation rate than the initial one) in equation (7) and a larger social
loss in equation (9).

3.3.3 Explicit Contracts as a Remedy for Time Inconsistency

Now, consider a contract that penalizes the central banker for high inflation
rates and takes the general form [t0 − t (π − π0)] (Persson and Tabellini
1993; Walsh 1995a; Fratianni et al. 1997), where t0 equals a constant. Recall-
ing that the inflation rate target equals π0, this contract penalizes the central
banker for inflation rates exceeding π0. We can write the central bank addi-
tively separable utility (rather than loss) function, including the incentive
contract, as follows:

U CB = −[(y − ȳ)2 + β(π − π0)
2] + ξ [t0 − t (π − π0)]. (10)

The relative weight that the central banker attaches to the social welfare
function and the incentive contract equals ξ . In other words ξ equals the
trade-off between the reward, monetary and/or nonmonetary, to the central
banker and the social welfare. We retain the assumption that the central
banker exhibits an expansionary bias k, and, therefore, the targeted output
level equals ȳ = yn +k, with k ≥ 0. This form of the utility function appears
in models where policymakers explicitly care about their monetary rewards.
In the trade models by Dixit (1996a), Grossman and Helpman (1994), and
Levy (1997), these rewards take the form of contributions to politicians. In
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this section, we adopt the more explicit form as described by Grossman and
Helpman (1994, fn. 5).12

Carrying out the optimization leads to the actual inflation rate with a
contract as follows:

π c = π0 − α

α2 + β
ε +

(
α

β

)
k −

(
ξ

2β

)
t = π0 − α

α2 + β
ε. (11)

The optimal marginal penalization rate equals the following:

t∗ = 2αk

ξ
. (12)

One can easily verify that when t = t∗, the corresponding inflation rate and
output level as well as the variances of those variables equal those under
commitment [i.e., equations (4) and (5)].

The incentive scheme [t0 − t (π − π0)] counteracts the inflationary bias
k by working as a Pigovian corrective tax. The penalization rate (t ) raises
the marginal costs of excessive inflation rates for the central banker. The
central banker, in turn, possesses an incentive to internalize the effect of
policy on expectations. Note that t∗ does not depend upon the degree
of the central banker’s conservatism (β). The optimal penalization rate
decreases in ξ , because the higher the weight put by the central banker on
monetary rewards, the greater is the marginal effect of a change in t . Central
bankers who deviate from the time-consistent policy, believing that they can
improve social welfare, need a stronger incentive scheme not to do so. That
is, a central banker with low ξ requires a higher t ∗ to deliver the optimal
results. A high t∗, however, means that a positive inflation rate implies a
more severe punishment for the central banker. These two observations
imply that in a typical agency model, the principal prefers an extremely
self-interested central banker in equilibrium. Finally, the contract marginal
penalization rate increases in α, which measures the strength of inflation
surprises on raising output. That is, more effective monetary policy (in the
short run) implies a greater temptation for the central banker. Therefore,
the principal must impose a tougher punishment scheme to maintain the
minimization of deviations from the targeted inflation rate.

Figure 3.1 modifies a graph by Walsh (2003), depicting the reaction func-
tions of the central bank under commitment and discretion. We use this

12 We also normalize the reservation utility of the central banker to zero and assume that
the central banker requires an expected utility from accepting the assignment exceeding
or equal to the reservation utility level.
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Figure 3.1. Central banker’s reaction functions under commitment, discretion, con-
tracts, and delegation to a conservative central banker.

diagrammatic tool to capture delegation to a conservative central banker
and offers of central banker contracts.13 The horizontal axis in Figure 3.1
shows the private sector’s expectations about the rate of inflation. The ratio-
nal expectations equilibrium occurs along the 45-degree line, where the rate
of inflation π equals the expected rate of inflation [E(π) = π e]. The line πd

represents the central banker’s reaction function under discretion,which has
a slope less than one ([α2/(α2 +β)]), as the central banker increases the rate
of inflation to raise output. The private sector’s expectations rise, along with
actual inflation. The equilibrium rate of inflation [[α/β]k] under discre-
tion equals the point where the reaction function intersects with the rational
expectations equilibrium (i.e., Rd ). The term z reflects the inflationary bias
and appears in the intercept of the reaction function [[α2/(α2 + β)]k].
Thus, a higher inflationary bias (k) shifts upward the central bank’s reaction
function, resulting in a higher equilibrium inflation rate.

13 Under certain conditions, central banker contracts prove equivalent to an inflation target.
See, for example, Svensson (1997) and Walsh (2003).
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When the government assigns monetary policy to a conservative or
“hawkish” central banker (H ), the reaction function equals the line πH .
In other words, we assume that the central bank exhibits more inflation
aversion than the representative agent. Both the intercept and the slope of
the central bank’s reaction function now fall, as greater weight gets placed
on inflation stabilization (βH = β + χ > β), which increases the value of
the denominator in the intercept and slope parameters. This equilibrium
equals the point where the reaction curve intersects the rational expecta-
tions equilibrium (i.e., RH ), which produces a lower rate of inflation, but
differs from the zero commitment benchmark (i.e., Rc ).

As βH → ∞, both terms in the inflation equation [equation (7) minus
the stochastic term] tend to π0, and the πH reaction function approaches
the horizontal axis. In other words, appointing an extremely conservative
central banker eliminates not only the inflation bias, but also the cen-
tral banker’s ability to respond countercyclically to adverse supply shocks.
Appointing a conservative central banker does avoid payments to the cen-
tral banker. This cost saving, however, does not necessarily prove socially
cheaper. Society’s“savings”come with a“cost”of a lower ability to respond to
stochastic shocks.14 The loss of flexibility to cope with output shocks equals
the “price” of credibility gains. While acceptable during “normal” times, this
“price” may become intolerable when large supply side shocks occur.15

The reaction function of the central bank under delegation through
incentive contracts (or by assigning the proper inflation target) equals the
solid line π c . The new equilibrium occurs at point Rc , which constitutes a
commitment-equivalent outcome for the rate of inflation.16

3.3.4 Contracts and the Selfish Central Banker

We noted previously that the political principal wants to appoint a relatively
selfish central banker (i.e., a central banker with large ξ). In this context, a
number of issues emerge, however. Does the transfer scheme have the same

14 Flood and Isard (1989) and Lohmann (1992) suggest that the appointment of a
conservative central banker should include escape clauses.

15 Lohmann (1992) suggests a nonlinear rule that requires the appointment of a conservative
central banker with the possibility of replacement when such shocks occur.

16 Svensson and Woodford (2005) utilize the Walsh contract in a different way. In particular,
they consider monetary policy in the context of a targeting rule according to which the
central bank minimizes a loss function through a forecast-based dynamic optimization
procedure. To ensure time consistency in the optimal forecasts, they augment the loss
function at t +1 by a term that corresponds to a state-contingent linear inflation contract.
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effectiveness for all types of candidate central bankers? Does a self-selection
issue emerge in the sense that only specific types of central banker will
accept such an incentive scheme?

A low t may exert enough power, but a high t may prove counterpro-
ductive. Consider the possibility of a high t that makes the net transfer to
the central banker (tr) go to 0 quickly. As such, a central banker misses the
inflation target early in his term. Suppose that the deviation proves large
enough so that he does not believe that he can achieve enough disinflation
during the remainder of his term so that the average inflation rate at the
end of his term falls within the acceptable range specified by the contract.
Then he does not possess any incentive to achieve the outcome consistent
with the contract, leading to the discretionary outcome.

The biggest challenge identified by the principal-agent literature in cen-
tral banking, however, relates to the absence of explicit principal-agent
contracts in the real world. Difficulties in implementation and enforcement
may explain their absence. Or, rather, the generality of the explicit-
contracting approach may prove its main weakness. The equivalency of
optimal contract solutions to other optimal institutional design solutions,
however, proves useful in designing these other optimal institutional designs
(“contracts”).

3.4 Selected Literature Review

The following section provides a review of the various proposed solutions
to the time-inconsistency problem—conservative central banker, inflation
targeting, and explicit contracts—as well as the role of contracts when the
decision process reflects incomplete information.

3.4.1 Solutions to Inconsistency of Optimal Plans

One can classify the solutions to the inconsistency of optimal plans into
three types: rules, reputation, and delegation. Kydland and Prescott (1977)
reiterate the need for “rules rather than discretion,” which goes back at least
to Simons (1936), developing an argument based on the time inconsistency
of optimal plans.17 That is, rules can provide the commitment technique to
achieve optimal policy. And the literature provides many illustrations that
economies perform better under rules than under consistent policy (i.e.,
discretion). As a result, an extant literature exists on the design of policy

17 Calvo (1978) independently raised the issue of the time inconsistency of monetary policy.
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rules.18 Nonetheless, both the issues of time inconsistency and the optimal
degree of discretion remain the subjects of continuing academic scrutiny
(e.g., see Athey et al. 2005; Persson et al. 2006, respectively), indicating that
the matter remains not yet fully resolved. Even if a central bank voluntarily
adopts a rule, however, it still faces the commitment issue—time consis-
tency. Delegation of a rule to the central bank can address this commitment
issue, but we can achieve the same outcomes by delegating a loss function
to the central bank.19

The consistent-policy equilibrium often proves Pareto inefficient. Game-
theoretic approaches suggest, however, that an equilibrium outcome may
prove optimal under certain conditions, if the game repeats and reputation
plays a role. That is, reputation can provide a commitment technique to
attain optimal policy in repeated games. Barro and Gordon (1983b) con-
struct such a model to show that optimal policy proves implementable and
consistent under certain conditions. Backus and Driffill (1985) demon-
strate that reputation, based on the concept of Kreps and Wilson’s (1982)
sequential equilibrium, makes optimal policy credible.

In sum, the delegation of monetary policy to a central bank can occur
through the delegation of a loss function or a policy rule. Whether the
principal delegates a loss function or a policy rule does not depend on the
ability of the loss function or the policy rule to achieve the optimal (second-
best) outcomes. That is, the correct loss function or the correct policy rule
leads to the same solutions. Rather, the choice of delegating a loss function
or policy rule may depend on issues such as monetary policy transparency.

Compared with the outcomes of optimal policy and the social loss
in equations (4) and (6), the consistent policy and outcomes generate
the inflationary bias (i.e., a higher inflation rate than the initial one) in
equation (7) and a larger social loss in equation (9). Two important points
deserve comment. First, the two targets in the social loss function, π0 and
k, actually conflict with each other, given the macroeconomic structure in
equations (2) and (3). If the central bank wants to achieve full employment,
it must inflate the economy, meaning that the central bank cannot achieve
the inflation-rate target. If the central bank, on the other hand, wants to hit

18 The concept of a “rule” in the context of monetary policy possesses many interpretations.
A “k-percent rule” differs from an “instrument rule,” and this, in turn, differs from a
“targeting rule.”

19 Delegating a loss function to the central bank proves consistent with delegating a specific
policy rule. That is, the central banker decision process with a delegated loss function
will produce a specific policy rule for optimal outcomes. The mapping, however, does not
necessarily prove one-to-one. See Yuan et al. (2006) for more details.
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the inflation-rate target, then it cannot raise the employment level above
the natural level. So the two targets π0 and k prove incompatible. Does it
make sense to delegate incompatible targets to the central bank? No. Then
how can we define compatible targets for the central bank? We assume that
compatible targets π∗ and y∗ exist. Such compatible targets must conform
to the structure of the macroeconomic model that underlies the central
bank optimization problem.

Second, we observe that the employment target k proves overambitious
and unattainable under the assumptions of the macroeconomic model
because

E(y) = E[yn + α(π − π e) + ε] = yn + α[E(π) − π e ] + E[ε] = yn ,
(13)

which means that the level of employment can only equal the natural level,
on average. According to equations (7) and (8), we also know that

E(π) = π0 + β

χ
k �= π0 and E(y) = yn �= yn + k, since k > 0. (14)

The above inequalities mean that, on average, the central bank cannot
achieve each of its targets, which seems illogical. Society should not del-
egate such targets to the central bank. A more sensible approach makes the
following assumptions about delegating targets to the central bank

π∗ = E(π) and y∗ = E(y). (15)

That is, proper targets should allow the central bank to achieve them.
Yuan et al. (2006) call such targets consistent targets. In sum, the central bank
should not adopt, nor get delegated, the social loss function as its own.

Yuan et al. (2006) developed a two-step optimization problem to deter-
mine the delegated central bank loss function. They required, as the key,
that the delegated loss function differ from the social loss function, since
the latter incorporates inconsistent targets. That is, the delegated loss func-
tion must include consistent targets. In the first stage, the central bank
chooses the inflation rate to minimize its target-consistent delegated loss
function subject to the macroeconomic structure. Then, in the second stage,
the government chooses the parameters of the delegated central bank loss
function that minimizes the target-inconsistent social loss function.20

20 A similar two-stage optimization appears in Hughes et al. (2005), who consider the trade-
off between central bank independence and conservativeness.
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Carrying out the two-stage optimization process leads to the following
relationships between the target inflation (π∗) and output (y∗) rates as well
as the weight on the inflation loss (β∗) in the target-consistent delegated
loss function:

β∗ = β and (16)

π∗ = π0 − α

β
(y∗ − yn). (17)

Substituting these solutions back into the expected social loss function
generates:

E(L) = β

β + α2
σ 2 + k2, (18)

which equals the expected social loss associated with the optimal outcome
(see equation 6).

The solution in equation (17) implies an infinite number of combinations
of target inflation rate and output level that achieve the optimal solution.
For a consistent target, the expected inflation rate equals the target inflation
rate, π0. Thus, the target inflation rate will equal the expected inflation
rate, a consistent target, only if the output level equals the natural rate. But
that makes the output level target consistent as well, since it will equal the
expected output level.21

Consider, now, the solutions of Rogoff (1985), Svensson (1997), Walsh
(1995a), and Chortareas and Miller (2003b). First, Rogoff ’s (1985) solution
proves inconsistent with these findings. That is, he alters the central bank
objective function by appointing a conservative central banker. Within the
context of the model used previously, he did not adopt consistent targets.
Moreover, he also did not adopt an optimal central bank objective function.
The findings for optimal monetary policy require that equations (16) and
(17) hold. Rogoff (1985) appoints a central banker for whom the trade-
off coefficient between the inflation and employment rate stability exceeds
that for society. Equation (16) indicates that the trade-off coefficient should
not change. Moreover, Rogoff (1985) maintains Barro and Gordon’s target
values for the inflation and employment rates, which prove inconsistent in
this framework.

21 Consistent targets also minimize the central bank’s expected loss function. In other words,
equations (16) and (17) minimize the expected social loss function, but only consistent
targets will also minimize the central banker’s expected loss function.
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Second, Svensson (1997) delegates an inflation target that differs from
society’s target. Once again, the central banker possesses a loss function
that differs from the social loss function. Svensson’s inflation target can
completely eliminate the inflation bias, if we simplify Svensson’s model to
the basic model without employment persistence. That is, consistent policy
proves optimal under inflation targeting for the simplified model. But he
chooses inflation and employment rate targets that prove inconsistent. His
loss function takes the following form:

LCB(S) = (y − yn − k)2 + β(π − π∗)2, (19)

where π∗ equals the inflation target. Svensson (1997) determined that the
optimal inflation target π∗ equals π0 − α

χ
k. Interestingly, his targets π∗ =

π0 − α
χ

k and y∗ = yn + k satisfy the optimal target relationship identified
in equation (17), but π∗ �= E(π) and y∗ �= E(y), which means that he uses
inconsistent targets.

Third, Walsh (1995a) introduces an incentive contract, which penalizes
the central banker for producing an inflation rate different from its target
value. His central bank loss function takes on the following form22:

LCB(W) = [(y − yn − k)2 + β(π − π0)
2] − ξ [t0 − t (π − π0)], (20)

where CB is the central banker, and t0 and t measure a fixed payment and
the penalty (fine) imposed on the magnitude, once the central bank deviates
from the inflation-rate target. Walsh determines that the optimal marginal
penalty rate t equals 2αk, where the weight ξ = 1. This penalization rate
completely eliminates the inflation bias.23

Chortareas and Miller (2003b) consider an incentive contract, which
penalizes the central banker for producing an employment level different
from its target value. Their central bank loss function takes on the following

22 In equation (10), we specified a central bank utility function, which equals the negative of
the loss function.

23 Walsh implicitly assumes in his derivation that the government places no weight on
the cost of the incentive contract. Chortareas and Miller (2003b) show that if the
government places some weight on such costs, the contract cannot completely eliminate
the inflationary bias. In a subsequent paper, Candel-Sanchez and Campoy-Minarro
(2004) derive an identical marginal condition for the optimal contract. Finally, in a more
recent paper, commenting on Candel-Sanchez and Campoy-Minarro (2004), Chortareas
and Miller (2007) reconsider this result and prove that the Walsh contract is optimal
after all, once the government can choose both the fixed payment and the marginal
penalization rate in the central bank contract.
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Table 3.1. Optimal policy and consistent policy

Solution method
Optimal
outcomes

Consistent
targets

Independent central bank Yes/No∗ Yes/No∗
Conservative central bank No No
Central bank inflation targeting Yes No
Central bank inflation of output contract Yes Yes
Delegated central bank objective function Yes Yes

∗If the independent central bank possesses the same objective function as the delegated central
bank objective function, then policy is optimal and consistent. Otherwise, it is not.

form in our context:

LCB(C&M) = [(y − yn − k)2 + β(π − π0)
2] − (tr),24 (21)

where tr = f0 − f (y − yn) equals the incentive scheme, f0 equals a fixed
payment, and f equals the marginal penalization rate for deviations of the
employment rate from full employment. Chortareas and Miller (2003b)
determine that the optimal incentive scheme takes the form:

tr = f0 − 2k(y − yn). (22)

This penalty rate completely eliminates the inflation bias.
We summarize the various solutions to the time inconsistency of mon-

etary policy in Table 3.1. In each case, we identify whether the individual
solution does or does not achieve the optimal outcomes and does or does
not imply consistent targets for the central bank. Both inflation or output
contracts and the delegated central bank objective function achieve both
optimal outcomes and consistent targets. That is, monetary policy proves
optimal and consistent. Inflation targeting achieves optimal, but not consis-
tent, policy. The conservative central banker does not achieve either optimal
or consistent policy. Finally, the independent central banker will achieve
optimal and consistent policy, if and only if, the central banker shares the
government-delegated objective function of our last case.

In our context and in monetary models, delegation means that the gov-
ernment assigns a monetary policy objective to the central bank. In a broad

24 In fact, Chortareas and Miller (2003b) use a utility function where the incentive scheme
enters with a positive sign and the loss function enters with a negative sign. We multiply
by minus one to convert into the loss function used in our work.
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sense, delegation implies mechanism or institutional design. When estab-
lishing a specific institution (e.g., the central bank), the government must
delegate an appropriate objective. Rogoff (1985), Walsh (1995a), Svens-
son (1997), Chortareas and Miller (2003b), and so on fall broadly into the
delegation approach.

3.4.2 Monetary Policy under Contracts and
Incomplete Information

In the seminal contribution of Walsh (1995a), the optimal contract can
produce outcomes consistent with commitment and full information. The
feasibility and the easiness of implementing such a solution, however,
can fail in the presence of informational asymmetries. We now discuss
information asymmetries pertaining to the model as well as the agent’s
behavior.

Monetary policy games with incomplete information typically assume
that the central bank possesses private information.25 This private infor-
mation can generally take one of two forms: (i) the central banker holds
information about the structure of the economy that the private sector does
not (e.g., a signal about a productivity shock, an estimate of potential out-
put,26 or an estimate of the natural rate of interest), or (ii) the central banker
exhibits a characteristic (e.g., preferences different from the private sector)
about which the private sector lacks information.

Cukierman (1992) describes three forms of private information in
monetary policy models: private information about the central banker’s
objectives, about the central banker’s ability to commit, and about the
central banker’s knowledge of the economy. Blanchard and Fisher (1989)
distinguish between the private sector’s “endogenous” and “exogenous”
uncertainty. Uncertainties about the economy, about the information avail-
able to the central bank, and about the central banker’s tastes prove
exogenous, while uncertainty that arises from credibility considerations
proves endogenous. The last type, which emerges in reputation models,
does not depend on assumptions about private information. In Canzoneri

25 For example, in Herrendorf and Lockwood (1997), the private sector (wage setters) holds
private information on the realization of a supply shock.

26 This does not mean that the central bank’s assessment of the economy proves necessarily
accurate. For example, Orphanides (2001) argues that the Federal Reserve in the 1970s
overestimated potential output, which led subsequently to higher inflation. Nevertheless,
in most developed countries, no private sector entity devotes more resources in the analysis
of the economy than the central bank.
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(1985) and Garfinkel and Oh (1993), the central banker’s private infor-
mation produces better forecasts of velocity shocks. In Walsh (1995b), the
central banker’s private information reflects an unverifiable forecast of a
demand side (velocity) shock that does not prevent the central banker from
achieving the optimal policy. One can question whether the central bank
holds superior information, because the private sector can probably forecast
just as well as the central bank. A number of practical considerations, how-
ever, can support the assumption that the central bank may enjoy private
information on velocity shocks. Central banks process and analyze the data
relevant to monetary aggregates. Moreover, the central bank may produce
better information because of the larger resources that it employs. Finally,
in principle, the central bank should know better than anybody else about
its own control errors.

Other work identifies the different characteristics that a central banker
can possess, which define various “types” of central bankers. Cukierman
(1992) and Cukierman and Liviatan (1991) distinguish between “strong”
and “weak” policymakers in terms of their ability to commit. A strong pol-
icymaker proves “dependable.” In these models, incomplete information
about the ability to precommit produces positive inflation surprises for
both strong and weak central bankers. Even the dependable policymaker
must accommodate positive inflation expectations to avoid large unemploy-
ment losses. Barro (1986) defines a strong policymaker similarly. Vickers
(1986) uses “wet” and “dry” to describe weak and strong policymakers,
respectively. Backus and Driffill (1985) employ the actions of the policy-
makers to distinguish between the strong and weak, where strong central
bankers choose a zero inflation rate. Rogoff (1985) distinguishes between
central bankers with various degrees of conservatism, but under complete
information.

In Cukierman and Meltzer (1986), the public faces uncertainty about
the policymaker’s trade-off between inflation and economic stimulation.
This uncertainty intensifies when the economy experiences unanticipated
shocks. Crosby (1994) considers a model where the voters do not know
the preferences of the policymaker (central banker) and only observe the
policymaker’s actions with noise. Uncertainty, in this instance, refers to the
time-consistent (discretionary) rate of inflation for the policymaker.

Muscatelli (1998) considers uncertainty about the central banker’s rel-
ative concern for price stability and output in the presence of contracts
and inflation targeting. He demonstrates that uncertainty about the cen-
tral banker’s preferences makes optimal policy unattainable and a stochastic
inflation bias prevails despite writing contracts or adopting inflation targets.
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The trade-off between stabilization and inflation emerges again, but now
this trade-off proves stochastic. The coexistence of contracts and targets,
however, produces a solution closer to the optimal.

Beetsma and Jensen (1998) also examine uncertainty about the relative
weights that the central banker attaches to deviations of inflation and output
from their targets. The public, however, knows the preferences of the cen-
tral banker’s political principal (i.e., government) with certainty. Beetsma
and Jensen (1998) consider two forms of monetary policy delegation—
inflation targeting and inflation contracts. Uncertainty, here, restores the
typical trade-off between the efficacy of stabilization and inflation fight-
ing.27 Optimal contracts display superior performance to optimal inflation
targets, but the optimal combination of targets and contracts performs even
better. Unless the political principal adopts a quadratic incentive scheme,
the outcomes of this optimal combination prove inferior to the outcomes
that prevail under a precommitment solution. Beetsma and Jensen (1998)
suggest a combination of inflation contracts, inflation targets, and central
bank conservatism.

Herrendorf and Lockwood (1997) also argue for a combination of a linear
inflation contract, an inflation (or unemployment) target, and a more con-
servative central banker. If the political principal cannot delegate (through
inflation targets or inflation contracts) conditionally on the private sec-
tor’s private information about supply shocks, then delegation can only
bring the mean of the inflation bias to zero, but fails to eliminate the vari-
ance of the inflation bias. If the private sector holds private information,
then the optimal delegation scheme must include a conservative central
banker.

Of course, a meaningful agency framework requires that the principal
and the agent exist as two separate and distinguishable entities. In other
words, monetary policy delegation that emphasizes incentives requires a
central bank sufficiently independent from its political principal. On the
other hand, an explicit agency framework does not make sense if the central
bank achieves complete independence in both “operational” and political
terms. A high degree of “political independence” of the central bank can
give rise to a trade-off with accountability.28 In a recent speech, Tucker
(2007), a member of the Bank of England’s Monetary Policy Committee

27 This trade-off emerges in Rogoff ’s (1985) model with a conservative central banker, but
disappears in Walsh’s (1995a) optimal contract model.

28 See, for example, the relevant discussion by the panel of experts chaired by Lord Roll (Begg
et al. 1993).
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(MPC), discusses such concerns that emerged in designing the current U.K.
monetary policy framework in the mid-1990s, citing the resentment that
some expressed about the possibility that an “overmighty citizen” (p. 5)
might emerge as Governor.

Some authors distinguish among central banker types according to the
degree of central banker independence. Central banker independence, how-
ever, provides a more empirically, than theoretically, tractable approach.
Waller and Walsh (1996) note, “the literature has lacked an accepted means
of parameterizing independence” (p. 1140). Some authors (Schaling 1995)
link central banker conservativeness to central banker independence (or
interpret the central banker conservativeness as central banker indepen-
dence). This linkage,however,appears unsatisfactory, since conservativeness
refers to the tastes of the central banker, whereas independence refers to the
institutional features of monetary policy delegation. In general, uncertainty
can arise regarding the central banker’s degree of inflation aversion (an indi-
vidual characteristic). Uncertainty becomes less plausible when discussing
the central banker’s legal independence, an institutional characteristic that is
public information. Of course, the legislated degree of central banker inde-
pendence does not provide the only indicator of independence that matters.
Actual independence may depend on other factors, including internal devel-
opments at the central bank, personalities, and so on. Unquestionably, the
central banker’s attitudes, including the relative weight placed on inflation
and unemployment, appear in these factors. But this provides only one
dimension. Moreover, Cukierman et al. (1992) and Cukierman (1992) find
that a proxy for the legal definition of central bank independence matters
empirically more than a proxy of actual independence in developed coun-
tries. Hayo and Hefeker (Chapter 7, this volume) consider the complex
nature of the link between central bank independence and inflation.

Cukierman (1992) provides an appropriate framework to define cen-
tral banker independence by considering macroeconomic policy in its
entirety. The fiscal and monetary authorities (e.g., the Treasury and the
Federal Reserve in the United States) use different objective functions.
Thus, macroeconomic policy maximizes a weighted average of the Federal
Reserve’s and Treasury’s objective functions. The public does not know pre-
cisely these relative weights. In other words, uncertainty refers to the balance
of power between the two arms of macroeconomic policy. Although this
modeling approach boils down to different preferences (because the differ-
ent weights attached to the Federal Reserve’s and Treasury’s objectives imply
different degrees of inflation aversion), private information refers to the
degree of central banker independence or whether fiscal or monetary policy
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dominates (Sargent and Wallace 1981). An alternative modeling approach,
also offered by Cukierman (1992), assumes that the underlying intertem-
poral utility functions of the two policymakers prove similar except for
the discount factor. In particular, the Treasury uses a larger discount factor
(i.e., a preference for short-term achievements). Again, private information
enters the model by allowing a different balance of power between the two
policymakers.

More recently, researchers focus on uncertainty about some aspect or
factor of the economy (e.g., productivity) about which the central bank
possesses superior information. In Athey et al. (2005), this variable fluc-
tuates randomly, while in Sleet et al. (2001) the central bank receives a
signal about future productivity. One can consider also the possibility that
the central bank possesses private information about the natural rate of
unemployment or the natural equilibrium real interest rate. Such variables
typically remain unobservable and the assessment of their value by the cen-
tral bank becomes pivotal. On the basis of such concerns, one can develop
models that incorporate various “misperceptions.”

Chortareas and Miller (2003a) consider the importance of different
degrees of selfishness by the central banker when contracts exist. In other
words, uncertainty enters as to the coefficient on the incentive scheme in the
utility function of the central banker. In typical models of monetary pol-
icy, selfish policymakers are considered undesirable. Selfishness, however,
becomes the sine qua non of the contracting model, because the selfishness
of the central banker provides a necessary condition for the effectiveness
of the contract. That is, the more selfish the central banker is, the lower is
the fixed cost of implementing a contract regime. Knowledge of the cen-
tral banker’s type enables the principal to design the appropriate incentive
scheme for each type.

Chortareas and Miller (2003a) show that in the presence of uncertainty
about the central banker’s selfishness, inflation surprises can occur and out-
put can exceed its natural level. They propose a mechanism design that
solves this problem. Can some screening mechanism alleviate this informa-
tional asymmetry? Such a solution, however, would require repetition of
the game to deliver the intended outcome. In a one-shot game, mimicking
(say choosing strategically from a menu of contracts in order to mislead the
principal) proves costless for a strategic candidate central banker.

The mechanism that works, providing a focal point of the contracting
literature on central banking, involves the possibility of firing the central
banker. Central bankers with short terms become more susceptible, in gen-
eral, to political pressure (Waller and Walsh 1996). O’Flaherty (1990) argues
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that the incentive to inflate always exerts the most pressure in the first period.
This result also proves consistent with the relatively high discount factor of
the Federal Reserve versus the Treasury in Cukierman (1992). Waller (1992)
and Garcia del Paso (1993) show that lengthy terms in office reduce the
probability that new appointees will attempt to generate policy changes.

Central banking practice generally matches these observations. Lengthy
terms of appointment to insulate central bankers from political pressure
appear in both the governors of the U.S. Federal Reserve System (FRS)
(i.e., 14-year terms) and the members of European Central Bank’s (ECB)
Executive Board (i.e., 8-year terms). In addition, the president of the ECB
and the governors of the FRS can only serve one term. Given nonrenewable
appointments, non-reappointment threats do not deter central bankers’
actions, especially near the end of a term. Chappell et al. (1993), estimating
individual Federal Open Market Committee (FOMC) member reaction
functions, find that partisan considerations in presidential appointments
to the Board of Governors provide the primary channel through which
partisan effects arise in monetary policy. Direct presidential pressure on
FOMC members emerges with only secondary importance.

Walsh (2002) demonstrates that a contract resembles dismissal rules,
which apply when the central baker fails to keep inflation below a particular
target level. To fire a central banker before the completion of the term seri-
ously restricts a central banker’s independence. For example, Cukierman
et al. (1992) and Cukierman (1992) suggest that a high turnover rate of
central bankers indicates low central banker independence [also see Hayo
and Hefeker (Chapter 7, this volume)]. Empirically, however, high turnover
rates significantly explain higher inflation rates only in developing coun-
tries. Walsh (1995b) argues that if the central banker cares about holding
office and if the reappointment decisions reflect inflation and output perfor-
mance rather than on realized inflation, then the precommitment outcomes
become feasible. The central banker is fired if inflation exceeds a critical rate.
This critical rate depends on aggregate supply shocks and the measurement
error in the observed inflation rate. Given that the effects of monetary policy
on inflation involve long lags,29 the central banker’s performance reflects
the policy decided 1 or 2 years ago.

What happens after the central banker’s dismissal? Who gets appointed to
run the central bank and how will the replacement get chosen? Should the
new appointment require an explicit contract or some other institutional

29 For example, Mishkin and Posen (1997) find that the average lag equals 2 to 3 years.
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arrangement? Who will decide on the appointment of the replacement cen-
tral banker? Society may appoint the replacement,but society’s appointment
policies may also reflect the time-inconsistency problem (McCallum 1995,
1997; Jensen 1997). It is also observes that the principal may not maxi-
mize social welfare as a social planner. Partisan or opportunistic incentives
may influence the principal. In addition, the principal may face high reap-
pointment costs. Jensen (1997) suggests that when high reappointment
costs exist, then the principal should delegate monetary policy. High reap-
pointment costs prevent society from reconsidering its delegation decisions.
Monetary policy delegation becomes immune to the principal’s (society’s)
time-inconsistent decisions. If the principal’s (society’s) preferences, how-
ever, prove time invariant, then high reappointment costs make it difficult
to override a central banker who does not meet the prescribed policy tar-
gets. High reappointment costs may make the political principal hesitant to
replace a central banker who breaches the contract. As long as the legisla-
ture can override existing central banker legislation, the political principal’s
decision to change or not to change this legislation will reflect a political
calculation. Lohmann (1992), for example, observes that since the legis-
lature can repeal the central bank law at any time in New Zealand, the
commitment to the existing monetary regime reflects political, rather than
legal, factors.

Finally, the bulk of the existing literature on central banker contracts only
considers delegated bilateral agency (i.e., one principal and one agent). Dixit
(2000) and Chortareas and Miller (2004) introduce the theoretical possibil-
ity of common agency in principal-agent models of monetary policy. Dixit
(2000) focuses on the sustainability of the commitment policy of a central
bank in a multinational monetary union. Chortareas and Miller (2004) con-
sider the possibility of a second principal with preferences different from
government.

3.5 Conclusion

The rule-versus-discretion debate entails a long history. Since the pio-
neering work of Kydland and Prescott (1977) and Calvo (1978), much
attention focuses on the time-inconsistency issue on monetary policy imple-
mentation. Barro and Gordon (1983a, b) examined the issue in a simple,
tractable model with an inherent inflation bias. Different solutions to the
time inconsistency and inflation bias exist—create an independent central
bank, appoint a conservative central banker, implement inflation target-
ing, develop a reputation in a repeated game, adopt central bank incentive
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contracts, and so on. In the Barro–Gordon type models, the inflation
bias emerges because the targets for the policymaker, as expressed in the
social loss function, prove inconsistent with each other in the context of
the macroeconomy. That is, the structure of the macroeconomic econ-
omy does not allow for the targets in the social loss function to obtain
simultaneously. Thus, the policymaker can only achieve actual and consis-
tent outcomes by adopting a central banker loss function that differs from
society’s.

Our analysis considers solutions one at a time and does not entertain
combination policies, as is frequently done in the existing literature. We fol-
low this strategy to evaluate the success or failure of individual solutions in
addressing the inflation bias. First, giving independence to the central bank
may or may not achieve optimal outcomes. That depends on the objective
function of the independent central bank. That is, central bank indepen-
dence in its extreme form cedes the power to determine the targets and
instruments of monetary policy, as well as the trade-off between output
and inflation. Some additional government control through delegation or
assignment of targets militates against the danger of too much central bank
independence.

Second, the conservative central banker solution by itself cannot achieve
optimal outcomes. It merely alters the trade-off between achieving the out-
put and inflation targets, placing greater weight on achieving the inflation
target. As such, the conservative central banker solution still accepts the
inconsistent targets for output and inflation embedded in the social loss
function.

Third, the inflation-targeting solution does achieve the optimal out-
comes,but the implied targets within the central banker’s loss function prove
inconsistent with the structure of the macroeconomy. In other words, the
expected values of the target variables do not equal the optimal outcomes.
As a consequence, the central banker adopts targets for both output and
inflation that prove unattainable. Delegating targets to the central banker
that the central banker cannot attain seems like a poor policy strategy.

Fourth, the explicit contract solution, either an inflation or output incen-
tive contract, does achieve the optimal outcomes. Moreover, the delegated
targets in the central banker’s loss function prove consistent and attainable
within the structure of the economy.

Finally, delegation of a central bank objective function with consistent
targets also achieves the optimal outcomes.

All solutions reflect a “contract”—explicit or implicit. For the solu-
tions with implicit contracts, successful implementation of monetary
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policy requires some enforcement of penalty or incentive system to ensure
compliance with the contract.

New Zealand considered an explicit incentive contract but, at the last
minute, decided against its adoption, because of the potential public-
relations problems associated with tying the Governor’s compensation to
the economy’s performance. A broadened view of contracts makes it easier
to reconcile the principal-agent theoretical approach with observed prac-
tice of monetary policy delegation. In his survey, Blinder (1998) ranks the
potential of “incentives” last (along with “rule constraints”) in terms of
importance for establishing credibility in the eyes of central bankers and
academics.

Will a monetary policy framework based on incentives improve per-
formance? Consider, for example, the performance of inflation-targeting
countries. Bernanke and Woodford (2005) wonder whether the improved
performance of countries that adopt inflation targeting directly results from
the change in the policy regime. The U.K. experience hints at answers to
this question, suggesting that inflation targeting made the job of central
banks easier by reducing the costs of making the right decisions. Indeed,
inflation-targeting central banks display, on balance, improved perfor-
mance. But, at the same time, other central banks that do not follow explicit
inflation targets also perform equally well.30 Other features of the policy
framework may be decisive, such as the communication framework and the
enhanced transparency that usually accompanies inflation targeting. Devel-
oping such policy framework may endogenize particular delegation schemes
that incorporate agency features and emphasize incentives, including the
assignment of an explicit inflation target to the central bank.

How one interprets the incentive contract proves crucial in justifying
or refuting the above concerns. We argue that interpreting central banker
contracts only in terms of monetary value appears too limiting. Focusing
only on the pecuniary value of the central bankers’ rewards may ignore
other dimensions such as the prestige of the position, their reputation
in the profession, and so on. Dixit (1996b), for example, suggests that
we should interpret the incentives (penalties or rewards) in policymak-
ing, whether financial or nonmonetary, broadly to include career concerns
and status (power). Brunner (1985) also argues that central bankers care-
fully evaluate their actions because they affect their “political status and
future market opportunities in the private and public sector” (p. 15). For
example, we can interpret the “Open Letter” procedure in the context of the

30 The improved inflation performance may reflect good luck rather than good policy, which
are two of the possible explanations for the Great Moderation (Stock and Watson 2003).
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Bank of England’s inflation-targeting framework as an incentive scheme
that imposes a reputation cost on the policymaker when the target falls
outside the limits set by a band.31 One can view such concerns as related
to the central banker’s human capital. Demonstrating insufficient compe-
tency in the conduct of monetary policy affects the reputation of the central
banker and his/her future career prospects. The more explicit the delegation
scheme (as in a central banker contract) is, the more observable the degree
of competency in the conducting monetary policy becomes.

The financial crisis that started in 2007 may lead to a more pronounced
role for central banks in the areas of prudential supervision and regulation
with the aim of safeguarding financial stability. In monetary policy mod-
els, the existing agent-theoretic models give scant attention to the demand
side for policy outcomes and relevant institutions models. In other words,
they implicitly assume that the government rules the demand side. Once we
shift focus to financial stability issues and banking regulation, the rationale
for common agency becomes more pronounced, and concerns about reg-
ulatory capture may emerge. Financial institutions may want to influence
regulators to favor their interests. The possibility of informal contracts,
as in Grossman and Helpman (1994) and Spiller (1990), becomes more
probable.

The contracting approach, broadly defined, allows enough flexibility for
it to prove generally consistent with a number of alternative theoretical for-
mulations and the corresponding attempts to implement them in practice.
The existing literature establishes the necessary conditions for alterna-
tive solutions to mirror the contracting equilibrium. Moreover, in many
ways, monetary policy delegation appears consistent with a contractual
arrangement of punishments and rewards. The challenge remaining for the
contracting approach to central banking is to analyze and interpret specific
institutional arrangements of monetary policy delegation more explicitly
and directly.

Finally, all our analysis implicitly assumes a single decision maker for the
central bank. In fact, central bank decisions reflect a board that includes
individuals with potentially divergent views. Of course, a preference exists
for consensus decisions at central banks. Nonetheless, considering the
dynamics of group decision making complicates our analysis. But that takes
us beyond the intent of this chapter.

31 The Deputy Governor of the Bank of England, however, disagrees with this interpretation
of the “Open Letter” procedure as a punishment, suggesting that it should be viewed “as
an opportunity for the MPC to explain itself” (Lomax 2007, 111).
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Implementing Monetary Policy in the 2000s:

Operating Procedures in Asia and Beyond

Corrinne Ho

Abstract

Monetary policy at the strategic level has undergone significant changes
over the years; so has its day-to-day implementation. This chapter presents
a snapshot of 17 central banks’ monetary operating frameworks as of early
2007, and discusses their major developments over the preceding decade. It
finds that although some common themes and practices can be identified,
there is no unique “best” way to implement monetary policy. Central banks
everywhere have continued to refine their operating frameworks and pro-
cedures and to innovate where necessary, responding to changing needs in
changing times.

4.1 Introduction

At the strategic level, monetary policy has undergone significant changes
over the years. Exchange rate pegs or bands, monetary aggregate targets, and
inflation targets have at different times gained favor as the mainstream inter-
mediate objective of monetary policy. At the tactical (or operational) level,
the day-to-day implementation of monetary policy has also evolved, driven
in part by the changing views about the preferred intermediate targets, and
in part by the changes in the broader banking and financial systems both at
home and abroad.

This is an abridged version of BIS Working Papers no 253 (June 2008). The author thanks
the participants at the BIS meetings on monetary policy operating procedures for provid-
ing information and inspiration on the subject matter. Gratitude is due to Eric Chan and
Gert Schnabel for statistical assistance and to Claudio Borio, Dietrich Domanski, John
Groom, Hirotaka Hideshima, Spence Hilton, Nazrul Hisyam bin Mohd Noh, Jonathan
Kearns, Daniel Lau, Robert McCauley, Thammarak Moenjak, William Nelson, Priyanto
B Nugroho, Eli Remolona, Chris Ryan, Ilhyock Shim and Pierre Siklos for comments on
earlier drafts. The author takes responsibility of any remaining mistakes. Views expressed
are those of the author and not necessarily those of the Bank for International Settlements.
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This operational evolution has been less popular as a subject of academic
research than its strategic counterpart, but has nonetheless been examined
by specialists in the central banking community. Kneeshaw and Van den
Bergh (1989) and Borio (1997) document the migration of industrial econ-
omy central banks in the 1980s and early 1990s, respectively, toward what
we now consider mainstream operating frameworks. Van ‘t dack (1999)
observes a similar process among emerging market economies in the 1990s.
These and other related studies note that the evolution of monetary policy
implementation has accompanied several major financial, institutional, and
policy developments. These include domestic banking system deregulation,
the rise of nonbank financial intermediation and new financial instruments,
external accounts liberalization, increased central bank autonomy, reduced
central bank responsibility in public debt management and policy lending,
a reduced use of quantities (e.g., M2) as intermediate targets, a shift away
from irregular interval signaling toward explicit announcement of the pol-
icy stance at predetermined dates, and a migration from end-of-day net
settlement to real-time gross settlement (RTGS).

Against this backdrop, several stylized trends in the choices of operating
frameworks and instruments can be identified. For instance, many central
banks now express their official monetary policy stance in interest rate terms
(e.g., a central bank facility/operation rate, or a target for a market rate).
At the same time, the day-to-day operating objective of central banks has
focused more on stabilizing some measure(s) of short-term interest rate,
and less on targeting quantities (e.g., reserve money). As for the nature of
instruments, there has been a reduced use of direct controls, and more use
of indirect instruments based on market mechanisms and incentives. Where
they apply, reserve requirements have tended to become more simplified and
less onerous, serving less as a main monetary control instrument and more
as a means to make reserve demand more predictable and to buffer short-
term interest rate volatility. Standing facilities have also become simpler,
serving less as a source of subsidized lending or a main policy signaling
device, and more as a back-stop or safety valve for short-term liquidity
needs to help contain interest rate volatility.

Buzeneca and Maino (2007) confirm these general trends with data from
the International Monetary Fund (IMF’s) Information System for Instru-
ments of Monetary Policy (ISIMP). Implicit in their analysis is that the
practices among “developed” economies represent a kind of “state-of-the-
art,” something to which “emerging” and “developing” economies should
aspire.1 However, a closer look at the choices in individual economies and

1 The authors classified the ISIMP economies into “developed,” “emerging,” and “develop-
ing,” which correspond to “high income,”“upper middle income,” and “lower middle and
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their evolution reveals that operating frameworks and practices are not a
simple function of the level of economic development. In fact, considerable
differences prevail, even among the “developed” economies.

Behind the broad global trend of the past decades, how much diversity
remains? And perhaps more interestingly, why does this diversity remain?
This chapter seeks to shed some light on these questions by surveying a
smaller group of 14 Asia-Pacific central banks, plus the European Cen-
tral Bank (ECB), the Bank of England (BoE), and the Federal Reserve.2

It presents a snapshot of these central banks’ operating frameworks as of
early 2007, and highlights the notable changes that took place in the late
1990s and early 2000s. Of the 17 economies covered, 11 are “developed”
according to the classification in Buzeneca and Maino (2007), the other 6
are “emerging” or “developing.”3 This sample size and mix lends itself to a
more tangible assessment of where the trend ends and the diversity begins.

Following the conceptual framework laid out by Borio (1997), the rest
of the chapter is organized as follows. Section 4.2 overviews the institu-
tional aspects of monetary policy decisions and operations among the 17
central banks. It discusses the frequency of monetary policy announce-
ments, the choice of policy rates, and its connection, if any, to the strategic
policy framework. Section 4.3 surveys the different choices of operating
targets, their evolution and implications for interbank overnight interest
rate volatility. Because day-to-day monetary policy implementation basi-
cally revolves around getting the quantity and price of bank reserves right
so as to achieve the desired operating target, it is natural to present the
“nuts and bolts” of monetary operations with reference to the demand for
and supply of bank reserves.4 Thus, Section 4.4 looks at the two main fac-
tors affecting the demand for bank reserves: settlements needs and reserve
requirements. In particular, it reviews the features of reserve requirements
and relates these features to the functions of such requirements. Section 4.5

low income” according to the World Bank analytical classification based on Gross National
Income per capita (2004 data). International Monetary Fund (2004) discusses the difficul-
ties developing and postconflict economies face in emulating the market-based operations
of industrial economies.

2 The 14 Asia-Pacific central banks are those in Australia, China, Hong Kong, India, Indone-
sia, Japan, South Korea, Macao, Malaysia, New Zealand, the Philippines, Singapore, Taiwan,
and Thailand.

3 This chapter partly overlaps with Buzeneca and Maino (2007) in coverage, but includes
seven economies not covered by the other two authors: four “developed” ones (Hong
Kong, Macao, Singapore, and Taiwan – all small and very open economies) and three
“developing” ones (Indonesia, the Philippines, and Thailand).

4 See section 1 in Borio (1997) for the conceptual underpinnings of how the various aspects
of monetary operations can be analytically classified as supply and demand factors in the
market for bank reserves.
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then examines the two main channels through which a central bank regu-
lates the supply of reserves: standing facilities and discretionary operations.
It discusses the evolution of the two channels’ relative roles, as well as
the connection between the choice of monetary instruments and financial
market development. Section 4.6 concludes.

This chapter finds that, while a number of common themes and practices
can be identified, there is no unique “best” way to implement monetary
policy. Even among just the four major industrial economy central banks,
appreciable differences exist reflecting, inter alia, differences in the domestic
financial environment, history, legal and regulatory constraints, and even
political philosophy.5 A more striking finding, perhaps, is the considerable
number of innovations even just within the last couple of years in virtually
all aspects of monetary policy implementation. It is clear that central banks
in“developing,”“emerging,”and“developed”economies alike are constantly
refining their operating frameworks and procedures, and innovating where
necessary, responding to changing needs in changing times.

In fact, within just a few months after the early 2007 sample date, the
snapshot presented in this chapter already required updating. In particu-
lar, the money market turmoil that broke out in August 2007 led many
industrial economy central banks to adjust their operating frameworks and
procedures. There were also changes that were not triggered by the tur-
moil (e.g., in Korea and Indonesia). By the time of the final revision of
this chapter, the dust had yet to settle.6 Some of the turmoil-induced mea-
sures will be phased out after the return of normality. Other measures may
remain or evolve further to reflect any lasting changes in the financial system
and lessons learned during the turbulent period. These latest developments
reinforce the basic message of this chapter.

4.2 The Institutional Aspects of Monetary Policy Decisions

In order to understand the implementation of monetary policy at the oper-
ational level, it is helpful to begin with the institutional aspects of monetary
policy decision making. This section overviews the different practices with
regard to the frequency of policy announcements and the expression of pol-
icy stance. It also assesses whether there is any connection between the choice
of policy rate and monetary policy strategy. Table 4.1 summarizes these

5 Woodford (2000) discusses how the familiar, academically mainstream operating frame-
work of the Federal Reserve is, in fact, not the mode among industrial economies.

6 The main changes that had taken place up to early June 2008 are outlined in the annex of the
full version of this chapter [Ho (2008), available at http://www.bis.org/publ/work253.pdf]

http://www.bis.org/publ/work253.pdf
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various aspects for the central banks covered herein. Unless otherwise stated,
the data in this and all other tables reflect the situation as of March 2007.

Frequency of Policy Decision Announcements
Almost all of the central banks make monetary policy decision announce-
ments at predetermined dates (Table 4.1, column 1). A popular frequency of
policy announcement is once every 4–6 weeks (about 8–12 times per year). A
minority of central banks have quarterly, half-yearly, or even nonscheduled
announcements. However, some central banks’ decision-making bodies
convene more frequently than the frequency of announcements suggests.
For example, the ECB Governing Council meets twice a month but typi-
cally announces policy decisions only in the first meeting of each month.
The Singaporean authorities hold regular monetary and investment policy
meetings, even though it makes monetary policy statements only once every
half a year. Central banks typically reserve the right to meet or to announce
policy changes in between scheduled dates if deemed necessary.

What exactly do central banks announce?
The majority of the central banks express their monetary policy stance in
terms of an interest rate – the policy rate (Table 4.1, column 2). Two main
types of policy rates are represented. One type is an announced target for a
market interest rate (e.g., overnight interbank market rate). As of early 2007,
the central banks of Australia, Japan, Korea, Malaysia, New Zealand, and the
United States have this type of policy rate. The other type is an official rate of
a central bank operation or facility. The ECB, for example, indicates policy
stance with the minimum bid rate of its main refinancing operation, which
is a weekly tender for supplying liquidity to financial institutions at a 1-week
maturity. The BoE used to use its repo rate as the policy rate between 1997
and mid-2006 and has since recast its policy rate as the official bank rate.7 In
part influenced by the BoE’s former practice, the Bank of Thailand’s policy
rate is also an official repo rate. India and the Philippines signal policy with
both the official repo and reverse repo rates.8 Taiwan signals policy with the
official discount rate, while Indonesia uses the BI rate, defined at the time of
its inception in 2005 as the target auction rate for the 1-month certificates

7 The bank rate is both the reference for the short end of the money market yield curve (the
regular weekly open market operations are conducted at bank rate), and the remunera-
tion rate for bank reserves contracted and held under the voluntary reserves averaging
scheme introduced in May 2006 (more on this in Section 4.4). The history of the BoE’s
policy rate (definitions and levels) since 1970 can be found on the BoE’s web site:
http://www.bankofengland.co.uk/statistics/rates/baserate.pdf

8 The Reserve Bank of India announces also a bank rate, which used to be the main policy
rate but now serves only as a medium-term signal.

http://www.bankofengland.co.uk/statistics/rates/baserate.pdf
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(SBIs) issued by the central bank. China represents a special case. Its formal
policy rates are, unlike the others’, not directly related to the money market
but are instead the reference rates for 1-year bank lending and deposits –
clearly a legacy of central planning and of a banking system that is still
undergoing deregulation.9

However, not all central banks express their policy stance with an interest
rate. Central banks running exchange rate-based regimes with no capi-
tal controls obviously cannot independently set policy interest rates. The
currency board regimes of Hong Kong and Macao are typically identi-
fied by their respective spot exchange rate anchors. Their domestic money
market interest rates are endogenously determined by the forces of capi-
tal flows.10 Under its unique regime, the Monetary Authority of Singapore
(MAS) expresses its policy stance with a qualitative statement about the cen-
ter, width, and gradient of its target band for the Singapore dollar nominal
effective exchange rate (NEER).11 Although the Singaporean regime allows
more flexibility than the single-anchor regimes of Hong Kong and Macao,
the high degree of capital mobility means that the Singapore dollar interest
rate level is still broadly endogenous.

Policy rate choice and monetary policy strategy: any relationship?
Judging by the central banks’ choices, there is no obvious mapping
between the expression of policy stance and the monetary policy framework
(Table 4.1, columns 2 and 4). Among the seven inflation-targeting central
banks, three signal policy with a target for the overnight rate (Australia,
Korea, and New Zealand), while four do so with an official operation rate
(Indonesia, Philippines, Thailand, and the United Kingdom). Conversely,
while both India and the Philippines adopt the same choice of policy rates,
they have different monetary policy frameworks.

9 In fact, some practices in China today are illustrative of how things used to work in a larger
number of economies in the earlier era of highly regulated banking systems.

10 The Hong Kong dollar is anchored at HKD 7.80 per USD (with a ± HKD 0.05 tolerance
band since May 2005), while the Macanese pataca is anchored at MOP 1.03 per HKD.
Accordingly, the HKD and MOP short-term market interest rates are directly and indirectly
influenced by USD interest rates.

11 For example, the October 2006 monetary policy statement says that the MAS would
“maintain the policy of a modest and gradual appreciation of the S$NEER policy band”
and that there would be “no re-centering of the policy band, or any change to its slope
or width.” The NEER series is published occasionally, but the basket composition and the
parameters of the policy band are not published. Over time, however, many Singapore-
based market economists have, with some success, reverse-engineered plausible versions
of the S$NEER policy band. See Monetary Authority of Singapore (2001) for details on
Singapore’s policy regime.
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Moreover, there have been changes in the choice of policy rate without
any change in the higher-level policy regime and vice versa. For example, the
Bank of Thailand moved from the 14-day repo rate to the 1-day repo rate
in January 2007, but left all the strategic aspects of its inflation-targeting
framework unchanged. The BoE also migrated over the past decade from a
14-day repo rate to a 7-day repo rate to the current official bank rate, while
retaining the inflation-targeting framework. Bank Negara Malaysia (BNM)
switched from using the “3-month intervention rate” to using the overnight
policy rate (OPR) to signal policy in April 2004, without altering its dollar
peg-cum-capital controls regime. The OPR remains the policy rate after
the exit from the dollar peg in July 2005. These examples support the view
that there is no one-to-one link between the choice of policy rate and the
monetary policy framework.12

What governs the choice of the policy rate?
The choice of policy rates often has much to do with legacy and even cross-
country emulation. For instance, the ECB’s choice of a 1-week (originally
2-week) tender rate is reminiscent of the choices of the German, French,
Belgian, and Austrian central banks in the pre-EMU era. Elsewhere, the
popularity of overnight rate targets may be an influence of the Federal
Reserve. The prevalence of “bank rates”and repo rates as policy rates among
other central banks may reflect the influence of the BoE.

History and peer emulation aside, functionality also matters. As a sig-
nal of the policy stance, the policy rate should ideally provide clarity and
good controllability. This perhaps explains why so many central banks sig-
nal policy with their official operation or facility rates, which are naturally
fully within their control. And to the extent that the policy rate, once prop-
erly implemented, is also the starting point of monetary transmission, it
should ideally be something economically relevant. This may be the rea-
son why some central banks prefer to target a market interest rate instead.
Moreover, the relevant market rate to target may change over time with
financial system development. The 2004 policy rate reform in Malaysia
mentioned previously is a good illustration of this point. The former policy
rate, adopted in 1998, had been highly relevant in principle given its link by
formula to the base lending rate (BLR) ceiling. The BLR was then the bench-
mark for pricing retail and corporate interest rates. However, as more and

12 Tucker (2004, 370) observes that even the evolution of the implementation framework
(not just policy rate) bears no clear relationship with changes in the monetary regime at
the BoE in the entire post–World War II era.
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more banks moved toward cost-based pricing, the BLR lost significance.
The policy rate’s relevance also diminished. This development eventually
led BNM to adopt a new framework, with the overnight rate target as its
new policy rate.13

Regardless of the choice of policy rate, any decision to raise the overnight
rate target or to cut the official repo rate is of little significance unless
the decision is implemented properly. The next section takes the first step
into the operational sphere of monetary policy implementation by taking
a closer look at the relationship between the policy rate and the day-to-day
objective of the central bank’s market operations desk.

4.3 The Operational Objectives of Monetary
Policy Implementation

Just as monetary policy making has its strategic-level goals, monetary policy
implementation also has its operational-level objectives. Such objectives
that central bank operations desks pursue in their everyday work are often
set in terms of their operating targets, which can be of three main types:
interest rate, exchange rate, and quantity (e.g., bank reserves).

Interest Rate Targets: The Current Mainstream
Referring again to Table 4.1 (columns 2 and 3), one can see that, apart from
the three central banks with exchange rate-based regimes, most of the others
tend to adopt some measure of short-term interest rate as their operating
targets. Central banks that signal policy with an overnight rate target natu-
rally give their operations desks instructions to keep the overnight market
rate close to the targeted level. Central banks that signal their policy stance
with other official interest rates, however, show some variation in operating
objectives. But even there, overnight or short-term interest rates still consti-
tute the majority. Some central banks do not adopt a formal operating target,
but nonetheless keep an eye on the overnight and other short-term interest
rates in their day-to-day operations. The euro area, Indian, and Philippine
central banks are in this category. The BoE has traditionally watched short-
term money market rates in general, but in 2006 reformulated its operating
objective in more specific and innovative terms: “a flat money market yield

13 Moreover, each banking institution would establish its own BLR based on cost and business
considerations and would no longer be subject to any BLR ceiling (BNM Press Release
dated April 23, 2004).
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curve, consistent with the official bank rate, out to the next Monetary Policy
Committee (MPC) decision date, with very limited day-to-day or intraday
volatility in market interest rates at maturities out to that horizon” (Bank
of England 2007, 3).

Quantitative operating targets, in contrast, are now in the minority. In an
earlier era, the focus on quantities such as bank reserves or monetary base
was, in part, related to the popularity of monetary aggregates as intermediate
targets. The prevalence in that era of heavily regulated banking systems and
underdeveloped nonbank financial intermediation also meant that mone-
tary transmission via market interest rates – something now almost taken
for granted – used to be less prominent. But as banking deregulation got
underway and as other channels of financial intermediation opened up,
the link between monetary aggregates and the ultimate objectives of policy
weakened.14 Bank reserves or monetary base targeting also came to be seen
as less relevant,while market interest rates began to have more roles to play.15

Residual uses of quantity targets
Among the major industrial economy central banks, the reorientation from
quantities back to interest rates was mostly complete by the early 1990s.
Many emerging market central banks did the same from the 1990s onward.16

Barring the exceptional case of the Bank of Japan (BOJ) during the quanti-
tative easing era (March 2001 to March 2006), the Taiwanese and Chinese
central banks are the only two in the sample that still consider bank reserves
to be their formal operating targets.

In Taiwan, there is still official reference to the M2 growth target range
as a guide to policy at the strategic level. The central bank therefore still
accords some importance to the level and growth of reserve money at the
operational level. However, judging by the other aspects of operation and
the overall relative stability of short-term money market rates, the central

14 Especially over the short to medium horizon and when the economy is not in extreme
inflation or deflation.

15 Bindseil (2004) discusses the rise and fall of the “reserve position doctrine” between the
1920s and 1980s, and how in his view this fallacious doctrine, which supported the focus
on quantities in that era, especially in the United States, is still being perpetuated by some
academic work even today.

16 Korea made a gradual transition in 1998–99 (Bank of Korea, 2002). India began the
transition in 2000 by deemphasizing the role of quantities with the introduction of the
Liquidity Adjustment Facility. Indonesia formally exited from base money targeting (a
legacy of the IMF program) in 2005 with the adoption of the one-month SBI auction rate
as policy rate. Even before this formal adoption, market participants had already, for some
time, perceived the auction rate as a de facto policy rate (Borio and McCauley 2001).
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bank in practice pays considerable attention to interest rates in its everyday
operations.

In China, too, the central bank’s emphasis on bank reserves is in part
related to its use of monetary aggregates as intermediate targets. In addi-
tion, Laurens and Maino (2007) point out that, despite much progress with
financial and institutional reform,China’s interest rate transmission channel
is still not fully functioning, posing an obstacle to solely relying on interest
rates as an operating target. Furthermore, China’s chronic excess liquidity in
recent years makes keeping quantities under control a high-priority objec-
tive. That being said, the fact that the Chinese central bank also has in place
a de facto interest rate corridor suggests that it is also increasingly paying
attention to short-term interest rates (more on this in Section 4.5).

Implications for overnight rate volatility
Regardless of whether the overnight interbank market rate level is of pol-
icy significance, central banks often have some interest in monitoring the
overnight rate volatility. On the one hand, some volatility is healthy because
it creates trading opportunities and thus promotes interbank market activ-
ity. On the other hand, too much volatility may indicate that the interbank
market is not functioning smoothly. Moreover, large or persistent devia-
tions from the policy target, if not explainable by purely technical factors,
may risk being interpreted as either an unintended failure to achieve the
announced policy stance or an intended deviation from it.

The volatility of the overnight rate is in part affected by the choice of
policy rate and operating target. Figure 4.1 shows the key official cen-
tral bank interest rates and the overnight interbank market rates for the
economies in the sample. Where the central bank targets the overnight rate
itself, overnight rate volatility, both in terms of its variability (e.g., standard
deviation) and its deviation from the target, is likely to be low. In Australia in
particular, where banks have over time developed a convention to deal with
each other only at the target cash rate, the actual cash rate has virtually no
variation around its target. This had also been the case in New Zealand until
mid-2006, when a change in the liquidity management regime prompted
market participants to start trading at a small margin above the official cash
rate.17

17 The changes included a reduction in the frequency of open market operations, the phasing
out of the intraday liquidity facility and the resetting of the overnight standing facility rates
from a symmetric ±25 basis points to an asymmetric +50/−0 basis points around the
policy rate. See Reserve Bank of New Zealand (2006).
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Figure 4.1. (Continued)

In economies where the central bank does not formally target the
overnight interbank rate, there could be more room for overnight rate
volatility. It is apparent from Figure 4.1 that nonovernight rate targeters
such as China, the euro area, Hong Kong, India, Indonesia, Macao, the
Philippines, Singapore, and the United Kingdom tend to have higher daily
overnight rate volatilities than do the explicit overnight rate targeters.
However, this characterization does not seem to apply to Taiwan and
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Figure 4.1. (Continued)

Thailand, where the overnight rates seem to be no more volatile than those
in Korea or the United States.

Indeed, the choice of policy rate and operating target is not the only
determinant of overnight rate volatility. Other aspects of the operating
framework arguably have just as much, if not more, influence.18 A case in

18 In a study of industrial economy central banks, Prati et al. (2003) find that operating
procedures and operation styles play a crucial role in shaping empirical features of short-
term interest rates.
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Figure 4.1. Central bank official interest rates and overnight market rate
Sources: Central banks; CEIC.

point is the traditionally more volatile overnight rate in the United Kingdom
than in the euro area. This is attributable to some features of the BoE’s
operating framework, which had been until mid-2006 quite different from
the ECB’s. There was no reserve requirement in the United Kingdom and
thus no averaging to smooth out banks’demand for reserves over time (more
on this in Section 4.4). The width of the interest rate corridor was the same
as in the euro area, but access to the BoE’s standing facilities was limited to
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settlement banks, and the supply of funds at the lending facility was also
limited in quantity (more on this in Section 4.5). These characteristics made
for a more volatile U.K. overnight rate and were modified in the May 2006
operating framework reform.19 As can be seen from Figure 4.1, the volatility
of the U.K. overnight rate declined markedly after the reform.20

In sum, central banks can, to some extent, choose the degree of accept-
able overnight rate volatility by choosing some combination of operating
framework features, though there may be a limit to their control over the
supply and demand factors affecting interest rate volatility. The next two
sections will zoom in on the “nuts and bolts” of monetary implementation
with reference to the demand for and the supply of reserves.

4.4 Demand for Reserves

There are two main reasons for banks to hold reserves. One reason is to
facilitate everyday interbank payments and settlements. The other is to fulfill
reserve requirements, if such requirements exist and are binding.

Settlement Balances
Although quite common around the world, reserve requirements are by
no means universal. Banks in, for example, Australia, Hong Kong, and
New Zealand are not subject to such requirements.21 In these economies,

19 Tucker (2004) outlines this and other problems under the previous framework, and pre-
views the design principles for the new framework. Clews (2005) explains the new system
and notes that while the individual elements are not new, this particular combination of
elements is novel.

20 Other examples abound. Hilton (2005) links the rise and fall in federal funds rate volatility
since 1989 to the changes in the reserve requirement framework and the Fed’s sensitivity
to the patterns of reserve demand. Monetary Authority of Singapore (2007) shows how
overnight rate volatility became more contained after the introduction of the end-of-
day lending facilities in November 2000, and more so after the introduction of reserves
averaging in September 2001. The overnight rate level is also known to play a role. The
very low level of the U.S. Fed funds rate between 2001 and 2004 may have contributed
to some “rate compression,” reducing movements at least on the downside (Hilton 2005).
A low interest rate environment also makes it less costly to hold reserves, thus reducing
the likelihood of scrambles for liquidity and upward spikes in the overnight rate. Japan,
during the quantitative easing era, provides an extreme illustration of this point.

21 Freedman (2000) points out that nonbinding or eliminated reserve requirements are not
uncommon in the global context (e.g., Canada and Sweden), and explains how a central
bank can exert leverage over the policy rate even without binding reserve requirements.
Woodford (2000) discusses how the central bank’s influence need not depend on imposing
requirements on banks to hold unremunerated reserves.



Implementing Monetary Policy in the 2000s 99

banks only need to hold settlement balances (or working balances). Because
holding balances that are unremunerated (or remunerated at less than the
prevailing market rate) incur an opportunity cost, banks would normally
tend to keep their settlement balances to the minimum necessary. However,
responding to this incentive to economize does carry some risks. In the
event of unexpectedly large settlement needs, a bank would have to borrow
funds from its peers at a market-determined rate or from the central bank’s
lending facility, which usually charges a penalty rate. Banks must, therefore,
balance the opportunity cost of holding excess balances against the risk
of having to borrow dear in case they fall short. All these also imply that
the demand for settlement balances on any given day tends to be inelastic,
depending mainly on settlement needs (both expected and precautionary),
and responding relatively little to small changes in interest rate levels.22

Reserve requirements: design, usage, and functions
In the other economies, reserve requirements do apply, exerting an influ-
ence over the demand for reserves. Table 4.2 presents the main features of
such requirements in early 2007. Several key observations are worth high-
lighting, as they provide an indication of the current functions of reserve
requirements and their recent evolution.23

With regard to how requirements are calculated and fulfilled, a key fea-
ture that widely applies nowadays is the averaging provision (Table 4.2,
column 1). By allowing financial institutions to fulfill their reserve require-
ments on an average basis over the maintenance period, averaging makes
the demand for reserve more elastic, which in turn helps to buffer the
impact of any instability in the supply of reserves on the interbank mar-
ket interest rates.24 This smoothing effect, in principle, works better with a
higher level of requirements (a thicker cushion) and a longer maintenance

22 Reserve Bank of Australia (2003) provides an account of how uncertainty over future
settlement needs prior to the changeover to RTGS prompted banks to increase their reserve
holdings in the late 1990s. As banks became accustomed to functioning under RTGS, their
demand for balances declined. The article also notes that there is no relationship between
the level of settlement balances and the interest rate level.

23 Borio (1997) outlines four typical functions: (1) to influence reserve demand elasticity to
buffer interest rate volatility; (2) to influence reserve demand level to offset autonomous
changes in reserve supply; (3) to control monetary aggregates; and (4) to generate seignior-
age revenue. All four are to some extent still served in practice, but the interest rate buffer
function has notably gained prevalence over the past two decades.

24 For averaging to perform the buffering function, reserve requirements must be a binding
factor affecting the marginal demand for reserves (see Borio 1997, 17–19). The alternative
of no averaging (e.g., in China and Indonesia) means that banks are required to hold
a fixed amount every day throughout the maintenance period, with a demand elasticity
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period.25 Among the economies in the sample, 2-week maintenance is a
typical choice, although there are also a number of systems with 1-month
maintenance periods (Table 4.2, column 4). An interesting innovation is
the ECB’s variable length maintenance period (adopted in March 2004),
which is set to be aligned with the monetary policy meeting schedule to
avoid having a policy rate change in the middle of a maintenance period.
This setup reduces the incentive for banks to distort their reserve-holding
pattern in anticipation of policy rate changes.26

Another notable feature is the widespread adoption of a lagged reserve
accounting framework (Table 4.2, column 3). With the calculation period
having ended before the maintenance period begins, the amount of reserves
required is thus known with certainty. This certainty helps banks plan their
reserve-holding pattern. It also helps the central bank anticipate reserve
demand in the period ahead. That being said, some diversity remains: at
early 2007, Japan and Korea had half-lagged reserve accounting frameworks,
while Taiwan had an almost contemporaneous setup (with only 4-days lag
for a 1-month maintenance period), which is reminiscent of the practice in
the United States between 1984 and 1998.27

With regard to how much reserves are required, the broad trend over the
past decade or so has been a general reduction in the reserve ratios and
a consolidation of the various classes of requirements. In the earlier era
with mainly bank intermediation, reserve requirements were an important
lever of monetary control and served a prudential function as well. Reserve
ratios were, as a normal course of policy implementation, raised or lowered
to affect liquidity conditions, and in turn other variables such as monetary
aggregates. Different ratios were often applied to different types of bank
liabilities to influence their composition, among other things. But with

implication similar to that in the case of no reserve requirement: the demand for reserves is
determined mainly by settlement needs and not by small changes in money market rates.

25 The smoothing of reserve demand across time can be taken further if financial institutions
are allowed to “carry over” at least some (excess) reserve holdings in one maintenance
period to count toward fulfilling the requirement in the following maintenance period
(see Table 4.2, column 2).

26 See http://www.ecb.int/events/calendar/reserve/html/index.en.html and European Cen-
tral Bank (2003). The BoE and the Bank of Thailand have also since aligned their
maintenance periods with their respective Monetary Policy Committee meeting schedules.

27 Contemporaneous reserve requirement was once seen as a way to keep banks on their toes
so as to heighten the influence of the central bank [see, e.g., Patrawimolpon (2002)]. The
decline of this arrangement suggests that central banks reckon that they do not really need
such an arrangement to have an influence, and that they prefer to see a more predictable
demand for reserves.

http://www.ecb.int/events/calendar/reserve/html/index.en.html


102 Corrinne Ho

the evolution of the financial system and the reduced role of monetary
aggregates as intermediate targets, high ratios, and differentiated ratios, and
the active manipulation thereof, have also declined in significance.

That said, there is still a lot of diversity (Table 4.2, column 5). The reserve
ratios range from the very low levels in Japan to the 10% or higher (applied
to at least some categories of deposits) in a number of other economies.
Differentiated ratios still exist. In Japan, the reserve ratios are highly dif-
ferentiated by the type of institution and the type and size of deposits.28

In Taiwan, requirements vary according to the type of deposits.29 In Korea,
there are three levels of requirement, based on whether the bank liabilities
are short, medium, or long term. In the United States, the differentiation is
based on the size of the liabilities.30

An interesting case in this area is the BoE’s voluntary reserves-averaging
scheme, introduced as part of the operating framework reform in May
2006. Scheme members choose their own reserves targets, to be fulfilled
on average over the maintenance period. Scheme members that manage to
meet their targets (within a specified tolerance range) will be remunerated
at the official bank rate.31 With the introduction of the scheme, the reserve
balances held at the BoE rose from typically less than GBP 1 billion to over
GBP 16 billion, providing a substantially larger cushion.32

Although the active manipulation of the reserve ratio is no longer a
typical means to implement monetary policy for many central banks, one
can nonetheless find some recent examples.33 In the face of excess liquid-
ity associated with persistent capital inflows, the Chinese central bank has
raised the reserve ratio a dozen times starting in September 2003. Com-
pared to issuing central bank bills to mop up the excess liquidity, hiking
reserve requirements has the advantage of being more permanent in nature
and lower in cost (remuneration rate is lower than bills rate). Facing a
similar situation, the Indian central bank has raised the cash reserve ratio

28 See http://www.boj.or.jp/en/type/stat/boj_stat/junbi.htm
29 See http://www.cbc.gov.tw/EngHome/ebanking/Statistics/RESERVE_REQUIREMENTS

_E.asp The general trend of declining reserve ratios over time is also apparent in the
cited table.

30 See http://www.federalreserve.gov/monetarypolicy/reservereq.htm
31 A penalty applies in case of failure to meet the target. See BoE (2007) for details.
32 A similar voluntary reserve scheme (“contractual clearing balances”) exists also in the

United States, alongside the regular reserve requirements, and contributes to stabilizing
the overall demand for reserves [see Board of Governors (2005, chapter 3)].

33 An illustration of the active use of reserve requirements in former times as a lever of
monetary control can be found in Bank of Korea (2002), pp. 67–70 and pp. 141–148. A
general description of how reserve requirements were used in the past in a number of
southeast Asian economies can be found in Dasri (1990).

http://www.boj.or.jp/en/type/stat/boj{protect LY1	extunderscore }stat/junbi.htm
http://www.cbc.gov.tw/EngHome/ebanking/Statistics/RESERVE{protect LY1	extunderscore }REQUIREMENTS{protect LY1	extunderscore }E.asp
http://www.cbc.gov.tw/EngHome/ebanking/Statistics/RESERVE{protect LY1	extunderscore }REQUIREMENTS{protect LY1	extunderscore }E.asp
http://www.federalreserve.gov/monetarypolicy/reservereq.htm
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multiple times since September 2004, partly reversing the trend reduction in
the reserve ratio over the past decade. Reserve requirements on short-term
deposits in Korea were raised for the first time in 16 years in December 2006
to influence the mix of short-term versus long-term deposits and to check
the rapid growth in bank lending.34

Also of note is that reserve requirements since 2000 have partially shed
their reputation as a “tax” on banks or a source of seigniorage revenue.
Over half of the sampled central banks that impose reserve requirements
do explicitly remunerate reserves in part or in full (Table 4.2, last col-
umn). While some central banks offer remuneration at rates that are clearly
below the prevailing market rates, thereby still implying a “tax,” some oth-
ers such as the ECB and the BoE have designed their remuneration scheme
on purpose to avoid this tax burden.35 In contrast, there is no explicit
remuneration in Japan, Korea, Malaysia, and Singapore. However, these
economies tend to have relatively low reserve requirements on average.36

In the United States, where nonremuneration has long been a key fea-
ture, legislation was passed in October 2006 to amend section 19 of the
Federal Reserve Act, which would eventually allow explicit remuneration
of reserve balances and lower the statutory minimum reserve require-
ment to zero.37 This change in legislation opens up an opportunity for
the Federal Reserve to review and possibly update its reserve requirement
framework.

34 Reserve requirements have also been used for other purposes. In Taiwan, reserve require-
ments on foreign currency deposit were introduced in December 2000 to put foreign and
domestic currency deposits on equal footing. The authorities have since, on occasion,
used this tool to counter abrupt short-term capital movements and exchange rate pres-
sures (Central Bank of China 2006, 33). In the Philippines, the authorities hiked both
liquidity and statutory reserve requirements in 2004 and 2005 to help contain exchange
rate pressures. In Indonesia, currency weakness in 2004 prompted the central bank to
impose an additional requirement that increases with the size of short-term liabilities. In
September 2005, the additional requirement was raised further according to the banks’
loan-to-deposit ratios: the more actively lending banks were subject to less additional
requirement. This latter move was meant to encourage the “lazier” banks to lend more.

35 The ECB and the BoE remunerate reserves at their policy rates, which in practice represent
the levels around which very short-term money market rates fluctuate. This means that
banks are on average not“taxed”for holding reserves, and is consistent with reserve require-
ments serving mainly reserve demand smoothing and interest rate buffering functions in
these economies.

36 The Bank of Korea stopped remunerating reserves in 1987 on the grounds that, because
banks could use reserves for settlement purposes and the central bank’s settlement services
is provided for free, the “tax” on reserves could be seen as a means to finance the service.
Moreover, because the central bank has a loan facility from which banks could borrow at
subsidized rates, banks are compensated (Bank of Korea 2002, 72).

37 See http://www.federalreserve.gov/aboutthefed/section19.htm

http://www.federalreserve.gov/aboutthefed/section19.htm
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Taken all together, the “how” and “how much” features of reserve require-
ments in the early 2000s suggest that, while the liquidity management and
interest rate buffer functions have become more prominent, the use of
reserve requirements as an active tool of monetary control has remained
relevant in some instances. Moreover, in light of the considerable number of
new developments, it is clear that the design and use of reserve requirements
is still very much a live issue in central banking.

4.5 Supply of Reserves

There are many instruments with which a central bank can regulate the over-
all supply of bank reserves (liquidity) in the system. One can classify these
into two categories: standing facilities, which are accessed at the initiative of
eligible counterparties, and discretionary operations, which are conducted at
the initiative of the central bank. Most central banks have both categories
of instruments at their disposal.

4.5.1 Standing Facilities: Evolving Roles

Standing facilities, like reserve requirements, used to play a key role in mon-
etary policy implementation. There was a time when it was quite common
for a central bank to signal its policy stance and guide bank interest rates via
standing facilities rates.38 It was then also quite common to offer multiple
types of lending facilities, some of which were meant to provide loans for
strategic or developmental purposes. Lending at subsidized rates was also
widespread. However, with the general trend toward banking deregulation
and the reduction in (or even prohibition of) policy lending by central
banks, the character of standing facilities has evolved. Overall, standing
facilities have tended to become simpler. Facilities that have become irrele-
vant relative to the central bank’s mandate have been abolished, suspended,
consolidated, or taken over by the fiscal authorities.39

38 Bindseil (2004) points out that in the pre-1914 world, monetary policy implementation
meant controlling short-term interest rates,mainly via the use of standing lending facilities.
Tucker (2004) describes the “classical system” (1890s–1970s) in which lending at the then-
penal bank rate was the BoE’s main weapon for controlling market interest rates. Open
market operations at the time were merely a tool for adjusting the scale or probability of
market borrowing at the bank rate and had no rate-setting functions per se.

39 The past complexity and eventual consolidation of central bank lending facilities is illus-
trated in Bank of Korea (2002), pp. 45–48 and pp. 129–140. A liberalization of the
rediscount window, implying the elimination of directed credit for selected sectors, also
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Table 4.3 summarizes the types of standing facilities offered for short-
term liquidity management purposes as of early 2007.40 Essentially all
central banks have facilities for providing liquidity (by lending) to banks,
typically at penal interest rates (Table 4.3, column 1). Over half of the central
banks also have facilities for absorbing liquidity (by borrowing or deposit
taking) from banks, usually at below-market interest rates, thus forming
an interest rate corridor (Table 4.3, column 2). Some of these corridors
were put in place only in recent years. Malaysia’s was set up in April 2004,
when the OPR was introduced. Singapore’s new corridor was put in place
in June 2006, and Thailand’s in January 2007. Both Singapore and Thailand
used to have only lending facilities – as had the United Kingdom before a
deposit facility was added in June 2001. By contrast, Bank Indonesia used
to offer only a deposit facility (FASBI), but introduced a lending facility
in 2005.

One notable development is that the provision of short-term liquidity
at subsidized, below-market rates is no longer practiced among the central
banks in the sample. The BOJ’s discount rate used to be a below-market
lending rate, but became de facto above market in 1998, as the market
interest rate declined further. This new reality was formalized with the
introduction of the Complementary Lending Facility in February 2001.41

The Federal Reserve’s Discount Window, the classic textbook example of
below-market lending facilities, was also replaced in 2003 by the Primary
and Secondary Credit Facilities, with lending rates set at policy rate plus a
margin.42 In Taiwan, the central bank’s discount rate also went from below
market to above market at around the same time.

Standing facility rates are of two main types (Table 4.3, columns 3 and 4),
reflecting two functions of such facilities. One type is represented by India
and the Philippines, where the key standing facility rates are, in fact, the
formal policy rates and thus, by definition, still perform a policy signaling
function. The other is adopted by most of the other central banks, where

occurred in the Philippines (Tuaño-Amador 2003, 226). A brief account of a similar evolu-
tion in Japan and how the former“official discount rate”was renamed to reflect its new role
can be found at http://www.boj.or.jp/en/type/release/zuiji_new/nt_cr_new/ntdis01.htm

40 These are the key facilities for mainly short-term liquidity management purposes. Many
central banks offer other longer-term facilities as well.

41 A number of facilities that had already lost significance with respect to monetary
policy implementation were also abolished. See http://www.boj.or.jp/en/type/release/
zuiji/kako02/k010228b.htm

42 See http://www.ny.frb.org/aboutthefed/fedpoint/fed18.html for a description and a brief
history of the Federal Reserve’s lending facilities. See http://www.frbdiscountwindow.org
for the current lending rates.

http://www.boj.or.jp/en/type/release/zuiji{protect LY1	extunderscore }new/nt{protect LY1	extunderscore }cr{protect LY1	extunderscore }new/ntdis01.htm
http://www.boj.or.jp/en/type/release/zuiji/kako02/k010228b.htm
http://www.boj.or.jp/en/type/release/zuiji/kako02/k010228b.htm
http://www.ny.frb.org/aboutthefed/fedpoint/fed18.html
http://www.frbdiscountwindow.org
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standing facility rates are set at a margin relative to their policy rates. For
these central banks, standing facilities are not a policy signal per se but are a
supporting device to help keep short-term market interest rates in line with
the formal signal of the policy stance.43

The width of the interest rate corridor also speaks to the standing facilities’
role. As noted in Section 4.3, the width of the corridor and the terms of
access to these facilities have implications for the overnight rate volatility.
All else being equal, a narrow corridor defined around the policy rate (e.g.,
in Australia, Malaysia, and New Zealand) would serve to dampen short-
term market rate volatility around the policy rate (a “rate setting” or “rate
stabilizing” function). In contrast, a wider corridor (e.g., in the euro area,
the Philippines, and Indonesia) would serve mainly to reduce the chance of
market rates wandering too high or too low in the event of unusual market
pressures (a “safety valve” or “back-stop” function).44

The BoE’s variable-width corridor, introduced in May 2006 as part of
its operating framework reform, attempts to balance these two functions.
Instead of setting the ceiling and the floor at the same fixed margin at
all times, the margin stays wide (± 100 basis points) during most of the
maintenance period, emphasizing the safety valve function, but narrows
to ± 25 basis points on the last day of the maintenance period to enforce
the rate stabilizing function. To further enhance these two functions, the
access to the standing facilities was also broadened to include even financial
institutions that are not members of the reserves-averaging scheme. The
quantity of liquidity on offer is also no longer rationed by the central bank’s
forecast of liquidity shortage. The ability to borrow from the lending facility
is now only limited by the availability of eligible collateral.

Finally, it should be noted that the discussion thus far has focused on the
standing facilities for satisfying the day-to-day demand for liquidity. With
the general migration toward RTGS over the last decade or so, liquidity needs

43 There are also special cases. In China, the lending facility rate is not related to the formal
policy rates (which, in turn, have little to do with money market interest rates), while the
de facto market floor is defined by the remuneration rates on excess reserves. In Singapore,
because the MAS is not an interest rate targeter, there is no formal policy rate to serve as a
reference. Instead, the standing facilities are priced at a ±50 basis point margin around a
market-determined interest rate (weighted average of successful bids at the daily morning
auction for uncollateralized overnight borrowing by the MAS from primary dealers),
which changes daily.

44 Whether overnight rate fluctuations would indeed take up the full width of the corridor
depends on the other aspects of the operating framework, such as whether there is averag-
ing (see Section 4.4) and whether the central bank regulates the overall supply of reserves
proactively via discretionary operations (see below).
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are no longer concentrated at the end of the trading day,but exist throughout
the day. Most central banks in the sample offer some kind of intraday
liquidity facility, in the form of either lending or overdraft (Table 4.3, last
column).45 A notable exception is New Zealand, which opted in 2006 to
discontinue its intraday facility as part of its new liquidity management
regime.46

4.5.2 Discretionary Operations

With standing facilities now playing mostly a supporting role, discretionary
operations have become the main tool that central banks use to regulate the
overall supply of bank reserves (liquidity). Discretionary operations can be
of six main types: (1) outright purchases or sales of domestic currency assets
in the secondary market, (2) issuance of central bank paper in the primary
market, (3) reversed purchases or sales of domestic currency assets (repos
and reverse repos), (4) reversed purchases or sales of foreign currency assets
(e.g., FX swaps), (5) direct borrowing or lending in the interbank market,
and (6) transfer of public entity deposits at the central bank to or from the
banking system. Most central banks have more than one of these at their
disposal. However, not all available instruments are necessarily in active use
under normal circumstances.47 Table 4.4 outlines the key and supporting
discretionary operations that are typically in use as of early 2007. Three
observations are in order.

First, operations based on marketable assets (types 1 to 4) are currently
more widely used than is direct interbank borrowing/lending (type 5). This
is the case even for central banks that target the overnight interbank market
rate. In particular, reversed transactions (typically based on public sector
securities) are quite popular, given the greater flexibility they offer and
the smaller impact they have on the prices of the underlying securities
compared to outright transactions. The transfer of public sector deposits
(type 6), though still an available option for some central banks, is currently
not a typical operation.

45 Because intraday liquidity is mainly for the purpose of facilitating settlement, it is often
provided interest-free against eligible collateral or at a service charge.

46 The new regime basically seeks to supply the system with sufficient liquidity up front, so
that there will be less need for banks to resort to central bank lending. See Reserve Bank
of New Zealand (2006).

47 An extreme example is Hong Kong, where the monetary authority is technically capable
of conducting most types of operations, but chooses to eschew discretionary operations
in order to comply with the ideal of a rule-based currency board regime.
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Second, the baseline liquidity scenario faced by a central bank is an impor-
tant determinant of the modal operation. Central banks that tend to face
liquidity deficits in the system would typically need to inject liquidity by
purchasing assets, either outright or under repo agreement. This is the case
in Australia, the euro area, Japan, New Zealand (prior to June 2006), the
United Kingdom, and the United States. In contrast, central banks that tend
to face structural liquidity surpluses would typically need to absorb liquidity
by selling assets. This is the case in most of non-Japan Asia.

On this second observation, it is worth noting that central banks facing
chronic surpluses or deficits could eventually exhaust their typical instru-
ment and need to look for alternatives. For example, if a central bank does
not have a lot of readily sellable assets, its capacity to handle a chronic liq-
uidity surplus could be constrained. There are several alternatives. One is
to have the central bank issue its own securities in the primary market to
absorb liquidity. This has been a typical solution in much of non-Japan
Asia, where traditionally small fiscal deficits have meant small outstanding
stocks of government securities in general, and even less at the disposal of
central banks.48 Regular auctions of central bank paper have long been the
key operation in Indonesia, Korea, and Taiwan. China joined this group in
2003, when the central bank resumed issuing bills and bonds. In Malaysia,
while daily tenders for uncollateralized, direct interbank borrowing have
so far remained the key operation, central bank paper issuance has gained
importance with the amendment of the central bank law in 2006.49 Singa-
pore and India represent two notable exceptions. In both cases, it was the
government that took up the responsibility of issuing more eligible secu-
rities to facilitate liquidity absorption.50 This approach amounts to fiscal
overfunding (McCauley 2006).

48 Even with the stepped-up efforts to develop the local bond market after the Asian crisis,
the availability of government securities is still nowhere comparable to that in Japan
or the United States, where operations based on government securities have been the
standard fare.

49 Before the amendment (effective October 2006), BNM had limited scope to use Bank
Negara Bills as a key instrument, given the strict issuance limit (linked to BNM’s capital).
But since then, BNM could issue a new type of securities, Bank Negara Monetary Notes,
which are usable in both conventional and Islamic financial markets and are subject to a
more flexible issuance limit (linked to the level of international reserves). Adding another
active instrument can diversify the cost of operations.

50 When the proceeds of issuance are deposited with the central bank, private sector liquidity
becomes “locked up” as government deposits. The additional government securities in
private sector hands can potentially also serve as collateral for subsequent repurchase
transactions.
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The need to find alternatives is also a theme among some central banks
that are chronic net injectors of liquidity. In Australia and New Zealand,
fiscal surpluses since the late 1990s have not only tended to see a net drain
of liquidity from the system but also a decline in the outstanding stock
of government securities. Absent any initiative for the fiscal authorities to
overfund and issue more debt securities, it would not be sustainable to
continue to rely on purchasing central government securities as the main
means to inject liquidity.51 In response, the Australian central bank has cho-
sen to accept other high-quality securities to extend its ability to conduct
reversed purchases, and has supplemented reversed purchases of securi-
ties with more foreign exchange swap operations.52 Less ready to expand
the range of eligible securities, the New Zealand central bank has initially
opted to use mainly foreign exchange swaps to supply the bulk of needed
liquidity.

Third, there is a link between the choice of instruments and the state
of financial market development. As mentioned above, an underdevel-
oped government securities market (or a developed but shrinking one)
has impinged upon some central banks’ ability to conduct operations with
government securities, thus requiring them to seek alternatives. That being
said, financial market sophistication does not always have to be a bind-
ing constraint on instrument choice.53 Among the central banks surveyed,
there are examples of innovations that were undertaken with the expressed
intention of fostering financial market development.

Two cases in point are the introduction of exchange fund bills and notes
in Hong Kong in the early 1990s, and the decision by the Singaporean gov-
ernment to overfund and issue government securities in the late 1990s. Both
actions served to create new eligible paper for monetary operations and to
kick-start the public sector securities market. Rather than changing the law
to allow central bank paper issuance, India’s approach of having more gov-
ernment issuance under the monetary stabilization scheme adds size and

51 The United States faced a similar concern at the turn of this century. The concern eventually
faded with the return of fiscal deficits. Nonetheless, the efforts made at the time to identify
alternative instruments and study their implications helped the Fed prepare for subsequent
initiatives to modify its operating procedures. See Federal Reserve System Study Group on
Alternative Instruments for System Operations (2002).

52 The list of eligible paper was first expanded in March 2004 to include state government
securities, Australian dollar securities issued by certain foreign entities, bank bills, and
certificate of deposits. Broadbent (2008) provides a discussion of this development.

53 McCauley (2008) explores the reciprocal relationship between financial market develop-
ment and monetary operations. Archer (2006) makes a similar point about banking system
development and monetary operations.
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potentially liquidity to the government bond market. In Thailand, the ini-
tiative to shift operations away from “BOT repos” to “bilateral repos,” and
ultimately phase out the “BOT repo market” in 2003–2007, was intended
to pave the way for a genuine private repo market.54 A facility to allow
primary dealers to borrow specific bonds on a temporary basis was also
introduced in 2004 to help support market-making activity and market liq-
uidity. Other central banks (e.g., in Australia, Japan, Malaysia, New Zealand,
and the United States) also operate securities-lending facilities to recycle in-
demand issues back to market participants. The Malaysian central bank
even introduced a program to borrow securities from the typically buy-
and-hold institutional investors. It could then conduct liquidity absorption
operations by reversed sales of these freed-up securities.

4.5.3 Putting the Pieces Together

While it is instructive to compare individual features across central banks,
it is also important to make sense of how the features fit together within
a framework. If a central bank prefers to manage liquidity actively with
discretionary operations (e.g., operating daily), it will have relatively less
need to rely on standing facilities as a safety valve, or on reserve requirement
as an interest rate buffer. This approach characterizes the Federal Reserve-
or BOJ-style framework. However, if a less frequent operation schedule
(e.g., weekly) is preferred, then it would make sense to have user-friendly
standing facilities and a robust reserves-averaging scheme to help smooth
out imbalances between operation dates. This approach characterizes the
BoE- or ECB-style framework. Both framework styles could, in principle,
achieve the same operating objectives equally well.

Different approaches also apply with respect to the range of discretionary
operations, counterparties, and collateral. A“narrow”set of operations (e.g.,
repos on government securities with primary dealers only) may be quite suf-
ficient if the relevant collateral is always available and the counterparties are
effective agents for propagating the impact of operations to the broader
market. Otherwise, using a wider set of operations with diversified collat-
eral and counterparty types may be more practical. As seen in Table 4.4
(column 1), a number of Asian central banks have relied on issuing paper

54 In the BOT repo market, the central bank acted as the central counterparty in every
transaction. The pricing thus did not reflect the true credit risks of the ultimate lenders
and borrowers. It also left market participants with little incentive to deal directly with
each other, as in a genuine private repo market.
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as their main discretionary operation. This approach is in part a solution to
the lack of other eligible collateral, but has at times raised questions about
the snowballing interest cost and the possible impact on market liquidity of
having more than one public sector issuer. By contrast, some other central
banks (e.g., in Malaysia, Singapore, and Thailand) have opted for a mix
of operations. This diversified approach may have its origins also in mar-
ket underdevelopment or legal constraints, but could in principle reduce
the risk of putting any one operation or collateral type under excessive
strain.

All in all, each of the possible approaches represented by the central
banks discussed in this chapter has both benefits and costs. The suitability
of any given approach is always a function of factors such as the state
of financial development, institutional characteristics, legal and regulatory
constraints, and the objectives and even preferences of the central bank. It
is difficult, or even inappropriate, to talk of “best practices” in monetary
policy implementation without giving reference to these factors.

4.6 Concluding Remarks: And the Evolution Continues

This survey of 17 central banks’operating frameworks highlights the notable
changes that took place in the late 1990s and early 2000s. It confirms a
number of common themes: a focus on short-term money market rates
as operating objectives, a widespread adoption of reserves averaging, use
of interest rate corridors with penalty rates, and a search for alternative
instruments. The variety of circumstances represented in the sample also
clearly demonstrates that there is still a lot of diversity with respect to
how the different operational elements fit together. The differences are not
just between industrial and emerging economies, but exist even among
the four major central banks. In short, there is no unique “best” way that
suits all central banks, even if they happen to pursue similar operating
objectives.

A perhaps more striking finding is that even within just the last couple of
years, there have been innovations in virtually all aspects of monetary policy
implementation – from redefinition of policy rates and operating targets, to
adoption of new instruments, to complete overhaul of reserve requirement
frameworks. It is therefore also clear that no operating framework can be
the “right” one for all times.

Just a few months after the early 2007 sample date, there were already
some notable updates. The Bank of Korea announced in July 2007 plans to
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reform its operating framework in 2008, migrating from a Federal Reserve-
/BOJ-style framework to a BoE-/ECB-style one.55 Bank Indonesia formally
changed its operating target to the overnight interbank rate in June 2008.56

Many industrial economy central banks had to adjust their operating frame-
works and procedures to different degrees in response to the protected
money market turmoil that broke out in August 2007.57 Some of these
turmoil-induced adjustments will be phased out after the return of nor-
mality. Others may remain or evolve further to reflect any lasting changes in
the financial system and lessons learned during the turmoil. All these latest
developments only reinforce the basic message of this chapter: that central
banks everywhere will continue to refine their frameworks and procedures
and to innovate where necessary, responding to changing needs in both
normal and turbulent times.
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Analysis of Financial Stability

Charles A. E. Goodhart and Dimitri P. Tsomocos

Abstract

There is a remarkable consensus about the framework whereby a central
bank should fulfill its macromonetary functions. In sharp contrast, there
is no consensus about the framework for achieving its financial stability
objective, either on the appropriate theory or practice. In this chapter we
record how and why it has been so difficult to achieve consensus in this field.
We start with a historical outline of central banks’ financial stability role,
describe their current functions in this respect, and then discuss the reasons
why there has been, in recent years, such a diversity of views on the best
way to organize the management of financial stability. In the second part of
the chapter we ask how a satisfactory theoretical basis to address financial
stability issues might be obtained. The first essential is that any such theory
and model must be firmly based on a proper analysis of the probability of
bank default (PD). We outline how such a model can be developed.

5.1 Introduction: The Financial Stability Role of Central Banks

On the macroeconomic policy side of central banking, a remarkable con-
sensus has been emerging over the last two decades. This covers both the
applicable theoretical framework for analyzing the transmission mechanism
of monetary policy and also the appropriate institutional structure for the
central bank to deploy its macroeconomic policies. The consensus about
the latter structure generally involves a high degree of operational inde-
pendence from government; the de facto selection of price stability as the
primary objective (except in those countries on a pegged or fixed exchange

Our thanks are due to Forrest Capie, Rosa Lastra, Pierre Siklos, and two anonymous
referees for helpful comments and suggestions. All errors are, however, our own.
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rate, or in a currency union); and the choice of a short-term interest rate,
selected on preannounced dates within the context of a forward-looking
forecasting structure as the main instrument. When a country strays from
this consensus – for example, when Poland or Venezuela seeks to curtail its
central bank’s operational independence, or when a French politician casts
doubt on the primacy of the price stability objective – one can almost hear
the sharp intake of breath among the world-wide “club” of central banks
and at its focal point, the Bank for International Settlements (BIS) in Basel.

There is no such consensus on the appropriate theoretical framework
for the analysis of financial stability. Indeed, some would claim that there
is no proper theoretical framework for this function at all. We shall
turn to this issue later, in Section 5.2, but first let us turn to the great
diversity of institutional structures that exist for central banks on the stabil-
ity/prudential/systemic stability wing. On this, see in particular, Mayes and
Wood (2007), especially their introduction, Mayes and Wood (Chapter 6,
this volume), also Masciandaro and Quintyn (2007), and Masciandaro,
Quintyn, and Taylor (Chapter 8, this volume).

5.2 Historical Development of the Financial Stability Role of
Central Banks

The earliest banks that eventually became transformed into central banks,
such as the Riksbank, the Bank of England, and the Banque de France, were
initially established to provide certain banking and financial services to the
government, notably including the provision of funding during war time.
In return they received certain competitive and governance advantages that
quickly enabled them to become the largest commercial bank in their own
country. As a result of their central role, they had both a complementary
relationship, especially with the smaller country banks, and also a com-
petitive relationship, especially with the larger joint-stock banks (Cameron
1967, 1972; Goodhart 1988).

It then became more efficient to centralize reserve holdings of specie
with the governments’ (central) bank with the other commercial banks
using claims on the central bank, notes, and deposits, as reserves. By the
same token, it was far simpler to settle payment imbalances between banks
by an exchange of claims on the central bank than by carting gold bullion
around the country. Moreover, a commercial banker that held balances
with a central bank and had a long-standing customer relationship with it
would be more likely to obtain loans from the central bank when there were
temporary liquidity problems.
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Nevertheless, the central bank was also a direct rival for the other main
commercial banks during the nineteenth century, especially for the large,
diversified joint stock banks that developed in the second half of the century.
There are many examples of quite bitter rivalry. It was only slowly, and quite
reluctantly, that the central bank shed its commercial role toward the end
of the nineteenth century. Given this commercial rivalry, the idea that the
central bank should have direct supervisory oversight of the commercial
banks and be able to inspect their books and review their management
practices, would have been unacceptable to commercial bankers at the turn
of the last century.1

The way that central banks tried to keep oversight over the stability of the
banking system was to keep watch over the quality of the commercial bills in
money markets, as it was such bills that the central bank would be requested
to discount in a crisis. Indeed many central banks have strict limits on the
nature and quality of assets that they can buy, rediscount, or use as collateral
for their lender of last resort (LOLR) functions; this was a major reason why
the Bundesbank arranged for the establishment of the Likobank in 1974,
since their own capacity to undertake LOLR operations was so constrained
by legal limitations. The aim of central banks was to ensure that the quality
of available money market assets was good enough to enable them to inject
liquidity into the banking system in case of need, without running into
unacceptable danger of loss themselves. This was one of the foundations of
the “real bills” doctrine. This doctrine provided a unifying basis both for
the prudential/systemic and the macroeconomic policy aspects of central
bank policy.2 If the self-liquefying characteristics of the commercial bills
were good enough, being based on real trade activities whereby the final
sale of products would raise more than enough funds to repay the debt,
then both the quality and, it was assumed, the volume of such debt was
sustainable, and could safely be the basis for central bank market actions,
including LOLR (Bagehot 1873).

So much of the early central bank prudential oversight focused on the
nature and quality of bank assets, primarily in commercial bill markets,
and not on a direct examination of the books or the management practices
of other commercial banks. For example, in the United Kingdom, prior to

1 Also see Grossman (2006).
2 Though, as well-known now, the “real bills” doctrine is a misleading guide for macropolicy

purposes, and has been blamed for leading the Fed astray in the Great Depression in the
United States,1929–33, see Meltzer (2003),Friedman and Schwartz (1963),and Timberlake
(2007).



124 Charles A. E. Goodhart and Dimitri P. Tsomocos

the Fringe Bank crisis in 1973–1974, prudential oversight in the Bank of
England was the province of the Discount Office, a small section within the
Cashier’s Department, run by a principal with a couple of deputies. They
focused their attention on the Accepting Houses, whose role then included
the acceptance of commercial bills, turning them into two-name bills, and
on the Discount Houses, which acted as a buffer between the commercial
banks on the one hand, and the central bank on the other. The discount
houses were initially fostered by the Bank of England, and used by the
commercial banks, precisely because the historical rivalry between the two
made direct dealings between them problematic. When that faded into the
dim, historical past in the 1990s, so did the discount houses.

The Bank of England’s Discount Office was meant to gather general mar-
ket intelligence, that is, the standing and reputation of banking and credit
institutions, but had no right of onsite inspection of the commercial banks.
In so far as there was any authority in the United Kingdom that could exam-
ine banks’ books, it lay in the hands of the Department (Board) of Trade,
but was rarely utilized. The Chairmen of the big London clearing banks
did come into the Bank of England to discuss their accounts and general
position with the Governor, but only on an informal, nonstatutory basis.

In the United States, prudential oversight of the national banks, as con-
trasted with state-chartered banks, had been allocated to the Office of the
Comptroller of the Currency, a part of the Treasury Department in 1864
as part of the National Banking Act. Before the foundation of the Federal
Reserve System in 1913, state banks were regulated and supervised by the
respective state banking authorities.

The Glass–Steagall Act [of 1933] also created the FDIC with the authority to resolve
failed banks, but left the authority to close banks with their respective regulators –
state, Federal Reserve, OCC – or the bank’s directors. This had the effect of creating a
resolution process for banks that was entirely separate from the bankruptcy process
that applied to other corporations (and individuals) (Bliss 2007, 135).3

The structure of U.S. financial supervision is, as a consequence of successive
acts creating separate regulatory bodies, quite a muddle, involving problems
of coordination and interagency rivalry. But attempts to rationalize it have
failed; each of the agencies involved has defended its own turf with some
passion.

World War I not only destroyed much of the prewar international finan-
cial system, centered on the international, commercial bill on London, but

3 Also see Bliss and Kaufman (2006).
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also left the European combatant countries with a huge overhang of gov-
ernment debt. Because such government debt, denominated in domestic
currency, is supposedly default free, the banks in such countries had more
than a sufficiency of “high quality” assets that the central bank could redis-
count without loss. The problems that arose in the “Great Depression” were
of insolvency, arising out of credit risk, rather than of illiquidity. This had
to be handled by governments rather than by central banks; central banks
can create liquidity, they cannot create capital.

The banking crises in Europe in the interwar period were handled in dif-
ferent ways in the different countries involved. In many cases this adverse
experience with bank insolvencies led to the establishment of separate insti-
tutions entrusted with responsibility for bank examination and oversight.
In some countries this body, and the responsibility, was allocated to and
embedded within the central bank, for example, Italy,4 Spain, Ireland, and,
in so far as it was done at all, in the Netherlands (Mooij and Prast 2003).
In several other countries, the responsible prudential institution was, or
became, totally separate, for example, Canada, Germany,5 Denmark,6 Nor-
way, Sweden, and Switzerland.7 In yet other countries, there was a formally

4 See Cope (1938). A financial inspectorate was created by the Law of 1926 and reaffirmed
by the Laws of 1936 and 1937. This was housed in the Banca d’Italia and its head was
the Governor. But especially after the laws of 1936 and 1937, overriding control of key
decisions rested with Fascist ministers.

5 “When the stability of the banking system was at stake during the Great Depression of
the 1930s, the power of the Reichsbank to intervene in the management of this crisis
was constrained by high levels of foreign debt and a system of fixed exchange rates. Con-
sequently, the government had to intervene, acquiring substantial shareholdings in the
problem banks. In 1961, the government founded the Federal Banking Supervisory Office
as an independent institution responsible to the Minister of Finance, establishing the sep-
aration of monetary and banking supervision functions” (Kahn and Santos 2007, 190).
Also see Dark (1938).
Dark notes that the Banking Act of 1934 led to a system of regulatory/supervisory control,
“through a Supervisory Board (Aufsichtsamt für das Kreditwesen) and a Banking Com-
missioner (Reichskommisar für das Kreditwesen)” (p. 199). Initially this was “established
at the Reichsbank” (p. 218), and headed by the President of the Reichsbank Directorate,
but in 1938 this role reverted to the Ministry of Finance (see Grossman 2006).

6 See Cope (1938). In the Nordic countries of Denmark, Norway, and Sweden, an Inspec-
torate of Banks was set up, quite early in the twentieth century, separate from the
central bank.

7 See Allen (1938, 369–370). He wrote, “The Banking Commission itself, while a state-
created organisation, is not a government department, and is claimed to be free of ‘red
tape’ and to constitute a supple instrument of control. The state itself, and incidentally the
central bank (although this latter point is not emphasized in the official literature), avoid
responsibility. This, at least, is the published opinion of the legislators, but one cannot see
how the state can avoid responsibility in a sphere in which it has undertaken to legislate.”
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separate institution, but the relevant commission or supervisory body had
such strong links with the central bank, notably in management, personnel,
and location, that the separation was more formal than real (e.g., Belgium8

and France).
In so far as there was any common denominator to the choice between

having a completely separate banking inspectorate and one housed in the
central bank, it may have depended on the degree of distrust of the cen-
tralization of power. In countries with a tradition of a separation of powers
(e.g., Switzerland, the Nordic countries, and Canada), the inspectorate was
separate. In more unitary, centralized, and bigger countries, the pruden-
tial authority became part of the central bank; indeed, in fascist countries
it became eventually transferred into the Ministry of Finance (see also
Grossman 2006).

So there was no common historical tradition of the central bank act-
ing as banking supervisor. Moreover, in the next 35 years, from about
1935 until about 1970, the need for the exercise of bank supervision fell
into abeyance. A key feature of these decades was the absence of banking
crises, as evidenced by Figure 5.1, taken from Bordo et al. (2001). In the
aftermath of the Great Depression, interest rates became low and stable,
and bankers more cautious. The onset of World War II led to a further
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8 See Witheridge (1938). The key reform of the Law of September 1935 establishing the
Commission Bancaire:“It is intended that the Commission shall work in close co-operation
with the National Bank…” (p. 102), and “their remuneration is… paid in the first instance
by the National Bank” (p. 197).
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expansion of government debt, much of which was held in the banking
sector. The need to make room for such debt, and the rise of socialist
command and control ideology, led to the imposition of direct credit con-
trols. Such controls, in the context of postwar rebuilding and balance of
payments problems, generally directed such limited credits to the private
sector to the largest, long-established manufacturing and export sectors.
This was not, in general, an efficient way to allocate scarce capital, but it
did have the merit that banks subject to such direct controls bore little
credit risk, and were predominantly safe, somewhat akin to nationalized
utilities.

This somewhat artificial stability came to an end in the late 1960s and
1970s. A restoration of faith in the operation of free markets, the liberaliza-
tion of direct controls, and the continuing improvement of international
communications, all led to conditions in which banks were able to choose
differing strategies, some of them riskier. In international finance, the euro-
dollar market emerged, and the ability of financial institutions to use this as
a vehicle for avoiding exchange controls helped to lead to the breakdown of
the Bretton Woods pegged exchange rate system. In national financial sys-
tems, fringe banks (and nonbank financial institutions) emerged to exploit
business opportunities that the main commercial banks were prevented
from entering by direct credit controls. This disintermediation into uncon-
trolled, and sometimes less reputable, institutions led to inherent weakness,
for example, the British fringe bank crisis (1973–1974). In turn, this gen-
erated pressures to dismantle the prior direct controls, freeing banks to
decide on the disposition of their portfolios. But for the prior 35 to 40 years
bankers had had relatively little experience or training in risk assessment.
And with the macroeconomic conjuncture becoming more volatile in the
late 1960s and 1970s, it is no surprise that banks, and banking systems,
similarly became more unstable.

5.3 The Functions of a Central Bank in the Provision of
Financial Stability

As already noted, the institutional structure of banking supervision at
this juncture was extremely diverse, with central banks sometimes play-
ing no supervisory role and sometimes having full responsibility for bank
supervision. But whatever their supervisory role, central banks must have
a functional concern and an operational role in the maintenance of sys-
temic stability of the banking and payments system, and for the resolution
of financial crisis should such stability be threatened. So central banks will
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want, and need, to play a continuing role in designing the regulations (rules)
under which the banks operate, even if the supervision of banks (i.e., check-
ing that the rules are actually observed and imposing sanctions when they
are not), is conducted by a separate institution. The importance and rele-
vance of distinguishing between regulation and supervision is emphasized
in Lastra (2001; Chapter 2; Chapter 3).

The fact that payments are finally settled in transfers of a central bank’s
own liabilities gives it a necessary role in overseeing a country’s payments
and settlements systems, both internally and externally (e.g., in FX markets,
CLS, Target, Swift, etc.). Somewhat more arguably, this may also extend to
a concern with the risk management and payment and settlement systems
of the other major financial markets, for example, for bonds, equities, and,
perhaps, commodities, within its purview. After all, a central bank usually
seeks to maintain price stability by money market operations and to sus-
tain some chosen level of interest rates, and such market operations will
be impeded and less effective if such markets have become disturbed and
subject to panics. Neither its money market operations nor its macroecon-
omy policy objectives (price stability) will be achieved smoothly if financial
institutions and markets are in a state of crisis.

Moreover there is no other institution besides the central bank that can
create liquidity quickly in a crisis, and injections of liquidity are frequently a
prerequisite for crisis management. Alternatives have been tried. One such
example is a consortium of commercial banks, acting together in their role
as managers of a clearing house (see Timberlake 1984). But historical expe-
rience, notably in the United States, showed that their ability to stem a crisis
was limited and subject to commercial conflicts of interest. Another possi-
bility is for the government to act on its own, and some such government
action may indeed become necessary when some of the banks involved are
probably insolvent. But such government action has its own disadvantages
of delay, potential corruption, and favoritism, and the intermediation in
the process of a disinterested and professional central bank is comparatively
preferable.9

9 Indeed, direct government intervention in banking has complicated the operation of reg-
ulation and supervision in numerous ways, whether such supervision is carried out by
the central bank or by a separate body. In many countries, for example, India, the gov-
ernment is the owner of a large segment of the commercial banking system. In such cases
the supervision of such banks may not be allocated to the bank supervisor, as was the case
until recently in Brazil, or constrained in various other ways. For this and other reasons,
government ownership of banks has been statistically significantly related to contagious
failure (see Barth, Caprio, and Levine 2005).
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Buiter (2006) suggested that, not only should the responsibility for bank-
ing supervision be hived off to a separate supervisory body, but also that that
body be given sufficiently large overdraft facilities with the central bank to
undertake liquidity injections attendant on crisis management on its own.
Our response to that is that the supervisory body would then become the de
facto central bank, and the other body setting nominal interest rates would
just be a macroeconomic committee, and not a bank of any kind. It is, per-
haps, arguable that the macroeconomic function of a central bank should
be separated from the banking and stability functions of a central bank, and
transferred to a committee of “wise men” of professional economists; this
does seem to be the direction of current trends, but we doubt whether it
is really possible, or desirable, to try to separate macroeconomic stability
issues from financial market and institutional stability matters, as Buiter
(2008) now seems to agree.

Be that as it may, it is surely possible to separate operational oversight
over banking supervision from responsibility for overall market and sys-
temic stability, if only because this is what has happened in many countries.
But when concern about banking and financial stability came to the fore
again in the late 1960s and early 1970s, it often did so in an international
context, for example, with the failure of Bankhaus Herstatt in 1974. There
was no world-wide forum then established for bank supervisors to meet
and discuss common problems, though within the European Economic
Commission (EEC) an autonomous initiative of supervisory officials had
set up the Groupe de Contact in 1972. By contrast, the central banks
did have an international forum in being, in the guise of the G-10 Gov-
ernors’ Committee at the BIS in Basel. In 1974–1975 they co-opted the
banking supervisors, whether central bank based or not, into the new
Basel Committee on Banking Supervision, but under overall central bank
direction.

With the international aspect of crisis management having become more
important, the central banks became the dominant players in this inter-
national field. The 1970s and 1980s became decades during which central
bank responsibility for setting financial regulation, for example, the Con-
cordat and Basel I, and for operational control of crisis management became
institutionalized and extended.

Furthermore, government guaranties (explicit or implicit) of banks have been an impor-
tant characteristic of banking in Germany and some other European countries. Thus
the state guarantees that public sector banks in Germany have enjoyed – Sparkassen and
Landesbanken – have only been phased out recently. Such guarantees distort banking mar-
kets, and their effect on relative competitiveness may weaken the rest of the banking system.
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5.4 Recent Challenges to the Financial Stability Role of
Central Banks

The high point, or apogee, of this shift of regulatory/prudential functions
toward central banks was reached about the end of the 1980s. This was
marked by four events: the successful passage of the Basel I capital Accord
in 1987–1988; the adoption of a new regime of inflation targetry, together
with operational independence, in New Zealand in 1988–1989; the gradual
blurring of the commercial dividing lines between commercial and invest-
ment banking and insurance, with the rise of universal banking; and, finally,
the growing importance of financial/pension arrangements for a wealthier
and longer-lived population.

Let us take these four developments in reverse order. First, the growing
importance of finance/pensions to a growing swathe of the popula-
tion enhanced its political salience. This meant that conduct of busi-
ness/consumer protection issues would tend to loom even larger in retail
regulatory/supervisory matters (Westrup 2007). Central banks, with a
primarily economic rather than legal/accounting tradition, and a compar-
atively small staff, were not well placed to do this kind of work and did
not wish to take it on. Second, the blurring of commercial divisions again
implied that central banks would have to extend their field of professional
competence, and perhaps the safety net, to a wider range of institutions and
markets than those with which they had been historically involved. Only in
a few, mostly small, countries such as Ireland and Singapore was responsi-
bility for supervision of the full range of financial institutions vested in the
central bank.

Third, inflation targetry involved not only making price stability the pri-
mary objective, but also giving the central bank operational independence
from government to vary interest rates so as to achieve that end. For most
central banks, which had become increasingly subservient to governments
under the requirements of World War II and postwar socialism, this was a
marked recovery of power. Moreover, the successful pursuit of price stability
is much facilitated by the credibility of the central bank, so that expectations
of future inflation should remain anchored. But financial intermediation
is a risky business, and there will always be shady and fraudulent fringes
of the financial system. Any regulatory/supervisory system that attempts to
prevent all risk and any fraud will stifle enterprise and be impossibly heavy-
handed. But the supervisor will take the blame for any crises/frauds that do
occur. Frequently supervisory authorities will be simultaneously accused
of being both too restrictive and also too lax to prevent failures. Being a
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supervisor, therefore, entails considerable reputational risk. A central bank
that is trying to maintain credibility in order to assist its primary role of
hitting an inflation target, might regard being also allocated a supervisory
function as a poisoned chalice.

Moreover, the combination of operational independence, to achieve price
stability, together with supervisory oversight over the whole financial sys-
tem, might seem to concentrate excessive power in the hands of unelected
central bank officials. Would that be entirely consistent with democratic
government? There is, perhaps, some tendency for governments to combine
the award of operational independence to a central bank with the removal
of peripheral roles, such as banking supervision, debt management, and so
on, as occurred in the United Kingdom in 1997. This, it may be claimed,
enhances the central bank’s focus on its main responsibility, and lessens
potential conflicts of interest, and incidentally will please the Ministry of
Finance, which normally has an underlying rivalry with the central bank.
Putting the same issue another way, a central bank that loses its macroe-
conomic monetary policy role, as the National Central Banks (NCBs) did
within the European System of Central Banks (ESCB), will struggle much
harder to retain its remaining supervisory functions; there are many current
examples of this among the NCBs.

Finally, Basel I represented a high-water mark for the application of
traditional central bank methods for achieving international convergence
on fairly simple, best-practice capital adequacy requirements (CARs).
Thereafter, additional bodies, both specialist supervisory authorities and
governmental bodies, international such as the EC and IMF as well as
national, wanted to become involved in the process; moreover, the proce-
dures for assessing and estimating risks and regulatory requirements became
much more complex. In effect, a whole new technical profession of risk
assessment and risk management has developed. The micro-, financial skill
base of this profession is quite different from the macroeconomic monetary
policy skill base of those undertaking the central function of a monetary
policy committee.

For all these various reasons, the tide that had been pushing additional
regulatory/supervisory functions and responsibilities toward central banks
in the 1970s and 1980s reversed and ebbed away in the 1990s. The direction
was now clearly toward the establishment of specialist, universal, separate
(from the central bank), financial supervisory authorities (FSAs), as has
occurred in Germany, Japan, Korea, and the United Kingdom, following
from the Scandinavian countries where this had already taken place.

Yet this tide is not universal or overwhelming. There are a variety of coun-
tervailing considerations. First, for the reasons already adduced, a central
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bank has to be involved in crisis management in its own bailiwick. If so,
it must cooperate, and coordinate, with its FSA.10 But will not such coop-
eration and coordination work best, and crisis management be done most
efficiently, if the two institutions are jointly run, with some degree of com-
mon management, possibly common location, and frequent exchange of
personnel? Put another way, most central banks are still treated as being
responsible for systemic stability. But exactly what can, and should, this
mean if all responsibility for financial supervision is hived off to a separate
institution? In our view the appropriate institutional functions of a central
bank charged with maintaining systemic stability in a country with a sep-
arate, fully fledged FSA, are not yet clearly and firmly delineated. As noted
earlier, this whole question has come to the fore again with the financial
crisis of 2007–2008.

Moreover, financial regulation does not have one single purpose, or objec-
tive, to be attained with one set of instruments. While the divisions of
business line, for example, between commercial banks, securities houses,
and (life) insurance companies, have become utterly blurred, the separa-
tion between the objectives of consumer protection and conduct-of-business
concerns, mostly in retail markets, on the one hand and systemic stability,
crisis management, issues on the other hand remains. Inevitably, conduct-
of-business issues will be much more frequent in occurrence and require
many more staff than for systemic stability. Also the skills of the staff dealing
with such issues will diverge, involving lawyers and accountants for con-
duct of business, and financial economists for systemic stability. It is also
arguable that conduct-of-business concerns will occur primarily in retail
markets, and will tend to require more detailed rules and regulations than
systemic issues, which may occur more often in wholesale markets, and may
be handled more expeditiously by the application of principles-based rules.

Bundling these two main functions together in a single, universal FSA
could, perhaps, lead to the systemic function being swamped by the sheer
number of those involved in the conduct-of-business function. Essen-
tially economic issues pertaining to systemic stability could be decided by
committees dominated by those with legal and accountancy training (see
Goodhart et al. 2002). Yet the social welfare benefits of preventing, and

10 In the United Kingdom, after the transfer of supervisory responsibilities to the FSA, the
coordination of crisis management is undertaken via a standing Tripartite Committee
consisting of the Treasury, the Bank of England, and the FSA. Both FSA and the Bank
are represented on the Basel Committee on Banking Regulation. General coordination is
further enhanced by cross-membership on the governing boards of the two institutions.
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successfully resolving, financial crises greatly outweigh the gains from bet-
ter customer protection by all accounts. There is, therefore, a prima facie
case at least for a “twin peaks” approach, whereby the conduct-of-business
regulatory/supervisory function is separated from the systemic stability role
(see Taylor 1995, 1996; Taylor and Fleming 1999).

So, the question of the appropriate institutional structure of financial
regulation and supervision remains in flux. Unlike the general consen-
sus about the way in which monetary macroeconomic policy should be
run, with an operationally independent central bank aiming primarily for
price stability, there is no such consensus, either in theory or in practice,
for the appropriate institutional setting for maintaining financial stabil-
ity. There was a tide toward establishing separate, universal FSAs in the
1990s, but that tide was not all encompassing; the FRS successfully beat
off its encroachment in the United States. Moreover, the financial crisis in
late summer/autumn of 2007 has led to questions about the division of
financial stability responsibilities both in Germany, as between Bafin and
Bundesbank, and in the United Kingdom, as between FSA and the Bank.
There is considerable discussion of the prior determinants of the various
alternative institutional structures, and of what might work best [see Mas-
ciandaro and Quintyn 2007; Masciandaro, Quintyn, and Taylor (Chapter
8, this volume), and the bibliographic references therein], but little in the
way of general conclusions. This is a field in which there remains much to
play for.

5.5 Is There a Theoretical Basis for the Conduct of
Financial Stability?

In the ECB Financial Stability Review (December, 2005, 131), it is stated
bluntly that “financial stability assessment as currently practiced by cen-
tral banks and international organizations probably compares with the way
monetary policy assessment was practiced by central banks three or four
decades ago – before there was a widely accepted, rigorous framework.”11

It should be no surprise that the analysis of financial stability issues lags
behind that of monetary policy. The former is just that much more dif-
ficult to model. In particular, financial (in)stability is generated by the
PD and bankruptcy. In contrast, most mainstream macro- and monetary
analysis makes the assumption that no economic agent ever defaults. This

11 Also see Kahn and Santos (2007), and the literature review therein.
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latter assumption enormously simplifies modeling and allows for the use
of representative agents, whereas a considered treatment of PD must face
heterogeneity, that is, some agents follow a riskier strategy with a higher PD
than others.

Given the inherent implausibility of a world without default, it is quite
remarkable how much such current mainstream models can achieve in
monetary and macroeconomic analysis and policy prescription; Woodford
(2003) is an icon in this respect. Whether or not such monetary policy analy-
sis would retain all its validity in a more realistic setting, it is just not possible
to approach an analysis of financial stability without addressing bankruptcy,
PD, and the heterogeneity of agents, both banks and their clients, head on.

There are two main approaches to a theoretical assessment of the prob-
ability of default in the literature. The first was initiated by Diamond and
Dybvig (1983), and has been extended most notably by Allen and Gale
(2007, and the references therein). In this model the uncertainty is gener-
ated by lack of knowledge about when depositors may need to withdraw
their money from the bank. This risk is exacerbated by the illiquidity of
some of the banks’ assets. Although the ultimate return from such illiq-
uid assets is, in most of these exercises, assumed to be known and certain,
there is a friction in these models whereby early redemption of such illiquid
assets can only be done at a cost, so much so that the commercial bank may
then not be able to honor its pledge to redeem all its deposits, plus stated
interest, at par. Because of the sequential repayment convention, that is, first
come/first served, when the probability of failure to repay rises above some
small probability, a run ensues and the bank(s) default.

In this approach, insolvency derives from illiquidity. It is certainly true
that at a time when financial institutions are under strain and need to raise
extra cash, there can be severe stress in asset markets, and asset prices can fall
sharply (Cifuentes et al. 2005; Shin 2005a, b). This is an externality whereby
pressure to realize assets in one segment of the financial system can impact
on every other agent by lowering asset prices and thereby weakening their
balance sheet strength.

However, it is exactly such fluctuations in the demand for money (liq-
uidity) that central banks are meant to offset and to meet. Recall that the
FRS was founded in 1913 to provide an “elastic currency,” as noted in Lastra
(2006, 34–35). A central bank has two core purposes, to maintain not only
price stability but also the systemic stability of the banking and payments
systems. In a separate paper (Goodhart et al. 2008), we demonstrate that,
when the central bank pegs interest rates in the short run rather than the
monetary base, thereby allowing the money stock to fluctuate endogenously
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in response to such shocks in the demand for money, their damaging effect
on the system, in terms of interest rates, profits, and default rates, falls to a
small fraction of the effect when the monetary base is fixed.

Indeed, in most examples of this genre of literature there is no central
bank in the model. It is conspicuous by its absence. We would argue that,
in most normal circumstances, an efficiently managed central bank should
be able to counteract this kind of crisis. There is, however, one set of con-
ditions, when the domestic agents need foreign currency liquidity, when
the central bank’s ability to help may be strictly limited by the extent of its
foreign currency reserves. Thus, we would agree that the Diamond/Dybvig
and Allen/Gale analysis is applicable to the problems of those developing
countries whose borrowing and financial system is largely denominated in
foreign currencies (e.g., U.S. dollars).

There is, however, one particular advantage that this genre of crisis liter-
ature possesses. This is that, in such models, generally either all depositors
run and then default becomes certain, or nobody runs and the bank(s)
remain solvent. Thus, there is little need to model the PD. This contrasts
with the main other branch of the literature, and most practical concerns,
where default arises from declines in the value of bank assets, for exam-
ple, arising from credit or market risk. The main uncertainty in this latter
genre is about the value of bank assets, insolvency rather than illiquidity.
Of course these two, insolvency and illiquidity, go hand in hand, because
depositors will flee and potential lenders will refrain from a bank perceived
as potentially in trouble. So the first sign of potential insolvency is often
actual illiquidity, a syndrome which causes problems for central banks.

A problem for modeling such causes of systemic crisis is that incorpo-
rating PD (and loss given default, LGD) into a theoretical model is hard
to do because default is, by definition, a discontinuity. In our own view,
as expressed in Goodhart et al. (2006a) the best way to do so that has yet
been devised was developed by Dubey et al. (2005) and Shubik and Wil-
son (1977). Shubik sees every agent as choosing a strategy, depending on
his/her risk aversion, which will generate differing PDs and LGDs, depend-
ing on the state of the world. There have to be penalties for bankruptcy,
which penalties may be nonpecuniary; otherwise no one would ever repay
and no one would lend. The penalties cannot be extreme, or no one would
borrow.

Indeed, the PD is a key concept in any analysis of financial fragility.
It is, of course, central to the Basel II exercise. At the more formal level,
modeling of default, following on from the approach pioneered by Martin
Shubik and his co-authors, is the crucial element for the analysis of financial
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fragility that we have been developing. (See Tsomocos 2003a, b; Goodhart
et al. 2004, 2005, 2006a, 2006b; Tsomocos and Zicchino 2005; Aspachs et al.
2007a, b.)

Our model incorporates heterogeneous banks and capital requirements
in a general equilibrium model12 with incomplete markets, money, and
default. It extends over two periods and all uncertainty is resolved in the
second period. Trade takes place in both periods in the goods market. In the
first period, agents also borrow from, or deposit money with, banks, mainly
to achieve a preferred time path for consumption. Banks also trade among
themselves, to smooth out their individual portfolio positions. The central
bank intervenes in the interbank market to change the money supply and
thereby set the interest rate. CARs on banks are set by a regulator, who may
or may not also be the central bank. Penalties on violations of CARs, and
on the default of any borrower, are in force in both periods. In order to
achieve formal completeness for the model, banks are liquidated at the end
of the second period and their profits and assets distributed to shareholders.
Figure 5.2 makes the time line of the model explicit.

In the first period, trades by all agents take place against a background
of uncertainty about the economic conditions (the state of nature) that
will prevail in the second period. Agents are, however, assumed to have
rational expectations and to know the likelihood of good or bad states

1. Borrow and deposit in the interbank markets (B)
2. OMOs (CB)
3. Borrow and deposit in the commercial bank loan
 and deposit markets (B and H) 

Nature decides which of the s ∈ S occurs

1. Settlement of loans and deposits (H and B)
2. Settlement of interbank loans and deposits (CB and B)
3. Default and capital requirements’ violation settlement

All banks are wound up

CB = Central Bank
B   = Commercial Banks
H   = Households

t = 1

t = 2

Figure 5.2. Model timeline

12 For an extensive description of this variant of the model see Goodhart et al. (2005).
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occurring when they make their choices in period one. In period two the
actual economic conjuncture is revealed and all uncertainty is resolved.

The model incorporates a number of distinct, that is, heterogeneous,
commercial banks, each characterized by a unique risk/return preference
and different initial capital. Because each bank is, and is perceived as being,
different, it follows that there is not a single market for either bank loans or
bank deposits. In addition, we introduce limited access to consumer credit
markets, with each household assigned (by history and custom) to borrow
from a predetermined bank. This feature allows for different interest rates
across the commercial banking sector. In sum, multiple credit and deposit
markets lead to different loan rates among various banks and to endogenous
credit spreads between loan and deposit rates.

Individual nonbank agents are also assumed to differ in their risk atti-
tudes and hence in their preferences for default. We model the incentive
for avoiding default by penalizing agents and banks proportionately to
the size of default. Banks that violate their capital adequacy constraint are
also penalized in proportion to the shortfall of capital. Both banks and
households are allowed to default on their financial obligations, but not on
commodity deliveries.

Our specification of the banking sector involves three banks and can, in
principle, be applied to the banking system of any country or region. Banks
γ and δ can represent any two of these individual banks or groups of banks,
whereas bank τ represents the aggregation of the remaining banks. We have
done calibration exercises in which banks γ and δ were chosen specifically
to represent two actual U.K. banks (Goodhart et al. 2005).

All banks in the model, bεB = {γ , δ, τ }, are assumed to operate under a
perfectly competitive environment (i.e., they take all interest rates as exoge-
nously given when making their optimal portfolio decisions) and satisfy
their capital requirements. The structure of their balance sheets is given in
the following table.

Assets Liabilities

Loans to agents Deposits from Mr. �
Interbank deposits Interbank borrowing
Market book Equity

Others
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We assume that all banks endogenize their decisions in the loan, deposit, and
interbank markets.13 The remaining variables are treated as exogenous.14

We further assume that banks can default on their financial obligations,
subject to default penalties set by the regulator. Thus, by varying the penal-
ties imposed on default from zero to infinity, we can model 100% default,
no default, or an equilibrium level of default between 0% and 100%.15 At
first glance, this “continuous” default rate approach may seem problematic
because, in reality, banks either repay in full at the due date or are forced
to close down. However, we interpret a bank’s default rate in our model as
a probability that such bank chooses to shut down, and hence in the short
run to default completely on its financial obligations. Therefore, a bank’s
decision to increase its default rates is isomorphic to its decision to adopt
a riskier position in pursuit of higher expected profitability.16 With a large
number of agents, as in a competitive equilibrium, conditions where every-
one defaults on, say, 5% of their liabilities are equivalent to those where 5%
of agents default on all their debts. This, however, is not the case when there
are only a few agents in a concentrated field. If there are, say, only two agents
in the field, and their failures are independent of each other, then in 0.25%
of all cases there will be 100% default, in 9.75% of cases 50% default, and in
90% of cases, no default, which is clearly vastly different from a 5% default
rate among a large number of agents.

In most countries banking is a concentrated service industry. Moreover,
reputational effects and cross-default clauses, among other things, mean
that banks cannot default partially and remain open. If they cannot meet
their payment obligations, (except under force majeure as for September
11, 2001), they have to close their doors. Except when such closed banks are
tiny, such closure does not, in almost all cases, then turn into permanent
liquidation. Effectively almost all banks are restructured, in some coun-
tries via a “bridge bank” arrangement,17 in others by what is effectively

13 The modeling of the banking sector follows Shubik and Tsomocos (1992) and Tsomocos
(2003a, b).

14 As explained in Goodhart et al. (2005), we cannot endogenize banks’ decisions on market
book or equity. Since the model has two states in the second period and one unconstrained
asset (i.e., the interbank market investment), adding another unconstrained asset would
make the markets complete.

15 This modeling of default follows Shubik and Wilson (1977).
16 For more on this issue, see Tsomocos and Zicchino (2005).
17 This is only legally possible in a few countries, such as the United States. In many others,

liquidation is the only option foreseen in the bankruptcy laws. Given the social costs
involved in the latter, governments (and supervisory “authorities”) may be tempted to
exhibit undue forbearance.
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nationalization, and shortly reopen, with the extent of shortfall of assets
distributed among the various creditors (the “haircut” in the American
phrase), the shareholders and taxpayers, depending on the deposit insur-
ance arrangements, bank bankruptcy laws, and political pressures. In this
latter sense, even though the banking system is concentrated, and banks
have to close when they cannot meet due payments, it is perfectly valid
to assess strategies as bringing about possible conditions in which a bank
defaults by, say, 5% to all depositors because that would be the effective loss
of funds, or haircut, in the event of a bad state of the world.

Each household borrower, hb = {αγ , βδ , θτ }, demands consumer loans
from the nature-selected bank and chooses whether to default on loans
in state s ∈ S.18 The remaining agent, φ, supplies deposits to each bank
b.19 We do not explicitly model the optimization problems of households
but assume reduced-form equations. Because of the limited participation
assumption in every consumer loan market, each household’s demand for
loans is a negative function of the lending rate offered by the nature-
selected bank. In addition, the demand for loans also depends positively
on the expected GDP in the subsequent period.20 Unlike the loan mar-
kets, we do not assume limited participation in the deposit markets. Finally,
we assume that each household’s repayment rate on the loan obligation

18 In particular, household hb ’s loan demand from the nature-selected bank b, ∀hb ∈ H b ,
and b ∈ B is as follows:

ln(μhb
) = ahb , 1 + ahb , 2 ln[p(GDPi) + (1 − p)GDPii ] + ahb , 3rb

where, μhb ≡ amount of money that agent hb ∈ H b chooses to owe in the loan market of
bank b ∈ B, and GDPs ≡ Gross Domestic Product in state s ∈ S of the second period.

19 In symbols,

ln(dφ

b ) = zb, 1 + zb, 2 ln[p(GDPi) + (1 − p)GDPii ]
+ zb, 3[rb

d (pvb
i + (1 − p)vb

ii )]
+ zb, 4

∑
b �=b∈B

[rb
d (pvb

i + (1 − p)vb
ii )]

where, dφ

b ≡ amount of money that agent φ chooses to deposit with bank b ∈ B.
20 In particular, the following functional form for GDP in state s ∈ S of the second period

(GDPs) holds:

ln(GDPs) = us, 1 + us, 2[ln(m̄γ ) + ln(m̄δ) + ln(m̄τ )]
+ us, 3[ln(eγ

s ) + ln(eδ
s ) + ln(eτ

s )].
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to the nature-selected bank in state s ∈ S is a positive function of the
corresponding GDP level, as well as the aggregate credit supply in the
economy.21

Finally, as in Bhattacharya et al. (2007), we make the simplifying assump-
tion that banks’ default rates in the deposit and interbank markets are the
same, that is, that banks are restricted to repay all their creditors in the same
proportion.

Banks can also violate their CAR, subject to capital requirement violation
penalties set by the regulator. In principle, each bank’s effective capital-
to-asset ratios may not be binding (i.e., their values may be above the
regulator’s requirement), in which case they are not subject to any capi-
tal requirement penalty. However, in our calibration exercises, we assume
that each bank wants to keep a buffer above the required minimum, so
that there is a nonpecuniary loss of reputation as capital declines; in this
sense, the ratios are always binding. Put differently, we assume that banks’
self-imposed ideal capital holdings are always above the actual values of
all banks’ capital-to-asset ratios. Given this assumption, we can rule out
corner equilibria and therefore focus our analysis entirely on well-defined
interior solutions whereby banks violate their enhanced capital require-
ments. We assume that penalties are linear as capital declines from its ideal
level.22

In addition, we assume that GDP in each state is a positive function of
the aggregate credit supply available in the previous period. Because the
Modigliani–Miller proposition does not hold in our model,23 higher credit
extension as a result of loosening monetary policy, or any other shocks,
generates a positive, real balance effect that raises consumption demand
and ultimately GDP.

We have used this model for simulation (Goodhart et al. 2004), calibra-
tion (Goodhart et al. 2005), and to develop a quantified metric of financial
stability (Aspachs et al. 2007a, b). We certainly would not claim that finan-
cial stability, and PD, must be modeled in this manner; indeed, like any

21 Specifically, the functional form of the repayment rate of household hb , ∀hb ∈ H b , to the
nature-selected bank b ∈ B, in state s ∈ S is as follows:

ln(vhb

sb ) = ghb , s, 1 + ghb , s, 2 ln(GDPs) + ghb , s, 3[ln(m̄γ )

+ ln(m̄δ) + ln(m̄τ )].
22 In practice, there will be some nonlinearity as capital falls below its required minimum,

but this is just too complex to model at this stage.
23 See Goodhart et al. (2006a) for an extensive discussion.
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model, it has numerous deficiencies, on some of which we are continuing to
work, particularly on the attempt to model liquidity within this framework.
But we do believe that any serious model of financial fragility has to include
and be centered around measures of PD, and that our own approach makes
a start in that direction, a start which we hope others will soon overtake.

One reason for developing models of this kind is that they could be used
to overcome one of the main weaknesses of the current methodologies for
assessing systemic stability. Such methodologies are often based on stress, or
scenario, tests. In such tests, a scenario is assumed wherein some bad state
occurs, and the banks are then asked what that might do to their profitability
and capital adequacy. But this usually measures only a first-round effect. If
such bad outcomes did happen, the banks would often respond to these first-
round effects by reducing their loan extension and becoming themselves
more conservative. This would have second round effects on asset prices,
risk premia, and real economic activity, usually then amplifying the original
first-round effect. While it is possible, in principle, to iterate through various
rounds of effect in collaboration with the (main) commercial banks, in
practice this is virtually never done. Instead, using a (centralized) model,
such as ours, does enable one to estimate the equilibrium outcome; that is
one of its main purposes. Of course, our model depends on several variables
that are difficult to observe, such as the degree of risk aversion and the risk
strategies being adopted by both banks and their borrowers. But these are
key fundamental elements in the determination of systemic stability. As all
sensible central bank officials know, it is just when (over) confidence during
periods of boom and expansion leads banks and their borrowers to accept
(or ignore) more risk in pursuit of higher returns that the seeds of the next
crisis are sown. It happens all the time.

5.6 Conclusions

It is rare to recognize that one is living in a golden age. It is usually only
by contrast to a miserable present that the past seems, often mistakenly,
golden. Yet much of the world, including Europe, North America, and most
of Asia, has been living in such a golden age in the last 15 years with low
and stable inflation and steady growth. Much of this, though how much
remains debatable, is due to improved macromonetary policies, themselves
a function of the new consensus of how such policies should be conducted.
As the other chapters in this volume demonstrate, the consensus is not
total, and there remains much to debate. But the range of agreement on the
macromonetary side is far greater than the remaining areas of disagreement.
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The same cannot be said about the second core purpose of central banks,
which is maintaining systemic stability. The practical record remains patchy.
There have been many more banking crises than in the quiet years of
1935–1965. Many cases of potential bank failures, for example, in China
and Japan, have been pushed under the rug by throwing taxpayers’ money
at the problem. Difficulties in achieving good outcomes have been partly
responsible for experimentation in the organization and structure of the
regulatory/supervisory system. As discussed in Section 5.2, such experi-
mentation has not, at any rate so far, resulted in any consensus on the best
approach for this purpose. The procedures for doing so are further com-
plicated by the fact that banking and finance are becoming increasingly
international in structure, whereas regulation/supervision has to be based
on a specific legal structure, which is inherently national in coverage (as
emphasized in Lastra 2006); likewise, crisis management depends primarily
on national fiscal purses.

The agreement on the appropriate macromonetary policies is based on
an underlying consensus on the basic theoretical framework. There is no
such consensus and no such framework (and little enough basic theory) that
relates to systemic stability. This is partly because such theoretical analysis is
more difficult and complex than that underlying macromonetary policies.
We have argued here that any serious theory of systemic (in)stability has to
focus on PD, yet PD is assumed away entirely (by the transversality condi-
tion) in the macro consensus model.24 We end by presenting a (somewhat
potted) version of our own attempt to take default seriously. It is at best a
start, mais c’est le premier pas qui coûte.
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National Central Banks in a Multinational System

David G. Mayes and Geoffrey E. Wood

Abstract

The two core functions of central banks are monetary stability and finan-
cial stability. We explore in turn what is meant by each of these concepts,
and consider the effects of internationalization on them. The internation-
alization of commercial banking, although in many ways capable of being
handled by national central banks, does create for them a problem which by
its nature is one they cannot, and never will, solve. In the European Union
we can expect that this experience might ultimately lead to the development
of a new transnational body or the assigning of powers to an existing insti-
tution such as the European System of Central Banks (ESCB). Outside the
European Union, the solution is less obvious.

6.1 Introduction

Central banks, with one important exception, remain national, but com-
mercial banking has become increasingly international. The aim of this
chapter is to explore the problems this creates for central banks. To do so
we first consider the functions of central banks to better understand which
of their functions may be impeded by the internationalization of commer-
cial banking. In summary, their two core functions are monetary stability
and financial stability. We explore in turn what is meant by each of these
concepts, and consider the effects on them of internationalization. That dis-
cussion prepares the way for examination of what can be done, and, perhaps,
what should be done, to deal with how internationalization of commercial
banking affects or impedes the carrying out of these central bank tasks.
These matters cover the first six sections of this chapter. We then turn to
how the internationalization of financial markets may impinge on central
banks. That examined, we move on to the historical precedents that may
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help in judging the conclusions so far reached, for, as we shall argue, the
current objectives of central banks are, in fact, well-established objectives
going under new names. That historical discussion prepares the way for the
concluding section of the chapter.

6.2 Monetary Stability

Monetary stability, where that is an explicit central bank function, is cur-
rently defined as a low rate of change, invariably zero or above, of some
specified measure of the price level. Not all central banks have such a clearly
specified objective – the U.S. Federal Reserve for example has its objectives
specified in very general terms. But even when there is no such explicit man-
date, there is the expectation that something regarded as price stability or a
reasonable approximation to it will be sought. Whatever is specified, what
invariably seems to be in mind is Alan Greenspan’s much-quoted definition
of price stability – a rate of change of prices so low that no one bothers
about it in their day-to-day transactions.

Now if a central bank is not in charge of the monetary policy of its country
– as the central banks of the euro system are not – then that central bank
lacks the traditional central bank tool to control inflation. Such a central
bank cannot set monetary policy for its country. It can, as banks in the euro
system do, participate in setting policy for the currency area as a whole, but
that can at best produce the desired outcome for the area as a whole. Only
by chance does it produce the desired outcome for an individual country
within the area.1

But that is not a difficulty caused by the internationalization of commer-
cial banking. Can we identify any problems caused by that? The answer
is that, fundamentally, there are no such problems. A national central
bank is by definition the only supplier of base money in its nation, and,
therefore, ultimately has control of monetary policy and, therefore, still
more ultimately, control of inflation. There may be operational difficulties
caused by internationalization, but these are as much likely the result of the
internationalization of financial markets as of commercial banking. These
problems are the ones created by the rapid movement of large amounts of
funds from one currency to another. If the exchange rate is floating, there can
be substantial transitional effects on the exchange rate, which can make the
control of inflation difficult both by affecting inflationary expectations and

1 To an extent, this is like the situation of a national central bank, in that there can be quite
substantial inflation divergences within a country.
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by making the actual interpretation of price changes more difficult. (There
are also financial stability implications; these are considered in the following
discussion.) Meanwhile, if the exchange rate is pegged, the central bank has
to respond to these flows to ensure that their effect on domestic monetary
conditions, if permanent, is trivial and preferably is only transitory. This
raises issues about central bank operating procedures, and about how to
define and then measure the minimum sensible domain for a currency, but
these are beyond the scope of this chapter.2

Accordingly, our conclusion on the interaction of the task of maintaining
monetary stability with the internationalization of commercial banking can
be brief. Internationalization causes no fundamental problems for central
banks in seeking to carry out that responsibility. Where currencies have a
considerable role outside the country of origin, as is the case with the U.S.
dollar and the euro, this can complicate monetary policy, especially when
their relative importance is changing. But the problems are significant only
if the monetary aggregates are used either as a target or as a significantly
important, perhaps the sole, indicator of the stance of policy.3

6.3 Financial Stability

What of financial stability? As is revealed by the numerous views quoted
in Allen and Wood (2006), there is no universally accepted, precise, and
rigorous definition of financial stability (also see Goodhart and Tsomocos,
this volume). Happily, for our purposes, we do not need a precise and
rigorous definition but can make use of the general version of the concept
outlined in that paper.

To quote:
We begin by proposing a definition of financial instability. . .. Thus we define
episodes of financial instability as episodes in which a large number of parties,
whether they are households, companies, or (individual) governments, experience
financial crises which are not warranted by their previous behaviour, and where
these crises collectively have seriously adverse macro-economic effects. . .. This is
our preferred definition of financial instability. As indicated above, we would define
financial stability as a state of affairs in which financial instability is unlikely to

2 Recent advances in the optimum currency area literature, Frankel and Rose (1998), for
example, set out some conditions after allowing for the fact that economies adjust to new
regimes and, hence, reactions by both the private sector and the authorities change with
the regime and in the light of experience with it.

3 The issues are closely akin to those in the literature of the influence of the euro dollar
market on U.S. monetary conditions. See, for example, Wood and Mudd (1978).
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occur, so that the fear of financial instability is not a material factor in economic
decisions taken by individuals or businesses. (Allen and Wood 2006, 159–160)

It is worth emphasizing at this point that the above definition deals with
prevention as much as with cure; central banks should not only be able to
respond to a crisis, but most of the time prevent them from happening,
so that “. . .the fear of instability is not a material factor. . ..” The emphasis
on making clear that crises will be nipped in the bud, not just have their
consequences ameliorated after they have occurred, is both important and
long standing in this area.

Banks can fail because of loss of liquidity or loss of capital. In this chapter
these are dealt with in that order, as that is the order in which policy toward
banking problems evolved. Failure is itself a somewhat ill-defined concept.
Banks can fail in the sense that they have to close their doors because they
cannot meet their obligations and they, their creditors, or the authorities file
for insolvency. They can also fail in the sense that they no longer meet the
regulatory requirements laid down, and the authorities decide to terminate
their licence. Two features of bank failure are worth highlighting at this
point. The first is that a bank can be unable to meet its obligations not
because the value of its assets does not cover its liabilities, but because
it cannot gain access to sufficient liquidity, at a viable price, to make its
payments. The second is that, in the event of failure in the regulatory sense,
it may prove possible to keep the banking business alive by transferring
the assets and liabilities to another bank that is regulatorily compliant.
These two features of bank failures lie, in turn, at the heart of the next two
sections.

6.4 Failure Through Loss of Liquidity

Concern with the role of the central bank in maintaining financial stability
developed first in the particular context of a shortage of liquidity caused
by the outbreak of a war – a clear-cut example of financial instability in
the sense of Allen and Wood (2006). The problem arose in 1793. In that
year, war broke out between France and Britain. This caused immediate
problems in the British banking system. These problems were described,
and the solution hinted at, only 4 years later by Francis Baring:

The foreign market was either shut, or rendered more difficult of access to the
merchant. Of course he would not purchase from the manufacturers;. . . the man-
ufacturers in their distress applied to the Bankers in the country for relief; but as
the want of money became general, and that want increased gradually by a general
alarm, the country Banks required the payment of old debts. . . In this predicament
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the country at large could have no other resource but London; and having exhausted
the bankers, that resource finally terminated in the Bank of England. In such cases
the Bank are not an intermediary body, or power; there is no resource on their
refusal, for they are the dernier resort.4

Only the Bank of England could provide the necessary cash, as it was, for
all practical purposes, the monopoly note issuer.5 When it supplied cash
in such circumstances of general shortage when no one else could, it was
acting as the “lender of last resort” (LOLR). The reliability of such action for
preventing a crisis was demonstrated in Britain in 1825 and again in 1866.
By 1878, when the City of Glasgow Bank failed, confidence that the Bank of
England would act if necessary appears to have been sufficient to prevent a
panic.6 This conclusion is reinforced by what happened when Barings failed
in 1890.7

So in Britain, classic LOLR action, that is, flooding the banking system
with cash so as to alleviate both shortage and fear of shortage, was sufficient
to prevent banking crises. The same lesson can be drawn outside Britain;
experience in both France and Italy confirms that such action prevents crisis
and maintains banking stability.

Does this matter today? Surely it does. Consider first the recent Argen-
tinean and east Asian experiences. In April 1991, Argentina fixed its peso
against the U.S. dollar. Inflation fell, fiscal discipline was restored, and pri-
vate capital flowed in. But the banking system remained undercapitalized,
and the central bank could not, because of the currency board system in
conjunction with own modest reserves, act as a liberal LOLR. And to be
successful, a LOLR must be capable of being liberal. The banking system

4 A few words on the nature of the British banking system of the time are useful. There were
numerous banks. Country banks operated outside London, settling among themselves but
having London banks with whom they dealt and from whom they could borrow, and the
London banks meanwhile had access to the Bank of England. The Bank of England itself
was still not a central bank, but it was the government’s bank as well as conducting normal
banking business with the private sector, both banks and nonbanks.

5 Other banks had the right of note issue, but those which had that right fell in number
through the century, and, more important and indeed crucial, only the Bank of England
could be freed from the constraints of the gold standard and issue without stint should a
crisis necessitate that.

6 The City of Glasgow Bank case is particularly interesting as it emphasizes the difference
between liquidity and credit losses. As there was unlimited liability and the shareholders
were able to cover the losses to creditors and depositors under the insolvency procedures,
the contagion related mainly to liquidity losses although Caledonian Bank had to close its
doors until the position was clear as it was a shareholder.

7 Barings is important in another regard, and we return to the 1890 Barings failure
subsequently.
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was, therefore, both fragile and without access to a LOLR. The fall of the
Mexican peso in 1995 triggered a run on Argentinean banks; there was,
inevitably in the absence of a LOLR, a sharp monetary contraction followed
by a sharp fall in gross domestic product (GDP) and rise of unemploy-
ment. Similar problems emerged by a different route, but again allowed by
the absence of LOLR, in east Asia. The collapse of the Thai baht turned
attention to Indonesia, Malaysia, and the Philippines. It was observed –
perhaps it should have been observed earlier – that banks had been lending
extensively in domestic currency and funding this by borrowing in for-
eign currency that they then converted to domestic. Demands for foreign
currency could not, of course, be met by any lenLOLR, so severe banking
and economic problems followed.8 The Argentinean case, however, plainly
reveals the continued usefulness of a traditional LOLR.

Does such usefulness remain in developed economies? Some maintain
that classic LOLR is no longer necessary in such economies, because capital
markets are so developed that solvent but illiquid institutions can always get
funds. There are, it seems to us, two slight difficulties with this claim. First,
in some circumstances that are admittedly rare but certainly not impossible,
it is not true. Recollect when the computers at the Bank of New York failed
in 1985. That bank was central in the market in U.S. government securities.
The problem was that it could not identify and receive payments for gov-
ernment securities, so it was being debited by the Fed for the securities but
getting no inflow from the purchasers, so it had to start borrowing on a huge
scale, creating a hole of nearly $24 billion in the space of an hour and a half
before it managed to halt further transactions. This was rapidly draining
the U.S. banking system of liquidity, so the Federal Reserve Bank of New
York essentially “opened the discount window” and supplied whatever was
demanded. This was a classic LOLR operation, albeit not for a classic reason.
The other problem with the claim that LOLR in the classic sense will never
be needed is the belief that solvent institutions can always get funds. Sol-
vency is not always easy to discern. An excellent example of consequences of
this is the drying up of interbank markets in 2007–2008. There was scarcely
any discrimination among institutions; rates rose to all, and quantities were
sharply restricted for all. Why this happened is clear. Determining solvency
takes time, and further, whether or not a firm is solvent depends on assump-
tions about the future. For example, if it gets the loan it may be solvent, and
if it does not get the loan, it may not be solvent, as it may be forced to

8 Whether this episode makes a case for an international LOLR we discuss subsequently.



152 David G. Mayes and Geoffrey E. Wood

liquidate assets at distress prices to meet some of its liabilities.9 That is
why classic LOLR lending takes place on security, rather than on unsecured
lending granted on a calculation of the borrower’s solvency. To quote from a
classic text,

It is not ordinarily possible to examine in detail the entire assets of an applicant for a
loan. Demonstration of solvency therefore cannot be made an express condition of
the loan, at any rate at a time when the need for cash has become urgent. (Hawtrey
1932, 126–127)

In the year since September 2007, the authorities in the United States, the
euro area, and the United Kingdom have found it necessary to make exten-
sive use of the classic LOLR, providing liquidity to the market, not simply
for the very short term but for more extended periods. The problem in the
market has been not so much the fear that counterparties cannot honor their
immediate claims, but that they may fail to do so in the future when sus-
pected losses are realized. As a result, the central banks have been prepared
to accept collateral for longer periods. In the case of the United Kingdom, it
has been necessary to extend the list of acceptable collateral. However, in the
euro area, which was already prepared to take an extensive list of collateral,
a tightening of the terms has been announced.

To summarize so far on threats to financial stability arising from loss
of liquidity, we have argued that is a problem that can be dealt with
by classic LOLR action – by the relevant national central bank lending
freely on security to the affected banking system. We must, therefore, next
consider whether that desirable solution is a feasible one in a system of
international banks.

6.5 Internationalization and Classic LOLR

So long as the country concerned has a floating exchange rate, there is
almost nothing to discuss. In the face of a sudden crisis – a driven, surge in
the demand for liquidity – the national central bank supplies it. Whatever
the nature of the banking system, as long as the exchange rate is float-
ing, the funds stay in the country.10 The argument is exactly the same as
that which demonstrates monetary autonomy in the presence of a floating

9 This is why it is important to be clear what is meant by the advice that a LOLR should lend
freely at a high rate. The rate should be above that prevailing before the crisis [for a brief
discussion of reasons for this, see Rockoff (1986)], but not at the rate that would prevail
in the absence of lending – not least because that latter rate could well be infinite.

10 For a reserve currency, liquidity that has been exported is likely to be brought back in
during a crisis.
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exchange rate, an argument dating back to David Hume in 1752 and never
yet challenged. In essence, any attempt to ship the funds overseas may affect
the exchange rate but, in the absence of official intervention by the central
bank (in effect offsetting its own monetary policy action), cannot affect the
money stock. Any effect on the exchange rate may complicate the monetary
stability task of the central bank, but it does not, in this context, impinge
on financial stability unless that is threatened by unhedged corporate bor-
rowers damaging the banking system. Any response to that, however, even
if desirable, would require the provision of capital, a task which on any scale
other than a trivial one is beyond the capacities of any central bank.

Does that conclusion change when the exchange rate is pegged, as it has
been in, for example, some less-developed countries? It is evident that it
need not, for classic LOLR evolved in the days of the gold standard, but
why it need not should be explored, for doing so may reveal some crucial
differences between then and now.

Normally, if the exchange rate is pegged, one might expect a monetary
expansion simply to flow out across the exchanges, as described in the classic
Hume reference mentioned previously. But if there is a crisis-driven mon-
etary expansion, what is happening is that there is an increase in the supply
of money matching more or less exactly the increase in demand for it. In
principle, that is to say, there is no excess supply of money at all. Hence is the
paradox of being able to change the supply of money while not possessing
monetary autonomy resolved: Stabilizing the interest rate in response to a
shock to the demand for central bank money creates neither excess supply
nor excess demand for that money, but adjusts supply to demand. Does the
presence of international banks affect or complicate the matter? That may
be a change from the gold standard period, albeit a change in degree not
kind, for as observed below there were international banks then, too.

Suppose there is a panic in country A. The central bank responds by
supplying cash. Might international banks ship the cash overseas, thus not
allowing the cash injection to alleviate the shortage? The answer is that they
might, and if the exchange rate were pegged, they could. But why should they?
If a particular bank were not experiencing a cash drain, it could and surely
would lend domestically, so long as it had confidence in the security of the
system as a whole and in the collateral it was taking, for the interest rate
would be higher relative to abroad than before. And if a bank were caught
up in the panic, it would be concerned with survival, and so would not seek
to ship funds abroad to another part of the bank.11

11 At this point, bank structure requires consideration. An international bank can have
branches, subsidiaries, or other forms of representation spread across the world, and these
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A currency union may be regarded as a special case of a pegged rate
system, and a currency board another. Further, currency unions can be
divided into two types.12 There is one such as the euro system, where the
national central banks survive and contribute to policymaking at the newly
created system central bank, and then there is the one where the national
central banks vanish, and are replaced by one“union” central bank. All three
varieties of pegged exchange rate systems require discussion. As before,
we first analyze the situation without regard to the internationalization of
commercial banking, and then see what difference that can make.

If we have what may be regarded as a traditional currency union, there
is only one central bank, with no other bank retaining any central bank
responsibilities. In that case, the situation is either capable of being regarded
as one country with no international banks – if there are no banks with
significant business both inside and outside the union – or as one country
with international banks, if there are banks working both inside and outside
the union. Either way, as argued above, there are no fundamental problems
for traditional LOLR actions.

That case does not match the most important monetary union of modern
times, the euro area. Here the national central banks remain and partici-
pate in decision making. In principle this is no different from the case just
discussed – if, that is, one maintains that the various nation states of the
euro area are no longer countries from the monetary point of view. That
is certainly defensible, but it may overstate the degree of financial integra-
tion among them. A better way to view the situation might be to think of
the euro area as a country with a single central bank whose branches have
substantial autonomy. Each of the areas (countries) served by one of these
branches manifestly has financial links to every other such area, but these
links are less close than those within the area (country). If this is accepted,
then again there are no fundamental problems in carrying out traditional
LOLR policy. There would, of course, have to be cooperation between the
ECB and the national central bank whose area was most affected, if there
were such a bank, but that could surely be taken for granted, as could

can be capitalized independently or not. This raises the possibility that in some cases, a
part of the bank might be allowed to fail so as to save the rest. The reputational effects
of doing so could well be such as to make the action pointless, but this matter is better
discussed when we examine failure through loss of capital, in which context the issues are
more obvious.

12 There is a third form of currency union that is unilateral, resulting from adopting another
currency as in Montenegro with the euro. In such a case, a LOLR role can be played by the
central bank to the extent that it has access to funds in the same foreign currency.
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the speed of that cooperation; rapid action is essential in an incipient
crisis.13

Last in this section we turn to currency boards. It has frequently been
claimed that a currency board, because it simply imports its monetary policy
and has no independent control over domestic monetary conditions, cannot
conduct LOLR operations. First, it is important to reiterate that LOLR is
not intended to change monetary conditions, but rather to maintain them
close to unchanged in the face of a surge in demand for cash (or for its
equivalent, deposits at the central bank). Hence if a currency board can
inject liquidity, there is no reason to expect it simply to drain overseas as
excess liquidity would do – for it would not be excess. But can a currency
board inject liquidity? If it is holding excess reserves, as prudence suggests it
should, then it can inject liquidity to the extent of these reserves. Currency
boards have done so in the past. Another possibility is the kind of situation
that prevailed in some British-dependent currency boards. The banks in
these were simply branches or subsidiaries of British banks, and therefore
had ready access to the London money markets, and, if necessary, the Bank
of England, so sterling could be obtained whenever necessary to bolster the
issue of currency in the currency board’s area.

We can thus divide currency boards into two categories – those that, for
one of the reasons described above, can inject emergency liquidity when
needed and those that cannot. Boards that cannot are plainly at risk, unless
like Estonia, their banking systems are foreign owned and liquidity problems
would be solved through the parent.

So, in summary, it would appear that internationalization of commercial
banking does not impede a national central bank seeking to carry out a
classic LOLR operation so as to stabilize the banking system in (not of)
its country. Bank internationalization does not expose countries to finan-
cial crises arising from sudden increases in the demand for liquidity. It
may, however, produce problems of implementing LOLR policy. These are
discussed below, under the heading “Preventing Problems.” A bank with

13 The problem of “forum shopping” may arise in the euro zone, however. Interest rates are
the same throughout the zone, but it is possible that national central banks’ willingness
to lend in emergency could differ. National central bank cooperation could prevent this
should it be necessary to do so. The euro system central banks operate with a single list
of eligible collateral and pricing arrangements. The risks involved are shared across the
system not simply concentrated in the national central banks. “Forum shopping” across
pegged or floating exchange rates to take advantage of lower collateral standards or lower
interest rates, would expose the bank doing the shopping to exchange rate risk. “Forum
shopping” is discussed further, in the context of failure through loss of capital.
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subsidiaries in different jurisdictions may be able to repackage its assets
so that it can gain more liquidity if central banks’ rules for collateral and
interest rate penalties are not the same in each location.

6.6 An International LOLR?

The east Asian crisis prompted some calls for an international LOLR. As the
above discussion makes clear, such an organization as defined in the classic
sense cannot exist. It would need to be a body that could issue any currency
in the world, on demand and without stint, whenever there was a surge in
demand for it. There can be little doubt that few countries would permit
their currencies to be thus dispensed.

A run on a country can also be a liquidity rather than a solvency issue,
as the problem may simply be the realization of eligible assets in a hurry
at an acceptable price. However, what is usually meant by the term is an
extension of the LOLR concept to include the provision of bail-out capital.
That proposal has come in for substantial criticism. A leading proponent of
the idea is Stanley Fischer; leading critics are Charles Calomiris (1998) and
Anna Schwartz (1999).

It is unnecessary for us to become involved in that debate at this point,
beyond noting that there might well be substantial problems in finding
agreement over who would provide the capital. As will emerge below, it
seems likely that ensuring the rapid provision of sufficient capital, even
on a scale sufficient to support a bank rather than a country or group of
countries, is not an easy task. Those interested to pursue the international
LOLR discussion further will find the above cited papers a stimulating
introduction to the subject.

6.7 Failure Through Loss of Capital

Banks can fail because of loss of capital. Governments have to decide what
to do about this – how much effort they wish to spend on reducing the
chances of such failures, how drastically they wish to intervene to head
off incipient failures, how they wish to structure the financial system to
limit the costs and exposures, and how they wish to insulate those directly
affected (as creditors and debtors) through deposit insurance and specific
resolution methods and those who are indirectly affected through contagion
and the need to recontract failed transactions. All failures may affect public
confidence in the financial system, but concern tends to focus on the larger
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institutions whose functions are central to the system and where a sudden
cessation in trading would have a serious impact.

Many of the problems associated with failure through loss of capital
require government action. Laws may need to be passed if sufficient powers
have not already been granted to the central bank. If capital is required to
deal with the problem, then in the absence of a private sector provision
the government must use taxpayers’ funds to provide that capital; cen-
tral banks are invariably too small to provide capital sufficient to deal with
banking sector problems of any significance. But central banks have respon-
sibility for financial stability. Any problems caused by internationalization
are, therefore, central bank problems, although the bank may well require
government assistance to deal with them.

Advice on how to structure a national system is highly developed and
practice, in the United States in particular where failures have been relatively
common, has responded to try to construct a system where the incentives
to restrict losses are compatible across the parties involved.14 However, as
soon as we look across borders, the various countries’ national systems
are ill matched. Indeed, in many cases, they are explicitly contradictory.
If each country attempts to minimize the losses in the event of a cross-
border bank within its own jurisdictional powers, it will almost certainly
be doing so at the expense of losses in another jurisdiction.15 While the
European Union has been alert to these problems and has tried to construct
the arrangements for handling failures so that the cross-border bank is
treated as a single entity under the Winding Up Directive,16 and all creditors
and debtors within its jurisdiction are treated equally according to priority,
irrespective of their nationality or residence, there are major gaps in the
system (Hadjiemmanuil 2003).

Outside the European Union the problems are greater because there is no
explicit drive to create an effective single financial market. Even in Australia
and New Zealand, between which countries economic integration is more

14 The phraseology used is loss “minimization” but clearly this is in practice with respect to
an acceptable level of risk taking. Risk taking and hence loss making is an essential part of
a successful banking system; the key is good risk management rather than risk avoidance
per se.

15 This principle, known as “territoriality” is discussed at length in Baxter et al. (2004). The
contrasting alternative is universality – treating the banking group in a single composite
proceeding in one country (or at least with the local proceedings attached to the main
proceedings). In practice many large banks will be subject to some uneven combination
of the two.

16 Directive 2001/24/EC of 4 April on the reorganization and winding up of credit institutions
OJ 2001 L 125/15.
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developed than in the European Union, each country is currently trying to
make sure that it can apply as near a national approach as is possible so that
it can control the impacts on its own country. This, to some extent, destroys
the point of cross-border banking if regulatory requirements restrict it to
being essentially the linking of a set of largely independent national banks
within an international group. The economies of scope, scale, and knowl-
edge transfer could be inhibited to the disadvantage of the customers and
shareholders alike. While it has been argued that in practice the banks have
found that there is relatively limited benefit in running their Australian
and New Zealand operations together (see Tripe 2004, for an analysis), this
has not been the finding in Europe; banks such as Nordea in the Nordic
region and Raiffeisen in central Europe and the Balkans have been running
increasingly integrated operations.

The central bank is placed in a difficult position when there are cross-
border banks – it has the responsibility for financial stability within its
jurisdiction without necessarily having the means of achieving it. The posi-
tion is particularly acute for a small country. If much of its banking system
is foreign-owned, then it may effectively be dependent upon the decisions
of the authorities in other countries both for the avoidance of problems
and for their resolution. If on the other hand, like Switzerland, it is home
to large multinational banks whose main operations are abroad, it may not
have the resources to handle a major failure on its own.17 (Sweden is facing
the prospect of having both problems with being the home country for
Nordea, which has the large majority of its operations abroad and host to
Danske Bank, which is growing to systemic proportions.)

The problem is least acute when organizing the effective supervision of
a cross-border bank by the various authorities involved. The United States
has already shown that it is possible to coordinate the activities of dif-
ferent supervisors (Bliss 2007), and the supervisory committees that are
required under the new Basel II arrangements help ensure that supervisors
set up structures for sharing information and cooperating. These arrange-
ments under Basel II probably do not go far enough to achieve adequate
cooperation even in the European Union and Vesala (2005), Mayes (2006),
and Mayes et al. (2007) advocate the formation of a college of supervisors
and the construction of a single database on the group to which all have

17 In Switzerland, for example, the authorities have announced that there will be a cap of
4bnCHF on the payout associated with any single institution, thus limiting the liability
of the insurance fund but leaving open the prospect of some residual disturbance to the
financial system at home and abroad.
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access. Then at least the national authorities can be reasonably informed.
We explore possible structures in the next section.

However, cross-border cooperation becomes much more difficult once
positive action is required by the authorities, either to head off a failure,
which we consider next, or to handle one, to which subject the present
discussion is devoted.18

Clearly the better the system is at ensuring prudent behavior and the
earlier it manages to handle emerging problems, then the fewer will be the
failures that do have to be handled and the smaller their size. This will make
problems of burden sharing and decision making easier.

6.8 Dealing with Failure

While the Basel Committee created a set of criteria for determining the
minimum adequate capital, whether under Basel II or the original pro-
posal, it does not except in very general terms lay down rules for behavior
for when banks become undercapitalized. This has been addressed most
clearly in the United States by the requirements of prompt corrective action
(PCA) (Table 6.1) by which successive falls in capital below the required
level trigger an increasingly harsh list of required and discretionary actions.
These actions are designed to bring the bank back to adequate capitaliza-
tion within a time period whose length is laid down in the Act, and to
prevent management from worsening the position or extracting value from
the company for their benefit or that of their shareholders at the expense of
the creditors. While the strict time limit is intended to galvanize response,
these actions must of course be measured, allowing time for and ideally
promoting recovery (see Goodhart 2007).

A key ingredient of the U.S. system is that, although the Federal Reserve
System supervises many banks and bank-holding companies, it is not the
institution that handles bank failures. That is the responsibility of the
Federal Deposit Insurance Corporation (FDIC). The central bank man-
ages its own exposures through the terms of its liquidity assistance. As a
collateralized creditor, it will be well placed in any resolution but will not
direct it. It must, therefore, be confident that the regulatory structure will
deliver financial stability. Furthermore, it is the FDIC and not the Federal

18 This is similar to John Pinder’s (1968) observation that it is much easier to arrange negative
aspects of integration among countries, for example, removing barriers and agreeing not
to act against each other, than positive aspects, where harmonized legislation and new
behavior patterns need to be agreed.
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Table 6.1. Summary of prompt corrective action provisions (PLA) of the Federal Deposit
Insurance Corporation Improvement Act of 1991

Capital ratios Leverage
risk based (%)

Description Mandatory Discretionary Total Tier 1 Tier 1

Well capitalised >10 >6 >5
Adequately
capitalised

No brokered deposits,
except with FDIC
approval

>8 >4 >4

Undercapitalised Suspend dividends and
management fees
Require capital
restoration plan
Restrict asset growth
Approval required for
acquisitions,
branching, and new
activities
No brokered deposits

Order recapitalisation
Restrict interaffiliate
transactions
Restrict deposit interest
rates
Restrict certain other
activities
Any other action that
would better carry out
prompt corrective
action

<8 <4 <4

Significantly
undercapitalised

Same as for
undercapitalised
Order recapitalisation∗
Restrict interaffiliate
transactions∗
Restrict deposit interest
rates∗
Pay of officers
restricted

Conservatorship or
receivership if fails to
submit or implement
plan or recapitalise
pursuant to order
Any other provision
below, if such action is
necessary to carry out
prompt corrective
action

<6 <3 <3

Critically
undercapitalised

Same as above
Receiver/conservator
within 90 days∗
Receiver if still
critically
undercapitalised after
four quarters
Suspend payments on
subordinated debt∗
Restrict certain other
activities

<2

∗ Not required if primary supervisor determines action would not serve purpose of prompt corrective action or if
certain other conditions are met.

Source: Board of Governors of the Federal Reserve System adapted from Eisenbeis and Kaufman (2006)
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Reserve that makes the recommendation that a bank may present a systemic
problem if it is resolved under the normal procedures – the “systemic risk
exemption.”19 While the Federal Reserve, the Treasury, and the Comptroller
of the Currency have to agree for this exemption to be invoked, the central
bank is not the leading player. However, the systemic risk exemption has
not (yet) been invoked, so its operation remains somewhat hypothetical.

In other countries, the central bank plays a larger role, but it is clear
that any national arrangement that relies on confidence by one party in the
mandate and likely actions of another independent agency is going to be
difficult to replicate at the international level.

In the course of 2008 the United States has found that it has needed
to expand the framework for handling failure. The two largest mortgage
institutions, Fannie Mae and Freddie Mac, have both reached the point
where they were probably insolvent. These two institutions, supervised by
the Office of Federal Housing Enterprise Oversight (OFHEO) and outside
the ambit of the FDIC, have been placed in conservatorship as a result of
legislation enacted on July 30, 2008 to extend the provisions for conser-
vatorship and receivership that applied to banks to these organizations.20

Fortunately, large organizations tend to slide into failure sufficiently slowly
so that there is some time to put adequate provisions in place.

There have also been problems with investment banks that lie outside
the arrangements for “depository institutions.” Financial instability can be
caused by the failure of nonbanks as well as banks. As a first example,
the authorities found it necessary to assist a merger of Bear Stearns in
March of 2008 with JP Morgan–Chase, largely on the grounds that they
were apprehensive about the spillover from a failure into the rest of the
sector. A second example involves Lehman Brothers; in September of 2008,
the authorities were prepared to let the holding company file for bankruptcy
under Chapter 11, As a third example, Merrill Lynch was the subject of an
unassisted takeover by Bank of America. While this may have represented
more confidence on the part of the authorities as to how the sector would
continue, it is as yet too early to give an opinion on the spillover.

In part, this inability to judge comes from a third problem over how
far out to draw the boundary of central bank responsibility for financial

19 Stern and Feldman (2006) argue that the Federal Reserve should try to ensure that banks
are never allowed to become sufficiently large or dominant in markets that they are deemed
systemically important and hence “too big to fail.”

20 The new legislation, the Housing and Economic Recovery Act, has created a new Federal
Housing Finance Agency (FHFA) combining the OFHEO and the Federal Housing Finance
Board with wider powers including the appointment of conservators or receivers.
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stability, as at the same time AIG, the country’s largest insurer reached
the point of insolvency. Here again the Federal Reserve has stepped in by
establishing a $85 billion credit line at 8.5% over London Inter Bank Offer
Rate (LIBOR) in return for warrants that effectively give it 80% of equity
in the company and a dividend moratorium for ordinary shareholders. The
fear was that as the insurer of a large part of bank securities the failure of
AIG would have drastic consequences for banks in the United States and
overseas where many of the securities were held.

These three examples among them show that, in practical terms, the
boundary of where the central bank may have to act is drawn more widely
than was thought to be the case beforehand. In the first two cases, the
fall out for other countries outside the United States would be principally
for counterparties and other creditors. A U.S. focus on its own problems,
therefore, has probably resulted in outcomes that those exposed abroad
would have been able to withstand, irrespective of the particular deci-
sion. In the AIG case, the answer is not so clear, as the concentration of
exposure of counterparties, particularly in Europe, is not known with any
accuracy.

The international contagion in the short run from these problems has
been considerable and despite heavy liquidity injections in the United States,
the United Kingdom, and the euro area, it is still not clear what the outcome
is going to be.

6.9 Cross-Border Institutional Structures that
Renationalize the Problem

There is a clear distinction between the sorts of arrangement that can be
made within the European Union or other groups of countries that are
actively engaged in economic integration, and more general international
coordination. Neither the IMF nor the Basel arrangements under the aus-
pices of the BIS show any particular inclination to try to create supranational
organizations to deal with cross-border banks. Indeed, the advice from the
Basel Committee (1996) is straightforward. Countries need to work together
and the presumption is that they would do so under the leadership of the
lead regulator in the home country. This means that different countries
and authorities would need to cooperate and work together across different
jurisdictions rather than within a single one.

This is a recipe for difficulty and it is really only the arrangements being
set in place by the New Zealand authorities, or something similar, that make
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sense in this regard.21 New Zealand effectively requires that the cross-border
nature of banks should not be such as to cause a problem – effectively trying
to outlaw the difficulty. They have two simple requirements:

– Any bank that has functions that the authorities deem systemically
important must structure itself in such a way that there is a viable local
organization that can operate separately and ultimately be taken over
and run by the authorities without a break in business in the event of
its failure.

– There must be specific legislation in place that allows the authorities
to step in if a bank becomes inadequately capitalized and to impose a
resolution of the problem if the bank cannot do so voluntarily.

The first of these is described largely as an “outsourcing policy” (RBNZ
2006) as it relates to the bank’s ability to keep operating in the event of
the failure any of its “suppliers” to deliver their services. Clearly this covers
computer systems, ability to access the payment system, access to collateral,
and other essential services, but it also covers decision making. Because all
the banks with systemic functions in New Zealand are foreign (Australian)
owned, their parents are, of course, major suppliers in this sense and the New
Zealand operation must be able to continue even in the event of the failure
of the parent. It is, therefore, also a requirement of the New Zealand system
that these banks be locally incorporated and have a local management team
who can actually run the business and directors who are liable for the
prudential operation and disclosure statements.

This immediately distinguishes the New Zealand situation from that in
the European Union/EEA as one of the features of the single financial mar-
ket is that a bank licensed in one member state can operate as a branch
in another member state without any local prudential hurdles and sub-
ject to the supervisory control of the authorities in the home, not the
host, country.22 This same responsibility of the home country extends to

21 The New Zealand arrangements have a fortunate neatness as the central bank, the Reserve
Bank of New Zealand, is responsible for banking supervision and the administration of
failed banks. However, such arrangements could also be put in place where there are
multiple authorities in a country, but they would need an explicit, legally enforceable
agreement to do so.

22 Branches are required to adhere to the host country’s conduct of business rules and also
to legislation covering employment, health and safety, and so on, like any other local firm.
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undercapitalization and failure, and hence to deposit insurance.23 The New
Zealand system is thus a means of making separate jurisdictions work. It
is particularly necessary in this case as Australia applies domestic deposi-
tor preference and New Zealand depositors would be lower ranked – thus
possibly receiving very little, even nothing, in the event of a substantial fail-
ure. The position is exacerbated as neither country has deposit insurance,
although Australia is exploring that option.

However, such an outsourcing policy alone is not sufficient. If a bank
becomes insolvent (or its net worth becomes negative), the authorities need
to be able to step in and take over the bank without delay. They need to
be able to make a satisfactory estimate of the losses, assign those losses,
and without a break open for business again under a public guarantee
against any further loss. In intervening the authorities do not take on any
of the losses themselves. It is only in subsequent operation that there is any
exposure for the taxpayer. The New Zealand system is also unique in this
regard although other systems, including the bridge bank arrangements in
the United States, have equivalent effects (Mayes et al. 2001; Mayes 2006).24

Under the New Zealand system, a statutory manager is appointed by the
courts. This manager determines which aspects of the bank need to be kept
running, and after the loss assessment, applies it to the creditors of the bank
in reverse order of priority until the bank is returned to solvency/positive
net worth. This “bank creditor recapitalization” gives the creditors a claim
on the bank equivalent to a debt-equity swap. These claims may well prove
tradable, especially when a capital injection is obtained to get the bank out
of statutory management and back into normal operation. The shares of
the previous shareholders will become worthless if the bank fails, although
eventually, if the creditors can be paid off and there is any residual after costs,
they could receive a compensating payment. They would not, however, be
able to get the ownership of the bank returned to them.

The bridge bank concept in the United States has similar characteristics
but there the principal creditor, the FDIC becomes responsible. The legal
personality of the existing bank is terminated, and the insured deposits and
such other parts of the bank are transferred to a new bank chartered by the
Comptroller of the Currency, according to the principle of what the FDIC

23 There is a provision for a branch to top up its deposit insurance to the host country level
through the host country’s deposit insurer (reduction to the local level could only be
achieved by local incorporation).

24 The difference lies in the existence of deposit insurance where the authorities agree to
compensate insured depositors for their losses.
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thinks will minimize its losses. Because banks are often parts of groups in
the United States, the FDIC has sometimes turned each subsidiary into a
separate bridge bank rather than forming a single bank for the whole group.

6.10 Cross-Border Institutional Structures with
Joint Responsibility

It is clearly difficult to translate this arrangement into something that can
be operated for cross-border banks unless each of the operating units can
be carved off the group in the manner required in New Zealand. Ironically,
if the cross-border bank chose to operate entirely through branches [as has
been proposed for Nordea (2003) under the European Company Statute],
then such a scheme could be administered by the home country authori-
ties. As in the United States, they would be the insurer of the deposits across
the whole group. Where the arrangement is more mixed, some national
authorities may be prepared to see subsidiaries close because they are not
of systemic importance, while others would wish to apply the bridge bank
or an equivalent technique. This can apply equally to some host countries
and to the home. For example, if none of the subsidiaries in a particular
host country were of systemic importance to it, the host would be unlikely
to have any direct interest in participating in the financial support of a
subsidiary (or of the parent) in another country, even though that sub-
sidiary (or parent) may be of systemic importance there. It would only have
regard to the spillover from such a systemic problem to its own jurisdiction,
or to the need to obtain matching support from the other countries for
some other international bank whose operations it does regard as systemic.
Clearly if a branch of a bank that the home country did not regard as sys-
temic were deemed systemic by the host country, there would be a serious
conflict of interest. The host authorities would have no means of keeping the
whole banking group going and the home authorities might be unwilling
to do so on another country’s behalf unless doing so minimized their own
losses.

This implies that some joint arrangement needs to be established, and
one that can operate swiftly according to some predetermined guidelines.
Protracted committee discussions where unanimity among the countries
is required at the time are not appropriate for a crisis. Some body has
to have responsibility, adequate access to funds, technical expertise, and
the power to act, in many cases under the aegis of a court. This implies
that if there is no supranational executive body and no international court
to refer to, then it will be under some national jurisdiction, even if the
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consequences run over a group of countries. The predetermined guidelines,
while they cannot address every detail, need to have principles as to how
systemic concerns will be addressed in any of the jurisdictions. If the parent
organization is taken into a bridge bank, then clearly this effective change of
ownership needs to apply to the subsidiaries even though they are subject to
different jurisdictions and authorities. Similarly, if the parent is allowed to
fail but systemic subsidiaries become bridge banks, again there needs to be
a clear arrangement between the host authority that is effectively assuming
ownership and the receivership estate in the home country. The pricing of
such deals is likely to be controversial. If a new organization is to be carved
out of branches, then the agreement will need to be even more complex, but
this latter route seems unlikely unless the branch were close to freestanding.

Goodhart and Schoenmaker (2006) emphasize that burden sharing
among the countries involved needs to be established in advance accord-
ing to some simple rule such as the distribution of assets or deposits. It
is inevitable that the cause of a problem is likely to be relatively concen-
trated, the actual losses unevenly distributed, and the systemic need for
action asymmetric. Not only would an argument at the time, particularly
over who is to blame and therefore over who should pay, render prompt
solution impossible but it contravenes the whole idea of insurance where
those who are lucky enough not to be affected provide the compensation to
those who are.

6.11 Adequate Powers

However, in most European countries, it is pointless to pursue this discus-
sion at present, as they do not have the power to step in and take over the
bank from the shareholders in this manner. They have the bank declared
insolvent, and hence almost certainly see its operations stop, or they have
to provide some sort of bailout, whether a loan or a guarantee or a com-
bination thereof. Because the first route is unlikely to solve the problem of
keeping systemic operations going, the latter route seems more likely. The
drawback is that then there is a burden to be shared among the countries.

In the United States, the authorities can step in when a bank is still solvent
but critically undercapitalized if the leverage ratio falls below 2% and the
bank does not take action that solves the problem to the satisfaction of the
FDIC within a predetermined period (90 days). Although stepping in while
the bank still has positive value entirely gets round the problem of burden
sharing, it seems unlikely that such an intervention would be permitted
under European law (Hadjiemmanuil 2003). The problem, therefore, is to
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intervene as soon as losses appear and to take strong action to turn the
bank round as soon as capitalization falls below regulatory requirements
– PCA. This we deal within the next section. However, it is worth noting
at this point that Eisenbeis and Kaufman (2006) have an ingenious sug-
gestion for enabling PCA in cross-border banks. They argue that applying
the European Company Statue should be sufficiently attractive that systemi-
cally important cross-border banks will want to opt for it. Then they suggest
that, because the bank will have a new legal personality, it will need to reap-
ply for banking status and hence the authorities in the home country can
insist that being subject to coordinated PCA is a condition for granting this
new license. They argue that the risks will be reduced so that the deposit
insurance charge for these banks can also be lower, which will act as an
inducement. This gives a single cross-border system and adequate powers
of intervention all in one step. The drawback is that no bank has yet found
the statute sufficiently attractive, even without the powers of intervention,
to adopt it, which makes the idea that they would adopt it with such powers
unlikely.

Even within the European Union there is considerable variety over how
the responsibility for the functioning of the financial system is allocated,
both with respect to sectors – banks, insurance companies, financial
markets, payment and settlement, pensions, and other institutions25 – and
functions – prudential regulation, crisis prevention, and management, con-
duct of business. As a result there is a wide variety of authorities with
overlapping mandates that must get together to work out how to han-
dle the problems. The European Union, with the ESCB, CEBS, CESR, and
CEIOPS,26 has decided to cut the cake four ways but the authorities in the
member states do not map neatly into this (Eisenbeis and Kaufmann 2006;
Masciandaro et al. 2006). To this is added considerable variety in powers
and approach, despite the unifying framework of EU legislation. Elsewhere,
without that unifying framework, the variety is even larger and the major
institutions that have to be handled run right across many of the boundaries
(as set out in the various chapters on large complex financial institutions in
Evanoff and Kaufman 2005).

25 Indeed there is continuing discussion about the range of nonbank institutions to be cov-
ered: building societies, investment funds, finance companies, sharebrokers, custodians,
hedge funds.

26 The EU system is littered with acronyms: ESCB, European System of Central Banks; CEBS
Committee of European Banking Supervisors; CESR, Committee of European Securi-
ties Regulators; CEIOPS, Committee of European Insurance and Occupational Pension
Supervisors.
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While it is always tempting to want to cut through this complexity and
advocate the setting up of the central bank as the sole prudential author-
ity for all financial institutions27 as in Ireland, the Netherlands, and New
Zealand, in practice central banks have to deal with the complexity and
accept that they will have to handle their responsibilities in cooperation
with other usually independent entities whose mandates may well be some-
what contradictory. This inevitably means that a network of explicit and
implicit agreements and arrangements has developed. While within indi-
vidual countries these can have full legal force, although they have frequently
taken the form of softer “Memoranda of Understanding,” internationally
they tend to rely on soft law and hence will be difficult to enforce, and the
difficulty of obtaining recompense even greater. The Maastricht Treaty set-
ting up the ESCB and the ECB is very much the exception; there the law is
clear.

As we have noted, a supranational organization becomes most important
when it comes to either PCA or intervention on insolvency. It is probably
possible to organize cooperative arrangements for satisfactory supervision
and exchange of information even if these are not the theoretically opti-
mal arrangements (Schoenmaker and Oosterloo 2007). Provided that the
ordinary insolvency procedures are thought adequate, then current arrange-
ments could work. As soon as intervention for systemic reasons is required,
then there is a prima facie case for new institutions. They could take the
form of a designated resolution agency to handle the problem. Because the
number of banks across the world that have systemic implications outside
their domestic markets is relatively limited, it might be possible to handle
this on a case-by-case basis.28 The resolution agency would presumably be
based in the home country, but with the ability to draw on resources in
the host countries.29 Since such failures are likely to be rare and perhaps
even nonexistent, there seems little justification for setting up much in the

27 Such an authority could also include conduct of business as well as prudential oversight.
28 Schoenmaker and Oosterloo argue that there are only around 30 such banks in the

European Union. Further, if Britain’s Midland Bank is a precedent, there would be plenty
of time to act. That bank was the biggest in the world in 1934, and then went into a slow
decline, eventually being taken over by HSBC in 1992, changing its name to HSBC Bank
plc in 1999. (A few years earlier, in 1987, it did experience the ignominy of receiving a
take over approach from its advertising agency, Saatchi and Saatchi.)

29 Provided that banks can be caught early, which one hopes is likely for large cross-border
banks, the question of how such an institution would be funded becomes more man-
ageable. Goodhart and Schoenmaker (2006) argue that any contributions should be in
proportion to assets in the respective countries. The principal need, if the organization
is not funded up front, will be to borrow from the respective governments until it can
be recapitalized from the banking system. In the United States, the need to provide such
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way of an enduring organization. It would probably form part of the home
country’s existing resolution arrangements. The FDIC model is probably
not the right way to envisage this unless all banks are to be treated in a man-
ner similar to that in the United States. Most insolvencies will be primarily
national affairs to be sorted out by national authorities.

The position in the European Union is somewhat easier to envisage, as
a new European-level organization to handle resolutions in these 30 or
so banks identified by Schoenmaker and Oosterloo (2007) might make
sense. It could be labeled EDIC (European Deposit Insurance Corporation)
or European Resolution Agency. Various ideas have been advanced as to
whether it should be independent or linked to the ECB (Di Giorgio and Di
Noia 2003; Masciandaro 2004; Schoenmaker and Wierts 2004; Masciandaro,
Quintyn,and Taylor,Chapter 8, this volume),but there is no need for a grand
organization, merely a framework that can leap into action when problems
appear. The trigger for action would come from the supervisory process.
However, it will need to have a noticeable permanent staff if, like the FDIC,
it is to be actively involved in the supervision of these 30 or so large banks.
For this system to work, either the bank needs to be headquartered in the
European Union or its EU operations need to be a viable unit (or group of
units) separate from the parent. Outside the European Union the role of
host countries will inevitably be smaller and require great confidence in the
home country authorities. If that confidence does not exist, then the likely
response will probably be the inhibition of cross-border arrangements at
least to the New Zealand extent.

6.12 Preventing Problems

Key to avoiding problems with cross-border banks lies in the actions to
reduce the potential causes of problems, both macroeconomic ones and
those specific to the bank, and in those actions that are taken to reduce
the impact when problems are imminent. The macroeconomic actions will
normally be purely national in character and not represent any deviation
from the concerns of monetary and exchange rate policy that we have already
dealt with. Concerted, preemptive action across countries, taken to preserve
macroeconomic stability, are the exception rather than the rule, except of
course in the case of the euro area and other multicountry currency zones.30

extra funding has not occurred since the enactment of FDICIA (Federal Deposit Insurance
Corporation Improvement Act) and the setting up of PCA in 1991.

30 The other multicountry currency areas, such as the franc zones, are not similar in character
to the euro area.
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Even so there is a danger of the bank trying to shop among regimes seek-
ing to find the best terms that it can. It would then benefit from the terms,
and the borrowing these terms allowed, across the whole range (geographic
as well as economic) of its operations. The major weakness that triggers the
need for emergency assistance may be in another market from that of the
central bank being approached for funds. In the absence of coordination
among the central banks, one central bank that thinks that the solvency
problems are worse and hence that collateral values are impaired may hope
that the others will make advances against collateral so its own risks are
reduced. It therefore seems inevitable that requests for emergency lending
require consultation and information sharing across the range of central
banks involved – even if, as in the euro system, the responsible national
central bank steps in, takes the risk upon itself, and informs the others of
what it has done after the event. It is in this sense that the internationaliza-
tion of banking can complicate the implementation of classic LPLR action.
National central banks can still carry out such operations, but coordina-
tion among central banks is required to prevent socially inefficient forum
shopping and inappropriate risk transfer.

In recent years, as part of maintaining financial stability, central banks
have developed a concept of macroprudential risk management; this forms
part of the preempting of problems. It is not immediately clear what the term
macroprudential risk management embodies, except that it refers to risks
that are not related to individual financial institutions. To some extent it is
simply delineated by the content of published “financial stability reviews.”
Thus, it clearly involves the assessment of macroeconomic risks, including
market risk and exchange rate risk. It includes the assessment of risks from
the structure of the financial system and how it is regulated. It includes risk
from concentration of activity by financial institutions and the development
of new products, that is, risks only apparent from the aggregation of actions
each of which appears individually prudent to those taking them. However,
information and associated cautioning form only a part of the response.
Central banks take direct action to reduce and manage risks through mon-
etary policy, provision of payment services and insurance, and altering the
structure of as well as indirect pressure on other agencies and govern-
ment to address the risks. Further, skilled as they are, central banks can not
foresee everything – some events may be intrinsically unforeseeable, and
other problems involve uncertainty rather than risk. Not every failure is
preventable.

Nevertheless, prevention is important. The key ingredients to preventing
problems are the following:
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– Having a clear and credibly workable exit strategy for failing banks that
does not involve a bail out of the existing owners or creditors – this
way there is a strong incentive to owners and creditors to avoid failure.

– Having a framework for ensuring prudential capital and risk manage-
ment standards such as those recommended by the Basel committee.

– Ensuring that the structure of financial markets limits the risks – such
as avoiding excess concentration, ensuring that the regulatory authori-
ties have clear mandates and compatible incentives, ensuring that there
are properly functioning routes to market discipline.

– Ensuring that macrorisks are addressed and markets and institutions
properly informed.

– Ensuring that crisis management tools are in place and thought to be
effective.

– Ensuring that prompt action is taken to resolve any problems that do
emerge in individual banks.

We have already noted that the requirements for PCA in the United States
provide strong incentives for banks to recapitalize voluntarily as problems
worsen, for the alternatives, of increasingly harsh mandatory requirements
from the FDIC and ultimately takeover and possibly liquidation, are clearly
less attractive. The same applies in Mexico where, in some respects, the
mandatory requirements are harsher (LaBrosse and Mayes 2007). Most
countries have requirements for action and powers of intervention, but on
the whole, they are neither mandated in the United States’ manner nor so
clearly time limited. If the treatment of cross-border banks is to be effective,
it is clear that it has to go beyond coordinated supervision and include
coordinated intervention according to rules agreed beforehand without the
pressure of an incipient crisis. While it would help agreement if these rules
were widely promoted, say by the Basel Committee, it is nevertheless possible
for the colleges of supervisors to agree to them and set them out as a written
agreement.

Clearly someone needs to be in charge in just the same way that there
is a lead supervisor for the coordinated monitoring of the banking group.
However, here there can be an institutional mismatch. In the United States
there is a resolution agency, the FDIC, that seeks to minimize its losses by
its actions while the bank is in trouble but not yet facing insolvency or
takeover. This separation of the responsibility for efficient resolution from
the responsibility for monitoring to ensure compliance means that there is
much less danger from forbearance. Intervention can be thought to imply
supervisory failure and hence induce some reluctance for a supervisor to
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take public action. If some countries have a deposit insurer with strong pow-
ers charged with minimizing its losses, while others have deposit insurers
that simply pay out on the say so of the supervisory authority, the pressure
for action and the nature of it will vary from country to country and make
agreement more difficult. Where there is either implicit insurance or even
no insurance the position is even more complex.

LaBrosse and Mayes (2007) argue that in many countries the structure
of the deposit insurance system is such that the countries either implicitly
intend or will find themselves forced to issue a blanket guarantee if a large
institution gets into difficulty. As Kaufman (2006) points out, if depositors
are going to be protected adequately enough for them not to run on the bank,
they need to know that they will have continuing access to their insured
funds with only a small break if any. The prospect of substantial delays is
not plausible, yet in the European Union, the Deposit Insurance Directive
only requires a payout within 90 days of establishing the existence of the
liability and even then the 90 days is extendable twice if there are problems
in identifying the extent of the insured deposits and the beneficial owners. It
thus seems likely that, as was found in the Nordic crises, some other means
of offering people continuing access to their accounts will be required,
whether through blanket guarantees as in Finland and Sweden, or through
takeover of the banks as in Norway. If the authorities cannot swiftly form a
bridge bank or pass the deposits over to another bank to provide continuing
services, then the alternative is liquidation and a payout by the insurer.
Unless there is an interim dividend, the insurer will have to cover the full
value of the payout for some time, requiring either the ability to borrow or
very extensive funding until the rest of the banking system can refinance it.31

This likelihood of serious difficulties in intervention on reaching zero net
worth, or whatever other intervention point is used, and the moral hazard
from the expectation of a bailout being forced in these circumstances to
avoid an interruption in business emphasizes the importance of PCA. The
rules for such PCA need to be at least as specific as in the United States, there
need to be designated authorities in each jurisdiction who will carry them
out, and there must be a clear leader to organize and coordinate the action.
While a “collegial” approach may be the best way to agree on the plans and
discuss progress, it must be possible for the lead organization to act even

31 If the insurer is publicly financed, then the problem is rather different but it still leaves
the government to make a choice over whether it wishes to offer some sort of bailout or
guarantee that involves less expenditure up front or a repayment of depositors, which is
itself expensive to administer.
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in the event of disagreement. As a consequence the PCA, rules need to be
set out in the form of a legal agreement among the designated authorities.
Furthermore, the participating authorities may have to change their own
national regulations if they lack the powers to do what PCA requires or if
cross-border and national banks will be treated unequally.

6.13 Cross-Border Financial Markets

Central banks have been playing an increasing role in international finan-
cial markets and in the payment and settlement system. Inside the European
Union, this is understandable as they have a positive duty to encourage a
Single European Payments Area and the development of efficient European
securities markets. It is by no means clear that the central banks need to act
as the provider but in the case of intercountry payments in euros, this was
taken as a given, with the setting up of TARGET and its more recent devel-
opment into TARGET2 with a wider range of services and more restricted
range of platforms.

However, getting progress through the private sector in securities settle-
ment has proved difficult for two main reasons. First of all, it is a network
industry and there needs to be a single system in which all can participate.
No one wants to be a first mover, make a large investment, and then find
the industry goes in a different and incompatible direction. Agreement is
needed and central banks can be catalytic in getting the parties together. But
the second reason limits the efficacy of this. There are relatively few major
players in the industry and an expectation that there may eventually be only
one main securities market in the European Union or at least just one or
two dominant systems as in the United States, with the NYSE, Nasdaq, and
DTCC. Clearly each incumbent would like to be the survivor and strategic
positioning in the interim will lead each of them to try to get an advantage
over the others.

The response has been for the euro system to suggest that it will itself set
up the system, based on the TARGET platform and labeled TARGET2 Secu-
rities. While this in part may be an incentive for the market to come up with
its own solution, it is largely a response to a problem that is specific to Europe
with its single currency running across a number of jurisdictions. There is
a clear tension between the role of the central bank in ensuring the exis-
tence of an efficient financial infrastructure with open entry and adequate
resilience, and actually being the provider of some or all of the system.

Much of the rest of the world does not face the same difficulties although
it is generally the case that it is much more difficult to conduct transactions
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across borders than within them. Nevertheless, it is still necessary to have
some means of ensuring that the national authorities provide adequate
supervision of institutions that are providing key cross-border services.
SWIFT is an obvious case in point, as is CLS in the foreign exchange market.
Here it seems to have been possible to get a team of regulators led by the
home country to put together a satisfactory approach so that there can
be confidence that the cross-border system works to a satisfactory standard
and provides against operational and other risks to an extent that engenders
general confidence.

In cross-border financial markets, the role of the central bank is small
and largely limited to the concerns of financial stability. Major failures in
the cross-border system would have important domestic consequences. The
problems international financial markets present for national central banks
depend on how central banks see their responsibility to these markets. If
they see themselves as obliged to stabilize them (the “Greenspan put”), then
for most countries the cause is lost. They do not have the resources. We
do not, therefore, have to consider whether central banks should so view
their role. However, if they feel, rightly or wrongly, that they have a national
role to stabilize financial prices, whether in securities markets or real estate,
this will have implications for international markets if only because of their
interconnection. To some extent, this stabilization will come not just from
the operation of monetary policy but from the rules that govern lend-
ing and securities market operations. To some extent it is possible for
investors to get around national constraints by operating in more than one
country.

This does not mean there can be total neglect of financial market and
of financial market linkages between countries. As is traditional, should a
market collapse trigger problems within a banking sector, the central bank
should stand ready to supply liquidity or to take other actions as appropri-
ate – by, for example, disseminating information about the state of some
financial institution, or acting to coordinate creditors in the presence of a
weakness in a country’s bankruptcy code. We see the behavior of the Fed in
response to the collapse of LTCM, central bank actions after September 11,
2001, and, indeed, the behavior of the Bank of England in the 1914 panic in
London as examples of such traditional central bank behavior. (For addi-
tional discussion and detail, see Wood 1999.) Further, financial markets can
transmit problems. See, for example, the east Asian crisis. Note, though, that
they transmitted problems only to countries with unsound banking systems.
It would therefore appear fair to say that those international markets do not
create problems for central banks, but that they increase the incentives to
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ensure that the domestic banking system is prudently run. Ensuring that
has been seen as a central banking responsibility as long as – indeed, by
some arguments presented long before – the concept of a central bank was
fully articulated. Observe Thornton’s (1802) insistence that unsound banks
should be allowed to fail in a crisis. When that is known to be central bank
policy, most banks will seek to be prudent.

6.14 Some Historical Evidence

The gold standard was in many ways a monetary system like that of
today. Central banks had two obligations – maintaining convertibility and
maintaining financial stability. The system can, indeed, be interpreted as a
monetary rule. (See Bordo and Kydland 1995.)

As Capie (2002) argued, accepting the two obligations of the standard
were what defined a central bank. Further, there were international banks.
Of course the importance of these varied from country to country and from
time to time, but they were an important part of the British banking sys-
tem by the last quarter of the nineteenth century – British banks had an
extensive presence overseas. Much of this presence was in British colonies,
and these were, as noted earlier, on currency board systems based on ster-
ling. But not all the overseas presence was of that form. Britain also had
fairly important banking connections with South America, and it is from
there that an illuminating episode comes. This episode is the Baring crisis
of 1890.

In April of 1890, the Argentinean government found difficulty in repaying
its debt, and the national bank suspended interest payments on its debt.
This precipitated a run on the Argentinean banking system, a run which
was in July followed by a revolution. Barings had lent very substantially to
Argentina, and faced what seemed likely to be heavy losses. It revealed its
difficulties to the Bank of England on November 8th.

The Bank was horrified, as it feared a run on London should Barings
default. A hurried inspection of Barings suggested that the situation could
be saved, provided that current and immediate obligations were met. A
consortium was organized, and capital, initially £17 million, was injected.

Various features of this are of interest, not least the absence of panic
in the London money market. But of particular relevance at this point is
the demonstration that injection of capital to an international bank can be
readily engineered, even in a fixed exchange-rate system, if the providers of
capital are willing. Willingness in this case was produced not by any set of
rules or indeed by coercion, but by an awareness that cooperation would
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produce mutual benefits. In this case, the benefits were believed to be the
continued importance of London as an international financial center. This
strongly suggests that in designing rules for the preservation of financial
stability across national boundaries, heed must be paid to national self
interest, both political and financial.

6.15 Conclusion

The internationalization of banking does not prevent national central banks
taking classic LOLR action when it is necessary to do so. Hence, liquidity
problems can be handled in the traditional manner. But where capital is
required, problems are much less tractable, and pessimism is hard to resist.
Complete separation, or the ready possibility of it, as New Zealand requires,
produces an environment where stability can be maintained. But the price
may well be high in terms of efficiency gains foregone. Clear mutuality
of interest, as was displayed in London when Barings failed in 1890, can
ensure provision of capital. But what can ensure clear mutuality of interest
across national boundaries? Much can be done to help prevent problems,
and indeed was done in the development of Basel II, but problems requiring
provision of capital are inevitable. These are likely to require the provision
of capital by taxpayers in one country in response to problems originat-
ing in and perhaps if not confined mainly to another country. We are not
convinced there would be great willingness to do this. Our conclusion is,
therefore, a pessimistic one. The internationalization of commercial bank-
ing, although in many ways capable of being handled by national central
banks, does create for them a problem which by its nature is one they can-
not, and never will, solve. Thus far in the difficulties stemming from the
problems with the United States subprime mortgage market, national solu-
tions have proved acceptable to the large exposure of foreign institutions,
despite considerable difficulties, including the failure of other banks, such
as Northern Rock in the United Kingdom.32 In the European Union we can
expect that this experience might ultimately lead to the development of a
new transnational body or the assigning of powers to an existing institu-
tion such as the ESCB. Outside the European Union, the solution is less
obvious.

32 The failure of Northern Rock was a major event in the United Kingdom, but it was an
entirely national bank so it does not have direct implications for our analysis here. The
only cross-border element is that without the U.S. problems, Northern Rock would still
be going today but with low profitability and as a strong takeover target.
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The Complex Relationship between

Central Bank Independence and Inflation

Bernd Hayo and Carsten Hefeker

Abstract

In this survey, we present a number of arguments that question some aspects
of the conventional view of central bank independence (CBI). We argue
that CBI is neither necessary nor sufficient for reaching monetary stability.
First, CBI is just one potentially useful monetary policy design instrument
among several. Second, while the relevant economic theories focus on the
aspect of goal independence, in practice most central banks tend to be only
instrument independent. Third, CBI should not be treated as an exogenous
variable, but attention should be devoted to the question of why central
banks are made independent. CBI is chosen by countries under specific
circumstances, which are related to their legal, political, and economic sys-
tems. Fourth, in a number of empirical studies, researchers found CBI to
be correlated with low inflation rates. By taking the endogeneity of CBI
into account, however, there remains little reason to believe the correlation
between CBI and low inflation tells us anything about causality.

7.1 Introduction

Central bank independence has become one of the central concepts in mon-
etary theory and policy. Most economists agree that CBI is desirable because
it helps to reach the long-term goal of price stability. Although one might
think about alternative mechanisms to reach low rates of inflation, CBI is
the one most-often recommended. The idea has also found confirmation in
the fact that an increasing number of countries in all regions of the world
made their central banks independent in the last 20 years (Arnone et al.

We thank Alex Cukierman, Sylvester Eijffinger, the editors, the referees, and participants
of the Budapest conference for helpful comments.
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2007; Cukierman 2007).1 The culmination of this trend was perhaps the
creation of the European Central Bank (ECB), which is the most indepen-
dent central bank of all (Buiter 2006). The ECB is not only independent
concerning the use of instruments, but defines its target inflation rate itself.

In this survey chapter, we revisit the argument for CBI. Compared to
other surveys (Eijffinger and de Haan 1996; Berger et al. 2001; Arnone et
al. 2007), which confirm conventional wisdom, we focus on a selection of
critical papers. Building upon Hayo and Hefeker (2002), we argue that CBI
is neither necessary nor sufficient for reaching monetary stability. Concern-
ing the claim that CBI is not a necessary condition to achieve price stability,
we point out that CBI is just one monetary policy design instrument among
several that can be employed for achieving this objective, and conclude that
no one monetary policy design instrument is optimal under all conditions.
Concerning sufficiency we argue that CBI should not be treated as an exoge-
nous variable. In particular, we think too little attention is devoted to the
question of why central banks are actually made independent. It would be
wrong to regard CBI as the underlying cause for low inflation.

We begin by reviewing the theoretical foundations of CBI. First, we briefly
summarize the fundamental models underlying the case for CBI. Then
we demonstrate that there are serious theoretical problems with the stan-
dard argument that CBI is the optimal choice of a monetary policy design
instrument. Although these problems are stated in the literature, the typical
conclusion is that CBI seems to work in practice, and it should be seen as
the best workable way to achieve low rates of inflation (see, e.g., Arnone et
al. 2007). We do not find this inference convincing, and it certainly does not
follow from any of the empirical tests of the CBI hypothesis.

Second,we show there are alternative monetary policy design instruments
available that can be employed to achieve low inflation rates. In particular,
we focus on fixed exchange rate and currency boards, inflation targets,
and inflation contracts. It is important to note that these approaches have
equally or more favorable theoretical properties than CBI, and have also
been successfully implemented in practice. At the same time, there is no
doubt that every one of these approaches also comes with disadvantages,
which leads us to the conclusion there is no design instrument available that
is optimal under all conditions. Thus, CBI is not a necessary condition for
achieving monetary stability.

1 Interestingly, Arnone et al. (2007) find that independent central banks in developing
countries are often more independent than the central banks in OECD countries were in
the 1980s.
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Third, in a number of empirical studies, researchers found that CBI is
correlated with low inflation rates. A typical policy conclusion based on this
finding is that the creation of an independent central bank will bring about
price stability. We argue that this conclusion is not warranted for a number
of reasons. Our focus is on the issue of endogeneity of CBI. Even assuming
we measure the right thing and that there is strong evidence of a relationship
between CBI and inflation, there is no reason to expect that this finding will
be policy robust. In other words, this correlation does not tell us anything
about causality. Instead, we argue that at least two decisions determine the
choice of CBI by a society. First, a decision must be made regarding the
importance of price stability as a major economic policy objective. If price
stability is viewed as relatively significant, then the second question is about
the appropriate choice of a monetary policy design instrument. Thus, the
“true” cause underlying the empirical relationship between CBI and low
inflation rates is the social choice in favor of a stability-oriented monetary
policy.

Taking these aspects into account, we lay out existing theories and empiri-
cal evidence regarding the decision to make price stability an important aim
for economic policy. The two main explanations rest on either the idea of
an “inflation culture” in societies that opt for a stable monetary regime, or,
alternatively, that specific interest groups are able to influence the govern-
ment so that such a monetary policy objective is implemented. We proceed
to show under which conditions societies are likely to choose CBI as the
monetary policy design instrument. Using political economy arguments,
we consider a country’s legal and political systems.2 Dependent upon the
existence of specific circumstances in these societal subsystems, countries
will either choose CBI or other available instruments.

7.2 The Conventional View of Central Bank Independence

The seminal article on CBI is by Barro and Gordon (1983). It builds upon
earlier work by Kydland and Prescott (1977), who introduced the idea
of time-inconsistent behavior. In its attempt to maximize social welfare,
the central bank will try to use monetary surprises to stimulate employ-
ment after private contracts have been fixed. However, the forward-looking
behavior of rational private agents will lead them to expect higher prices
and to act accordingly. Thus, there will not be any employment gain but

2 Gärtner (2008) provides a survey on monetary policy and central bank design from the
point of view of public choice theory.
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instead a positive rate of inflation.3 Promises not to inflate are not credible,
because the welfare-maximizing government has an incentive to renege on
its promise once wages are set. Hence, an inflationary bias exists.

To avoid positive rates of inflation that carry only costs but no benefits,
a mechanism is sought to commit the monetary authority to a noninfla-
tionary monetary policy. The mechanism suggested by Rogoff (1985) is to
appoint someone whose preferences are known to diverge from those of the
welfare-maximizing authority. If someone who puts more relative weight on
avoiding inflation than unemployment were to set monetary policy, the rate
of inflation would be lower, because marginal costs and benefits from infla-
tion are different for that person. Given that these preferences are known,
expected and actual inflation would fall. Thus, appointing a “conservative”
central banker, as Rogoff called these preferences, can help to reduce the
inflation bias.

However, as he also pointed out, this solution is not costless in a world
with stochastic shocks, where there is a stabilizing role for monetary policy.
With a conservative central banker, stabilization policy would be relatively
weak. Hence, on the one hand, lower average inflation may come at the
potential price of higher output variability, and, as Crosby (1998) argues,
on the other hand, only countries characterized by shocks that are relatively
unimportant will grant independence to central banks.

Another aspect pointed out by Rogoff (1985) is that conservatism is only
a second-best solution to the inflation bias problem. The first-best would
be to eliminate existing rigidities in labor and product markets. Rigidities
in labor and product markets must be present to generate an inflation bias,
because if all factors of production are employed, there is no incentive to
increase production and employment.4

7.3 Problems with the Conventional View

7.3.1 Independence and Conservatism

The Rogoff solution has become the major justification for CBI. Implicitly
in this argument is the equalization of independence and conservatism.

3 An unexpectedly low rate of inflation would create unemployment and thus not be pursued
in a one-period model. If the central bank aims to build a reputation, this might change.
This incentive to build reputation is significantly reduced, however, if unemployment is
persistent.

4 As Posen (1998) points out, there might be circularity between rigidities and conservatism
of the central bank. If a central bank is very conservative, it might cause nominal wage
rigidities to increase, making disinflation more costly (Debelle and Fischer 1994). See Gros
and Hefeker (2002) for a model with endogenous degrees of rigidities.
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Rogoff (1985, 1177) wrote: “Society can make itself better off by selecting
an agent to head the independent central bank who is known to place greater
weight on inflation stabilization (relative to unemployment stabilization)
than is embodied in the social loss function.” There are a number of serious
problems with setting these two concepts equal, as it is often done in the
literature, which undermine the case for CBI.

Almost all independent central banks are free to choose the instruments
with which they want to pursue their ultimate goal(s). But almost no central
bank is allowed to autonomously set its targets. Central banks are usually
charged with pursuing price stability (or more practically a low rate of
inflation) and given freedom to pursue this goal as they consider best.
There is, therefore,no goal independence but only instrument independence
(Debelle and Fischer 1994). For instance, the Bank of England, even after
being made independent from the Ministry of Finance, is still given its
inflation target from the Minister (and must publicly explain why it failed
to reach that goal).5 Even the ECB, which can define its own target rate of
inflation, is mandated to pursue price stability above other goals. This is
hardly comparable to appointing someone with different preferences and
letting that person decide what policy it would set. This leads to a related
question, namely, to what extent the widely used concept of instrument
independence in practice corresponds to the theoretically relevant concept
of goal independence. There may be a substantial gap between the two
concepts, potentially undermining any conclusions derived from observing
the behavior of instrument-independent central banks for the underlying
theory. We feel that this is a serious problem that has not received sufficient
attention in the literature, and that further research in this area might turn
out to be fruitful.

Note that the above discussion does not imply that we subscribe to the
view that it is highly desirable to implement Rogoff ’s solution. In fact,
there are good reasons for assigning specific goals to the central bank in a
democratic society (Blinder 1998, 2004; Tootell 1999; Siklos 2002). Fuhrer
(1997) even challenges the unconditional primacy of price stability over
other goals, such as employment and growth. If the ultimate goal of public
policy is economic welfare, presumably closely connected to unemployment
and growth, and if there is a trade-off between inflation and growth, there
may be little reason to rank price stability above growth.6

5 For instance, in March 2007, in an open letter to the government the Governor of the Bank
of England had to explain why inflation exceeded the target rate of 2% over the last 12
months.

6 Most empirical studies, however, tend to find that there is long-run neutrality of money
with regard to output (see, e.g. in the case of the United States, King and Watson 1997).
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Empirically, moreover, the negative empirical relationship between legal
indicators of CBI and inflation typically breaks down in a sample consist-
ing of developing countries (Cukierman 1992).7 In the case of transition
economies, Hillman (1999) argues that the higher the degree of CBI, the
higher the rate of inflation becomes, thus turning the evidence that appears
to hold for OECD countries on its head. A striking example is the central
bank of Belarus, which possessed a high degree of de jure independence.
Nevertheless, the president of the central bank was jailed and replaced by
the finance minister when his policy fell in disgrace with the government.
Other examples are Russia or Zimbabwe, where nominally independent
central banks presided over rampant or even hyperinflation (Banian et al.
1998; Acemoglu et al. 2008). Hillman draws the conclusion that what is nec-
essary is how CBI is actually applied, which he sees as a question of political
culture (see also Forder 1996).

However, Loungani and Sheets (1997) come to a different conclusion.
They find for a single point in time (1993) that in a cross-section of 12
countries’ CBIs is negatively correlated with inflation.8 The major drawback
of their study is that it does not take an average of inflation rates over time
into account. Supporting the case for CBI, Cukierman et al. (2002) argue
that, after controlling for a number of influences related to the process of
transformation, legal CBI and inflation are negatively correlated.

It is also possible to find examples that might question the equality of
CBI and low rates of inflation even among OECD countries. For instance,
Banian et al. (1998) report that focusing on particular subindices of legal
CBI leads to the conclusion that more independent central banks might even
increase inflation. An interesting example is Japan before the introduction
of formal independence in 1998, where inflation rates were low and the
central bank was directly influenced by the Ministry of Finance. Thus, in
spite of the temptations coming from the government revenue side, there
was a consensus that monetary policy should not be used to finance deficits.

Regarding the United States, it is arguably the case that the Federal
Reserve Bank (Fed) exhibits a higher degree of factual than legal inde-
pendence. The Humphrey–Hawkins Act imposes a specific unemployment

7 The conventional results can be restablished when using the turnover rate of central bank
governors as an indicator of de facto CBI instead of the legal CBI indices. As pointed out
by de Haan and Kooi (2000), this outcome is conditional on the high-inflation countries
in the sample.

8 Apparently, the construction of the indicator plays a role, as they do not get significant
results based on an index which does not take into account political independence.
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target on the Fed that appears to be consistently relegated behind the
inflation target, at least after the Volcker era (Hakes et al. 1998). Finally,
German economic history provides another example where the Reichsbank
was designed as politically independent after World War I but nevertheless
accommodated the policy of the government in the 1920s (Vaubel 1997a).

More generally, Fuhrer (1997) and Siklos (2002) find that the connec-
tion between independence and inflation has been reversed in the 1990s,
and that there is actually a negative correlation between low inflation and
independence. However, Carlstrom and Fuerst (2006) claim that the linear
relationship between inflation and independence as identified, for example,
by Alesina and Summers (1993), is still valid. While some authors (Arnone
et al. 2007) claim that the general trend in the 1990s toward lower rates of
inflation across almost all countries can be explained by more legal inde-
pendence, we are somewhat more skeptical. Given that this reduction in
average inflation rates coincides with a reduction in the variability of income
– the great moderation – it is difficult to explain this development within a
Rogoff-type model.

A high level of credibility is often seen as one of the most important con-
ditions for a successful monetary policy (see, for instance, Blinder 1998),
and the success of specific central banks, such as the Bundesbank, is often
linked to the reputation that they have built up.9 We do not discount repu-
tation and credibility as an important ingredient to the success of monetary
policy. However, we point out that simply granting independence will not
necessarily yield immediate and prompt credibility. In fact, Fuhrer (1997)
and Blinder (1998) find that the costs of disinflation in countries with
greater CBI have not generally been smaller than in countries with lesser
independence. This suggests that a simple change in the laws does not yield
immediate credibility, which would then translate into lower costs of dis-
inflation. One reason for this might be that countries with a track record
of several years (or decades) of very expansive and loose monetary policy
will not be able to convince the public of a change in its monetary strategy
by simply changing the legal status of the central bank. However, a change
in monetary policy may precede CBI, and a low inflation record may have
been already established before formal independence is introduced. A good
example is France, where the break in the inflation time series occurred
sometime in the mid-1980s, while the law on CBI was passed in 1993 in the
run-up to European Economic and Monetary Union (EMU). Muscatelli

9 Forder (2001) puts forward a number of critical points regarding the usefulness of the
concepts of credibility and reputation in the discussion of monetary policy.
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et al. (2002) and Acemoglu et al. (2008) show that the breakpoint in mon-
etary policy in a number of countries that have formally adopted inflation
targeting, predates the institutional change. Siklos (2002) as well finds that
central banks that were made more independent in the 1990s produced
lower rates of inflation already in the 1980s.

Therefore, a change in the effective exchange rate regime or a change
in the thinking by the Ministry of Finance on debt financing might be
more credible and effective in changing the public’s expectation of future
monetary policy. This conclusion is supported by Blinder (1999), who sur-
veyed central bankers around the world, concluding that monetary history
is probably the most important ingredient of a credible monetary policy.

One further argument for having legally independent central banks is to
avoid political business cycles generated by governments trying to improve
their reelection chances. It might be argued that the simplest solution to
this problem is to delegate monetary policy away from the government. If
governments are unable to set monetary policy, they cannot pursue polit-
ical business cycles using this instrument. There is conflicting evidence
with regard to the existence of systematic monetary policy-induced polit-
ical business cycles in OECD countries. While the literature following the
original contributions gives little evidence of political business cycles in
monetary policy (see Drazen 2000 for a survey), there is some evidence
of manipulation in fiscal policy that might ultimately have an impact on
monetary policy (Brender and Drazen 2005; Mink and de Haan 2006; Shi
and Svensson 2006). The more dependent the central bank, the greater is
the likelihood that fiscal policy ultimately dominates monetary policy.

However, as Vaubel (1997a) points out, delegating monetary policy may
not always work as a solution to the political business cycle. He argues
that independent central bank councils could be politically “captured” by
the government to perform a monetary policy that corresponds closely to
its interests. Governments will make political decisions when appointing
central bankers, which will then support the respective party’s economic
policy. He shows the German Bundesbank has, in several cases, engineered
an active monetary policy to help the ruling party and, in other cases,
set a tighter monetary policy than necessary to deteriorate the chances of
the government of reelection. Thus, although central banks are formally
independent, they could be politically influenced via the appointment pro-
cedure. Waller (2000) shows formally that political appointments are less
likely in a repeated game setting but cannot be ruled out, and Lohmann
(1998) and von Hagen (1998) argue that federal political systems might help
to prevent the occurrence of political business cycles because of diverging
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interests, political leanings of state governments, and staggered election
dates. In any case, legal CBI seems to be a rather poor instrument to measure
monetary policy independence, and actual independence depends, among
other things, on the behavior of governments in the appointment proce-
dure and the behavior of independent central bankers after they have been
appointed.

Berger and Woitek (1997) use time series modeling to investigate the
validity of Vaubel’s claim in the context of political business cycles. If cen-
tral bank councils were captured, they would support economic growth by
loosening monetary policy. They neither find evidence of such a behavior in
the time series data nor in an analysis of the Bundesbank minutes (see also
Vaubel’s reply 1997b). At least one criticism of the Berger and Woitek study is
that it presupposes that output or employment is always valued higher than
low inflation by the population. Empirically, a number of analyses using
representative survey data indicate that, at least in certain periods, inflation
is seen as more important than unemployment (see Fischer and Huizinga
1982; Rose 1998; Hayo 2004). Whatever the evidence in this particular case,
the general point should be taken into account. Because most central bank
boards have terms of office going beyond the government’s, nothing rules
out that an independent central bank has and pursues a political agenda on
its own that may or may not coincide with that of any particular party in
power.

A related point is made by Tootell (1999) in his analysis of the Fed’s
monetary policy. He finds that central bankers systematically respond to
changes in the attitude of the American population toward monetary policy.
At times when unemployment is, according to Gallup polls, of more concern
for American voters, the Fed’s policy becomes looser. He also finds that the
response of the Fed’s policy to changing perceptions in the population is
stronger before election dates. This seems to reflect not only a (presumably
democratically justified) response of monetary policy to society’s interests,
but a political business cycle element as well.10

A further point is that the independence of the central bank and the con-
servativeness of the central bank’s preferences are not complements, as the
discussion along the lines of Rogoff suggests, but rather substitutes. Eijffin-
ger and Hoeberichts (1998) show that if the actual monetary policy stance
is negotiated between the government and the central bank (something one

10 He argues that the central bank has to adjust to the changing preferences of the population
if it wants to defend its independence. In this view, the Fed is not goal independent and
thus does not conform to the Rogoff model (Tootell 1999, 219).
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might reasonably assume if the central bank is not goal independent), any
desired outcome can be achieved by making the central bank more conser-
vative, and thus lowering the rate of inflation that the central bank prefers,
or by giving it more decision power at a lower degree of conservativeness.
In both cases, the same iso-inflation line can be obtained. This would again
caution against setting independence and conservativeness equal. Moreover,
as shown empirically by de Haan and Kooi (1997), it is less conservativeness
as embedded in the law than instrument independence that correlates with
price stability.

Finally, almost all of the models assume the degree of conservativeness
could be observed, something that is at least questionable in reality. If indeed
it is assumed that maximizing social welfare is the core policy problem then
it might easily happen that a central banker is appointed whose decisions
do not yield the optimal trade-off between inflation and unemployment
for society. Appointing someone who is “too” conservative would produce
excessive output and employment losses at a rate of inflation that might
be suboptimally low. This line of reasoning leads directly to the recently
much-discussed issue of independence and accountability.

7.3.2 Independence and Accountability

In recent years, there is a growing consensus that CBI should be accom-
panied by a high degree of accountability and transparency, and there is a
general trend for central banks to be more open and transparent (Blinder
et al. 2001; Dincer and Eichengreen 2007; van der Cruijsen and Eijffin-
ger, Chapter 9, this volume). As Blinder (1998) stresses, accountability is
a “moral corollary” of CBI because independent agents should be held
accountable and be transparent with respect to their goals, the methods they
use to reach them, and the process of decision making. They must be willing
to “take the heat” for their decisions, and be able and willing to explain to
society their actions and how and why they select certain goals and instru-
ments. For this to work well, transparency needs to be established. Thus,
central banks should not only hold press conferences but they should also
publish projections and forecasts, which are the background to their deci-
sions, and go even so far as to publish the minutes of their meetings (Buiter
2006). In addition, it might help if the central bank puts forward a monetary
policy strategy that allows an easy interpretation of its actions by the public,
which is something the ECB has arguably failed to do (see, e.g., Hayo 2003).

However, one could devise other, more personal controls of the behav-
ior of central bankers, for instance, related to their salary or job position.
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Nevertheless, it is contested how far accountability and transparency should
go. In some countries, for example, New Zealand, central bankers might lose
their jobs if they fail to reach their targets. In other countries, for instance,
the United Kingdom, the governor has to publicly explain in a letter why
the bank failed to reach its target. In most cases, however, there is no for-
mal mechanism, and central bankers only communicate with the public via
speeches, publications, and press statements. There is considerable varia-
tion in the actual degree of openness and transparency even among central
banks in the OECD countries (Blinder et al. 2004; Dincer and Eichengreen
2007; van der Cruijsen and Eijffinger, Chapter 9, this volume). Moreover,
it is interesting to note that there is no consensus among central bankers
themselves about how transparent they should be.11 Perhaps, the most inde-
pendent central bank in the world, the ECB, is usually considered to be one
of the less transparent.12 While there might be good reasons for this, it
at least raises the question of democratic accountability. Not only is the
ECB relatively opaque with regard to how and why it reaches its decisions,
there is, in addition, almost no mechanism by which it can be held formally
accountable for its action and failures to reach its overall goal.13

If it is not possible to observe a central banker’s characteristics, one can
argue that society (or its representative government) should have the means
to overrule or correct actions taken by the central bank. However, this would
not be possible with a truly independent central bank, as Buiter (2006) has
argued.14 CBI could also be viewed as a very undemocratic solution, and
raises the question of whether a society would like to put itself into the
hands of bureaucrats who may or may not have the “right” preferences.15

Without entering into the debate about the optimal degree of trans-
parency and accountability (see Geraats 2002; Grüner et al. 2005; Eijffinger

11 An interesting applied aspect of this general discussion is the exchange between Buiter
(1999) and Issing (1999) concerning the way the ECB should communicate with the
public. Buiter is in favor of maximum openness in the process leading to monetary policy
decision, while Issing thinks that this will just shift secret negotiations to a different level.

12 Consistent with this, Siklos (2002, 222) finds that more CBI is related to less transparency.
13 The central bank president has to testify before the European Parliament biannually but

there is no mechanism that he or the board can be forced to resign. All members have a
single fixed period of 8 years of appointment, and are thus “personally” independent.

14 While not rejecting CBI, he argues that the central bank should be strictly confined to
monetary policy (and not allowed comment on other policy areas), and not be charged with
other functions (such as financial market oversight or lender-of-last-resort responsibility)
in addition to its main task.

15 Moreover, it is possible that the preferences of society change (see Lippi 2000; Lindner
2000).
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and Geraats 2006; van der Cruijsen and Eijffinger, Chapter 9, this volume),
it is clear that a larger degree of accountability undermines CBI in the
sense of Rogoff (1985), where a conservative central banker implements his
or her preferences. Even instrument independence might be incompatible
with maximum accountability. In any case, the consensus that accountabil-
ity is desirable only makes sense if society (presumably represented by the
government) can remove central bankers that are not following society’s
preferences. The issue of removals is what we turn to next.

7.3.3 Credibility and Removal of Independence

Another argument that sheds doubt on the general applicability of inde-
pendence is the question of how credible independence is. As McCallum
(1995) has argued, just granting CBI does not solve the credibility prob-
lem but simply shifts it to another level. Even if the objective function of
the central bank had the “right” weights, what ensures that the government
does not take away independence if it deems it necessary? As long as govern-
ments can revoke the status of independence, not much is gained in terms
of credibility of monetary policy. One can even argue that the incentive to
remove independence increases with the gain in credibility due to CBI (see
Forder 2001).16

Again the theoretical argument may be stronger than its practical impli-
cations. In most cases, independence is granted via a central bank law that
could, maybe with simple or qualified majority, be revoked and changed.
Given that such a process would probably take some time, the likelihood of
generating a “monetary surprise” is quite small. Nevertheless, such consid-
erations have prompted some observers to demand constitutional status for
CBI. Hence, at least part of the credibility of CBI is related to the strength
of the government’s incentive to revoke independence. The possibility of a
trade-off between removing the inflation bias by delegating monetary pol-
icy to a conservative central banker and the corresponding loss in discretion
to perform stabilization policy is at the center of this literature.

In an early contribution, Lohmann (1992) argues that governments may
want to be able to override independent central banks in case of particu-
larly large, negative shocks to the economy. This restricts the independence

16 The argument is simple: The more conservative the central bank, the more its policy will
differ from what the government prefers and the higher the incentive to revoke CBI. Thus,
the “tougher” the policy, the less credible a commitment might be (Drazen and Masson
1994; Neut and Velasco 2003).
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of the conservative central bank to situations where shocks are relatively
small. At the same time, the incentive of the government depends on the
costs it incurs when overriding. However, in equilibrium, the government
will never actually override, as the monetary authority will react according
to the interests of the government in situations of large output shocks.
In this framework, although central banks are independent, they nev-
ertheless take the government’s preferences into account. The empirical
implication of this model is that, although two central banks are sim-
ilar in terms of their statutes, they may differ dramatically in practice
depending on the costs governments incur when overriding monetary deci-
sions. Lohmann assumes that the costs to override monetary decisions
depend on political institutions in society, or, alternatively, that the poli-
cymaker is a heterogeneous institution that has to overcome a number of
procedural rules to change central bank decisions.17 Thus, CBI, as measured
by legal indices, has to be adjusted for the costs of policymakers to override
decisions and is, therefore, endogenous relative to the political and social
framework.

Cukierman (1994) puts forward a related argument. He points out there
could be economic and political variables influencing the degree of legal
independence granted to central banks. The incumbent party faces a trade-
off between flexibility of monetary policy, necessary to use according to
its interests, and credibility, which results in a lower inflation premium
on its debt. To compensate for these effects, CBI should be higher when
there is greater political uncertainty, larger government debt, and a stronger
preference for low unemployment.

Jensen (1997) analyzes a deterministic intertemporal game, theoretic
framework with the exogenous costs of replacing the (conservative) central
banker that enter the loss function of the government. He finds “the more
important such costs are, the better are economic outcomes in absence of
precommitment in comparison with the case without delegation” (pp. 918–
919). At the same time, monetary policy delegation cannot remove the
dynamic inconsistency as long as those costs are not infinite, the reason
being the government will always have an incentive to implement surprise
inflation after the private sector has fixed labor-market contracts. Moreover,
because the desirable goal for society should be to obtain the optimal solu-
tion to the dynamic monetary policy game, he shows that reappointment

17 Giordani and Spagnolo (2001) analyze theoretically how political institutions affect how
easy central bank laws can be changed. They argue that some institutions generate sufficient
inertia to undermine McCallum’s argument.
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costs in the case of delegation can make it more difficult to reach such a
solution.

On the empirical side, de Haan and van’ t Hag (1995) test two hypotheses
relating to a possible inflationary bias coming from the choice of flexibility
of monetary policy, versus credibility for the incumbent government. They
look at the relation between CBI as a dependent variable and proxies for
the inflationary bias as regressors. Further, they try to find out whether gov-
ernments that are planning to incur higher debt are attempting to increase
their credibility to reduce the interest rate premium resulting from the Fisher
effect. Using data for 19 countries, they do not find evidence for either of the
two hypotheses. Cukierman and Webb (1995) reach a similar conclusion.
Thus, it is unclear how much weight these theoretical considerations have
for practical central banking.

To summarize this section, there are a large number of theoretical prob-
lems connected with the CBI argument. One needs to distinguish carefully
between CBI in the sense of autonomous actions and conservative, that
is, particularly inflation-averse behaviors. There is an inherent conflict
between CBI and central bank accountability that does not receive sufficient
attention in the current debates. Finally, because CBI is usually granted by
politicians, they can always change their minds and remove the special sta-
tus of a central bank. This implicit threat is like a limit on the autonomy of
monetary policymakers. While theoretical in nature, we believe that at least
some of these issues have practical relevance.

7.4 Alternatives to Central Bank Independence

7.4.1 Fixed Exchange Rates, Currency Boards, and
Monetary Union

One can doubt the necessity of CBI if one compares it to alternative instru-
ments to achieve low and stable rates of inflation. One of these alternative
instruments, often used in transition, emerging, and developing countries,
is the choice of a fixed exchange rate as a monetary policy strategy.18 By
delegating monetary policy to a proven inflation fighter, such as the U.S.
Fed or the ECB, countries import the credibility of this particular central

18 The use of this instrument is not restricted to the mentioned class of countries. The EMS
peg of many countries to the deutsche mark has been interpreted as an attempt to import
the Bundesbank’s monetary credibility (Giavazzi and Pagano 1988), and the EMU can be
seen in the same light as well (Wyplosz 2006).
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bank. This is basically the same as appointing a conservative central banker
because an independent monetary policy is not compatible with a fixed
exchange rate at full capital mobility. Even more important, governments,
having the exchange rate authority, can make this decision with or without
approval of the central bank.

It must be acknowledged, however, that such a monetary strategy is sub-
ject to the arguments made in the preceding discussion regarding a sudden
change in the monetary regime undermining credibility. There are many
examples where countries have given up their fixed exchange rates overnight,
either willingly or because they were forced to. It has been even suggested
that“simple”pegs are not operative any longer, simply because they could be
brought down too easily in a world of almost unrestricted capital mobility
(Fischer 2001), although this argument has been challenged (Frankel 1999).
For instance, Obstfeld and Rogoff (1995) claim that most fixed exchange rate
regimes tend to fail within a time period of about 5 years. Credible exchange-
based monetary policy must then come in the form of a full monetary union
or as a currency board. The choice by several smaller countries of currency
boards or even full dollarization (or euroization) demonstrates such an
arrangement is preferred to an independent central bank in some cases.19

One reason for this movement away from fixed exchange rates, besides
the increasing openness of capital accounts, is that alternative instruments,
such as inflation targeting, are promoted by economist and official insti-
tutions like the International Monetary Fund (IMF 2006). In spite of this
trend away from openly declared fixed exchange rates, there is nevertheless
still a lot of de facto pegging (Reinhart and Rogoff 2004; Levi-Yeyati and
Sturzenegger 2005).

7.4.2 Inflation Contracts and Targets

While the idea of fixing the exchange rate is quite old, there are newer
concepts in the academic discussion of monetary policy, which can be seen
as viable alternatives to CBI. They might even come at a lower cost to
society because there is no suboptimal degree of stabilization of shocks,
like in the case of the conservative central banker (Persson and Tabellini
1993; Walsh 1995a; Chortareas and Miller, Chapter 3, this volume). Instead
of appointing someone with different preferences than society, one could
influence the incentives of the monetary policymaker. The inflation bias

19 Currency boards can be found in Hong Kong, Estonia, Bulgaria, and Lithuania;
dollarization and euroization is observed in Ecuador and Montenegro, respectively.
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could be corrected by imposing a contract on the central banker that forces
him or her to pay a pecuniary penalty if monetary policy is employed
to combat unemployment over and above its use for stabilization. While
monetary policy could still fully account for economic shocks, systematic
inflation would disappear. Of course, in reality it would be rather difficult
to write such a central bank contract, as Obstfeld and Rogoff (1996) point
out. It would require full information about the preferences of the central
banker to be able to correct for his or her marginal incentives to create
surprise inflation. It would also be difficult to define those shocks that are
within the scope of stabilization policy. Hence, such a contract might lead
to conflicts about what degree of monetary expansion is still in accordance
with the central bank’s area of competence.

A more practical solution is to assign an inflation target to the central
bank. This solution, adopted by countries such as the United Kingdom,
New Zealand, Sweden, Australia, Israel, and Canada, and often found in
connection with a nominally independent central bank, can be understood
as the opposite of (goal) independence.20 However, while it may not be a
necessary condition for the implementation of an inflation targeting regime,
instrument independence will facilitate the conduct of monetary policy and
is often found in actual inflation targeting arrangements.

Here the government either assigns a target for the inflation rate, say
2% over the short to medium run, to the central bank, or the government
and the central bank “negotiate” such a target. If the central bank fails to
meet this target, it not only has to justify its failure, but in some cases it
is then foreseen that the central bank president loses his or her job as a
penalty (in New Zealand). In this way, one hopes to achieve a low and stable
rate of inflation by holding the central bank, like in the contract solution,
responsible for too high a rate of inflation. However, the New Zealand
example also indicates that there is a large degree of discretion involved in
the interpretation of a violation of such a contract. The governor of the
Reserve Bank of New Zealand was not sacked in spite of having missed the
target.

Abstracting from the actual solutions adopted in some countries, the
important point is that the monetary credibility problem and the inflation
bias can be overcome without resorting to CBI. Further, at least theoretically,
it might be possible to achieve a better trade-off between credibility and
the ability to stabilize exogenous shocks by adopting an inflation target

20 For a thorough discussion of countries’ experiences, see Bernanke et al. (1999). Walsh
(1995b) reflects on the case of New Zealand as an application of an optimal contract.
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(Svensson 1997). Thus, in principle, the inflation bias problem can be solved
without compromising the central bank’s ability to stabilize.

A related aspect is that the empirical importance of time inconsistency
as a source of an inflation bias has never been empirically scrutinized, and
one may have doubts that it is indeed a major concern (McCallum 1995).
Another argument of why central banks should be independent is based
on the political objectives of governments that are economic leviathans,
that is, all-powerful states controlling their economies (Harashima 2007).
In practice, it is typically argued that the monetary policy will be removed
from the direct control of governments, and thereby from everyday political
pressures. This interpretation is fostered by theoretical work within the
context of dynamic general equilibrium macroeconomic models, which
indicates that time inconsistency effects play only a limited role within a wide
range of parameter values (Albanesi et al. 2003). However, for our question
of interest, it does not really matter what the specific reasons for inflationary
tendencies are. We would also like to point out that the literature in this
field has concentrated on basically static models. It may be possible that the
time needed to reach the optimal position in the inflation and output gap
space varies systematically between the alternative monetary policy regimes
discussed here. This would be a fruitful area for further research.

7.4.3 Labor Market Institutions

The underlying analysis stressing the desirability of CBI is usually based
on the U.S. experience with many weak labor unions where there is no
strategic interaction between labor and central banks. If labor instead is
not atomistic, as is the case in many European countries, one should expect
that labor unions internalize, to a certain degree, the negative effects of high
wages on employment and inflation (Calmfors and Driffill 1988).21

Using the same idea, it has been argued that labor unions should disci-
pline their wage demands if they have an interest in low rates of inflation.
If this is the case, a large union will show wage discipline to an extent
that reflects their interest in avoiding high inflation. Guzzo and Velasco
(1999) have pointed out that an ultraliberal central banker will produce
low rates of inflation because labor unions themselves will discipline their

21 If there are many labor unions, or if the central bank is able to commit to its monetary
policy, the underlying game structure is changed. If instead of the Stackelberg approach
a Nash approach is chosen, labor unions would not discipline their wage demands and,
therefore, a conservative central bank would be more adequate (Jerger 2002).
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wage demands, thus ensuring high employment and making an overexpan-
sive monetary policy no longer necessary. This line of reasoning turns the
conservativeness argument on its head (see also Skott 1997).

This theory has to be qualified if labor unions are not monopolistic, as
Cukierman and Lippi (1999) have shown. Lippi (2002, 2003) has further
qualified the case for the liberal central bank by showing in the intermediate
case of several large labor unions that the effect of inflation on the relative
real wage set by a trade union could produce a so-called competition effect.
Given the other unions’ nominal wage demands, the individual union will
demand higher nominal wages, which will lead to a lower level of labor
demand in the economy from the perspective of the individual union. The
moderating effect of this mechanism will be larger the more conservative
the central bank is, because in this case, a nominal wage translates into a
higher real wage, thus disciplining any single labor union.22

Moreover, Berger et al. (2004) analyze the question of why labor unions
should be inflation averse. While it makes sense to assume labor unions – like
the rest of society – care about inflation (Cubitt 1992), this is nevertheless
an ad-hoc assumption. They provide a microfoundation for this inflation
aversion of monopolistic labor unions by distinguishing between outside
options (such as unemployment benefits) for the labor union defined in
nominal versus real terms. Only if the outside option of the union is in
nominal terms can the case for a liberal central banker be made. In this case,
a wage-induced price increase will leave nonemployed labor union mem-
bers worse off (as their real unemployment benefits are reduced), which
moderates the union’s wage demands.23 In the case of a real outside option,
however, the union’s wage-setting behavior and monetary policy are no
longer connected. Hence, when taking strategic behavior of labor market
participants into account, the case for the conservative central bank could be
once again undermined. Reflecting the sensitivity of these theoretical results
to changes in the assumptions, the decision to implement CBI should be
made conditional on the actual labor market arrangements in a country.

Finally, Dolmas et al. (2000) put forward a dynamic general equilibrium
model where the income or wealth inequality in a country in conjunction
with a specific political progress (median voter) affects the inflation rate

22 See also Soskice and Iversen (2000) and Coricelli et al. (2006). Lawler (2000), in addition,
argues that central banks should not be ultra-liberal in a stochastic environment because
they would produce high inflation variance.

23 They assume a monopoly labor union and do not allow for multiple large unions. If,
however, the case for the conservative central banker can be made for a monopoly union,
the argument must be even stronger with multiple unions.
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via the setting of the money supply. In particular, it is shown that greater
inequality can lead to higher inflation rates than optimal to maximize
seigniorage due to lower income groups preferring the government to run
higher budget deficits to finance transfers. They argue, based on their theo-
retical model and the finding of a significant relationship between inequality
and inflation in democracies, that the causality runs from inequality to infla-
tion. Moreover, in a regression covering democracies with an indicator for
income inequality, the Cukierman et al. (1992) CBI index is not statistically
significant. It is not quite clear, however, whether this result is due to the
interaction between the inequality proxy and the CBI index or just reflects
the usual problem of CBI indices in a sample also containing non-OECD
countries.

In this section we discussed a number of alternatives to CBI of achieving
monetary policy credibility. Fixed exchange rates, currency boards, and
monetary union are widely used mechanisms to raise the reputation of
central banks. More recent developments are the introduction of inflation
contracts with the central bankers and the implementation of inflation
targets. Finally, we presented arguments why labor market institutions may
have a substantial impact on the usefulness of independent central banks.
So far, we have argued that the creation of CBI is not a necessary condition
for price stability. In the next section we attempt to show why CBI is not a
sufficient condition for price stability.

7.5 Alternative Explanations of Low Inflation

7.5.1 Central Bank Independence Is an Endogenous Variable

A number of studies find that CBI and low inflation rates are correlated
(early studies are Alesina 1988; Grilli et al. 1991; Cukierman 1992; and are
defended, e.g., by Brumm 2002). In Figure 7.1, we display the CBI indicator
by Alesina and Summers (1993) for core EU member countries and average
inflation rates. There is a clear negative relationship, that is, those countries
with more independent central banks have experienced relatively lower
inflation rates.24

In conjunction with the theoretical CBI literature, the conclusion drawn
from these results is that CBI causes low inflation rates. This is exemplified
by the conclusion in the extensive survey by Arnone et al. (2007): “In

24 The negative relationship is less fragile then it may appear. Deleting the obvious outlier
Germany from the sample lowers the correlation to −0.50. Excluding other countries does
not affect the correlation in a noteworthy way.
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Figure 7.1. CBI index for EU countries and average inflation rates (in percent)
Note: The CBI index is taken from Alesina and Summers (1993). Average inflation rates
are computed over the period 1967–1993.

conclusion, the evidence on the beneficial effects of CB autonomy is more
than substantial, but some technical issues remain for further research”
(p. 55). This all but ignores research done by Forder (1996, 1998a, 1998b),
who raises a number of methodological concerns (see also Banian et al.
1998 or Mangano 1998) that go much beyond technical issues. For instance,
Forder points out that legal and factual CBI may differ and, thus, measuring
legal CBI and finding a correlation with inflation rates may not tell us a lot
about the influence of factual CBI. It is more than indicative that the rela-
tionship between legal independence and inflation rates completely breaks
down in a sample consisting of a large number of third-world countries
(e.g., de Haan and Kooi 2000). Moreover, even for the widely used proxy of
de facto CBI in third-world countries, the turnover rate of the central bank
governor, there is conflicting evidence in the literature (see King and Ma
2001; Brumm 2002).

There are also studies indicating that the relationship is not totally robust
with regard to control variables and the choice of countries (Cukierman
1992; Posen 1995; Campillo and Miron 1997; Forder 1998b). In our view,
the question of causality cannot be solved by these studies, as running
a single-equation regression imposes the causality relationship from the
outset. Too often the following important question is ignored: Why is it
the case that some countries have implemented independent central banks
and others did not? Apart from assuming some kind of historical random
mechanism, it is unlikely that CBI itself is the start of the story.25 Thus, for
some reason some societies have chosen to implement institutional reforms

25 Acemoglu et al. (2008) as well make a strong argument that institutions are endogenous
and should not be taken as given. Thus, whether CBI is granted and taken seriously depends
on political interests and political institutions.
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while others did not. Arguably, instead of devoting additional resources to
the study of the CBI-inflation nexus, more research input should be devoted
to this fundamental question.

In our view, there exists a two-stage problem in understanding the exis-
tence of CBI. In the first stage, societies have to decide on their policy
priorities, for example, whether price stability should be regarded as an
important policy objective. In the literature, basically two explanations for
cross-country variation have been put forward. The first one emphasizes
that societies differ with regard to their inflation aversion because they have
different “inflation cultures.” Consequently, the nature of the inflation cul-
ture will, directly or indirectly, determine the choice of the monetary policy
objective. The second approach focuses on the political decision process
and looks at the interests of economic actors and their ability to influence
monetary policy objectives.

If a society has decided to pursue price stability, then, in the second
stage, a decision has to be made about the monetary policy arrangements
that can help to bring about such an outcome. One of the alternatives is
CBI, but above we discussed other approaches that also qualify as potential
candidates. Under what conditions are societies going to choose CBI? The
literature points to the characteristics of the legal and political systems of
countries. In the rest of this section, we analyze the conditions for the choices
made in this two-stage framework in more detail.

7.5.2 National Inflation Cultures

The first approach to answer the question why countries differ in their
inflation record is related to the idea that societies differ with respect to
the importance of pursuing a monetary policy directed toward low infla-
tion, which one could call inflation culture.26 A simple view, called the
“preference-instrument view” in Hayo (1998), argues that societies, for
whatever reason, have differing preferences for inflation rates, and this
is reflected in the setup of monetary institutions and in the conduct of
monetary policy. Here causality runs from society’s preferences to the
establishment of specific monetary institutions, such as central bank laws
granting independence. It is not the degree of CBI that is responsible for
differing inflation records of countries, but rather the existing variations

26 Attempts to track and measure the existence of inflation culture, as well as to provide
a definition, are made in Bofinger et al. (1998). See also the discussion of the historical
context by Hetzel (1990).
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in national inflation preferences, which ultimately determine, for instance,
whether independent central banks will be set up. In our view, societies
decide first about the goal of monetary policy, and then grant instrument
independence to their central banks to achieve that goal in an efficient way.

This view is somewhat naïve, however, in the sense that it presumes pref-
erences for inflation are fixed over time. More realistically, we would expect
that the actual performance of the central bank influences people’s attitudes
toward price stability. If, on the one hand, an independent monetary author-
ity does not bring about price stability, people’s trust in this organization
will be undermined and its ability to perform a tough monetary stance
against conflicting interests may be severely damaged. On the other hand, if
people believe that the central bank handles monetary policy competently,
they will support it in a power struggle against, for instance, the government
(see Berger and de Haan 1999 for a case study of the Bundesbank and the
German government). One might call this the“historical-feedback interpre-
tation.” In the case of Germany it is often argued that the apparent inflation
aversion can be directly traced back to the hyperinflation after World War I,
and perhaps to the introduction of the Deutsche Mark after World War II.
In our view, this account is oversimplified, and it is important to point
out that the concept of an “inflation culture” does not necessarily rely on
personal experiences. Rather, a multitude of personal experiences leads to
a situation where a shared and collective memory is created that encapsu-
lates the lessons from such an extraordinary period. Thus, while inflation
aversion has its roots in individual experiences, it becomes a social percep-
tion, which can be described as a form of “culture.” Although many people
do not recall much from this historic episode on a conscious level, they
still react strongly to rising prices based on the diffuse “inflation culture”
they absorbed during their socialization in Germany. Moreover, this is not
a deterministic relationship, as other societies were exposed to one or more
hyperinflations without developing a similar aversion toward rising prices.

In any case, a major problem with historical-feedback mechanisms of
the kind outlined in the preceding discussion is that the path depen-
dence of such an explanation makes it very difficult to test it empirically.
Using Eurobarometer survey data on core EU countries, Hayo (1998)
derives an indicator for a country’s inflation aversion.27 Figure 7.2 shows
the relationship between this indicator of national inflation cultures and
inflation rates.

27 In an earlier study by Collins and Giavazzi (1993), attitudes toward inflation and
unemployment are estimated using consumer expectations derived from surveys.
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Figure 7.2. Inflation aversion for EU countries and average inflation rates (in percent)
Note: The inflation aversion data are taken from Hayo (1998). Average inflation rates are
computed over the period 1967–1993.

There is a clear negative relationship between these variables, that is, those
countries with a stronger inflation aversion are characterized by relatively
low inflation rates. This correlation is at least as strong as that of CBI and
inflation given in Figure 7.1.28 Moreover, both CBI and inflation aversion
proxy are positively correlated. This finding supports the idea that inflation
cultures matter, although it does not help very much in discriminating
between a preference-instrument and historical-feedback view.

Hayo’s study is based on a macrolevel approach, and it cannot tell us much
about who within a society may be particularly interested in obtaining price
stability. van Lelyveld (1999a) focuses on a cross-section of countries at one
particular point in time (see also Prast 1996). He uses Eurobarometer 5
from 1976 to analyze two hypotheses put forward in the literature: First,
higher income leads to more inflation aversion relative to unemployment.
Second, having a more left-wing political opinion implies less concern for
inflation. In his results, van Lelyveld finds little support for the importance
of income, while there is more evidence that a higher preference for income
inequality will lead to less inflation aversion. An update of this analysis
using a survey from 1997 (Eurobarometer 48) shows that these general
results appear to hold, although individual models turn out to be rather
unstable (van Lelyveld 1999b).

28 As in the previous figure, the result does not hinge upon one crucial outlier. The observation
for Germany shows the strongest influence in terms of weakening the relationship. The
deletion of this country from the sample reduces the correlation to −0.63. However,
excluding Spain very much tightens the association (−0.84). Because there are fewer
observations (1986–93 only) to estimate the inflation sensitivity in the case of Spain, this
rather strengthens the argument.
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A somewhat different approach to explaining the relative inflation aver-
sion of societies is used by de Jong (2002). Here the idea is that nations differ
in cultural attributes. Certain cultural characteristics, such as the extent to
which an unequal distribution of power is accepted, help to explain why
some countries experience low inflation and others do not. The theoretical
argument is supported by country-level empirical data based on cultural
constructs developed by Hofstede (1980). One should note, however, that
the empirical estimates are plagued by small sample sizes and nonrobust
estimates. Apparently, some effects of cultural values on inflation take on
a more direct route without affecting CBI. The indicator for uncertainty
avoidance appears to be the most important of the cultural variables in the
explanation of inflation. Regarding CBI as a dependent variable, de Jong
(2002) finds that an unequal distribution of power is the most important
cultural concept.

Thus, from the point of view of an endogenous choice of monetary
institutions, we would argue that cultural differences across countries affect
the choice of CBI as an instrument to achieve low inflation rates. However,
the question of how exactly cultural variables affect CBI and inflation, that is,
the transmission channel(s) from culture via social preferences to economic
institutions, remains largely unsolved.

7.5.3 Political Interest Groups

One of the first contributions to take the idea of CBI endogeneity seriously
is that by Posen (1993). In his view, economic policy reflects the struggle
of interest groups attempting to influence policy in a way they consider
favorable. It is inappropriate to concentrate on questions of design of orga-
nizations only, such as central banks, and to ignore political interest groups.
In particular, he argues monetary policy is affected by the lobbying effort of
the financial sector, which is assumed to be highly inflation averse.

There are at least two reasons why commercial banks might fear inflation
and thus prefer a conservative monetary policy. As banks usually borrow
short and lend long, they are particularly vulnerable to changes in the spread
of interest rates. Times of high inflation are, sooner or later, followed by
attempts of disinflation or even deflation. Under these circumstances, banks
may come under severe pressures: First, the interest rate they have to pay to
get liquidity could be higher than the yield generated on their lending side.
Second, the resulting high real-interest rates lead to the problem of recov-
ering outstanding loans due to an increase in the likelihood of creditor
bankruptcies.
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Under these circumstances, introducing CBI may make it easier for the
financial-sector interest groups to lobby for their interests directly to the
policymaker itself, the central bank, rather than having to go through the
checks and balances of the political system. Further, since there are flows of
staff members between the central banks and private banks, it might be rela-
tively easy for the financial sector to make its interests heard by the monetary
authorities and vice versa. In view of this complementarity of interests, both
financial sector and central bankers form a coalition supporting each others’
demands, with the result that inflation will be kept low. This is supported
by recent evidence in Göhlmann and Vaubel (2007), who find for 11 Euro-
pean Monetary Union (EMU) countries (using data from 1973 to 2003),
that the professional background of central bankers is strongly correlated to
their policy. In particular, they find that professional economists run more
expansive monetary policy (which they attribute to Keynesian attitudes),
but that professional bankers implement a more restrictive monetary pol-
icy if they are appointed to central bank boards. This is at least consistent
with Posen’s argument.

Thus, in this framework, it is not CBI that causes monetary policy to strive
for low inflation rates. Rather, central bankers simply reflect the interests
of a specific group, namely the private financial sector, which is ultimately
the source of low inflation. The stronger the financial sector in its ability to
lobby for low inflation, the more weight will be given to price stability by
the monetary authority.

There are a number of problems related to Posen’s approach. First, it is
not obvious that low inflation rates are always in the interest of the financial
sector. For instance, the increase in nominal interest rates as a result of
higher inflation may mask a larger spread applied by banks. However, in
an empirical study on the performance of the financial sector, an empirical
study by Boyd et al. (2001) shows that monetary regimes allowing for high
inflation rates have a negative impact on the economic outcome of financial
institutions. In particular, an inflation rate of 15% appears to be a threshold;
the financial sectors in countries with a higher inflation rate experience
a significantly lower performance compared to those in lower inflation
countries.

Second, the empirical evidence that the financial sector is inherently infla-
tion averse is not compelling. Although Posen (1995) presents supportive
evidence, other studies find little support if at all (de Haan and van’t Hag
1995; Campillo and Miron 1997; Temple 1998). This need not necessarily
be seen as a rejection of Posen’s theory. The construction of the empirical
indicator for financial-sector inflation aversion involves a number of strong
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assumptions, and therefore may not capture the underlying theoretical con-
cept very well. Maier et al. (2002) show that the Bundesbank’s monetary
policy was influenced by financial-sector pressure. Although they do not
make this claim, their finding can be interpreted as indirectly supporting
Posen’s theory, based on the following argument: First, there is empirical
evidence that the financial sector affected monetary policy in Germany.
Second, Germany had one of the lowest inflation rates in the world over
their sample period. Third, this can be interpreted as indirect, albeit weak,
support for Posen’s claim of an inflation-averse financial sector influencing
monetary policy. However, as we have just discussed, there are other expla-
nations for the low inflation rate in Germany and, hence, we face a situation
of observational equivalence between different theoretical explanations.

Finally, if it truly were the influence of the financial sector that determines
CBI, then we should observe fluctuations in inflation rates over time to cor-
respond with variations in financial-sector lobbying power. Casual evidence
does not suggest a close correspondence, but this may be an issue deserving
more attention. Here one could try to test, in a multivariate context using
(smoothed) time series data, whether an indicator of financial-sector lob-
bying is able to significantly explain some parts of the variation in inflation
rates.

Taking for granted that some countries care a lot about keeping inflation
down, what makes them choose CBI and not one of the alternatives?

7.5.4 Legal System, Political System, and Factual CBI

We start off our discussion by returning to McCallum’s (1995) point that
delegation cannot solve a possible dynamic inconsistency problem, but only
relocates it to a different level. The crucial issue is the question of why dele-
gation should be more credible than leaving monetary policy in the hands of
the government. As argued above, credibility might be improved if chang-
ing delegation decisions is costly. A related point is based on the idea of
a constitutional arrangement as an insurance against short-run deviations
from the longer-run interests of society (Elster 2000). Society binds itself
in the same way that Ulysses had himself tied to the mast of his ship before
approaching the sirens. Hence, it may be useful to look at legislation, juris-
diction, and the political system in more detail. Indeed, there is theoretical
and empirical evidence that certain aspects of institutional characteristics
correlate with inflation rates.

Maxfield (1997) emphasizes that CBI could be used as an international
signaling device. It can be employed by politicians as a credible signal to
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international investors of their country’s high degree of creditworthiness.
Whether countries will use this signal depends on several national charac-
teristics: the actual effectiveness of the signal, the need for foreign capital,
the strength of the politicians’ power position, and the degree of capital
mobility. Thus, because countries will differ across these characteristics,
they have a varying degree of incentives to actually implement CBI.

Moser (1999) develops a model that contains two conditions for delega-
tion to be credible. First, there must be two decision-making bodies that
share the legislation and have veto powers over one another. Second, these
two legislative bodies differ with regard to their inflation-output prefer-
ences.29 The hypothesis he derives from this setup is that those countries
characterized by these conditions will have more independent central banks.
In the empirical analysis, he distinguishes among three groups of countries:
those with strong checks and balances in their legislation, those with weak
checks and balances, and those with no checks and balances. He finds that
countries with strong checks and balances have more independent central
banks compared to those with weak or no checks and balances, a point
that is confirmed by Keefer and Stasavage (2002, 2003). In a second step,
he regresses group dummies for checks and balances, plus these dummies
interacted with CBI on average inflation rates. The outcome of this regres-
sion is less straightforward. In particular, the shift term of the country group
with no checks and balances is smaller than that of the other groups. This
implies that countries with dependent central banks do not necessarily have
higher inflation rates. In our framework, this can be interpreted as evidence
that some countries have found other means to achieve low inflation rates.
It is worth pointing out that the proxy used by Moser to measure the legisla-
tive framework is limited in scope, and he might miss distinctive features of
the legal framework of some countries.

A related study makes the point that certain characteristics of political
systems may help us understand why countries have implemented CBI and
other countries did not is Farvaque (2002). Countries that have a bicam-
eral system may not have much need to delegate monetary policy, and thus
feature less-independent central banks. This result somewhat contradicts
Moser’s finding, as Farvaque uses a very similar proxy variable. An argument
to consolidate both results would be to point out that the presence of two
chambers does not by itself guarantee strong checks and balances and vice

29 Crowe (2008) makes a related point. He argues that countries with strong distributional
conflicts will grant independence to central banks in order to take monetary policy “from
the table,” thus making coalitions more likely.
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versa. More federal countries also exhibit a higher degree of CBI. An indi-
cator for the proximity of politicians to voters shows that the further away
politicians are, the higher CBI is. This is interpreted as a precommitment
device by the society. Finally, the longer governments stay in power (average
duration to longest duration in percent), the higher CBI is. This result is
interpreted as evidence that CBI is more prominent in countries exhibit-
ing greater political stability. However, this argument does not facilitate the
interpretation of CBI as a precommitment device in the above sense. In this
hypothesis, we would rather expect that societies showing greater short-
term volatility will bind themselves via formal institutional arrangements.

An empirical paper by Bagheri and Habibi (1998) analyzes the rela-
tionship between CBI and political liberty and instability. They find both
political liberty and stability are positively linked to CBI, which means
countries that allow more political freedom and are characterized by less
regime and political party instability show higher degrees of CBI. It is con-
jectured that CBI changes while countries move from nondemocratic to
highly democratic political systems. Within our framework, this implies
that CBI becomes directly dependent upon the nature of the political sys-
tem in a country, and the law of motion with respect to political change and
CBI is also clearly defined.

However, the empirical analysis shows a number of weaknesses. For
instance, there are almost no control variables in the models, while, at the
same time, the authors introduce a country group dummy for Austria, Ger-
many, and Switzerland, claiming the “. . . index of legal central bank for
these three countries was much higher than others and introduction of this
dummy variable significantly increased the quality of regressions” (p. 197).
This sounds very much like data mining and does not enhance trust in the
stability of the results.

There is a similar problem with Moser’s results, as he finds no supporting
evidence using the CBI indicator by Eijffinger and van Keulen (1995). He
states this is not surprising, as this index includes changes in central bank
law in preparation of entering the EMU. His defense is “. . .independent of
their political system, member countries of the European Union are forced
by the Treaty of the European Community to install independent central
banks” (p. 1584, footnote 12). This is not a convincing argument because
the “old” member countries entered into EMU by their free will, so if there
had not been a sufficient political commitment (as in the case of the United
Kingdom and Denmark), then they would not have joined. Survey data
(Eurobarometer) reveal that in each member country, except the United
Kingdom, Denmark, and Germany, that there was a majority of people in
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favor of entering the EMU (Hayo 1999). This also suggests that checks and
balances are only part of the story. In particular, if there were a consensus
in society on this issue, it is unlikely the two legislative bodies would differ
to such an extent that we would see noteworthy differences in the setup of
the central bank. In other words, the existence of an agreement to delegate
monetary policy to an institution with a higher degree of independence
than any national central bank, can be seen as a sign of a strong political
consensus rather than disagreement, and Moser’s argument becomes void.

A related argument with respect to checks and balances is put forward by
Keefer and Stasavage (2002, 2003). They show that checks and balances are
likely going to reduce expected inflation, and that delegation of monetary
policy to a central bank will only have the desired effect if checks and bal-
ances are a characteristic of the country’s political system. Moreover, checks
and balances should matter most when there is a high level of polarization
between veto players. In their empirical analysis they are able to show that
inflation tends to be lower in the presence of checks and balances. But the
existence of checks and balances makes little difference in situations of low
levels of polarizations and low levels of CBI. In other words, the usefulness
of checks and balances is conditional on the state of the other variables.

Finally, Hayo and Voigt (2008) argue that there is an interaction between
independence of the judiciary and CBI. In their view, judicial independence
affects inflation in – at least – two distinct ways: directly by lowering trans-
actions costs and thereby increasing growth and output, thus reducing the
incentive to use monetary policy, and indirectly by supporting and possibly
defending CBI against the interests of the executive or legislative in a coun-
try. A culture of rule of law may very much strengthen the position of an
independent central bank. If the government tried to undermine legal CBI
through the backdoor, the central bank could defend its rights as codified in
the respective laws by appealing to the relevant independent constitutional
court. In a cross-section of countries, they find evidence of both types of
transmission channels from the legal system to CBI and inflation rates.

In addition, government and central bank may create some sort of mutual
agreement or accord on the use of monetary policy. For instance, Good-
friend (1994) states that the 1951 Accord between the Treasury and the
Federal Reserve was a major step forward with regard to increasing the de
facto independence of monetary policy. He argues that a similar Accord
would help to protect central bank credit policies from misuse. In partic-
ular, he proposes rules regarding liquidity assistance to private financial
institutions, sterilized foreign exchange rate interventions, and the transfer
of Fed surplus to the Treasury.
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Furthermore, in a lawful society, public support for the central bank
may increase if it turns out that the government tries to bend the rules. A
related argument is based on the interpretation of the task of a central bank
as being similar to that of the legal system in terms of the protection of
property rights. Through their influence on seigniorage and the price level,
central banks can directly affect the taking and disposition of wealth from
the public and the distribution of wealth by government among individuals
(Hetzel 1997).

In a similar vein, Goodhart and Meade (2004) argue that countries’
choices for the independence of the judicial system and the independence of
their central banks are related. They discuss in particular the United States,
the United Kingdom, and the European Union, finding that the United
States and the United Kingdom have more individualistic monetary and
judicial systems than the European Union. Related to this, the accountabil-
ity of these two systems is larger than in the European Union. These findings
indicate that societies quite deliberately choose institutions in a consistent
manner.

Thus, the propulsion to create institutions for the protection of property
rights, including those that relate to the effects of money in the economy,
may be related to the rule of law in a society. As briefly discussed above, Hayo
and Voigt (2008) show empirically that the legal system affects inflation
through both a direct and an indirect channel. Hence, a culture of rule of
law may be some sort of substitute for a stability-oriented inflation culture.
However, a prerequisite for this argument to work is that CBI already exists,
and this again raises the question of why it came about in the first place.

Another issue is related to the problems created for written, formal central
banks rules in the context of changing economic circumstances. For exam-
ple, in the preamble of the Bank of Canada, Act Two objectives are stated,
stabilizing the external value of the currency and smoothing the business
cycle (Laidler 1997). At the time when it was written, it was expected that
the gold standard would be revived; nowadays, it reads like an anachro-
nism. This indicates that one needs to be prepared to adjust to changes in
relevant economic environment and economic knowledge, and over time.
Hence, even highly formalized central bank rules should be drafted allowing
for a possible adjustment in the future, even if this implies a weakening of
the legal foundation today. While the literature has started to isolate spe-
cific characteristics of the legal and political system that help to explain the
introduction of CBI, there remain a number of unresolved issues.

To summarize, in this section we argued that CBI is not even a sufficient
condition for achieving low inflation rates. CBI is an endogenous variable
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and, thus, the theoretical assumption of a causal link between CBI and infla-
tion is flawed. As underlying causal factors, we discussed national inflation
cultures, political interest groups, and particular features of the legal and
political systems in a country. It can be shown that empirical proxies for
these theoretical concepts explain inflation rates at least as well as indicators
for formal CBI.

7.6 Conclusion

In this chapter, we have argued that the conventional view that CBI is a
necessary and/or sufficient instrument for achieving low inflation rates is
not convincing. We present an alternative way of thinking about CBI that
we consider as theoretically and empirically more plausible. The underlying
idea is that societies have to make two decisions about monetary policy.
First, they decide on the importance they attach to fighting inflation as an
objective. Then, the second decision has to be made on what is the best
institutional arrangement to achieve the objective of price stability, given
the existing political, legal, and economic framework. The first decision
indicates CBI is not a sufficient condition for price stability, as it is not
the ultimate cause but just one instrument among others to achieve this
objective. The second decision makes clear that CBI is not a necessary
condition for price stability in general, although it may be the right solution
for some countries. Using this two-step procedure, we can encompass a
wide variety of findings on monetary policy and CBI in the literature, while
this is arguably not possible within the conventional framework.

In the first part of the chapter, we use theoretical arguments to ask how
strong and convincing the case for CBI really is. We argue that other solu-
tions to the time-consistency problem exist, such as inflation targets, fixed
exchange rates, and inflation contracts, and that some may be preferable
to independence and conservativeness because they involve lower costs of
achieving low inflation. It is usually impossible to write complete inflation
contracts, but inflation targets or exchange rate–based monetary policies
are practical and frequently chosen alternatives to CBI. These alternatives
are often combined with “independence” of the central bank, but as we
have argued, this cannot really be understood as proper independence
because goal independence is usually not granted. Hence, CBI is a rele-
vant concept in practice but it is not at all the only choice. Providing a
clear list of condition under which one or the other monetary policy solu-
tion is superior should receive high marks on a list of further research
topics.
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In the second part of the chapter, we present the existing literature on CBI
endogeneity. In particular, we identify two approaches that help to explain
why some societies choose to give fighting inflation a high policy priority
and others do not. First, there are cultural differences, which help to classify
societies according to inflation aversion. Second, political interest groups
may have a specific interest in keeping inflation low, and if they are strong
enough, they may be able to affect the political outcome in their favor.
In regard to the choice of CBI versus the other potential instruments, we
discuss the literature looking at political, legal, and economic determinants
of this choice. For instance, the higher costs of changing the legal status of
central banks in terms of political difficulties may lead to an adoption of
CBI. Political freedom may be a condition conducive to implementing CBI.
So while countries move toward greater political freedom, we would expect
CBI to be chosen more often. If, for whatever reason, CBI has already been
established, then an independent judiciary and a “culture of law” may help
to prevent any disguised attempts of a government to undermine legal CBI.
Under these circumstances, any change in the de facto degree of CBI would
only be possible through the normal legislative process, which would be
publicly debated and would raise the danger for politicians that the public
might turn against them.

Although our framework for analyzing monetary policy arrangements is
more refined than the usual CBI argument, it is still quite crude. For instance,
it does not allow for much flexibility in terms of informal arrangements. In
an interesting case study of France, Italy, and the United Kingdom, Cobham
et al. (1999) emphasize the importance of informal CBI in the conduct
of monetary policy. They show that changes in average inflation were not
always accompanied by changes in the degree of CBI, and that changes
in the formal degree of CBI did not always lead to the expected changes
in inflation rates, a finding that is also supported by later literature (see
Siklos 2002). Another point noted by several authors is public support for
the central bank needs to be strong enough to make the implementation
of (sometimes harsh) monetary policy measures successful (Posen 1995;
Bofinger et al. 1998; Hayo 1998).

There are several areas where further research would be necessary. First,
there is more to be learned about the causes for choosing antiinflation-
ary policy institutions by analyzing survey data. In particular, one could
combine macro- and microlevel information in a panel data set to address
a multitude of interesting questions. An interesting first step is the paper
by Di Tella et al. (2001), who look at the trade-off between inflation and
unemployment using a large cross-section of survey data, and combine
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micro- and macroseries in a two-step process. Second, the empirical evi-
dence for the interest group argument is still ambiguous. In addition, one
could fruitfully look at other interest groups apart from the financial sector.
Even more can be learned about why societies choose CBI and not one of
the other possible design instruments. Here the empirical results are quite
weak, and more energy should be spent on constructing appropriate indi-
cators to capture relevant characteristics of a country’s legal, political, and
economic framework.
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Independence and Accountability in Supervision Comparing

Central Banks and Financial Authorities

Donato Masciandaro, Marc Quintyn, and Michael W. Taylor

Abstract

Unlike the monetary policy function – nowadays, invariably the core
function of a central bank – the financial supervisory function is being per-
formed by a variety of institutions for whom there is less consensus about
the governance model than for central banks. This chapter sheds light on
recent trends in, and determinants of, financial supervisory governance,
with special attention to the position of the central bank. We first identify
similarities and differences in the theoretical approaches to the two key fea-
tures of governance for central banks and supervisors – independence and
accountability. We then disentangle empirically the institutional differences
between supervisory regimes governed by central banks and other institu-
tional arrangements. The analysis of the determinants of independence and
accountability arrangements for supervisors indicates that (1) the quality of
public sector governance plays a decisive role in establishing accountability
arrangements, more than independence arrangements; (2) politicians’ deci-
sions regarding the degree of independence and accountability seem to be
driven by different sets of considerations; and (3) the likelihood for estab-
lishing governance arrangements suitable for the supervisory task seems to
be higher when the supervisor is located outside the central bank.

8.1 Introduction

During the past 30 years, the monetary policy mandate of central banks has
been narrowing significantly. In a large number of countries, the central
bank mandate is now exclusively geared toward the goal of price stability.
All other goals that were explicit at some point in history, such as achieving
broader economic goals, gradually shed their importance. This narrowing
of the mandate has been accompanied by modifications to their external
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and internal governance arrangements.1 On the external side, a fair degree
of independence has been proclaimed a necessity to pursue its mandate.
During the initial push for independence, accountability arrangements were
almost an afterthought (see Amtenbrink 1999; Eijffinger and Geraats 2006
for overviews). Lately, accountability has started to receive more attention,
mainly among central banks that adopted an inflation targeting framework
(Siklos 2002, and for a critical review, see Buiter 2007).

All this time in the history of central banking, many central banks were
also the supervisors of the banking system. In some countries, such as
the United Kingdom, this function has historically been attached to the
central bank (Goodhart and Tsomocos, Chapter 5, this volume), while in
other countries, such as the younger nations in Africa and those emerging
from the former Soviet Union, capacity constraints, combined with the fact
that the central bank was one of the few reputable institutions in these
countries, made the central bank the natural institution to become the
supervisor.

The fact that many central banks thus took upon them – or were given –
a second mandate, instigated an intense debate among scholars on the pros
and cons of having monetary policy and bank supervision under one roof.2

The debate has not seen a clear winner: arguments pro and con were always
fairly balanced, with perhaps for developing countries the capacity con-
straints argument tilting the balance in favor of having both functions under
one roof.

The “emancipation” of financial sector supervision at the end of the
era of “financial repression” has added a new dimension to this debate.
As argued in Quintyn (2007a), in today’s liberalized financial systems, the
quality of corporate governance in financial institutions plays a pivotal role
in achieving financial system soundness and good corporate governance in
the economy more generally. Hence, in this environment, supervisors are
increasingly “governance supervisors” and, to pursue their mandate, they
need to be endowed with strong governance arrangements as well.

1 External governance arrangements define how the central bank relates to its principles
(independence, accountability, and transparency). Internal governance arrangements are
those arrangements needed to support the external arrangements, such as arrangements
to preserve the integrity of staff and its work (Das and Quintyn 2002; Quintyn 2007a),
as well as institutional arrangements regarding composition and operation of the various
boards inside the bank (Berger et al. 2008; Frisell et al. 2004).

2 Goodhart and Schoenmaker (1992, 1995), Haubrich (1996), Di Giorgio and Di Noia
(1999), Peek et al. (1999), and Abrams and Taylor (2000) for relevant contributions to the
debate.
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Faced with rapid changes in the financial systems worldwide, supervisory
architectures have been undergoing significant changes. The restructuring
wave of the past 10–15 years has made the supervisory landscape less uni-
form than before. In several countries, the architecture still reflects the classic
model, with separate agencies for banking, securities, and insurance super-
vision. However, an increasing number of countries show a trend toward
consolidation of supervisory powers, which in some cases has culminated in
the establishment of a unified regulator, either inside or outside the central
bank. In Europe this trend has seemed rather strong in recent years.3 So,
unlike the monetary policy function, which is typically performed by cen-
tral banks, the supervisory function is implemented by an array of different
types of institutions.

This reshaping of the supervisory architecture has set off a debate about
governance arrangements for these new agencies. In the U.K. case, Goodhart
(2002) and Westrup (2007) stressed that, among all the arguments that led
the Government in 1997 to establish the Financial Services Authority (FSA),
removing supervision from the Bank of England could have been a quid pro
quo for giving the latter monetary policy independence. The link between
the reform of the supervisory setting and the redefinition of its governance
can also be found in the views expressed by market actors. Westrup (2007)
reports, for instance, that in Germany, at least one part of the financial sector
representatives (represented in the Bunderverband Deutscher Banken, BdB)
were in favor of a unified model outside the Bundesbank, and with a weaker
degree of independence from the government than the latter.

The growing attention for the quality of the governance of those agen-
cies is no coincidence. Indeed, the restructuring of supervisory agencies is
a manifestation of the importance that policymakers, academia, and prac-
titioners, are giving to having in place a supervisory structure that matches
the needs of the markets and customers in the current, fast-evolving finan-
cial landscape. In addition, the new regulatory emphasis on the quality of

3 In addition to Norway, the first small country to establish a single supervisor in 1986, and
Iceland (1988), six “old” European Union member states – Austria (2002), Belgium (2004),
Denmark (1988), Germany (2002), Sweden (1991), and the United Kingdom (1997) – have
established a single supervisory authority outside the central bank. In Ireland (2003), the
supervisory responsibilities were concentrated in the hands of the central bank; the central
bank increased its responsibilities in the Netherlands (2005) too. Four countries involved
in the 2004 European Union enlargement process – Estonia (1999), Latvia (1998), Malta
(2002), and Hungary (2000) – have also moved to concentrate all powers in a single
authority. Outside Europe, a unified agency has been established in Kazakhstan (2004),
Korea (1997), Japan (2001), and Nicaragua (1999).
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the governance of the supervised institutions leaves no other option for the
supervisors but to have good governance practices as well.

Against this background, the premise of this chapter is that changing
tasks require appropriate institutional and governance arrangements. While
a multitude of institutional solutions are thinkable, each of these solutions
needs to be endowed with appropriate governance arrangements so that
these institutions can meet their objectives.

This chapter analyzes the emerging frameworks for supervisory gover-
nance, with a focus on independence and accountability, and with special
attention to the question of what the determinant of these emerging frame-
works are—that is, what the driving forces behind policymakers’ decisions
on independence and accountability frameworks are – and how they mesh
with existing frameworks for monetary policy governance. The chapter is
structured as follows. Section 8.2 sets the stage by reminding us of the high-
lights of the central bank governance debate relevant for the topic of this
chapter – supervisory governance. Section 8.3 draws parallels and contrasts
between central bank independence (CBI) and the case for independence
and accountability for supervisors. Sections 8.4 and 8.5 discuss the empirical
work. First, we analyze the independence and accountability arrangements
in 55 countries and compare those countries where central banks are in
charge of supervision with those that have a separate authority. Section 8.5
provides a first empirical analysis of the determinants of independence and
accountability in the sample. Section 8.6 summarizes the conclusions.

8.2 Designing Supervisory Governance: Hints from the Central
Banking Literature on Monetary Policy

We consider the design of the governance of the financial supervision agen-
cies as the solution to a delegation problem. The literature on CBI has been
the trendsetter in the broader discipline of studying the relationship between
regulatory agencies and their principal, the government. So, it is tempting
to draw methodological analogies with the abundant and still growing lit-
erature on CBI.4 This section will indeed take this strand in the literature
as the starting point and subsequently (next section) highlight the parallels
and differences between the theories behind central bank and supervisory
governance. In comparing the two types of agencies, we will point out that
the nature of the mandate that is delegated should be reflected in the way

4 For a complete survey, see Berger et al. (2000). See also Cukierman (2007).
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the governance arrangements are shaped. Before we embark on this, it is
useful to highlight that, when we talk about CBI, we essentially mean inde-
pendence with respect to the monetary policy function. We will contrast this
with the financial supervision function.

For central banks, the discussion about external governance arrange-
ments centered for a long time on independence alone, and even that topic
is of a recent date. As has been pointed out by Cukierman (2007), up to 20
years ago economic theory did not attach any importance to the concept
of CBI. The institutional arrangements became important when the theory
started to stress their role in controlling inflation. The theoretical foun-
dation for CBI is the so-called KPBGR inflation bias story, where KPBGR
stands for the three seminal contributions, that is, Kydland and Prescott
(1977), Barro and Gordon (1983), and Rogoff (1985).

The starting point is Kydland and Prescott’s (1977) time-inconsistency
argument – when a government’s optimal long-run policy differs from its
optimal short-run policy, it has an incentive to renege on its long-term
commitments. The problem is that, if economic agents anticipate such a
policy change, they will behave in ways that prevent policymakers from
achieving their original objectives (Barro and Gordon’s 1983 inflation bias)
and can therefore never build up policy credibility. Delegation to an inde-
pendent agency with different time preferences, or a different incentive
structure, than the government’s is considered the solution to this prob-
lem (Rogoff ’s 1985 conservative central banker) as this will establish policy
credibility.

These theoretical foundations, supported by empirical evidence from
countries with low inflation records, gave a strong push to the emergence of
independent central banks in many parts of the world in the late 1980s and
the 1990s. However, while the CBI model sometimes took on some mythical
proportions,5 some doubts and criticisms emerged from two sides. On the
one hand, several scholars raised the issue of the endogeneity of CBI and the
CBI-inflation nexus. On the other hand, objections were raised against the
near-total emphasis on the independence of central banks, and the almost
complete neglect of other aspects of governance in the debate, most notably
accountability – the so-called democratic deficit.

The democratic-deficit debate has a direct bearing on the discussion
in this chapter because it deals with the appropriate external governance
arrangements of central banks. The discussion on the endogeneity of the

5 See, for instance, references in Shiller (1997) and Tognato (2004). For an overview see
Quintyn (2007b).
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CBI-inflation nexus remains a very topical debate, but because it is less
relevant for the remainder of this chapter, we will not deal with it.6

The CBI model has also come under criticism for being too focused
on “independence,” as opposed to a more complete and balanced gover-
nance model. The first angle emphasizes the risk for a “democratic deficit”
inherent in the operation of an independent central bank (Fischer 1995),
and Stiglitz (1998) followed by others in the run-up to the creation of the
European Central Bank). Their message is that an institution as impor-
tant as the central bank cannot and should not escape or stand outside the
process of democratic accountability. There should be means to hold the
central bank accountable to the government, who bears the final respon-
sibility for the conduct of economic policy and who is accountable to the
electorate.

It is indeed fair to state that in the initial stages of the CBI literature,
accountability was treated as a mere afterthought. Some authors mentioned
the need for it, but not much attention was being paid. Accountability
was seen by many (not least by some of the central banks themselves)
as a requirement (nuisance) that undermined independence – the “trade-
off” view between independence and accountability.7,8 Progressively, the
concept of accountability started to receive theoretical attention.9 It became
clear that a credibility commitment is a medal with two sides.

On the one side, the central banker has to be independent, that is, the
bank enjoys the ability to implement monetary policy without external
(e.g., political) interference. On the other side, the central banker has to
be conservative, where conservativeness refers to the importance that he or
she assigns to price stability in its relation to other macroeconomic objec-
tives. Society trusts the central bank’s conservativeness if accountability
rules hold. In fact, the delegation of the monetary powers to a nonelected

6 For a systematic and detailed review, as well as reference to the original contributions, see
Hayo and Hefeker (2001 and in this volume), and the many papers referred to in those
contributions.

7 See, for instance, references to survey results of central bankers’ views on accountability in
Oosterloo and de Haan (2003).

8 Buiter (2007) argues that the democratic deficit is aggravated by the fact that most cen-
tral banks have only formal but no substantive accountability arrangements (in other
words, weak accountability). The lack of substantive accountability prevents a real dialogue
between the central bank and other stakeholders, notably the government.

9 Hughes and Libich (2006) analyze a monetary policy game considering at the same time
three institutional features: independence, accountability, and transparency, highlighting
synergies and trade-offs. Mihailov and Ullrich (2007) analyze both independence and
accountability in a model with monetary and fiscal policies.
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institution should be accompanied by accountability to be trusted and be
effective (Siklos 2002).

This is the point where the second angle comes in. With inflation target-
ing becoming a very popular monetary policy framework, the relationship
between independence and accountability – and transparency as well10 –
is likely to have an important place in the future research agenda (see also
Hayo and Hefeker, Chapter 7, this volume). The three institutional features
mentioned in the preceding represent the core of so-called central bank gov-
ernance. The virtuous effects of their interaction for the quality of central
bank governance has been neglected for too long. The growing attention
they receive now is a manifestation of the importance that policymakers,
academia, and practitioners are giving to have in place an institutional
structure that matches the needs of citizens.11

8.3 Defining Independence and Accountability in
Financial Supervision

The debate on an appropriate financial supervision governance model is of
recent origin and, hence, a “mainstream” view is only slowly emerging. In
recent years, several papers have argued that the responsibility for finan-
cial supervision should be delegated to an independent agency, that is, an
authority with clear objectives and political independence, having adequate
supervisory instruments at its disposal to achieve these objectives, and held
accountable in the exercise of its responsibilities to ensure adequate checks
and balances.12

These contributions have been informed from two sides. First of all, by the
discussion on CBI, as presented in the preceding. Second, by the emerging
broader debate on the role, and position within government, of independent
regulatory agencies as an inherent part of the spread of the“regulatory state”
model. Contrary to the CBI debate, the discussion on financial supervisors
has focused more rapidly on all aspects of their governance—independence

10 An up-to-date overview of the literature on central bank transparency is van der Cruijsen
and Eijffinger (Chapter 9, this volume).

11 So far, few studies have actually examined the governance of the central banks in all its
aspects. See Frisell et al. (2004), Crowe and Meade (2007), and Siklos (Chapter 11, this
volume).

12 Quintyn and Taylor (2003, 2007), Das et al. (2004), and Hüpkes et al. (2005). The Basel
Committee on Banking Supervision recognized the importance of both independence
and accountability in the revised “Core Principles for Effective Bank Supervision” (Basel
Committee on Banking Supervision 2006).
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was not seen as an end in itself, but as a means to achieve a solid governance
model, in its interactions with accountability, transparency, and integrity
(Das and Quintyn 2002; Quintyn 2007a,b).

The ongoing theoretical discussion has yielded the following insights:
(1) the foundations for independence are broadly the same for monetary
policy as for financial supervision, but (2) in the latter case, accountability
needs much more attention, and (3) transparency needs to have a some-
what different emphasis, given the commercially sensitive issues with which
supervisors deal with.

On independence, it has been argued that the case for supervisory
agency independence is analogous to that for CBI, in the sense that the
time-inconsistency problem, and the related issue of policy credibility, is
a universal problem for policymakers, irrespective of the field of compe-
tence. Quintyn and Taylor (2007) argued in favor of the “robust regulator”
in parallel with the “conservative central banker.” Politicians have an incen-
tive to interfere in the supervisory process, for example, by putting pressure
on the supervisor not to close a bank, as bank closure comes at a short-
term political cost, with depositors being harmed, even though forbearance
produces higher long-term resolution costs.13 In this analysis, the primary
aim of politicians is to extract short-term political rent from the supervi-
sory process, a phenomenon that can be explained within the framework
of the grabbing hand theory of government.14 To avoid this form of polit-
ical capture, the supervisors have to be able to resist undue influence from
government (what we term upward independence).

An additional argument in the supervisory independence discussion –
which has less relevance for CBI – is the danger for industry capture, which
derives from Stigler (1971). The argument stresses that regulation is likely
to be captured by private interests in the sense that a regulatory agency,
which is supposed to be acting in the public interest, becomes dominated
by the vested interests of the existing incumbents in the industry that it
oversees. In public choice theory, regulatory capture arises from the fact
that vested interests have a concentrated stake in the outcomes of policy
decisions, thus ensuring that they will find means – direct or indirect—to
capture decision makers. In the case of banking supervision and regulation,
such “industry capture” can take a number of different forms: using licens-
ing requirements to set high barriers to entry to favor incumbents rather
than new entrants to the industry; setting prudential regulations which

13 See Quintyn and Taylor (2003).
14 See Shleifer and Vishy (1998).
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are more lax than social welfare would require; and exercising forbearance
in the interests of the shareholders of specific institutions. Forbearance
exercised by the supervisor as the result of industry capture will have
the same long-run effects as forbearance exercised as the result of polit-
ical capture, that is, long-run resolution costs will be higher and social
welfare will be reduced. Hence, not only must supervisors be insulated
from political interference, but they must also be insulated from pressures
exerted by regulated intermediaries. Thus, independence from financial
industry capture (downward independence) can also be evaluated a good
practice.

Furthermore, supervisory independence can also be justified on the
grounds of cognitive factors: politicians have neither the expertise to design
policies in detail, nor the capacity to adapt them to changing conditions
or to particular circumstances. Important though this argument is, it is
certainly not as convincing as the time-inconsistency argument, because
politicians can rely on experts in all sorts of specialized areas if and when
needed.

The greater difference with the CBI debate is in the area of accountability
arrangements. Financial supervision function differs in many critical areas
from the monetary policy function, with a direct bearing on accountabil-
ity.15 First, their mandate is broader than in the case of monetary policy;
very often they have multiple mandates; and these mandates are harder
to measure than in the case of monetary policy. Second, they operate in
a multiple-principals environment, which has an impact on the types of
accountability arrangement. Third, but not the least, their supervisory and
enforcement powers can have a far-reaching impact, for instance, on the
property rights of bank owners. Finally, supervisory agencies – more than
monetary policy agencies – can fall victim of “self-interest capture.” This
refers to a situation in which the powers of the agency are captured by
individual supervisors pursuing their own self-interests, which may not be
consistent with social welfare. Regulatory self-interest can take a variety of
different forms including, in highly corrupt societies, the abuse of regula-
tory powers to extract rents that accrue directly to individual regulatory
staff. Less blatant, but potentially just as damaging, is the motivation of
“not on my watch,” that is, the desire of regulators to delay the emergence
of problems until after they have left office. Kane (1990) has stressed the
role that the protection of reputations and pensions played in the avoidance
by U.S. regulators of the recognition of problems in the savings and loan

15 For a detailed overview of these differences, see Hüpkes et al. (2005).
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industry at an earlier (and, thus, less costly to society) stage.16 Self-interest
capture can therefore lend itself as readily to forbearance and thus higher
long-run resolution costs as either political capture or industry capture are
likely to do. Unlike political or industry capture, the solution to self-interest
capture must instead take the form of agency accountability to provide soci-
ety with assurances that supervision is not being manipulated or subverted
by private interests.17 For example, there must be transparent reporting
procedures on supervisory activities to provide evidence that the regula-
tor’s powers are being used in accordance with the social contract between
depositors/taxpayers and the supervisory agency.18,19

Taken together, these features require a distinct approach to supervisory
governance. Their importance does not justify limiting independence per
se (as is sometimes argued) because there are many good reasons for super-
visory independence, but rather strengthening the accountability structure.
The design of accountability arrangements is in that regard all the more
important because well-designed accountability arrangements can help to
buttress agency independence. In other words, to arrive at solid governance
arrangement for financial supervision, one needs to exploit the fact that
independence and accountability are complementary and, thus, potentially
reinforce each other (Quintyn 2007a,b).

In sum, this section comes to the conclusion that (1) on agency indepen-
dence, the time-inconsistency argument justifies upward and downward
independence of the supervisor, and (2) accountability arrangements need
to be more elaborate for supervisors than for monetary policy to arrive at
a system of effective financial supervision. The next sections will explore
if politicians design the right institutional setting for financial supervi-
sion, along the lines defined in this section. We will also explore what the

16 Kane (1990). See also Boot and Thakor (1993).
17 Hüpkes et al. (2005).
18 Accountability as an external governance mechanism must be supplemented by internal

governance measures to enhance staff integrity in order to avoid self-interest capture. See
Das and Quintyn (2002) and Quintyn (2007a), who identify integrity as a fourth pillar for
regulatory governance.

19 It is worth noting that the three forms of agency capture discussed here are closely inter-
twined. Supervisory self-interest obviously plays an important role in assisting politicians
or the regulated industry to capture a regulatory agency. Alternatively, political capture
could be merely a form of financial industry capture if the politicians involved receive
campaign contributions or other forms of support from the industry. In other words, the
grabbing hand theory, the capture theory, and the self-interest theory can be deeply inter-
twined in practice. The potential interaction among these three different principal-agent
relationships and the agent self-interest incentives can create complications that add to –
and interact with – the standard incentive alignment problems.
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determinant are of the prevailing governance arrangements, and whether
we see differences in the determinants and the actual arrangements between
supervisors housed inside or outside the central bank.

The analysis of the “governance nexus” developed in Das and Quin-
tyn (2002) and Quintyn (2007a) leads us to expect that governments that
promote good public sector governance will also be supportive of good
governance arrangements for supervisors (and other regulators). These
governments understand that good supervisory governance is important
for financial sector governance, and will therefore endow the supervisor
with an appropriate degree of independence and matching accountability
arrangements so that the agency can fulfill its mandate.

8.4 Governance of Supervisory Function: Main Findings

This and the next sections report on the empirical findings with respect
to actual governance of the supervisory function. This section presents the
main findings with regard to the computation of governance indices, and
also compares them to some of the findings from CBI literature. The next
section empirically analyzes determinants of supervisory governance with
special attention to independence and accountability.

8.4.1 Sample and Methodology

This section builds on earlier work presented in Quintyn et al. (2007) (here-
after called QRT) on the computation of independence and accountability
ratings for supervisory agencies. While QRT compared independence and
accountability ratings before and after reforms in a sample of 32 countries,
this section only analyzes the current state of affairs,but broadens the sample
to 55 countries. While our interest goes to the quality of supervisory gover-
nance in its totality, we limit ourselves to independence and accountability
because, in our opinion, arrangements with respect to these two elements
of the governance framework need most input from the politicians and are
therefore in most countries part of a process of political negotiations. The
other two building blocks, transparency and integrity (as identified in Das
and Quintyn 2002, and Quintyn 2007a), are just as important but seem
easier to implement once the agency is endowed with appropriate indepen-
dence and accountability attributes. However, future research should devote
more attention to the relative importance of the four building blocks.

Furthermore, the focus of our research is on banking supervision. While
the importance of supervision of other segments of the financial system is
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constantly growing, banking supervision still remains the most important
supervisory activity in most countries, not the least because the banking
system remains the core part of the financial system in a great number
of countries. The sample contains 27 countries where bank supervision is
part of the central bank’s responsibilities and 28 countries where an agency,
separate from the central bank, is in charge of banking supervision (see
Appendix I for details). Among those separate agencies, 12 are unified (or
integrated) supervisors (i.e., they supervise all segments of the financial
system). In addition, two agencies located within the central bank are also
unified supervisors.

The methodology is the same as in QRT (2007). A total of 19 criteria
are identified to assess the degree of supervisory independence and 21 for
accountability. These criteria are derived from the work on supervisory
independence and accountability in Quintyn and Taylor (2003, 2007) and
Hüpkes et al. (2005), respectively.20 A rating of “2”is given if the law satisfies
the criteria, a “1” is given for partial compliance, and a “0” for noncompli-
ance. In some cases a “−1” is given for what are considered practices that
undermine both independence and accountability (such as, for instance, a
minister chairing the policy board, or legal provisions giving the minister
the right to intervene in the supervisory process). The individual ratings
are summed and normalized between 0 and 1. The rating process is based
on a review of the individual countries’ legal documents, supplemented by
assessments of the“Basel Core Principles for Effective Banking Supervision”
and of the “IMF code on Transparency of Monetary and Financial Policies”
published in the International Monetary Fund’s Financial Sector Stability
Assessments (FSSA). In some cases, additional information was acquired
from interviews with country officials. So, this is a de jure approach to the
quality of supervisory governance, and the authors are aware of the fact that
de facto situations may differ from de jure findings.21

8.4.2 Main Findings

Overview
Table 8.1 reports the total ratings (independence and accountability),
together with the individual independence and accountability ratings. The
total rating gives an indication of the overall quality of the arrangements, but

20 For the list of criteria, see QRT (2007) as well as a separate Appendix II available on request.
21 The difference between legal and actual indicators in the institutional analysis was

introduced in Cukierman et al. (1992).
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Table 8.1. Overview of ratings on supervisory independence, accountability on
independence in monetary policy

Governance features of supervisory function

Governance
features of

monetary policy
function

Country Total rating Independence Accountability
Independence

GMT

Armenia 0.74 0.84 0.64 0.81
Australia 0.71 0.76 0.67 0.63
Austria 0.64 0.79 0.50 0.94
Bahamas, The 0.60 0.84 0.57 0.31
Belgium 0.76 0.92 0.62 0.94
Brazil 0.53 0.55 0.50 0.63
Bulgaria 0.86 1.00 0.74 0.88
Canada 0.63 0.55 0.69 0.63
Chile 0.66 0.66 0.67 0.69
China 0.36 0.34 0.38 0.56
Colombia 0.60 0.68 0.71 0.50
Cyprus 0.56 0.74 0.40 0.56
Czech Republic 0.71 0.86 0.57 0.88
Denmark 0.63 0.63 0.62 0.75
Ecuador 0.66 0.87 0.48 0.94
Egypt, Arab Rep. 0.63 0.63 0.62 0.38
El Salvador 0.55 0.61 0.50 0.81
Estonia 0.66 0.69 0.55 0.81
Finland 0.69 0.61 0.67 0.94
France 0.65 0.63 0.67 0.94
Germany 0.63 0.47 0.76 0.88
Greece 0.63 0.79 0.48 0.81
Guatemala 0.35 0.21 0.48 0.63
Hungary 0.63 0.63 0.62 0.94
India 0.55 0.63 0.48 0.50
Indonesia 0.78 0.95 0.62 0.69
Ireland 0.86 0.92 0.81 0.81
Israel 0.50 0.53 0.48 0.38
Italy 0.66 0.82 0.52 0.81
Japan 0.55 0.47 0.62 0.44
Korea, Rep. of 0.53 0.47 0.57 0.56
Latvia 0.76 0.87 0.67 1.00
Mauritius 0.56 0.71 0.43 0.50
Mexico 0.71 0.82 0.62 0.69
Morocco 0.38 0.42 0.33 0.50
Netherlands 0.65 0.84 0.67 0.88

(continued)
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Table 8.1. (Continued)

Governance features of supervisory function

Governance
features of

monetary policy
function

Country Total rating Independence Accountability
Independence

GMT

New Zealand 0.73 0.74 0.71 0.44
Nicaragua 0.65 0.79 0.52 0.56
Nigeria 0.56 0.61 0.52 0.44
Norway 0.58 0.53 0.62 0.75
Peru 0.68 0.89 0.48 0.69
Philippines 0.56 0.61 0.43 0.63
Poland 0.59 0.55 0.62 0.88
Portugal 0.74 0.89 0.60 0.81
South Africa 0.54 0.55 0.52 0.25
Spain 0.74 0.63 0.83 0.88
Sri Lanka 0.54 0.55 0.52 0.56
Sweden 0.63 0.47 0.76 0.94
Switzerland 0.64 0.76 0.52 0.94
Trinidad and Tobago 0.63 0.74 0.52 0.44
Tunisia 0.46 0.61 0.33 0.69
Turkey 0.71 0.82 0.62 0.81
Uganda 0.59 0.66 0.52 0.56
United Kingdom 0.76 0.82 0.71 0.69
Zambia 0.59 0.45 0.71 0.44

Average 0.63 0.69 0.58 0.69
Standard deviation 0.11 0.17 0.11 0.19

From QRT (2007) and the authors’ own calculations for supervisory independence and accountability.
See Arnone et al. (2007) for update of GMT index on monetary policy independence.

could mask possible discrepancies between independence and accountabil-
ity arrangements, hence our interest in both separately as well.22 Table 8.1
also reports the rating for independence in monetary policy. For that we
used the updated results of the Grilli et al. (1991)-index (hereafter GMT),
computed in Arnone et al. (2007). GMT uses 15 criteria to define monetary

22 On the basis of the work on accountability in Hüpkes et al. (2005) and Quintyn and Taylor
(2007), which argue that there is no trade-off between independence and accountability,
but that accountability reinforces independence by making it effective, one would in theory
and ideally expect that both ratings would be in each other’s vicinity, that is, in a scatter
plot centered around the 45 degree line.
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policy independence. Some of these criteria overlap with the ones used
to identify supervisory independence, while others are different. Unfortu-
nately, no comparable data are available for central bank accountability
in monetary policy. The only authors who investigated this area are de
Haan et al. (1999) and Siklos (2002), but their sample is more limited
than ours.23

The findings on the governments’ revealed preferences with respect to the
granting of independence and the accountability arrangements for super-
visors broadly confirm the trends identified in QRT (2007). The average
total rating is 0.63, with a low of 0.35 (Guatemala) and a high of 0.86 (Bul-
garia and Ireland). However, these total ratings mask relatively significant
differences between the way policymakers separately look at independence
and accountability. There is, indeed, an impression that, in several cases,
these two are not considered as representing two sides of the same coin. The
average for independence (0.69) is higher than for accountability (0.58).
Independence ratings range between 0.34 (China) and 1 (Bulgaria), while
accountability ranges from a low of 0.33 (Morocco and Tunisia) to a high of
0.83 (Spain). Incidentally, the average of monetary policy independence is
the same as for the supervisory function, but with a slightly greater standard
deviation.

Overview by criteria
Turning to the individual criterion, the ratings per individual criterion
across the sample lead to a number of interesting observations. On inde-
pendence, starting with the highest satisfaction ratios, all agencies have an
enabling law (this used to be not the case when several agencies were govern-
ment departments), and nearly all of them have the legal powers to impose
and enforce sanctions. Most of them have autonomy with respect to their
internal organization (including staffing and salary structures). Around the
0.75 mark, we note a number of interesting observations. First, the number
of agencies that have the autonomy to issue regulations is at 0.75 and also
funding by, mainly, fees from the supervised entities is met at 0.77. On the
other hand, the right to issue and withdraw licenses is also at the same level
of compliance. While the right to issue regulations often is not allowed on
constitutional grounds, the power to license and revoke licenses seems an
inherent power of the supervisory process, yet many governments want to
retain some say in it.

23 Amtenbrink (1999) undertook an in-depth analysis of central bank accountability but did
not produce an index.
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Going further down the list of criteria, the critical issue of agency staff
having legal immunity generates a rating of only 0.69. The rating for having
in the law clear dismissal criteria for the chair of the agency is at 0.62. The
rating for having a clear article in the law that the agency is independent
stands at 0.45. Finally, a large number of agencies have government officials
on their policy boards (compliance of 0.46) and an even larger number of
laws provides for the possibility for the minister (of finance) to intervene in
the supervisory process (compliance is at 0.20). As was also found in QRT
(2007), we run into the contradiction in a number of cases that the law
states that the agency is independent, while at the same time a government
official is put in a decision-making function or the minister is given the
right to intervene.

On accountability, some of the criteria are broadly satisfied across the
sample of countries. These include the requirement to publish an annual
report on the activities of the supervisor and developments in the super-
vised sectors, the requirement to have internal and external audit processes
in place, and the procedures to disclose policies and decisions (typically
through web sites) (all above 0.90). Ex post budgetary accountability scores
at 0.85, and the same rating applies to the possibility of appeal for super-
vised entities. Interestingly, the traditional forms of accountability such
as submission of the report to the legislative branch and the executive
branch do not score extremely high (respectively, 0.80 and 0.67). Direct
accountability to the legislative branch is not a practice in countries with a
Westminster-type of government, where it is typically the minister who
represents the agencies (irrespective of the degree of autonomy of the
agency). Obligations for accountability to the executive branch are often
missing in the laws of those countries where a government official sits
on the agency’s policy board. Indeed, this line of accountability must
seem redundant in the eyes of those lawmakers if they opt for direct
control.

Lower scores on accountability apply to the issuance of a mission state-
ment (0.64) and the requirement to consult the supervised industry in
shaping the regulatory framework (0.54). Many “newer” forms of account-
ability (as opposed to the traditional forms of accountability toward the
legislative and executive branches) still need to gain ground: while the pos-
sibility of appeal by the supervised entities to the judiciary is fairly common,
few countries have special courts or procedures in place. Also, involving the
public at large in the regulatory process is still in its infant stages. Finally,
the rating on the requirement that laws provide for penalties for faulty
supervision is at a low 0.09.
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Overview by country groupings
The following tables present a breakdown by groups of countries. Table 8.2
shows, by region, that the European countries score the highest in
all respects. The discrepancies between supervisory independence and
accountability are the highest in the Americas and the Middle Eastern coun-
tries. We also note that monetary policy independence (GMT) is higher in
Europe than supervisory independence, while the reverse holds in all other
regions.

Table 8.3 is organized by income levels. High-income countries score
highest on the total and on accountability, while the middle-income coun-
tries score marginally higher on independence. The middle-income group
contains a number of countries where CBI is constitutionally guaranteed.
In some of them, supervision is housed in the central bank, while in oth-
ers, there is perhaps a positive spillover of this guarantee for the central
bank to the supervisory agency as well. We also see that monetary policy
independence is marginally higher than supervisory independence in high-
income countries, at the same level in middle-income countries and lower
in low-income countries.

A classification according to the political system, as measured by the
University of Maryland’s (2006) Polity IV project, is presented in Table 8.4.

Table 8.2. Governance ratings by region

Africa
(sub-Saharan)

(5)
Europe

(25)

Western
Hemisphere

(12)

Asia and
Pacific

(9)

Middle East and
northern Africa

(4)

Total rating 0.57 0.68 0.62 0.59 0.55
Independence 0.59 0.74 0.68 0.63 0.63
Accountability 0.54 0.62 0.56 0.56 0.48
GMT 0.44 0.83 0.63 0.56 0.60

Table 8.3. Governance ratings by country income levels

High income (25) Middle income (21) Low income (9)

Total rating 0.66 0.62 0.57
Independence 0.70 0.71 0.59
Accountability 0.62 0.55 0.55
GMT 0.72 0.71 0.54
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Table 8.4. Governance ratings according to polity∗

Mature democracies
(26)

New democracies
(24)

Autocratic regimes
(5)

Total rating 0.67 0.62 0.48
Independence 0.72 0.68 0.53
Accountability 0.62 0.57 0.44
GMT 0.75 0.66 0.54

∗See University of Maryland (2006) for source and explanation.

Mature democracies score highest in all respects. They grant greater degrees
of independence to their supervisors and have more developed accountabil-
ity arrangements than new democracies. However, the scores for mature and
new democracies are not that far apart, but are far above those for autocratic
regimes, as could be expected. We note again that monetary policy indepen-
dence is higher than supervisory independence, but not in new democracies.

8.4.3 Impact of the Location and Comparison with
Monetary Policy

This section compares the results from the point of view the central bank’s
involvement in the supervisory process. Table 8.5 presents the results
according to the location of the supervisors, and Table 8.6 provides the
standard deviations of the ratings. From Table 8.5 we see that the total
ratings are nearly identical, irrespective of the location of the supervisor.
However, as we have seen before, these total ratings may mask differences
between independence and accountability. We note that supervisors that
are located inside the central bank have been granted the highest degree of
autonomy, but also have the least elaborate accountability arrangements.
Supervisors located outside the central bank have lower degrees of inde-
pendence, with more-developed accountability arrangements. Moreover,
unified supervisors located outside the central bank are the lowest in degree
of independence and the highest in accountability. As discussed in QRT
(2007), accountability arrangements in central banks are typically geared
toward the monetary policy function, and miss several of the “360 degree”
features (accountability to all stakeholders, i.e., not just the government
but also the judicial branch, the supervised entities, customers of financial
institutions, and the public at large) that accountability in supervisory
matters should possess.
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Table 8.5. Governance ratings by location of supervisor

Outside central bank

Inside central bank All agencies Of which unified supervisors

Total rating 0.63 0.63 0.65
Independence 0.71 0.67 0.64
Accountability 0.57 0.60 0.65
GMT 0.62 0.75 0.78

Table 8.6. Standard deviations of total rating, independence and accountability and
CBI (GMT) according to location

Outside central bank

Of which unified Pm. total
Inside central bank All agencies supervisors sample

Total rating 0.12 0.10 0.11 0.11
Independence 0.16 0.18 0.20 0.17
Accountability 0.13 0.10 0.09 0.11
GMT 0.20 0.17 0.18 0.19

Noteworthy, too, is that the degree of supervisory autonomy is higher
than the degree of monetary policy autonomy for supervisors housed in the
central bank, and lower in the other categories. To a great extent, this is due
to the fact that GMT assigns a negative rating on monetary policy indepen-
dence if the central bank is also the bank supervisor. The reason is that, in
their view, supervision adds another objective to the central bank and may
distract the central bank’s attention from pursuing its primary objective.
Let us take Bulgaria as an example of the impact of this. The country scores
a “1” satisfaction ratio for supervisory independence. It complies with all
criteria for monetary independence in the GMT index, with the exception
of the bank supervision criterion. Hence, it has 0.88 for monetary pol-
icy independence. Other reasons may be that, for example, several central
banks in low-income countries (still) have no prohibition to grant credit
to the government, while they do have some (or most) of the features of
institutional independence that count for supervisory independence.

The standard deviations for supervisory independence, reported in
Table 8.6, are greater than for accountability. So countries, irrespective
of the location of the supervisor, seem to agree less on the acceptable
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degree of independence than accountability. Interesting is also that stan-
dard deviations are the greatest for the unified supervisors when it comes
to independence and the smallest for accountability. So there seems to be
more consensus on a desirable accountability model than an independence
model. For supervisors inside the central bank, this is exactly the opposite.
The other finding is that the GMT index has a larger standard deviation
than the supervisory independence measure for the total sample and for
central banks that house supervisors.

It is worthwhile to briefly discuss areas where the discrepancies in inde-
pendence and accountability arise, according to the location.24 The most
striking differences are in the relations with the political class: supervisory
agencies outside the central bank often have politicians on their policy board
(parliamentarians or ministers) and, in many cases, the law includes a clause
allowing the minister to intervene in the supervisory process. These agen-
cies also have less autonomy than the central banks in hiring staff, setting
salaries, and defining their internal organization. A number of these agen-
cies have been established, or been reformed recently, so one hypothesis
could be that these forms of curbing independence are a reaction against
something, perhaps the fact that politicians fear that central banks have
received too much independence.25 It should be noted too that supervisors
outside central banks score better in terms of legal immunity for their staff,
and the autonomy to issue regulations.

The picture that we get on the accountability side shows that supervisors
outside the central banks have higher satisfaction ratios in areas of “newer”
accountability.26 They score significantly higher on accountability toward
stakeholders (the regulated industry, consumers, and public at large), and
marginally higher on accountability toward the judicial branch. We can
interpret this as inertia on the part of central banks: several of these laws have
not been reformed for a long time, while supervisors located outside central
banks have relatively newer legal frameworks. Interestingly, accountability
toward the executive branch is more developed for central banks. A plausible

24 The detailed data are relegated to an appendix (not shown).
25 The account offered by Westrup (2007) shows that such factors may have played a role

in Germany, when it was decided to put supervision in a separate agency outside the
Bundesbank. More generally, the famous “grabbing hand” of the government could be at
work: reorganizing supervision to get more influence in the process.

26 As indicated earlier, agency accountability was traditionally defined as giving account to
the three branches of government. As discussed in Hüpkes et al. (2005) and Quintyn
(2007a), accountability, in conjunction with transparency is now defined more broadly as
giving account to all stakeholders, in order to build agency legitimacy.
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explanation for this could be that supervisors outside central banks have
comparatively more politicians in decision-making positions, and hence do
not see the need for additional reporting lines to this branch of government.

8.5 The Determinants of Supervisory Governance

While the previous section reveals some aspects of the policymakers’ prefer-
ences with respect to the governance arrangements for supervisors, it seems
useful to dig deeper into the matter in an effort to identify some patterns.
Thus, this section undertakes an econometric analysis of the determinants
of the governance arrangements for supervisors.

8.5.1 The Econometric Approach

The governance arrangements for supervisors can be viewed as resulting
from an unobserved variable: the optimal combination of the degrees of
independence and accountability, consistent with the policymaker’s util-
ity. Each regime corresponds to a specific range of the optimal governance
arrangements, with higher discrete values for the total, independence and
accountability corresponding to a higher range of supervisory governance.
Because the governance indices are qualitative variables, the estimation
of a model for such a dependent variable requires the use of a specific
technique.

Our qualitative dependent variable can be classified into more than two
categories, given that the governance indices are multinomial variables. But
the indices are also ordinal variables, given that they reflect a ranking. For
this, the ordered Logit model is an appropriate estimator, given the ordered
nature of the alternatives open to the policymaker.

Let y be the policymaker’s ordered choices, taking the values (0, . . . , 1).
The ordered model for y , conditional on a set of K explanatory variables
x , can be derived from a latent variable model [equation (1)]. In order to
test this relationship, let us assume that the unobserved variable vector, the
optimal degree of supervisory governance y∗, is determined by

y∗ = β ′x + ε (1)

where ε is a random disturbance uncorrelated with the regressors, and β is
a 1 × K vector of regressors.

The latent variable y∗ is unobserved. What is observed is the choice
of each national policymaker to endow the supervisor with a degree of



Independence and Accountability 239

independence and accountability: this choice is summarized in the value
of the total, independence and accountability indices, which represent the
threshold values. For our dependent variable there are 100 threshold values.
Estimation is carried out by means of maximum likelihood techniques,
assuming that ε is normally distributed across country observations, and
its mean and variance are normalized.

Which economic model will be tested? In Section 8.3 we highlighted
the importance of the “governance nexus” developed in Das and Quintyn
(2002) and Quintyn (2007a). So, public sector governance will be the key
variable to be tested, together with a number of control variables to detect
other influences and to test the robustness of our hypothesis. We expect a
positive relationship between the quality of public sector governance and
the three dependent variables to be tested, that is, the indices for the total,
independence and accountability.

As usual, the potential endogeneity among institutional variables will
allow us to draw only prudent statements in terms of causal relationships.
One important point in a future research agenda will be to identify instru-
mental variables that minimize the risks entailed from the endogeneity of
the relationship being estimated.

As a first control variable, we introduce GDP per capita as a scale variable
to test for the effect of the economic size of the country and its level of
economic development (the economic factor). Given the descriptive results
presented earlier, the sign of this variable is a priori unknown.

Next, we test for the impact of the structure of the financial markets (bank-
vs. market-dominated systems). In the literature on the determinants of the
emerging supervisory architectures, the structure of the markets plays a role.
Masciandaro (2006) and Freytag and Masciandaro (2007) find that coun-
tries with market-dominated systems tend to favor more the integrated
supervisory model. However, with a larger and updated sample, Mascian-
daro (2007) and Masciandaro and Quintyn (2008) find that the financial
market structure does not matter. So far, this control variable seems to be
a sample-sensitive variable. In our analysis of the drivers of governance
arrangements, it is a priori not clear whether the composition of the mar-
kets will have a decisive impact and, if so, whether its impact will be positive
or negative.

The next variable, the concentration ratio of the banking system, measures
regulatory capture risk. The hypothesis is that more concentrated banking
systems can more easily bundle their lobbying powers and influence the gov-
ernment’s decisions with respect to the desirable degree of independence
and accountability. This is an example of the grabbing hand hypothesis in
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which the government serves the interests of special groups.27 However,
the sign of the impact on governance arrangements is not clear a priori. A
negative sign would mean that the banking lobby has pushed for low inde-
pendence and weak accountability in the hope of being able to influence the
supervisor. A positive sign is also possible. Hardy (2006) shows that regu-
latory capture is not always negative. Bankers can push supervisors to have
strong policies so that their banks are not affected by contagion from weak
banks in the system. In that case, these lobbying bankers would probably
prefer supervisors with high independence and good accountability.

Our control variables also include the legal factor. Variables in this cat-
egory reflect one branch of the institutional approach that is suggested in
the literature, that is, the “legal origin” (La Porta et al. 1998) We test the
impact of possible common law effect, usually a proxy of a market-friendly
environment, as well as a specific legal factor, the German-Scandinavian
law effect to estimate a possible legal neighbor effect, highlighted in Mas-
ciandaro (2006, 2007) in the analysis of the determinants of the financial
supervision architectures. Accordingly, the sign of the legal factor(s) is a
priori undetermined.

The number of countries that are revisiting their supervisory structures
and at the same time the governance arrangements has been increasing year
after year. The Scandinavian countries were the forerunners at the end of
the 1980s and early 1990s, but it was in fact the establishment of the FSA
in the United Kingdom that stirred the wave of reforms that we have been
witnessing since then. So the question that we ask here is whether there
is a kind of fashion effect (or bandwagon effect) at work: are more recent
reformers inspired by the type of changes in governance arrangements that
were introduced by earlier reformers? A positive and significant coefficient
would imply that there is some bandwagon effect, while an insignificant
coefficient would mean that countries are not influenced by what others
decided with respect to governance arrangements.

It is often stated that “it takes a crisis to reform.” Hence, the model
we estimate also tests for the impact of a crisis experience on governance
arrangements. The expected sign is not clear because governments could
react in various ways to a crisis. Supervisors could be blamed for the crisis
and their level of independence could thereby be reduced, or for a given

27 Masciandaro and Quintyn (2008) only found weak evidence of the impact of the con-
centration ratio on the government’s decision regarding the degree of integration of the
supervisory architecture.
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level of independence, they could be subjected to greater accountability.
Other reactions are also imaginable. For instance, the government could, in
the wake of a crisis, grant more independence to the supervisor because the
government does not want to be blamed again in the future if another crisis
erupts.

We also test for the political factor, by introducing a variable for the polit-
ical system. It is expected that mature democracies are more comfortable
in granting independence to the supervisor and introducing accountabil-
ity arrangements because the system has the necessary level of checks
and balances.28 New democracies may be inclined to go the same way,
while notions of independence and accountability are fairly alien to auto-
cratic regimes. So the expected sign is positive with the political system
variable.

Finally, if we assume that the decision about the supervisory architecture
and its governance arrangements is a two-stage process, we can separately
test for the impact of two additional variables. In the first place, we control
for the impact of the policymaker’s decision to have, or keep, the supervisor
in the central bank. The sign is a priori undetermined. The overall impact
on supervisory governance of housing the supervisor in the central bank is
somewhat ambiguous: QRT (2007) and Table 8.5 indicate that supervisors
housed in central banks typically have a higher degree of independence and
a lower degree of accountability than their colleagues housed outside the
central bank.

The other part of the decision concerns the degree of integration of the
supervisor – the choice between sector-specific supervisors on the one
extreme and fully unified (or integrated) supervisors on the other. So we
also control for the impact of this decision on supervisory governance. QRT
(2007) and Table 8.5 show that governments tend to grant lower degrees of
independence and more complex accountability arrangements to supervi-
sors outside the central bank, and even more so to unified supervisors. The
effect on total governance is a priori unknown.

The general specification is represented by equations (2) and (3):

(supgov)i = β1(gov)i + β2(gdp/cap)i + β3(mcap)i + β4(conc)i

+ β5(anglosaxonL)i + β6(germscandL)i + β7(bandwagon)i

+ β8(crisis)i + β9(polity)i + β10(cb)i + ε (2)

28 See, for example, Keefer and Stasavage (2001) and Moser (1999) on CBI.
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(supgov)i = β1(gov)i + β2(gdp/cap)i + β3(mcap)i + β4(conc)i

+ β5(anglosaxonL)i + β6(germscandL)i + β7(bandwagon)i

+ β8(crisis)i + β9(polity)i + β11(sfa)i + ε (3)

with country i = 1 . . . 50.29

The dependent variables (represented here by “supgov”) are the total
rating, the independence rating and the accountability rating.

The independent variables are the following:

gov = Public sector governance: a quantitative variable for the public sec-
tor governance factor. It shows the structural capacity of the government
to formulate and implement sound policies30;

gdp/cap = Gross domestic product per head of population: a quantitative
variable for the economic size factor31;

mcap = Market capitalization/GDP: a quantitative variable for the struc-
ture of the financial market and the private governance factor. It shows a
measure of the securities market size, relative to GDP32;

conc = degree of concentration in the banking system: percentage of the
total deposits held by the five major banks of the country33;

29 Due to data limitations, only 50 countries were included in the econometric analysis.
30 The index is built using all the indicators proposed by Kaufmann et al. (2003). They define

(public) governance as the exercise of authority through formal and informal traditions
and institutions for the common good, thus encompassing: (1) the process of selecting,
monitoring, and replacing governments; (2) the capacity to formulate and implement
sound policies and deliver public services; (3) the respect of citizens and the state for the
institutions that govern economic and social interactions among them. Furthermore, for
measurement and analysis purposes, these three dimensions of governance can be further
unbundled to comprise two measurable concepts for each of the dimensions above for a
total of six components: (1) voice and external accountability; (2) political stability and
lack of violence; (3) government effectiveness; (4) lack of regulatory burden; (5) rule of
law; and (6) control of corruption. The authors present a set of estimates of these six
dimensions of governance for four time periods: 1996, 1998, 2000, and 2002. For every
country, therefore, we first calculate the mean of the four time values for each dimension of
governance; then we build up an index of global good governance in the period 1996–2004,
calculating the mean of the six different dimensions.

31 See World Bank (2003), World Development Indicators. For each variable we calculate the
mean of five time values: 1996, 1998, 2000, 2002, and 2004.

32 World Bank (2003), World Development Indicators, Stock Markets 5.3. For each variable
we calculate the mean of five time values: 1996, 1998, 2000, 2002, and 2004.

33 Barth et al. (2003).
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anglosaxonL, GermanScandL = binary variables for the law factor. They
are dummies that indicate the legal roots of a given country, representing
the control variables for the law and finance view34;

bandwagon = the year of the most recent reforms in the law(s) governing
the country’s bank supervisor. It is used to identify if reforms in later
years are triggered by demonstration effect of reforms earlier on in other
countries;

crisis = year of a banking crisis in the country, to identify if reforms in
governance arrangements are triggered by a financial sector crisis; and

polity = is a measure of the political system of a country (see University
of Maryland (2006) for further details).35

Equation (2) tests for impact of central bank as the supervisor (cb). This
is a 0–1 dummy with 0 when central bank is not the supervisor, 1 otherwise.

Equation (3) tests the impact of the presence of a single financial authority
(sfa), or the degree of concentration of supervisory activities. This index is
calculated in Masciandaro (2007), and distinguishes 7 degrees of integration
(0 being separate agencies, 7 fully integrated).

8.5.2 The Results

In multinomial ordered models the impact of a change in an explanatory
variable on the estimated probabilities of the highest and lowest of the order
classifications – in our case the governance ratings – is unequivocal: if βj is
positive, for example, an increase in the value of xj increases the probability
of having higher governance ratings.

Tables 8.7, 8.8, and 8.9 present the results for the total rating, indepen-
dence, and accountability. They reveal highly interesting results. First of
all, analyzing the overall ratings in Table 8.7, we find that supervisory gov-
ernance arrangements are strongly driven by the quality of the country’s
public sector governance. The significance of this variable is highly robust
in all specifications. In addition, we note that a bandwagon effect is at play,
and fairly significantly. Polity also plays a significant role, meaning that the

34 The legal roots are five: Anglo-Saxon Law (= Common Law); French, German, and Scan-
dinavian Laws (= Civil Laws); and Socialist Law (Others). In this analysis, for theoretical
reasons, we limited ourselves to the common law and the German-Scandinavian law.

35 The correlation between public sector governance and polity is 0.53, indicating that these
two variables measure different things.
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more mature a democracy is, the more the government is willing to grant
independence, with accompanying accountability. The impact of past crises
is significant but less so than for the other relevant variables. The only other
variable with significance is the German-Scandinavian law factor, but with
a negative sign. We return to this (puzzling) finding later in our discus-
sion. All other variables, including GDP per capita, do not have a significant
impact on the probability of having high quality governance arrangements.

From equations (8) and (9) in Table 8.7, we also learn that the presence
of supervisors in the central bank has a significant and negative impact on
governance arrangements, while more integrated supervisors outside the
central bank increase the probability of higher governance ratings.

When we dissect the results and look at the determinants of independence
and accountability separately in Tables 8.8 and 8.9, respectively, we see that
the results for the overall ratings mask a number of interesting findings.
First of all, public sector governance does not seem to have a significant
impact on the independence ratings. So the probability that supervisors
have a high degree of independence does not seem to depend on the quality
of a country’s public sector governance, but instead depends positively on its
economic size and political system, as well as a bandwagon effect. The latter
implies that, as the idea of independent regulatory agencies continues to
spread around the world, more countries are willing to embrace it. Another
finding from the independence equations in Table 8.8 is that neither the
role of the central bank as a supervisor, nor the degree of unification of
supervision outside the central bank, seems to have an impact on the degree
of independence.

The probability of having elaborate accountability arrangements, on the
other hand, is very strongly driven by the quality of the country’s public
sector governance. This variable is highly significant, and robust across
specifications. Other important determinants are the crisis experience and,
again, polity. We also find that the presence of the central bank has a negative
though insignificant impact on accountability, but for those supervisors
located outside the central bank, the more unified they are, the more likely
they will have elaborate accountability arrangements in place.

In sum, the empirical analysis of the drivers of supervisory governance
arrangements brings the following evidence:

• Good public sector governance has a decisive impact, but nearly exclu-
sively on accountability. Independence seems to be driven by other
factors.
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• Moreover, the results give the strong impression that policymakers do
not see independence and accountability as two sides of the same coin.
This impression was already raised in QRT (2007) and surfaced again
from the analysis of the tables and charts in this chapter. It is fairly
strongly confirmed by our econometric analysis. Politicians’ decisions
on the degree of independence and accountability of their supervisors
seem to be driven by a different set of considerations. Only polity is
present in both, meaning that the more mature a democracy is, the
more likely it is that higher degrees of independence and account-
ability will be granted. Accountability is additionally driven by crisis
experiences, while independence is influenced by a type of fashion or
bandwagon effect.

• The location of the supervisor has an influence. We modeled a two-
stage decision-making process by the policymaker (inside or outside
central bank, unified or not). Location and unification do not seem
to have a great impact on the probability of high independence, but
they do have an impact on the degree of accountability. Indeed the
likelihood for more elaborate accountability increases when the cen-
tral bank is not the supervisor. This is obviously related to the fact that
central bank accountability arrangements are and remain predomi-
nantly geared toward monetary policy, which are less demanding than
supervision.36

• Finally, we are confronted with the puzzling strong negative impact of
the German-Scandinavian law factor. This finding needs further anal-
ysis. A likely explanation is that this variable captures some other effect
as it is very unlikely that the German legal tradition has a bias against
independence – witness the high degree of independence that the Bun-
desbank enjoys. Inspection of the data shows that all the countries that
fall under this law tradition have fairly low rates of supervisory inde-
pendence for a variety of unrelated reasons.37 If this is the case, it means
that law traditions have no impact on governance arrangements, and
that we need to look for another variable to capture the effects that we
see in the German-Scandinavian variable.

36 See Hüpkes et al. (2005) on this topic.
37 The Scandinavian countries were the first ones to unify their supervisors in the late

1980s and early 1990s, and in those days, there was no talk about supervisory gover-
nance, let alone independence. They have relatively modest independence ratings. QRT
(2007) discussed the reasons why Austria, Germany, and Korea also have below-average
independence ratings.
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8.6 Conclusions

Unlike the monetary policy function that is typically the core function of
a central bank, the supervisory function is being performed by a variety of
institutions for whom there is less consensus about the governance model
than for central banks as monetary policy agents. This chapter analyzes
empirically recent trends in, and determinants of, financial supervisory
governance, with special attention to the role of the central bank as supervi-
sor. The chapter starts from an identification of similarities and differences
between the approaches to central bank governance as a monetary policy
authority and financial supervisory governance. While the arguments for
independence are found to be broadly similar, we demonstrate that the
supervisory function requires more elaborate accountability arrangements
to make supervision effective. Next we test whether, on the basis of a sample
of 55 countries, this need for solid accountability arrangements is reflected
in the reality. We first calculate the levels of supervisory independence and
accountability and disentangle the institutional differences between super-
visory regimes governed by central banks from those in which a different
authority is in charge of supervision. Finally, we analyze empirically the
determinants of independence and accountability arrangements and come
to a number of interesting conclusions: (a) the quality of public sector gover-
nance plays a decisive role in establishing accountability arrangements,more
than independence arrangements; (b) governments tend to lean toward a
combination of independence and accountability arrangements for their
supervisors that is different from the mainstream model of monetary policy
governance, with more emphasis on accountability; (c) however, based on
the revealed preferences, the model is not yet well defined. As a matter of fact,
the econometric analysis of the determinants of governance arrangements
reveals that independence and accountability are not seen as two sides of
the same coin but that different considerations determine their degrees; and
(d) that policymakers are better able to implement these preferences in sepa-
rate financial authorities (i.e.,outside central banks),whereas signs of inertia
seem to surround the governance arrangements in central banks that are
also supervisors, that is, their arrangements tend to remain geared toward
the monetary policy function with accountability receiving less attention.

Findings (c) and (d) lead us to the main conclusion of this chapter:
policymakers should approach accountability as a problem of institutional
design. First, policymakers who now tend to lean mostly toward strong
accountability for their financial sector supervisors – which is justified
in light of their broad mandate – should appreciate independence and
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accountability more as two sides of the same coin and elaborate balanced
arrangements. And second, central banks that are also supervisors may wish
to accommodate this trend by revisiting their accountability arrangements
and diversify them to meet the requirements posed by the need for financial
sector supervision.

The second point deserves attention from another angle as well: current
trends – reinforced by the 2007–2008 crisis – indicate that we have entered a
new era with central banks again reaching beyond their current frontiers, as
they are including the goal of financial stability into their mandate. Adding
financial stability as an explicit objective requires revisiting accountability
arrangements because this objective is not as clearly defined and definable
as price stability. The survey by Oosterloo and de Haan (2004) indicates
indeed that central bank accountability arrangements are, in general, not
meeting the needs of this new objective. So pushing the frontiers requires
an adaptation in the governance arrangements.

Appendix A. Countries selected for the survey

Country Year of last reform Banking crisis Location bank
(legislative or (year) supervision
institutional)

Armenia CB
Australia 1998 OCB, U1

Austria 2002 OCB, U
Bahamas (The) 2000 CB
Belgium 2004 OCB, U
Brazil CB
Bulgaria CB
Canada 2006 OCB, U
Chile 1997 OCB
China, PR 2004 Distress throughout 1990s OCB
Colombia 2003/20052 OCB, U
Cyprus CB
Czech Republic CB, U
Denmark 1988 Distress in early 1990s OCB, U
Ecuador 2001 2000 OCB
Egypt CB
El Salvador OCB
Estonia 1998 OCB
Finland 1993/20032 1991 OCB, U3

France OCB3

(continued)
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Appendix A. (Continued)

Country Year of last reform Banking crisis Location bank
(legislative or (year) supervision
institutional)

Germany 2002 OCB/CB, U4

Greece CB
Guatemala 2002 OCB, U
Hungary 2000/20042 OCB, U
India CB
Indonesia 2004 1997 CB5

Ireland 2003 CB, U
Israel CB
Italy CB
Japan 2000 Distress throughout 1990s OCB/CB4

Korea 1997 1997 OCB
Latvia 2001 OCB, U
Mauritius 2004 CB
Mexico 1995 1994 OCB
Morocco CB
Netherlands 2004 CB1

New Zealand CB
Nicaragua 2004 2000 OCB, U
Nigeria CB
Norway 1988/20032 1991 OCB, U
Peru OCB
Philippines (The) CB
Poland 1997 CB6

Portugal CB
South Africa 1991 CB
Spain CB
Sri lanka CB
Sweden 1991/20032 1991 OCB, U
Switzerland OCB
Trinidad and Tobago 2005 CB
Tunisia CB
Turkey 2001 2000 OCB
Uganda 2004 CB
United Kingdom 1997 OCB, U
Zambia CB

Note: CB = in the central bank; OCB = outside the central bank; U = unified.
1 Part of a “twin peak” arrangement.
2 Two reforms – last one is taking into account.
3 Affiliated with the central bank.
4 Central bank in charge of on-site inspections.
5 Bank supervision will be transferred to unified supervisor in 2010.
6 Bank supervision will be transferred to unified supervisor in 2010.
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Abstract

Since the move toward more central bank transparency, a lot of research
on its desirability from an economic viewpoint has been carried out. We
provide an up-to-date overview of this transparency literature. First, we
show how the theoretical literature has evolved by looking into branches
inspired by Cukierman and Meltzer (1986) and by investigating several,
more recent research strands (e.g., coordination and learning). Then, we
review the empirical literature that has been growing recently. Last, we dis-
cuss whether the empirical research resolves all theoretical question marks,
how the findings of the literature match the actual practice of central banks,
and where there is scope for more research.

9.1 Introduction

Central banks used to be very secretive, but in the last two decades a
lot of central banks have changed their regime into a more transparent
one.1 As central banks became independent, transparency gained impor-
tance because it is a necessary prerequisite of accountability, for which the
need increased. An additional reason why transparency came into promi-
nence is its likely influence on the formation of expectations. With the

Views expressed are our own and do not necessarily reflect those of the institutions we
are affiliated with. We would like to thank De Nederlandsche Bank seminar participants,
and Jakob De Haan, Maria Demertzis, Peter van Els, Marco Hoeberichts, Lex Hoogduin,
Joris Knoben, Pierre Siklos, Job Swank, two anonymous referees, and participations of the
conference “Frontiers in Central Banking” (Central Bank of Hungary, 2007) for helpful
comments and suggestions.

1 Goodfriend (1986) provides a nice summary of, and comments on, the Fed’s written
defense for secrecy made in 1975 when it was sued to make its policy directive and minutes
public immediately after Federal Open Market Committee meetings.
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increased importance of financial markets, managing inflation expecta-
tions has become key in monetary policymaking. It determines the success
of the transmission of monetary policy. There are several benefits from suc-
cessfully steering market expectations, like reduced uncertainty, improved
planning of market participants, lower interest rate volatility, and more
effective monetary policy (e.g., Issing 2005). It is, however, not obvious
whether transparency actually improves the steering of market expectations.
Although a lot of research has been conducted in this field, no agreement
has yet been achieved on the desirability of transparency from an economic
viewpoint. These studies vary with respect to the analyzed aspect of trans-
parency and their method of analysis, which makes it difficult to assess an
overall pattern.

Central bank transparency is often defined in the literature as “the
absence of asymmetric information between the central bank and the pri-
vate sector.” According to this narrow definition of transparency, the degree
of transparency automatically increases when the central banks provide
more information. However, in practice, more information does not always
improve the public’s understanding. A broader definition of transparency
accounts for this fact and defines transparency as “. . .the degree of com-
mon understanding of monetary policy between the central bank and the
public.” (Winkler 2002, 402).

We provide more insight into the transparency literature, refraining
from accountability issues. By doing so, several questions will be answered:
(1) Does the theoretical literature come to a unanimous conclusion with
regard to the desirability of transparency? (2) If not, what causes differ-
ences in outcomes? (3) Does the empirical literature provide answers to
some potential theoretical question marks? (4) Is there scope for further
research?

This is not the first overview of the literature on the economic effects of
central bank transparency. Earlier surveys discussed the literature based on
different categorizations of transparency (Geraats 2002; Hahn 2002; Car-
penter 2004) or views of transparency (Posen 2003).2 Since the realization
of these overview papers, however, the literature on central bank trans-
parency has further developed. Moreover, several new theoretical research
strands emerged, such as the work on coordination games, committees,
and the literature on learning. Our survey describes the chronological
development of the theoretical transparency literature to give more insight
into its development. In addition, and only starting to evolve recently, a lot of

2 See Geraats (2006) for an overview of the practice of monetary policy transparency.
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empirical research has been performed, and is reviewed as well. To improve
the insight into the desirability of more transparency from an economic
viewpoint, an up-to-date overview is needed. Note that we focus on the
literature that analyzes the effects of longer-lasting transparency changes,
and steer clear of works on the effects of day-to-day communication, which
is reviewed by Blinder et al. (2008).

Figure 9.1 summarizes the chronological evolution of the theoretical
transparency literature.

We start by exploring the theoretical literature based on the seminal work
of Cukierman and Meltzer (1986), henceforth CM (1986). Three different
branches that are (partly) based on this work are distinguished and discussed
in chronological order. They differ in the specific aspect of transparency that
is discussed: transparency about preferences, economic transparency, or
control-error transparency. Besides the research inspired by CM (1986), we
summarize various other strands of the theoretical literature. The research
based on reserve targeting models, which dates from the end of the 1980s
and the beginning of the 1990s, has become outdated because, nowadays,

1986 Cukierman and Meltzer (1986) [2.1]

1987 Reserves 
targeting1988

1989 Preferences 
[2.1.1]1990

1991
1992
1993

1994

1995 Economic 
transparency

[2.1.2]
1996
1997
1998
1999
2000

2001 Control errors 
[2.1.3]2002 Coordination 

[2.2]2003 Committees 
[2.3]2004

2005 Learning 
[2.4a]2006

2007

Figure 9.1. Overview of the theoretical transparency literature
Note: This figure summarizes the theoretical transparency literature. We distinguish five
different strands: (1) Cukierman and Meltzer (1986), (2) Reserves targeting, (3) Coordi-
nation, (4) Committees, and (5) Learning. Strand (1) consists of three separate branches:
(a) preferences, (b) economic transparency, and (c) control errors. The numbers in
brackets in the figure correspond with the subsections in which these parts of the
literature will be discussed. The time line is on the vertical axis.



264 Carin van der Cruijsen and Sylvester C.W. Eijffinger

almost all central banks target interbank or repo-rates instead. Therefore, it
is not discussed in detail in this chapter. Recently, several new strands of lit-
erature emerged which will be analyzed herein. The analysis of transparency
within coordination games is a concept first introduced by Morris and Shin
(2002). The idea is that there is public as well as private information about
the fundamentals of the economy. Agents want to match these fundamen-
tals, but face a coordination motive as well. Another recently emerged strand
of literature analyzes the effect of transparency within monetary policy com-
mittees (e.g., Sibert 2003; Maier this volume). The newest strand of research
discussed here is the learning literature based on Evans and Honkapohja
(2001), which, in contrast to the previous literature on central banking,
does not assume rational expectations. After Svensson (2003) pointed out
that the effect of transparency on learning was largely neglected, research
within this field evolved. This strand of literature assumes that agents engage
in learning; for example, about the central bank’s policy model. Managing
inflation expectations then becomes more important.

The ultimate test for the desirability of transparency from an economic
standpoint is empirical research. One requirement for empirical research
is to have some measure of transparency at one’s disposal. At first, empir-
ical research was hindered by the lack of transparency data. Later on, the
construction of several measures of transparency enabled more empiri-
cal research. Several researchers have attempted to measure transparency,
e.g., Bini-Smaghi and Gros (2001), Siklos (2002), Chortareas et al. (2002a),
and Haan et al. (2004). A disadvantage of these measures is that they are
time invariant. In contrast, the Eijffinger and Geraats (2006) index contains
information about the relative degree of transparency of central banks and
the timing of transparency events. Dincer and Eichengreen (2007) have
used the Eijffinger and Geraats methodology to cover a longer data period
(1998–2005 instead of 1998–2002) and included more central banks (100
instead of 9).

This chapter is structured as follows. In Section 9.2 we provide an
overview of the theoretical literature. In order of appearance we discuss the
findings of: CM (1986) and the research inspired by it (9.2.1), the coordi-
nation literature (9.2.2), the committee models (9.2.3), and the learning
literature (9.2.4). We conclude on the theoretical literature in Subsec-
tion 9.2.5. In Section 9.3, we move to the empirical findings. Anticipation,
synchronization, macroeconomic variable effects, and credibility, reputa-
tion, and flexibility effects are analyzed in separate subsections (9.3.1 to
9.3.4). A brief cross-country comparison of the results is given in Subsec-
tion 9.3.5. Finally, in Section 9.4, we discuss the findings and provide some
directions for further research.
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9.2 Theoretical Findings

We focus here on the particular aspect(s) of transparency that is (are)
changed in a direct manner in the models used and on which more insights
into its desirability is provided. We use the classification of Geraats (2002)
into five different transparency categories:

1. Political transparency includes information provision about the central
bank’s goals: a formal statement of the target(s), how they are prior-
itized, and quantified. Institutional arrangements (e.g., central bank
independence) lead to higher political transparency because there is
less pressure to deviate from these objectives.

2. Economic transparency exists when the central bank shares the knowl-
edge about the economy that it uses for monetary policy: the economic
data, policy models, and internal forecasts.

3. Procedural transparency concerns openness about the procedures used
to make monetary policy decisions. It is higher when the central bank
is open about its strategy, and when it publishes voting records and
minutes.

4. Policy transparency is present when the central bank announces and
explains its policy decisions immediately and indicates future policy
paths.

5. Operational transparency considers openness about how well pol-
icy actions are implemented. It is higher when the central bank is
open about the control errors in realizing its operating instrument
or the goal set, and when the central bank discusses the macroe-
conomic disturbances that influence the transmission process from
policy instruments to outcomes.

The relevance of model choice is illustrated by Cukierman (2002), who
compares the transmission of monetary policy in three different models:
1) a monetarist Lucas-type expectations augmented Phillips curve, 2) a
neo-Keynesian model with backward-looking pricing, and 3) a new Key-
nesian model with fully forward-looking pricing. In the latter two models,
nominal prices are sticky and therefore the nominal interest rate affects
the real interest rate. In these three models, monetary policy affects infla-
tion and output levels in different ways. In the first (Lucas-type) model,
only unanticipated monetary policy has an effect on output and inflation
is directly related to the money supply (quantity theory of money). In the
other two models, short-run output is demand determined. Independent of
the presence of surprise inflation, interest rate changes can influence output
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by affecting demand. The effect that the policy choice has on the inflation
rate depends on its effect on the size of the output gap. In the backward-
looking neo-Keynesian model, current policy can affect the output gap with
a one-period lag, and inflation with a 2-year lag. In contrast, in the forward-
looking new Keynesian model, current policy can already affect the present
values of the output gap and inflation by changing the expectations that
currently exist about future variables.

In the next sections we will discuss the various strands of literature in
chronological order. A summary of the theoretical literature is provided in
Appendix A.

9.2.1 Cukierman and Meltzer (1986)

The theoretical work on the economic effects of central bank transparency
started in the 1980s with the work of CM (1986). In this model the cen-
tral bank determines the extent to which the public observes its targets by
setting the quality of inflation control. The higher the latter, the easier it is
for economic agents to deduce the central bank’s objectives by looking at
past inflation. Based on the optimal policy models by Kydland and Prescott
(1977), and Barro and Gordon (1983b), CM (1986) conclude that the eco-
nomic desirability of transparency is ambiguous. To give an idea of how they
reach this result, we briefly describe the general structure of their model and
discuss the intuition of the results that CM found based on this model.

As is shown by equation (1), period i’s realized inflation rate (πi) is a func-
tion of the policymaker’s planned inflation rate (π

p
i ). Control is imperfect;

ψi is a stochastic serially uncorrelated normal variate. Its mean is zero and
its variance is σ 2

ψ .

πi = π
p
i + ψi (1)

Equation (2) is the central bank’s multiperiod, state-dependent objective
function. The central bank chooses the planned rate of inflation such that
this objective function, which depends on both inflation and output, is
maximized. Ceteris paribus, lower inflation is preferred. In addition, central
banks want to create surprise inflation to stimulate output.3 In equation (2),
β is the central bank’s discount factor, E0 is the expected value operator
conditioned on the available information in period 0, including a direct
observation of the central bank’s period 0 weight (x0) attached to inflation
surprises (ei) to stimulate output. The policymaker’s choice of the planned

3 Variations on this maximization problem are used in other theoretical transparency papers.
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inflation rate depends on its weight attached to the benefits of surprise
inflation (economic stimulation) and its costs (higher inflation).

max
{πp

i ,i=0,1,...}
E0

∞∑
i=0

β i

(
eixi − (π

p
i )2

2

)
(2)

The central bank knows the manner in which the public forms its expec-
tations about inflation, up to a random shock. Therefore the central bank
knows the unanticipated rate of inflation (ei) [as defined in equation (3)]
it creates by picking a particular planned inflation rate. E[πi |Ii] is the pub-
lic’s forecast of realized inflation, given the public’s information set Ii . This
information set includes the realized inflation rate up to and including the
previous period.

ei = πi − E[πi |Ii] (3)

Equation (4) describes the central bank’s shift parameter xi . It is more likely
to be positive than negative and the shift parameter changes in response
to unanticipated events. These preferences show some persistence, which
is a function of a constant A (which measures the bias toward economic
stimulation) and a time-varying component pi .

xi = A + pi , A > 0 (4)

This time-varying component depends on its past value, with the strength
ρ (between 0 and 1), and on a serially uncorrelated normal variate (v) that
does not depend on the control error (ψi):

pi = ρpi−1 + vi , 0 < ρ < 1, v ∼ N
(
0, σ 2

v

)
(5)

The public cannot observe the weight attached to surprise inflation (xi)
directly. Control errors can be used to hide shifts in preferences. Based on
past observations of inflation, the public then imperfectly infers xi . For
more model details and the derivation of the results, we refer to the CM
(1986) paper. For the aim and scope of this review it is sufficient to take a
look at the results that they found. The planned inflation rate is described
by equation (6).

π
p
i = 1 − βρ

1 − βλ
A + 1 − βρ2

1 − βρλ
pi (6)

When equation (6) is put into equation (1) the actual inflation rate turns
out to be:

πi = 1 − βρ

1 − βλ
A + 1 − βρ2

1 − βρλ
pi + ψi (7)
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The actual unconditional mean of the inflation rate is:

E(πi) = 1 − βρ

1 − βλ
A. (8)

When there is some degree of time preference (β < 1), a higher bias of the
central bank toward economic stimulation (A) leads to higher average infla-
tion. When inflation control is less effective (a higher variance of the control
errors: σ 2

ψ ), the adjustment of expectations is slowed down (the memory
of the public of past policies, λ, is higher; i.e., recent developments carry
less weight in the formation of current expectations). Because the public is
slower in recognizing shifts to a more expansionary policy, the detrimental
effects of surprise inflation are delayed and therefore the central bank gains
more from current surprise inflation at the cost of future inflation.

The variance of the inflation rate is given by equation (9).

V (πi) =
[

1 − βρ2

1 − βρλ

]2
σ 2

v

1 − ρ2
+ σ 2

ψ (9)

From equation (9) it follows that, when there is some degree of time pref-
erence, the variance of the inflation rate, V (πi), is higher when inflation
rate control is less effective (σ 2

ψ higher). This impact is both direct (actual
inflation rate is more variable for any planned inflation rate) and indirect
via λ. Because λ is higher, the public is slower in finding out about shifts in
the objectives and, as a result, it is more attractive for the central bank to
stimulate the economy more by creating more uncertainty.

A central bank with a relatively high time preference is likely to prefer a
higher degree of ambiguity. Given the variance of the inflation rate control
error, the lower the discount factor β, the higher V (πi). In this case the costs
of future expected inflation are less important in the objective function
and, therefore, it is more attractive to stimulate the current economy. This
is possible by creating more uncertainty [V (e), which is the variance of
the unanticipated inflation rate], partly resulting in higher inflation rate
variability.

When the central bank chooses the quality of inflation rate control, the
degree of transparency is set. More effective inflation rate control increases
transparency and makes it is easier for the public to deduce the central bank’s
objectives by looking at past inflation. As a result, inflation expectations
(which depend both on the policymaker’s mean planned inflation and the
actual past observations) become more sensitive to past policy outcomes,
the public learns faster, credibility is higher, and the inflation bias is reduced.
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In addition, however, there is a detrimental effect of more transparency. The
policymaker’s ability to use surprise inflation to stimulate output is reduced.
When this detrimental effect is relatively strong, central banks might prefer
ambiguity. It makes it easier to use positive surprise inflation when it is
needed the most, and negative surprise inflation in periods in which it is
relatively concerned about inflation.

Several branches of literature started by building on the CM model. Based
on the particular aspect of transparency that is analyzed in a direct manner,
papers are put into three different branches: (1) preference transparency (see
“Preferences”), (2) economic transparency (see “Economic Transparency”),
and (3) control error transparency (see “Control Errors”).

Preferences
Many economists argue in favor of more political transparency because
it may improve the reputation and credibility of the central bank (e.g.,
King 1997; Friedman 2003; Thornton 2003). But transparency about the
objective function of the central bank may be difficult to realize, and a role
for output in the objective function may confuse the public. It may lead the
public to believe that the central bank focuses on counteracting short-run
output fluctuations, resulting in higher inflation expectations and higher
actual inflation (Mishkin 2004).

Several theoretical papers analyze the desirability of preference trans-
parency. Most of these papers are related to CM (1986). Preference
transparency concerns the relative weight attached to the goals in the cen-
tral bank’s objective function (in terms of the CM model, transparency
about xi). In addition, some papers look at transparency about the central
bank’s targets (in the CM model, ei or π

p
i , but in an open economy model it

could be the target for the exchange rate). Transparency about the weights
in the objective function and transparency about the targets are two of the
components of political transparency, as defined by Geraats (2002).

Instead of looking at information given by actions of the central bank
as CM (1986) do, Stein (1989) analyzes the provision of information using
words. He argues that there is a reason why the central bank will not be
completely transparent about its target for the exchange rate. The idea in
this open-economy model is that, although transparency about objectives
potentially leads to a more swift market reaction, the market knows the
central bank is tempted to manipulate inflation expectations and would
therefore never belief precise announcements by the central bank. In con-
trast, when given only the opportunity to talk less precisely (e.g., announce
a range within which the target lies), the central bank’s ability to manipulate
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expectations has become crude (big lies are needed if it wants to lie) and
has the potential to do more harm than good.

Lewis (1991) shows why secrecy of central banks might be desirable from
society’s point of view, as well. First, secrecy about policy intentions (CM
model, vi is only known by the central bank and therefore pi and through
it xi) prevents central banks from being secretive in other more costly ways
(greater monetary noise, ψi). Second, secrecy might be beneficial when the
social trade-offs between policy objectives change over time. The central
bank is then able to use surprise inflation when society prefers it the most.

Another argument why uncertainty about the preferences of the central
bank might be desirable is that it could lead to wage moderation to limit real
wage uncertainty as it is unclear in which way the central bank might react
to wage claims (Sørensen 1991). More wage discipline lowers inflation and
boosts output. In case of an unemployment problem that is large enough
and exogenous shocks to unemployment that are not too big, these effects
outweigh the resulting higher variability of inflation and unemployment.
Using a model very similar to Sørensen’s (1991), Grüner (2002) too argues
in favor of limited central bank transparency based on lower wages and, as
a consequence, average inflation and unemployment. But, in addition, it is
shown that even when the only objective is to have low inflation uncertainty,
transparency might not be desirable because, under bounded rationality of
the public, it may lead to a higher variance of inflation.

Several other papers argue in favor of secrecy, too, because their mod-
els show lower resulting inflation rates as well. Cukierman (2002), using a
new Keynesian model setting, shows that when the central bank is a flex-
ible inflation targeter, the absence of transparency about the loss function
and the weight attached to output gap stabilization is important to main-
tain credibility. Even when policymakers target the average natural level of
employment, flexible inflation targeting in conjunction with asymmetric
output gap objectives leads to credibility problems. The higher the flexibil-
ity of the central bank in targeting inflation, the higher the inflation bias.
Secrecy about preferences can prevent an increase in inflation expectations,
which affects current pricing decisions.

According to Sibert (2002), secrecy about the preferences of central
bankers leads them to inflate less because they want to signal that they are
of a good type (relatively low weight on output) so as to obtain lower infla-
tion expectations.4 These lower inflation expectations make the trade-off

4 Only for the central banker with the highest weight on output does this mechanism
not function. This type will be revealed and, therefore, inflation expectations cannot be
improved.
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between inflation and output favorable, which makes it possible to respond
more strongly to shocks.

In contrast, various other papers point out that preference transparency
may, in fact, be beneficial for the level of inflation. In the majority of these
papers, however, this benefit comes at the cost of the flexibility to stabilize
the economy, which could still make transparency undesirable from an
overall welfare perspective.

Transparency could reduce the inflation bias for countries with a bad
inflation history or relatively little independence, as argued by Schaling
and Nolan (1998). The benefit from greater transparency is higher when
the degree of inflation aversion of the central bank is relatively low. In
Walsh (1999), inflation targeting lowers the average inflation bias when the
announced target is equal to the socially optimal inflation rate (which is a
function of the supply shocks that are unknown to the public). The central
bank’s response to supply shocks would be distorted if there were a noncon-
tingent explicit inflation target that is equal to the expected socially optimal
rate. Instead, the central bank could set an inflation target that is based on
unverifiable internal forecasts of supply shocks and announce it before the
private sector forms its inflation expectations. This announcement reveals
private information about supply shocks. The imperfectly credible inflation
target that is announced by the central bank could lead to a lower inflation
bias without affecting the stabilization policy.

In Eijffinger et al. (2000), transparency lowers inflation as well, because
wage setters perceive the central bank as more conservative, and less uncer-
tainty reduces the volatility of inflation.5 However, it increases the volatility
of output in response to supply shocks, which is harmful for society’s
welfare. When the need for output stabilization policy is large compared
to the severity of the time-inconsistency problem, secrecy may be desir-
able. This trade-off is confirmed by Eijffinger and Hoeberichts (2002), who
find improved independence associated with more transparency. However,
Beetsma and Jensen (2003) show that the findings of Eijffinger et al. (2000)
are not robust to changes in the way in which preference uncertainty is
modeled. In addition, they note that one would reach superior outcomes
with other arrangements (e.g., an inflation contract or target) or immedi-
ately choosing the optimal degree of conservatism. This prevents the need
for secrecy to stabilize the inefficiently high output variability associated
with a suboptimal degree of conservatism.

5 The result remains intact when Eijffinger et al. (2000) correct for computational mistakes
(Eijffinger et al. 2003), in response to Beetsma and Jensen (2003). Also, see the discussion
that follows.
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According to Hughes Hallett and Viegi (2003), the central bank wants to
limit the amount of transparency about the relative weights in its objective
function to benefit from lower inflation (that comes at the cost of fiscal
stability). In contrast, the private sector would benefit from this form of
transparency because their decisions become better informed. The same
holds for transparency about the central bank’s output target. Instead,
assuming reasonable parameter values, reducing this form of transparency
does not deliver any strategic benefits for the central bank, although it might
be a substitute for credibility.

Hughes Hallett and Libich (2006) show that goal transparency, which
is preferred over goal independence, works as a commitment device. It
makes the policymakers more accountable for price stability by threats of
punishment, which lowers inflation and improves credibility. Demertzis
and Hughes Hallett (2007) demonstrate that political transparency leads to
a reduction of the variability of inflation and the output gap, but has no
implications for their average levels.

When the public is uncertain about the amount of central bank trans-
parency, a discrepancy between actual and perceived transparency might
exist and this will affect the economy (Geraats 2007). Actual transparency
makes the noise of communication smaller, which is beneficial. However,
perceived transparency is not always beneficial because markets become
more sensitive to information. Whereas clarity about the inflation target is
desirable, clarity about the output gap target and supply shocks is not.

In summary, the theoretical research on the effects of preference trans-
parency does not give a unanimous answer with regard to its desirability.

Economic Transparency
The feasibility and desirability of economic transparency is heavily debated
as well. Regarding its feasibility, some forms of economic transparency may
not be so easy to realize in practice. For example, transparency about the
economic model used may not be feasible because there is no consensus
on the correct model of the economy (Cukierman 2001). Even when some
form of economic transparency is assumed to be feasible, it is not clear
whether transparency is actually desirable. For example, opponents of eco-
nomic transparency argue that when forecasts are published, the danger
exists that the public attaches too much weight to them (Issing 1999); sim-
ilarly, when forecasts are provided, too often they could undermine the
central bank’s credibility as an inflation targeter (Cukierman 2001). Pro-
ponents of transparency argue, however, that more economic transparency
may improve the markets’ understanding of the central bank’s actions (e.g.,
Blinder et al. 2001), and improve the forecasting quality and credibility (e.g.
Mishkin 2004).
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Several theoretical papers on economic transparency discussed in the fol-
lowing are (partly) inspired by CM (1986). They analyze the desirability of
releasing the central bank’s information on economic shocks, and the model
and outcomes of forecasts. Therefore, all components of economic trans-
parency as defined by Geraats (2002) are covered. Economic information
could, for example, make it easier to discover the intentions of the central
bank (e.g., m

p
i in terms of the CM model).

Noisy announcements (those that provide a range on its forecast of the
money-demand disturbance) may make the trade-off between flexibility
(to stabilize output) and credibility (to eliminate the inflation bias) more
favorable to the extent that the noisy announcements reveal the monetary
authority’s private forecast (Garfinkel and Oh 1995). By influencing expec-
tations, the monetary authority can stabilize employment even when there
is a monetary rule.

Cukierman (2001) points out that transparency about economic shocks
might lead to social inefficiencies. He presents two different models. The
first is a model with a simple stochastic Lucas-supply function. Trans-
parency exists when information about supply shocks is provided before
inflation expectations are being formed. Then the central bank looses
its information advantage and can no longer stabilize these disturbances.
The second model presented is neo-Keynesian. In this model, the central
bank’s instrument is the nominal interest rate that, because of inflation
expectations that are already formed, determines the real interest rate.
Changes in the real interest rate affect demand then affects inflation with a
one-period lag. Transparency is still defined as before, but in this model
monetary policy plays a role under transparency. Transparency makes
inflation expectations more sensitive to policy actions and, as a result,
the central bank needs to change the nominal interest rate more often
to achieve the same level of stabilization of output and inflation. Trans-
parency is still disadvantageous if society dislikes variability of the nominal
interest rate.

According to Gersbach (2003) transparency about supply shocks that
affect unemployment (e.g., through publishing forecasts and forecasting
models or through releasing minutes) is detrimental because it eliminates
the central bank’s possibility to stabilize employment.

Several more-recent papers, however, highlight that economic trans-
parency may be beneficial. In Chortareas et al. (2003), transparency about
economic shocks (the part of the demand shock that the central bank fore-
casts correctly) can lower the sacrifice ratio of disinflation efforts, the reason
being that it is easier for the public to find out the central bank’s preferences
(also see Chortareas and Miller, this volume).
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In Hoeberichts, Tesfaselassie, and Eijffinger (2004), when the central bank
is transparent about the manner in which it assesses the private sector’s infla-
tion and output-gap expectations, the public can forecast the errors that the
central bank makes with this assessment. In their model, transparency may
improve output stabilization, and increasingly so depending upon how cen-
tral bank is. However, it makes the stabilization of the inflation rate more
difficult because the central bank will use the interest rate to stabilize the
effect of the error on the output gap. Nevertheless, overall social welfare is
increased.

In Geraats’s (2005) model, transparency about the forecasts makes the
interest rate a better signaling device of the central bank’s preferences.
Therefore, inflation expectations will react more to interest rates, which
indicates the reputation of the central bank. Central bankers become more
interested in building up a reputation, because it is easier to do so when
the markets watch the signals more closely. As a result the inflation bias
will be lower. When the central bank can choose how much transparency to
provide, it is more likely that even when the central bank is weak, concerns
about its reputation will make it choose to become transparent. Otherwise
the market will punish the central bank with a larger inflation bias. Note that
this analysis is desired from forecasts that are based on an explicit interest
rate (path) to ensure that transparency creates beneficial incentive effects. In
case of unconditional forecasts, the inflation target is directly revealed and
the inflation bias is not necessarily reduced because the behavioral incentive
(reputation building) is not present.

Gersbach and Hahn (2006) show that transparency about private infor-
mation about macroeconomic shocks can reduce the margin between the
targets announced by the central bank and future inflation. Prerequisite is
that this private information is verifiable, otherwise the central bank has an
incentive to lie.

Another paper that argues in favor of more transparency is the research
by Eijffinger and Tesfaselassie (2007). When combined with political trans-
parency, economic transparency turns out to be desirable. It stabilizes
current inflation and output.

Recently some central banks started publishing their interest rate fore-
casts. Rudebusch and Williams (2008) show that this transparency change
might help align financial market expectations and improve macroeco-
nomic outcomes. Prerequisite is that the central bank communicates clearly
that interest rate projections are conditional and surrounded by uncertainty.
Otherwise the public might interpret the interest rate forecast as an uncon-
ditional commitment of the central bank and might put too much weight
on it, with all the effects it implies.
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Overall, although the results found are mixed, we observe a trend of
subsiding disagreement; more recent articles on economic transparency are
in favor of it.

Control Errors
Several papers analyze the economic implications of transparency about
control errors (in the CM model, ψi), and thereby build upon CM (1986).
Transparency about control errors in achieving the operating targets is one
aspect of operational transparency, as defined by Geraats (2002).6

Faust and Svensson (2001), henceforth FS, modified the model of CM
(1986) by making the loss-function quadratic in the output gap and
distinguishing between imperfect monetary control and operational trans-
parency, which measures the degree to which control errors are made public.
Given the level of monetary control, and assuming secrecy about the output
targets of the central bank, operational transparency will be beneficial for
the central bank’s reputation. Inflation expectations of the public will be
more strongly linked to realized inflation, which makes deviations from the
announced zero inflation path more costly for the central bank. Therefore
the central bank is less likely to engage in inflation surprises, resulting in
lower variability of both inflation and output. When, instead, it is assumed
that there is transparency about the central bank’s goals, then its actions do
not affect its reputation. Inflation will be higher on average and so will the
variability of inflation and employment. However, it is pointed out that, in
a more complete model, it could well be that this form of transparency is
beneficial, for example, when the public is able to force the central bank to
obtain the public’s goals.

In contrast to FS (2001), FS (2002) take up the endogenous choice of
transparency and monetary control. Most likely there will be commitment
about the choice of transparency, whereas there will be discretion about
the choice of control. Then the likely outcome is that the degree of control
is maximized, whereas the choice of transparency depends on the type of
central bank. If the central bank cares enough about the future and has a rel-
atively low inflation bias, then it will commit to minimum transparency. The
public can punish this patient central bank relatively heavily by reducing
future reputation ex post for inflation surprises. Therefore, lower trans-
parency need not lead ex ante to a similar increase in the inflation bias. In
addition, when the central bank targets the natural rate of employment in

6 In addition, operational transparency covers a discussion of how the transmission of
monetary policy is influenced by (unanticipated) macroeconomic shocks and consist of
an analysis of the central bank’s performance.
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the absence of shocks, then there is no inflation bias independent of the
degree of transparency. In contrast, a central bank is likely to commit to
maximum transparency when it has a history of high inflation because the
benefits in terms of improved monetary performance are relatively large.

Jensen (2002) shows that, within a forward-looking model, some inter-
mediate degree of transparency may be optimal. Transparency about the
control errors makes it easier for the public to deduce the central bank’s
intentions, which makes inflation expectations, and therefore inflation,
more sensitive to policy actions. As a consequence, the central bank is likely
to pay more attention to inflation. Although beneficial for a central bank
that faces a low degree of credibility, this could be detrimental for a highly
credible central bank because it makes stabilizing output more costly in
terms of inflation. The optimal degree of transparency is determined by the
trade-off between credibility (and the related degree of inflation) and the
flexibility to stabilize output. If the central bank instead reveals its prefer-
ences for output directly, the full information case, then expectations do not
react to central bank’s actions, and therefore the central bank would remain
flexible to stabilize output.

Sibert (2006a) shows that in the absence of nontransparency (control
errors not observed), private information about the preferences (weights
in the objective function) leads to lower inflation and the ability to react
to shocks is better. When private information about preferences exists, an
increase in the degree of transparency has the beneficial effect of lowering
equilibrium-planned inflation (both level and variance) without affecting
the ability to respond to shocks. When the central bank is transparent, the
public can deduce the central bank’s actions by looking at realized inflation.
Instead, it need not be easier for the public to find out what the central bank’s
preferences are. Numerical simulations show that complete transparency is
always preferred.

To conclude, whether more transparency about control errors is beneficial
or not is still open to debate. The earlier papers within this branch of litera-
ture find a trade-off between credibility (the level of inflation) and flexibility
(the degree of output stabilization), as did CM (1986), whereas according
to the most recent paper, this trade-off is nonexistent and transparency is
desirable.

9.2.2 Coordination

Through its effect on the formation of inflation expectations, trans-
parency influences economic outcomes. The manner in which agents form
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expectations is therefore crucial when determining whether transparency
is desirable or not. A relatively new strand of literature that analyzes the
effects of transparency on the formation of expectations is the work based
on coordination games.

Morris and Shin (2002), henceforth MS (2002), analyze the social value
of public information based on a model in which agents have public and
private information about the underlying fundamentals that they want to
match. In addition, they second guess the actions of other agents (coordi-
nation motive). The smaller the distance between a player’s own action and
the actions of other players, the greater is the individual reward. But from
an aggregate viewpoint, this coordination does not improve welfare. When
public information is the only source of information about the economic
fundaments, greater precision in providing this kind of information always
leads to higher social welfare because it helps agents align their actions with
economic fundamentals. Instead, when some private information is avail-
able, and this information is very precise, more public information is likely
to lower social welfare. The coordination motive causes agents to put too
much weight on the public signal (compared to the private signal) than is
justified by the level of its precision. Damage resulting from noise in the
public information (worsening the forecast of the economic fundamentals
and thereby harming the actions taken by the economic agents) might be
magnified as a consequence.

Svensson (2006) shows that for empirically reasonable parameter values,
the research performed by MS (2002) actually favors greater transparency.
The only circumstance in which the welfare is locally decreasing in case
of additional transparency (higher precision of the public signal) is when
(1) each agent gives more weight to the beauty contest (coordinating its
actions with others) than to bringing its actions in line with economic
fundamentals, and (2) the noise in the public signal is at least eight times
higher than the noise of the private signal. The latter is not likely because,
compared to an individual, central banks devote a considerable amount of
resources to collecting and interpreting data. In addition, Svensson uses a
global analysis, assuming the public signal is at least as precise as the private
signal, to show that no public information at all is never desirable.

Morris et al. (2006) are inclined to agree with Svensson’s analysis, but
note in response to the global analysis that when the weight to coordination
becomes close to one in the utility function, then the precision of public
information need not be that low for the absence of public information
to be preferred. Morris et al. shift the debate to the empirical question of
whether the degree of precision of the public signal is sufficient enough to be
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in favor of transparency. The authors highlight that, in addition to looking
at alternative welfare functions, it is important to analyze the correlations
between signals:

The central bank holds a mirror to the economy for cues for its future actions, but
the more effective it has been in manipulating the beliefs of the market, the more
the central bank will see merely its own reflection (Morris et al. 2006, 464).

In another paper Morris and Shin (2005) argue that providing too much
information to steer market expectations might be harmful. It could lower
the informativeness of financial markets and prices and, therefore, worsen
public information (which is thus endogenous).

Angeletos and Pavan (2004) assume that there are investment com-
plementarities, which imply that the individual gain from investment is
increasing in the total level of investment. When these complementarities
are weak, no matter the structure of information, the equilibrium is unique,
and more public information (either relative or absolute precision) is desir-
able because it improves coordination (although it might increase aggregate
volatility). What drives this result is the assumption that, in contrast to the
assumption in the MS (2002) paper, more effective coordination is socially
valuable. Increased precision of private information might reduce welfare
by increasing the heterogeneity of expectations, which makes coordina-
tion more problematic. When complementarities are strong, two equilibria,
one good and the other bad, are possible. Increased transparency facilitates
more effective coordination on either one of these equilibria. The only case
in which transparency might not be a good idea is when the market is likely
to coordinate on the bad equilibrium.

Walsh (2007) agrees that the reduction of price dispersion is desirable
from an aggregate point of view. His analysis shows that while increased pre-
cision of central banks’ forecasts of cost disturbances (or lower persistence
of these shocks) increases the optimal degree of economic transparency,
the optimal level is lower when the central bank is better able to forecast
demand disturbances (or these disturbances become less persistent).

Several other papers argue in favor of transparency based on coordina-
tion games. Pearlman (2005) argues that the central bank should disclose as
much economic information about aggregate demand shocks as possible,
and without noise, because it leads to higher welfare. The optimal degree
of transparency is positive under all circumstances in Cornand and Heine-
mann (2004). Sometimes, to prevent overreaction to public information,
however, it is better to withhold information from some agents.
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Demertzis and Hoeberichts (2007) show that, when introducing costs to
information precision into the MS (2002) framework and for reasonable
parameter values, a trade-off exists between increasing the precision of
public information and the accuracy of private information. Increasing the
degree of transparency is not necessarily desirable in all circumstances.

Demertzis and Viegi (2008) argue that it can be beneficial for the central
bank to provide numerical inflation targets because it can be effective in
coordinating expectations of the private sector toward the central bank’s
goal. Necessary conditions are that the supply shocks that hit the economy
are not large and all other public information does not give a clear signal of
what inflation is intended to be.

In Lindner (2006) more transparency about the way in which the cen-
tral bank has assessed the strength of the economy, does not affect public
information about the assessment itself but increases the precision of pri-
vate information. Multiple equilibria are less likely, which makes currency
markets more stable.

Overall, we conclude that although, at a first glance, it seems that the work
of MS (2002) argues against transparency, it turned out that for reasonable
parameter values, their approach actually favors transparency. Indeed, most
of the research that has been built upon MS’s work is in favor of (at least some
degree of) transparency. It is important to note, however, that for the social
welfare effect to be positive, it matters what the central bank talks about.
Although the central bank might wish to coordinate expectations about its
monetary policy, it does not want to coordinate expectations about possible
problems in the financial system. Cukierman (2008) shows that doing so
would increase the chance of a financial crises, which would harm the risk
sharing of liquidity shocks and also long-term investments.

9.2.3 Committees

A separate strand of literature models decision making within committees
to analyze whether more procedural transparency is desirable. The publi-
cation of minutes could be desirable because it leads to accountability, but
these minutes should preferably be nonattributed to stimulate open debate
(Buiter 1999). On the other hand, the publication of minutes may be harm-
ful, as disagreement within the council would become public, which could
harm the central bank’s credibility. In addition, it could lead to less exchange
of information and viewpoints, informal group meetings, and manipula-
tion of the minutes to make them less informative (Cukierman 2001). The
publication of individual votes makes it possible to assess the competence of
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individual members (Buiter 1999), but may damage the collective respon-
sibility and may come at the cost of clarity, predictability, and coherence of
the policy signaled by the committee (Issing 1999). The efficiency and qual-
ity of policymaking may decrease when individual members worry about
national and personal interests (Issing 1999; Cukierman 2001).

Blinder et al. (2001) argue that the manner of communication depends
on the policymakers in place. With one central banker, a clear statement with
the reasoning behind the decision is enough. In case of an individualistic
committee, everyone votes in his or her own interest, therefore it is difficult
to agree on one statement, but detailed minutes should be available as soon
as possible. When the committee is collegial, it can more easily combine
immediate statements and minutes. It is important that the message brought
about should be consistent.

Sibert (2006b) shows that, as the number of committee members
increases (something of practical relevance for the ECB), individual’s effort
decreases. This effect can be prevented by making sure that individual’s con-
tributions can be identified and assessed. Prerequisites are a clear objective,
publication of voting records, and, at the most, five committee members.
It is desirable to have a structure such that committee members do not act
as a group member, because too much striving for consensus might lead
members to give not enough attention to alternative actions.

The arguments in favor and against procedural transparency have for-
malized by constructing models of the committee decision-making process.
Sibert (2003) models reputation building in monetary policy committees,
and shows that it is important to publish the individual votes immedi-
ately. It raises the expected social welfare because the incentive of junior
policymakers to vote in favor of policy against inflation is increased, as it
now helps building up reputation. In addition, she finds that putting more
weight to senior policymakers’ votes, via increased incentives for the junior
policymakers to build up reputation, is beneficial for welfare because they
are then more likely to vote against inflation.7

Gersbach and Hahn (2004) demonstrate as well that it is desirable to
publish voting records. In their model, transparency makes the selection of
central bankers with desirable preferences easier, which leads to lower social
losses. It should be noted, though, that only central bankers with preferences
similar to the public would favor more transparency.

In contrast, when one assumes monetary policy within a monetary
union, transparency might not be desirable. It makes it easier for national

7 Under the precondition that the young policymakers sometimes vote for inflation.
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governments to appoint central bankers who have preferences that are in
line with national interests, but this might not be desirable for the aggregate
monetary union social welfare. Gersbach and Hahn (2005) show that voting
transparency can lead to more weight on national instead of supranational
interests, which could make this kind of transparency undesirable when the
central bankers’ private benefits are relatively high (such that they care more
about reappointments than about beneficial policy outcomes).

In Gersbach and Hahn (2008), procedural transparency makes it easier to
reelect central bankers that are highly efficient (good at choosing the right
interest rate), such that the competence level of the central bank governing
council is increased. But central bankers who are less efficient try to imitate
the more efficient ones, because they want to keep their jobs. Their interest
rate guess is very likely wrong, and, therefore, it is less probable that the
central bank will adopt the right interest rate policy. This detrimental effect
of transparency makes procedural transparency undesirable.

In short, the theoretical literature on the procedural transparency does
not reach a unanimous conclusion (also see Maier, this volume).

9.2.4 Learning

In the 1970s, the rational expectations hypothesis gained popularity. More
recently, however, doubts about the rational expectations hypothesis have
emerged because it is hard to believe that every economic agent behaves
rationally. In reaction to this criticism, models that include learning agents
were constructed. Agents are provided with learning algorithms that they
update based on past data (e.g., Evans and Honkapohja 2005). For example,
the private sector could be learning about the model used by the central
bank uses in conducting monetary policy, whereas both the central bank
and the public may have to learn about the way the economy works.

When one incorporates learning in models, managing inflation expec-
tations becomes more important to central bankers (e.g., Orphanides and
Williams 2005a). Svensson (2003) put forward the idea that transparency
may improve learning by the private sector to form the right expectations
about the economy and inflation, and as a result the decisions they make.
Up to then, transparency was largely neglected in the learning literature.

Most papers in this strand of literature argue that more transparency
is desirable. In Eusepi (2005), transparency about the policy rule can be
helpful in reducing uncertainty and in stabilizing the learning process and
expectations of the private sector. Without enough transparency, the econ-
omy might be destabilized through expectation-driven fluctuations, even
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when the central bank is not subject to an inflation bias. The effectiveness
of monetary policy is lower so that interest rate changes need to occur more
often and be larger. The weight that the central bank attaches to output will
be higher than optimal (to stabilize the expectations) and the policy rule
will prescribe the wrong type of history dependence (how current policy
decisions are influenced by past conditions). In addition, it is shown that
the publication of forecasts is also desirable. When the central bank and the
private sector have different variables in their forecasting models, it enables
market participants to learn about the monetary policy strategy.

Orphanides and Williams (2005b) find that when the central bank reveals
its inflation target, it becomes easier for the public to learn the rational
expectations equilibrium and to converge faster to an equilibrium. During
disinflation periods, transparency helps in reducing inflation and unem-
ployment persistence, as demonstrated by Westelius (2005) who combines
the Barro and Gordon model with incomplete information and learning.

Some papers, however, show mixed results. Cone (2005) argues that
transparency is undesirable if, and only if, the private sector’s initial infla-
tion forecast is in a certain interval near the equilibrium. The central bank
observes the inflation expectations of the public before setting the inflation
rate. Over time the public will learn the rational expectations equilibrium.
Instead, when market beliefs differ too much from the rational expectations
equilibrium, the central bank may be better off not basing policy on these
expectations. In contrast, the central bank should be transparent about the
true model and therewith influence the private sector beliefs directly.

In Berardi and Duffi (2007) the desirability of transparency in case of
discretion is unclear and depends on the policy rate targets. For example,
when a central bank has an output target larger than the natural rate and
an inflation target of zero, it could be beneficial for the central bank to be
secret and to fool the private sector by saying that it targets the natural rate
of output. The resulting restricted perceptions equilibrium ensures that the
private sector does not question the model. But, as an opposite example,
when the central bank wants to achieve the natural rate of output and it has
a target of inflation larger than zero, being transparent works better because
it will help coordinate the private sector expectations toward this target,
whereas fooling the market is of no use. Under commitment, Berardi and
Duffi (2007) find that it is always desirable to be transparent, because the
gain from commitment is larger when the public is able to adopt the right
forecasting rule.

Overall, a majority of the papers that analyze the effects of transparency
when agents learn, find that it can be a helpful tool to improve private sector
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learning and thereby the decisions that it makes. However some papers
show that the finding in favor of transparency is conditional on further
assumptions. This strand of research is still in its infancy, so more research
in this field is both necessary and to be expected.

9.2.5 Conclusion on Theory

One finding that becomes clear from the survey of the theoretical literature
is the fact that the debate on the desirability of central bank transparency
continues to be a lively one. Since the theoretical research on the economic
effects of central bank transparency began, the literature has evolved consid-
erably. Theoretical papers are not overly concerned with the exact meaning
of transparency (e.g., a link to concrete communication is often missing),
but focus mainly on the effects of various degrees of transparency. From
our review it is clear that increases in transparency have effects on both the
sender of the information (the central bank), as well as the receiver of the
information (the public).

One of the branches inspired by Cukierman and Meltzer’s (1986) work
looks into the effects of preference transparency and finds mixed results.
While some papers discuss the effect of transparency on inflation, others
dispute the effect on the central bank’s ability to stabilize the economy. When
economic transparency is considered we find that, although earlier papers
argue against more transparency, more recent work favors it. A similar trend
appears when control error transparency is regarded. Whereas earlier papers
within this branch of literature report a trade-off between the central bank’s
credibility and flexibility to offset shocks, the most recent paper rejects this
trade-off and shows that transparency is desirable.

More recently, three completely new strands in the literature have
emerged, and research has focused on the way in which individuals take
actions.

One strand is based on the work of Morris and Shin (2002). Most of the
work building on the idea of coordination games is in favor of more public
information. Some papers show, however, that there might be circumstances
(e.g., when information provision is costly) or topics (such as financial
stability) that make transparency undesirable.

Another strand of research analyzes decision making within committees.
The discussion on the desirability of procedural transparency is mostly
based on accountability arguments. Theoretical work on the economic
implications gives mixed results. The manner in which committee members
are modeled is pivotal. Probably a mixture of model assumptions used in
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the various committee models would be more realistic. For example, com-
mittee members might not only have different preferences, but also various
qualities and national and supranational interests. However, such a com-
bination would complicate the analysis and therefore make it difficult to
come to an overall conclusion on procedural transparency.

The most recent literature deals with learning. Here, a more realistic
idea is adopted, namely that the assumption of rational expectations is too
strong. Hence, agents need to learn how the economy works. The majority of
the work within this strand supports more transparency because it improves
learning. One additional benefit of transparency could be that as agents
are learning, transparency helps them to learn in the same direction so
as to build consensus; for example, a consensus that keeping wages low is
desirable. This strand of literature is still in its infancy.

Even small model differences can lead to a diversity of results. For exam-
ple, in most papers that analyze the effects of political transparency, only
unanticipated monetary policy has an effect on output. Additional assump-
tions dealing with the importance of reputation building, the manner in
which wages are set, and the precise definition of transparency, do differ,
however, and can account for differences in outcomes. One needs to keep in
mind that while one particular mix of transparency might work for one type
of central bank, it might not work for another, as Blinder (2007) emphasizes.

As time passes, models become more and more sophisticated. We observe
a tendency that more recent work is in favor of transparency although
some disagreement still persists about the benefits of procedural and pref-
erence transparency. Nevertheless, the ultimate answer to the question as to
whether transparency is desirable depends on the findings of the empirical
evaluations of transparency.

9.3 Empirical Evaluations of Transparency

The development of explicit indices for central bank transparency has
enabled empirical research on theoretical specifications. In the follow-
ing sections we review the empirical evidence to date. A summary of the
empirical literature is provided in Appendix B.

9.3.1 Policy Anticipation

One aspect that the empirical literature has reviewed is the effect of trans-
parency on the ability of economic agents to forecast the central bank’s
monetary policy decisions. Several researchers have analyzed financial
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market prices to check the predictability of the central bank’s interest rate
decisions in relation to its degree of transparency.

An improvement of monetary policy anticipation is found by the majority
of papers in this field. This holds both for research about transparency in
general (Muller and Zelmer 1999; Siklos 2003; Coppel and Connolly 2003;
Swanson 2006; Lange et al. 2003; Drew and Karagedikli 2007), as well as for
research that considers the anticipation effects of a change in a particular
aspect of transparency. In this respect, all areas of transparency are covered.
Evidence for improved predictability has been found as a result of political
transparency (Haldane and Read 2000; Clare and Courtenay 2001; Lildholdt
and Wetherilt 2004; Biefang-Frisancho Mariscal and Howells 2007), the
publication of forecasts (Fujiwara 2005), voting records (Gerlach-Kristen
2004), and higher quality inflation reports (Fracasso et al. 2003). However,
the latter could be due to better policymakers that cause both improved
predictability and better quality of inflation reports. Results indicate that
policy transparency has been beneficial for the predictability of monetary
policy as well (Demiralp 2001; Poole et al. 2002; Kohn and Sack 2003;
Poole and Rasche 2003; Rafferty and Tomljanovich 2002; Tuysuz 2007).
Research in this field focuses mainly on the transparency increase at the
U.S. Fed beginning in 1994. Since that time, interest rate decisions take
place following a scheduled meeting of the Federal Open Market Committee
(FOMC), and are immediately disclosed by a press statement. Ehrmann and
Fratzscher (2007) show that the introduction of balance-of-risk assessments
by the Fed in 1999 led the private sector to anticipate monetary policy
decisions earlier.

Not all papers find improved anticipation effects. Reeves and Sawicki
(2007) present evidence that near-term interest rate expectations are sig-
nificantly affected by minutes and the inflation report. The timeliness with
which minutes are published seems to matter. In contrast, it is harder to
find significant effects of speeches and testimonies to parliamentary com-
mittees; perhaps because these provide information covering a larger array
of topics, its effect is more subtle and more difficult to pick up. In addition,
testimonies to parliamentary committees are especially backward-looking
and do not contain much new information. Another finding of this empir-
ical strand in the transparency literature is that it matters what the central
bank is actually transparent about. Ehrmann and Fratzscher (2005) show
that although transparency about different points of view about the eco-
nomic outlook can improve anticipations of future monetary policy, this
is not the case for transparency about committee members’ disagreement
about monetary policy.
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9.3.2 Synchronization of Forecasts

Transparency has not only affected the quality of forecasts (e.g., Crowe and
Meade 2008), but also their degree of synchronization. Biefang-Frisancho
Mariscal and Howells (2007) show that transparency has improved con-
sensus among forecasting agents about future monetary policy (measured
by looking at the cross-sectional dispersion of agents’ anticipation). How-
ever, further tests show that this decrease in dispersion is more likely caused
by a fall in the dispersion of inflation rate forecasts. Bauer et al. (2006)
demonstrate that forecasts of the private sector about economic conditions
and policy decisions have become more synchronized (the idiosyncratic
errors of macroeconomic variables decreased). However, they could not
find evidence that the common forecast error, which drives the overall fore-
cast errors, has become smaller. Finally, several papers find lower interest
rate volatility associated with transparency (e.g., Haldane and Read 2000;
Coppel and Connolly 2003).

9.3.3 Macroeconomic Variables

Within this subsection we focus on longer-lasting effects of transparency
on macroeconomic variables. Several papers look at these longer-lasting
effects. The overall measure of transparency constructed by Fry et al. (2000)
is related to lower inflation (Cecchetti and Krause 2002). A drawback of
this paper is that transparency is measured in 1998, while the data period
examined is 1990–1997. Therefore, causality could run the other way. In
this respect, the use of detailed, time-series data on transparency has been
helpful. Demertzis and Hughes Hallett (2007) look at correlations between
the Eijffinger and Geraats index and the levels and variability of inflation and
output, and find no significant relation between transparency and average
levels of inflation, average levels of output, and the variability of output (at
a 95% confidence level). Instead, the total index, and several components of
transparency (the economic, alternative economic, and operational index)
are significantly correlated with lower inflation variability. Recently, Dincer
and Eichengreen (2007) find beneficial effects of transparency on inflation
and output volatility, using transparency indices for one hundred countries,
which they constructed in the same way as the Eijffinger and Geraats index.

Higher political transparency (about the target) has been beneficial for
both the level of inflation (Kuttner and Posen 1999; Fatás et al. 2007) and
its persistence (e.g., Kuttner and Posen 1999; Levin et al. 2004). Inflation
expectations are relatively better anchored, especially for the longer-term
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horizons (Levin et al. 2004), inflation expectations are lower, and inflation
is easier to predict, which holds for transparency about inflation reports as
well (Siklos 2003). Fatás et al. (2007) show that if central banks communicate
a quantitative target and successfully hit this target, then the resulting output
volatility is less.

Empirical research finds some cost detriment from increasing procedural
transparency: the quality of discussion and debate could decrease (Meade
and Stasavage, 2004) although it is not clear what effect voicing less dissent
with Greenspan’s policy proposals has had on the economy. This could have
a detrimental effect on policy decisions and, therefore, on the economy.

Chortareas et al. (2002a) find that increased transparency about the fore-
casts of central banks leads to lower average inflation when the domestic
nominal anchor is based on an inflation or money target but not for those
countries with an exchange rate target. In addition, there is no evidence
that transparency would go hand-in-hand with higher output volatility.
Chortareas et al. (2002b) use the same data as Chortareas et al. (2002a)
but focus on transparency about policy decisions in addition to trans-
parency about forecasts. Again, they show that higher transparency leads
to lower average inflation. Furthermore, their results portray that trans-
parency reduces the sacrifice ratio (the costs of disinflation in terms of lost
output and employment). The intuition is that when the public is able to
observe the intentions of the central bank more directly through trans-
parency, inflation expectations move fast in reaction to policy changes by
the central bank, which reduces the sacrifice ratio. That both forms of trans-
parency are related to lower sacrifice ratios is confirmed by Chortareas et
al. (2003), who estimate short-run Phillips curves to get country-specific
sacrifice ratios. Publishing detailed forecasts, including a discussion of the
forecasts errors and risks, and the minutes and voting records seems to help
reducing the sacrifice ratio.

Because a lot of central banks have become more transparent, researchers
have started to investigate whether additional transparency would be desir-
able. van der Cruijsen et al. (2008) argue that there is likely to be an optimal
intermediate degree of central bank information. A lot of transparency is
likely to be detrimental because it could confuse people and worsen their
inflation forecasts. Under these circumstances, price setters will rely more
on past inflation (something they are sure about), resulting in higher infla-
tion persistence. Using data on seventy countries, it appears that inflation
persistence is indeed minimized at an intermediate degree of central bank
transparency. Ehrmann and Fratzscher (2008) also show that central banks
would be wise not to strive for full transparency. Limiting transparency in
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the week before FOMC meetings turns out to be a useful way to prevent
market volatility and speculation.

9.3.4 Credibility, Reputation, and Flexibility

Some empirical papers look into the effects of transparency on the central
bank’s credibility, reputation, and flexibility. Transparency has the poten-
tial to improve the degree to which inflation expectations are anchored.
This idea is supported by the country-specific and panel data regressions
in van der Cruijsen and Demertzis (2007), who make use of detailed time-
series and expectations derived from surveys. They show that transparency
helps weaken the link between changes in expected inflation and changes
in realized inflation, which indicates better anchored inflation expectations.
Gürkaynak et al. (2006) find better-anchored inflation expectations accom-
panied with transparency as well, but they use forward rates on nominal
and inflation indexed bonds to determine forward inflation compensa-
tion. It turns out that the latter has been sensitive to economic news in the
United States (a noninflation targeter) and the United Kingdom before 1997
(implying that inflation expectations were not well anchored). In contrast,
this is not the case in the United Kingdom after it became independent
and in Sweden (an inflation targeter). Improved anchoring of inflation
expectations is an indication of improved credibility. Demiralp (2001) pro-
vides some indication of improved credibility as well. Drew and Karagedikli
(2007) show that transparency has been beneficial in New Zealand too: mar-
ket reactions to new data are in line with the inflation target of the Reserve
Bank of New Zealand.

Lower interest rates may be interpreted as improved reputation and flex-
ibility of central banks. In case of transparency, the central bank has more
flexibility to offset economic shocks because it does not harm its credibility.
The private sector knows when the central bank’s decisions are intended
to offset economic disturbances, therefore long-run inflation expectations,
and the long-term nominal interest rates are unaffected by this stabilization
policy. In addition, transparency could enhance the reputation of the central
bank. It is easier for the private sector to infer the inflation target of the cen-
tral bank from the policy rate or by looking at inflation outcomes. Assuming
that central banks initially have a reputation problem, transparency could
lower inflation expectations and through it the long-term nominal interest
rates.

Siklos (2004) finds that nominal interest rates are lower for countries
with a clear inflation objective. Geraats et al. (2006) use detailed time-series
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information to analyze the effect of various transparency changes on the
levels of interest rates. They find that many transparency increases have had
a significant beneficial effect on the level of interest rates (policy, short, and
long rates), frequently by over 50 basis points, although not all increases in
transparency were desirable, and sometimes there was a trade-off between
flexibility (lower short-term and policy rates) and reputation (lower long-
term rates).

On the basis of the outcome of a questionnaire, van der Cruijsen and
Eijffinger (2007) show that high-transparency perceptions are accompa-
nied by a high degree of trust in the central bank and better aligned inflation
expectations. Transparency perceptions are, however, difficult to influence
because they do not only depend on a persons degree of transparency
knowledge but also on psychological factors.

9.3.5 Cross-Country Comparisons

Although the empirical papers cover many central banks, some receive
more attention than others (e.g., the Federal Reserve Bank of the United
States). In most cases, it does not matter which central bank is con-
sidered, because the majority of articles find beneficial outcomes. Most
papers either analyze only one country or a large group of countries in
a cross-country analysis, while some perform case studies for a couple of
countries. Some of the latter papers find beneficial effects for all coun-
tries examined (e.g., Haldane and Read 2000), but not all. Transparency
about different points of view about the economy improved anticipations
of monetary policy in the United States, but no significant effects could be
found for the Bank of England and the European Central Bank (Ehrmann
and Fratzscher, 2005). Possible explanations may be due to differences in
objectives across these central banks, as well as Romer and Romer’s (2000)
finding that the Fed has better knowledge and information about the econ-
omy than the markets have. van der Cruijsen and Demertzis (2007) also
report improved anchoring after several transparency increases in some
countries of their sample. In addition, Geraats et al. (2006) report lower
interest rates in a many, but not all, cases of increased transparency. One
explanation for this finding is that it may matter what type of transparency
change is analyzed, as well as the particular central bank in question. The
central bank’s initial level of transparency and credibility may play an
important role. More research is needed to analyze whether this is indeed
the case.



290 Carin van der Cruijsen and Sylvester C.W. Eijffinger

9.4 Overall Conclusion

We have shown that the empirical research on the economic effects of more
transparency is of a more recent origin than the theoretical work. It begins
in 1999 when data about transparency changes became available. Several
years later the empirical research received an extra impulse when measures
of transparency were constructed. In contrast to the theoretical research,
empirical evaluations attach greater weight to the exact meaning of trans-
parency and how it can be measured. The economic effects of transparency
are analyzed both by comparing the economic outcomes of central banks
with different levels of transparency (in cross-country analyses), as well as
by investigating the effects of particular transparency increases (in country-
specific analyses). In Table 9.1 we briefly summarized the empirical findings.

While the results of the theoretical transparency literature are quite
mixed, although increasingly less contentious over time, the empirical
results on almost all aspects of transparency are unanimously in favor of
it. Transparency has the potential to improve the anticipations of future
monetary policy, which makes monetary policy more efficient. This holds
not only for transparency in general, but for all aspects individually as well.
In addition, transparency improvements can reduce interest rate volatility,
make forecasts more synchronized, and lead to better macroeconomic out-
comes and improved credibility.8 However, central banks would be wise not
to strive for full transparency, otherwise agents will not be able to see the
forest for the trees anymore.

A large part of the literature focuses on political transparency. From
this literature we conclude that, although the theoretical results are mixed,
the empirical results are clearly in favor of more political transparency.
This is not the case for procedural transparency, which could have some
detrimental side effects, such as a lower quality of discussion and debate.
All other aspects of transparency empirical analyses show desirable effects,
which support the more recent theoretical research.

Despite the recent growth of empirical research, there is still scope for
more empirical work. Not all combinations of aspects of transparency in
relation to possible economic effects are analyzed as yet. In addition, the
evidence on flexibility and reputation do not unanimously point in one
direction. Furthermore, several research areas are not yet explored, for
example, the way in which the initial level of credibility affects the impact of

8 Of course there are other possible ways to build up credibility as well, like having a history
of low inflation.
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Table 9.1. Overview of empirical findings

Political Economic Procedural Policy Operational Total

Macroeconomic
outcomes

+ + + + + +

Predictability of future
economy

+

Predictability of
inflation

+ + +

Level of inflation
expectations

+ + +

Anchoring of inflation
expectations

+ +

Inflation persistence + +∗∗∗
Predictability of
monetary policy

+ + +∗ + + +

Degree of
synchronization of
forecasts

+ + +

Accurateness of
inflation forecasts

+ + +

Market volatility +
Flexibility +∗∗
Credibility + +∗∗
Premeetings and
quality of monetary
policy making

−

overall + + ? + + +
Note: A beneficial effect is defined as a +, a detrimental effect as a − and unclear effects get a ?. More
information about how the concepts in the first column have been operationalized is provided in Appendix B.
∗ Except when transparent about monetary policy disagreement.
∗∗ In the majority of cases, but sometimes detrimental effects or a trade-off is found.

transparency increases on economic outcomes. One area closely linked to
transparency, but not included in this survey, is communication. With the
move toward more transparency, the role of communication in managing
inflation expectations has become more important. It is therefore likely that
more research will focus on central bank communication.

Furthermore, future empirical literature should look into the robustness
of the results. This is especially important because it is difficult to measure
transparency, and there are some specific drawbacks in the construction of
indices. For example, it is unclear which components should be included and
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with what weight. Future research could try to find out which aspects matter
the most and how they should be weighted accordingly. Papers that abstain
from using indices but use a before–after analysis face several downsides as
well. It is difficult to refute the idea that other factors might have driven
economic changes. Another empirical problem is reverse causality, which
refers to the question: Good economic performance or improvements in
transparency, which comes first? Additional research into the determinants
of transparency would be helpful. Lastly, it would be helpful to know more
about the optimal degree of central bank transparency.

What do we see when we contrast the findings of the transparency litera-
ture with the actual practice of central banking? The degree of transparency
of nine major central banks in 2002 is presented in Figure 9.2 (based on
Eijffinger and Geraats 2006).

Although central banks have increased their level of transparency, there
is still some room left for further transparency increases. The maximum
degree of transparency (15.3 for each of the five aspects) is not yet achieved.
In line with the theoretical and empirical findings that support political
transparency the most, we observe in practice that it is the aspect of trans-
parency on which central banks score the highest (an average score of 2.6),
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Figure 9.2. Actual degree of transparency (measured in 2002)
Source: Eijffinger and Geraats (2006).
Note: This figure provides an overview of the degree of transparency of the following
nine central banks: the Reserve Bank of Australia (RBA), the Bank of Canada (BoC),
the European Central Bank (ECB), the Bank of Japan (BoJ), the Reserve Bank of New
Zealand (RBNZ), the Swedish Riksbank (SRB), the Swiss National Bank (SNB), the Bank
of England (BoE), and the U.S. Federal Reserve (Fed).
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but there is still some room for transparency increases for three central
banks. Economic transparency ranks second (an average score of 2.3), and
policy transparency third (2.2 on average). Although the literature shows
that both forms of transparency seem to be desirable, only the Reserve
Bank of New Zealand achieves the maximum score on both. Concerning
procedural transparency, the literature is not decisive. This might explain
why, in practice, the score on procedural transparency is relatively low (the
average score is 1.9). But central banks score the lowest on operational trans-
parency (1.8 on average). Only the Swedish Riksbank scores the maximum
of 3. This can be explained by the fact that the theoretical literature is not
decisively in favor of more operational transparency. In addition, although
the empirical literature is in favor of it, relatively little empirical research
focuses on this aspect of transparency, and it originates only from 2003
onward.

We can now briefly summarize our findings: (1) The theoretical litera-
ture does not come to a unanimous conclusion. Although the more recent
theoretical literature argues in favor of more transparency, exceptions are
procedural and political transparency. (2) Differences in outcomes occur
because of differences in the models used. More recent, microdirected
research tends to favor transparency. (3) The empirical literature shows
that more transparency is indeed desirable. The only remaining ques-
tion mark is procedural transparency. (4) There is still scope for some
more research on transparency. Now that most central banks have already
become more transparent, it is likely that the research will shift more
toward the limits to transparency and toward communication, a trend that
is already observable.9As Winkler (2002) points out, the abolition of asym-
metric information is not enough: communication should provide clarity to
make sure that the release of information leads to common understanding
between the public and the central bank. However, it is not easy to do so, as is
illustrated by Kafka (1917): “Prescribing is so easy, understanding people so
hard.”10 van der Cruijsen and Eijffinger (2007) show that this applies also to
central banking. They find a discrepancy between transparency perceptions
and the actual transparency practice of the European Central Bank. This
misalignment is the result of psychological biases and lack of knowledge
about the actual central bank disclosure practice, which differs for different
groups of people (e.g., laymen versus economic experts). Therefore, the best
communication strategy is likely to depend on the recipient.

9 For a discussion of the limits to transparency, we refer to Cukierman (2008).
10 We would like to thank Vitor Gaspar for suggesting to use this quote.
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10

How Central Banks Take Decisions:

An Analysis of Monetary Policy Meetings

Philipp Maier

Abstract

More than eighty central banks use a committee to take monetary policy
decisions. The composition of the committee and the structure of the meet-
ing can affect the quality of the decision making. In this chapter we review
economical, experimental, sociological, and psychological studies to iden-
tify criteria for the optimal institutional setting of a monetary committee.
These include the optimal size of the committee, measures to encourage
independent thinking, a relatively informal structure of the meeting, and
abilities to identify and evaluate individual members’ performances. Using
these criteria, we evaluate the composition and operation of monetary pol-
icy committees in more than forty central banks worldwide. Our findings
indicate that, for example, the monetary policy committee of the Bank of
England follows committee best practice, while the committee structure of
other major central banks could be improved.

10.1 Introduction

In recent decades, central banks have undergone substantial transforma-
tions. One of the elements of the “quiet revolution” (Blinder 2004) in
central banking has been a change in the way monetary policy decisions
are taken: the “dictatorial central bank governor” of the past increasingly
has been replaced by committees taking monetary policy decisions. Today,
more than eighty central banks take monetary policy decisions in a commit-
tee. No country has ever replaced a monetary committee by a single decision
maker (Mahadeva and Sterne 2000). In addition, central banks have become
much more transparent (see van der Cruijsen and Eijffinger, this volume).

We view the structure of the monetary policy committee as an important
part of the overall institutional framework of the central bank. The structure
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and composition of a committee can affect the outcome of the meeting
and, possibly, the quality of decisions (Blinder 1998). Improvements to the
decision-making process can have effects similar to making a central bank
more transparent, as both can make monetary policy more predictable.
Consequently, following best practices in setting a framework for monetary
policy decisions can result in an environment where inflation expectations
are better anchored or anchored at lower levels.1

When designing a monetary policy committee, decisions need to be taken
on aspects such as its size, or whether voting records should be disclosed. To
guide these decisions, theoretical models, as well as findings from the social,
psychological, and experimental literature on committee decision making
can provide important insights. The insights from theoretical models are
summarized in studies by Fujiki (2005) and Gerling et al. (2005), who focus
on game-theoretic insights for the design of committees. There is, however,
an important limitation: While theoretical studies can yield recommended
mechanism to, say, limit strategic voting in committees, they have to rely on
assumptions concerning human behavior (i.e., the degree to which com-
mittee members are inclined to pursue private interests). How members
of a committee behave “in real life” is examined not in theoretical models,
but in the social, psychological, and experimental literature. In addition,
this strand of the literature has uncovered that when groups take decisions,
group processes such as group think might interfere in the decision making.
These are not easily captured in theoretical models. Consequently, regard-
ing, for example, the optimal size of the committee, Fujiki (2005) cannot
give a definitive answer.

Against this backdrop, we review empirical and experimental studies
in the fields of economics, psychology, and sociology to identify recom-
mendations for setting up a committee “optimally.” As of yet, there is no
overarching theory or consensus about what constitutes an optimal struc-
ture of the decision-making committee of a central bank. However, to guide
these decisions, these studies can provide important insights. Our focus lies
on issues relevant for monetary policymaking in central banks, but clearly
this discussion applies for other types of committees as well. Our study
follows Sibert (2006) and Vandenbussche (2006), but in addition, we also
provide new data on the setup of monetary committees in many central
banks.2 On the basis of the review of empirical and experimental studies, we
derive a number of criteria about how monetary policy committees should

1 Chortareas et al. (2001) find that higher transparency is correlated with lower inflation.
2 This extends the empirical work of Mahadeva and Sterne (2000) and Wyplosz et al. (2003).



322 Philipp Maier

be set up, and how meetings should be structured, and, using these criteria,
we then analyze the institutional setup of monetary policy committees in
various central banks in the world.

To preview the conclusions, we find that some central banks have taken
measures that are likely to increase the effectiveness of their monetary com-
mittees. A vast majority of central banks, however, could probably improve
their committee framework by making it possible, for example, to identify
and evaluate individual contributions to counter free-riding on information
provided by others.

We proceed as follows. In the next section we outline the main benefits
and costs of taking monetary decisions by committee. We identify a num-
ber of criteria for “good” committees, and use them to evaluate real-life
monetary committees in Section 3. The final section summarizes our main
conclusions.

10.2 The Impact of Committees on Decision Making

Consider a central bank with a clear target and instruments suitable to
achieve the target. Also, the central bank is independent in its use of instru-
ments, that is, it is effectively shielded from outside pressure.3 As it is
impossible to foresee all contingencies, the central bank retains a degree
of discretion (otherwise monetary policy could be set by a computer). The
central bank’s success will depend on the quality of its decisions. And if
these decisions are taken by a committee, the structure of the committee
will matter.

My experience as a member of the FOMC [Federal Open Market Committee] left
me with a strong feeling that the theoretical fiction that monetary policy is made by
a single individual . . . misses something important. In my view, monetary theorists
should start paying attention to the nature of decision making by committee. . .
(Blinder 1998, 22).

We define the monetary policy committee as the body taking monetary
decisions.4 Ideally, we can think of the monetary policy committee as a

3 In the words of Goodfriend (2005), assume that an “overarching guidance” exists that
supplements formal central bank independence and that enables the central bank to use
its monetary policy power efficiently to stabilize the economy.

4 When referring to the body taking monetary policy decisions, we use the terms “monetary
(policy) committee,”“committee” or “group” interchangeably. The head of the committee
will be called “chairman.” The discussion will primarily focus on the monetary policy
aspect, as this is the most visible aspect of central banking.
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Information sharing

Information
acquisition

Decision

Communication

Free-riding

Groupthink, polarization

Information cascades
Consensus vs. voting

Lack of coherence

Process Potential pitfall

Figure 10.1. Decision making and potential pitfalls

group of people sharing information and taking a decision together, on the
basis of the information reviewed (and revealed).

Assume that all committee members genuinely want the committee to
take good decisions, which we define here as the optimal monetary policy in
the face of an uncertain economic environment.5 However, the committee
operates in a uncertain environment, as the state of nature or the state of
the economy is not readily observable. Hence, committee members need
to gather, share, and discuss information, on which the group decision
will be based. Figure 10.1 shows how a group decision is taken. On the
right of the figure, we show how, at each of these stages, group processes
might interfere in the decision-making process. Examples of such processes
include adoption of extreme preferences (polarization), the need to achieve
consensus, or free-riding on information provided by others (Kerr et al.
1996). The structure of the committee can either facilitate taking good
decisions, for example, by providing incentives to be well prepared – or
induce frictions, because, for example, the committee is too large to allow
for a genuine exchange of views.

5 As we focus on the decision making in committees, we abstract from the possibility
that committee members pursue private interests or have strong political preferences.
In practice, however, such considerations may matter (Siklos 2002).
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To expose the main elements of group decision making more clearly,
we abstract from strategic considerations or from analyzing the merits of
different decision rules.6 This allows us to focus on our main objective,
namely examining how individuals behave when taking a decision together.

10.2.1 The Benefits of Committee Decision Making

The virtues of committees can be summarized as follows. First, if every
member of a committee exerts effort to become informed, committees can
gather more information than individual decision makers. Better informa-
tion can lead to better decisions. Second, even if all committee members
have identical information, they need not reach the same (individual) con-
clusion. This is because committee members typically have different skills,
different backgrounds and preferences, and different abilities to process data
and to extract useful information. Third, if information may contain errors,
a committee can pool signals and reduce uncertainty. Fourth, committees
provide an “insurance” against extreme preferences.

Information gathering
Committee members can possess different information sets. Central
bankers might, for example, have links to key sectors in the business com-
munity (Goodfriend 2005) or to international fora, from which they gain
private information. This holds, in particular, if central banks have regional
branches. Also, within a central bank, committee members might have dif-
ferent functions, for example, one being in charge of (domestic) research,
one in charge of financial supervision, and so on. Group discussion enables
participants to share information, such that the committee as a whole can
access a larger pool of information than any one person acting alone (Shaw
1981).

Information processing
Individuals differ in terms of their ability to process information. Homo
economicus is an efficient calculating machine; homo sapien is not (Blin-
der 2007a). Diverse groups can outperform individuals or homogeneous
groups in solving problems (Hong and Page 2004).7 Blinder and Morgan
(2005, 2007) and Lombardelli et al. (2002) show that groups outperform

6 An extensive overview is given in Mueller (2003).
7 Odean (1998) cautions on the value of“expert knowledge”when experts are individuals. He

reports that physicians, nurses, lawyers, engineers, entrepreneurs, and investment bankers
typically overestimate their own knowledge. However, the average prediction of experts –
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individuals in an experiment designed to mimic monetary policy when the
state of the economy is uncertain.

Applied to monetary committees, variations in information-processing
skills can result, for example, from employing different economic models
to evaluate the state of the economy, or from different methods for mak-
ing forecasts (Gerlach-Kristen 2006). Pooling knowledge leads to better
forecasts and potentially better decisions.

Removing noise from signals
Consider the following stylized setting (Sibert 2006): A committee of n
members has to take a binary decision. Prior to the meeting, every commit-
tee member receives a private signal about which alternative is best. Suppose
that, by assumption, the private signals are uncorrelated, informative, but
“noisy” – that is although the signals are on average more likely to be cor-
rect than incorrect, there is a certain probability that the signal is wrong.
Assuming that all members vote according to the signal they receive, and
that decisions are taken by simple majority, the probability that the cor-
rect alternative is chosen goes to one as the committee size increases. This
result is the famous Condorcet jury theorem (Condorcet 1785): If decisions
are taken by majority, the committee is more likely to pick the best option
than any of its members (i.e., a committee is more than just the sum of its
parts). Lastly, in an experimental study, Kocher and Sutter (2005) show that
groups are not smarter decision makers per se, but that they learn faster
than individuals.

Insurance
Much as a careful investor would not put all his eggs in one basket, having
policy set by a group rather than by a single central banker keeps policy
from going to extremes (Waller 2000). Hence, committees can provide an
“insurance” against strong individual preferences. Also, letting a committee
decide – as opposed to having a single monetary decision maker – provides
a certain “protection” for the Governor (and all other committee members),
who otherwise might be subject to substantial personal pressure (Goodhart
2000). This “protection” helps to promote independence and facilitates the
frank discussion of opinions.

that is, if their knowledge is pooled together – is likely to be correct. Surowiecki (2004)
provides an example of a weight-judging competition, where members of a crowd placed
wagers on the weight of an ox. The average guess of 787 contestants was 1,197 pounds.
The crowd missed the actual weight by only one (!) pound.
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Implications
An important implication of the first two elements is that to reap the full
benefits of committee decision making, its members should be heteroge-
neous. An optimal committee consists of people that share information to
jointly maximize the information available to the group.

Some qualifications apply. First, information gathering and information
processing is assumed to be costless (and effortless). Hence, the optimal
committee would be infinitively large. As we show in the following, once we
allow for costs associated with information gathering, there is likely to be
an “upper limit” for the optimal committee size.

Second, the insurance argument assumes that individual preferences are
stable, and that group membership does not introduce biases in judgment.
This, however, is not necessarily true. The next section shows that there
are powerful reasons to believe that committee membership may affect
individual preferences or judgment.

10.2.2 The Costs of Committee Decision Making

Large committees do not work
Output of real-world committees is not always as good as one might expect,
given the capabilities of the individuals who comprise them. This holds par-
ticularly for large committees. The key difference between individual and
group decision making is the exchange of information. However, informa-
tion exchange in group decision making is often done poorly (Stasser 1992).
For instance, when information acquisition is costly, group members have
incentives to free ride. An appropriate committee structure, however, may
alleviate these issues.

Free-riding

Free-riding or shirking refers to behavior where individuals do not exert
their full effort in contributing to the group’s performance. Shirking can
easily be measured in additive tasks, such as pulling a rope.8 Assuming
that there are no coordination problems and that individuals’ efforts do
not depend on the size of the group, group output should rise linearly as
additional group members are added. However, if individuals tend to shirk
when they are part of a group (and more so the larger the group), then

8 An additive task is one wherein the group’s performance is the sum of individual perfor-
mances. A disjunctive task is one wherein the committee’s performance depends on its
most competent member (e.g., problem solving).
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group performance will be a concave function of the number of members.
As Sibert (2006) reports, a vast number of studies have found evidence for
shirking across a range of additive tasks such as clapping and shouting.

In a committee context, shirking exists because revealed information
becomes a public good. Suppose the correct decision depends on the (unob-
servable) state of the economy. A member observes a signal if he or she
expends effort (the signal is a random draw from a normal distribution
with known variance). There is no conflict over objectives, but information
is a public good, which is costly to obtain (such “costs” can include reading
briefing material distributed prior to the meeting). Hence, each member
would prefer to become informed rather than have the committee be com-
pletely uninformed; however, each member’s most preferred option is for
the other members to expend effort becoming informed, while he or she
free rides (Sibert 2005).

It is not fully understood what determines optimal committee size,
but studies by Berger et al. (2007) and Erhart et al. (2007) suggest that
country-specific characteristics are important. For instance, more complex
economies – that is, larger economies or those with more diverse economic
structure – might require a larger committee to gather and process infor-
mation. Also, the exact nature of the central bank’s tasks (for instance,
whether the central bank is also supervising the financial sector) can affect
optimal committee size. Lastly, political institutions may matter, as larger
committee may insulate the central bank better from political pressures.
This builds on Lybek and Morris’s (2004) idea that the size of a central
bank’s board is a balance between the central bank’s function, simplicity,
and country-specific factors, including appointment procedures or terms
of the committee members.

Shirking becomes more important as committee size increases: the larger
the group, the less noticeable it is if one member does not sufficiently partic-
ipate in the decision making or if he or she is poorly informed. Hence, if the
size of the committee increases, the (marginal) costs arising from shirking
increase. At the same time, the additional benefits from more people being
able to process information get smaller the larger the committee.

Taken together, when information acquisition is costly, and committee
members have incentives to shirk, the optimal size of the committee is finite
(Gerling et al. 2005). This means that some of the benefits of (larger) com-
mittees in terms of better information processing cannot be reaped. This is
visualized in Figure 10.2. The solid line shows the benefits of the committee,
or more specifically, the marginal gain in terms of information gathering
or processing from adding an additional individual to the committee. The
steeper dotted line shows the marginal costs that arise when the committee
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Figure 10.2. Optimal committee size

expands, because additional members increase opportunities and incentives
to shirk. Measures to limit shirking are therefore important. There are two
ways of dealing with shirking.

• Limiting the size of the committee
• Creating incentives to discourage shirking

Shirking is reduced when individual contributions can be identified and
evaluated. For instance, relay team swimmers swim laps faster when individ-
ual times were made public, but slower when they were not (Williams et al.
1989). Similar results are found for brainstorming tasks (Harkins and Jack-
son 1985). Croson and Marks (1998) experimentally examine how infor-
mation affects behavior. All group members can contribute toward a public
good, but participants receive varying amounts of information about con-
tributions made by others (the public good can be compared to information
in a committee context). Revealing anonymous information about other
contributions leads to a significant decrease in contributions. When individ-
ual contributions are clearly identifiable, average contributions increase.9

9 A study that comes relatively close to monetary policy analysis is Henningsen et al. (2000):
189 persons worked either alone or in four-person or eight-person groups. Each participant
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Applied to the central banking context, an institutional device to discour-
age free-riding is the publication of the discussion in the form of minutes.
An alternative possibility could be that, prior to the meeting, each committee
member privately notes his or her preferences and the main arguments for
the upcoming decision. This forces individuals to become informed. Again
this information could be published in the minutes. Both measures imply a
reduction in shirking. This means that the line showing the marginal costs
of adding more committee members is now flatter (the flatter dotted line
in Figure 10.2). The optimal committee size increases, and more gains from
information gathering and processing arise.

Inertia

A common criticism of committee decision making focuses on the
difficulties to reach a decision:

Had Newton served on more faculty committees at Cambridge, his first law of
motion might have read: A decision-making body at rest or in motion tends to stay
at rest or in motion in the same direction unless acted upon by an outside force
(Blinder 1998).

Riboni and Ruge-Murcia (2006) formalize this notion. They show that
if the status quo is the “default option” in situations where the committee
cannot agree, monetary policy tends to be too inert. However, these authors
require a number of strong assumptions to generate inertia, such as the
committee is not able to take a majority decision. In practice, many central
banks [such as the European Central Bank (ECB)] have provisions that, in
the event of a tie, the chairman’s vote counts double. Also, experimental
evidence indicates that groups are not more inert than individuals (Blinder
and Morgan 2005, 2007).

An important factor contributing to inertia is whether committees are
not “internally transparent.” By this we mean that not every committee
member is forced to reveal his or her position (i.e., whether he or she
votes A or B). Such ambiguities can result in consensus-oriented com-
mittees. Also, voting committees need only to convince fewer members
to change policy (at the margin, “50 + ε” percent is sufficient), whereas
consensus-oriented committees need to convince more than 50% of the
group members. Simulations show that building consensus can delay the

was asked to read information for the purpose of making a future individual or group
decision. Individuals who anticipated working alone recalled more of what they had read.
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decision making (Gerlach-Kristen 2005). We return to this issue when we
discuss consensus versus voting in committees.

Optimal committee size

As the optimal committee size depends on behavioral considerations, purely
theoretical studies (e.g., Fujiki 2005) cannot provide a definite answer.
The experimental literature does give some guidance: Slater (1958) had
24 groups of two to seven male undergraduates who were given analytical
problems to discuss. He asked the group members whether their group was
too large or too small. Groups of five did best.

Oakley et al. (2004) found that with only two people on a team, there
may not be a sufficient variety of ideas, skills, and approaches to problem
solving for the full benefits of group work to be realized. Also, conflict reso-
lution can be problematic in a pair: whether right or wrong, the dominant
partner will win most arguments. On the other hand, if a team has more
than five members, at least one is likely to be relatively passive. As monetary
policy is a relatively complex task, the benefits from having a large commit-
tee might be very important. Hence, the optimal committee size might be
moderately larger than these studies suggest. Sibert (2006) concludes that
monetary policy committees should probably have at least five members,
but they should not be much larger. Beyond seven to nine members, the
participation of members decreases and members become less satisfied, and
groups of over twelve people find mutual interaction difficult.10 In view of
these considerations, it is encouraging that Erhart et al. (2007) found that,
in their sample of 85 central banks, the average MPC consisted of seven
members.

“Hub-and-spoke” committees and rotation

The monetary policymaking bodies of the central banks representing the
two largest currency areas in the world – the U.S. Federal Reserve and the
ECB – have clearly more than 10 members.11 They are also set up in “hubs”
(i.e., the Fed Board in Washington and the ECB in Frankfurt) and “spokes”

10 As an aside, the literature on microbanking also suggests that small group sizes (3–10
people) work best, for example, because small groups can monitor each other’s effort
better (Morduch 1999).

11 In their defense, it has been noted that for a large currency area, the committee might
benefit from regional representation: “If an economy is complex. . . then it might be useful
to have the views of the key sectors represented on the policy committee” (Goodfriend
2005). From a practical perspective, improvements in data collection and better economic
statistics may reduce the need for regional or sectoral representation. For the euro area,
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(the regional Feds or the national central banks of the euro-area member
countries).

• The Federal Open Market Committee (FOMC) comprises the seven
Board members and the President of the Federal Reserve Bank of New
York. Of the other eleven regional Fed Presidents, only four have the
right to vote.12

• The ECB Governing Council consists of five ECB Board members, plus
all euro-area National Central Bank (NCB) Governors (currently 13).

Both central banks have adopted a rotation system to limit the number of
voting members – that is, the right to vote rotates following a predetermined
sequence.13 If rotation is used as a device to shorten the time needed for
discussion, then this goal can only be achieved if nonvoting members hardly
ever participate in the discussion.

In principle, rotation is a useful device to increase the amount of infor-
mation without compromising the group size. Note, however, a potential
danger of such a system is that, if committee members interests’ are not fully
aligned, voting members might exploit the nonvoting members. Bosman
et al. (2004) show that committee members might be trapped in a “pris-
oner’s dilemma,” that is, everyone votes for options that maximize his or her
own advantage. Such individualistic voting behavior can result in the com-
mittee taking worse decisions than if every member had just voted for the
option that maximizes the group’s benefit. And lastly, a risk is that rotation
can cause spurious changes in policy, simply from rotation of committee
members.

Instability of preferences and groupthink
An important assumption underlying committee benefits is that member-
ship in a group does not change members’ prior beliefs or preferences.
Economists typically downplay the influence of others on people’s pref-
erences, and emphasize people’s autonomy. In contrast, sociologists and
social-network theorists describe people as embedded in particular social

national representation might also be an important issue, for example, because it may
facilitate communication (Wellink et al. 2002).

12 More specifically, the Presidents of the Cleveland and Chicago Banks vote in alternating
years. The remaining three FOMC votes rotate annually among the Presidents of the other
nine Reserve Banks (see Meade and Sheets, 2005, for details).

13 The ECB rotation scheme will become effective once the number of NCB Governors rises
above 15 (European Central Bank 2003).
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contexts. Influence from others is inescapable. The more influence mem-
bers of a group exert on each other, the more likely it is that group members’
preferences align (Surowiecki 2004). Research in social and cognitive psy-
chology has devoted considerable effort to showing that human judgment
is imperfect (Kerr et al. 1996).

Are committees any less – or more – subject to judgmental biases
than individual decision makers? Several hundred studies demonstrate that
belonging to a committee polarizes its members. For example, groups are
more likely to support failing projects (Whyte 1993). This could imply that
monetary policy set by a committee is overly biased against inflationary
pressures, or less likely to correct past mistakes (note that in this case, the
failure to correct past mistakes is not due to inertia, but to biased, polarized
views).

A particularly harmful form of group polarization occurs when com-
mittee members stop paying sufficient attention to alternatives, because
they are striving for consensus. This is also called groupthink (Janis 1973).
The following factors have been identified as leading to groupthink (Sibert
2006):

• insulation from outsiders;
• lack of diversity in viewpoints; and
• leaders actively advocating solutions.

Key to avoiding groupthink is independence, that is, to encourage com-
mittee members to think for themselves. Encouraging independence has
two positive effects (Surowiecki 2004): first, it avoids errors in judgment
becoming correlated.14 Second, independent committee members are more
likely to gather new, additional information or interpret existing informa-
tion differently. This might lead them to question the group consensus and
thus, ultimately, limit groupthink (Morck 2004). In line with these consid-
erations, the experimental study by Blinder and Morgan (2007) finds that
committees do not perform better when they have a designated chairman.

An institutional arrangement to avoid groupthink is to appoint commit-
tee members with different personal backgrounds. Clearly, members of a
monetary committee should have some knowledge about what monetary

14 Errors in individual judgment do not wreck the collective judgment, as long as these
errors are not systematically correlated (i.e., all pointing in the same direction). Note,
however, that the collective decision might be biased if the signals are correlated, for
example, because all committee members base their judgment on the same forecast. This
underlines the importance of independent information gathering.
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policy can achieve. However, a committee consisting of only economists
(possibly with Ph.D.s from a small handful of universities, which aligns their
ways of thinking even more), or only “career” central bankers, is more likely
to exhibit groupthink than a more diverse group. Similarly, having external
members on the committee – that is, members not working at the central
bank, like academics or business representatives – might help. This is not
to say that the monetary policy committee should only be staffed by mem-
bers without a background in economics. In fact, as Göhlmann and Vaubel
(2005) have shown, former trade unionists and politicians seem to have
higher inflation preference than former bankers, former members of cen-
tral bank staff, or businessmen (note that their results regarding education
are less clear). However, having some “noneconomists” on the committee
can play an important role in avoiding groupthink. Consistent with this
view is that an analysis of voting records of the Bank of England’s MPC
has found that noncentral bankers dissent more often than central bankers.
The value of their dissenting views can be inferred from the observation
that their dissents seem to perform well in forecasting future interest rate
changes (Gerlach-Kristen 2003).

Note, however, two caveats: First, if group members are “too indepen-
dent,” the monetary committee may run the danger of speaking with too
many voices when communicating externally (Blinder 2007b). The mone-
tary committee should be individualistic enough to benefit from diversity,
yet collegial and disciplined enough to project a clear and transparent mes-
sage. Second, while diversity is likely to have a positive impact on group
processes, it may be detrimental for the conduct of monetary policy, if the
composition of the group impedes the central bank’s independence. Such a
situation can occur when a monetary committee is dominated by govern-
ment officials, who may care about their reelection (Tuladhar 2005). This
bears the risk that despite the central bank being formally independent, its
policy nevertheless reflects electoral constraints.

Structuring the meeting
Avoiding information cascades

A different institutional device to counter groupthink is related to how
meetings are structured. Assume a committee taking a binary decision
(Bikhchandani et al. 1992). Prior to the meeting, each member receives
an independent signal. The chairman makes the first proposal. If the first
person after the chairman has received a similar signal, that person will sup-
port the chairman. If not, that person might flip a coin. The important issue
is that if the second person chooses to support the proposal, the third person
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has strong incentives to agree to the proposal, too: even if the third person
received a different signal prior to the meeting, having observed (on the
basis of their voting behavior) that the first two persons have both received
the other signal, it is safer to assume that his or her own signal is wrong.
Similar considerations hold, of course, for all other committee members.

In other words: the “hurdles” to expressing a contrary view increase as
more members have previously voiced identical opinions. Such a group pro-
cess is called an “information cascade.” In an experimental setup, Anderson
and Holt (1997) show that wrong initial signals can start a chain of incor-
rect decisions that is not broken easily by correct signals received later.
Repeated information cascades can lead to groupthink. Experiments by
Milgram (1974) show that individuals may have a psychological predispo-
sition to obey authority. Applied to monetary policy decision making, this
means that if the chairman (or the person to speak first) is a very powerful
or “authoritarian” person, the tendency for conformity may be high.

The fundamental problem with information cascades is that choices are
made sequentially, instead of all at once. There are two ways to avoid
information cascades: first, by promoting independent thinking among
committee members. Independence can be promoted by not making the
meeting structure too formal. For instance, it is preferable that the same
person does not always open the discussion, or that the same person does
not always make the interest rate proposal. A device to implement this is not
to have a fixed order for speakers. Alternatively, one might consider remov-
ing the sequential element of the decision making by letting all people decide
simultaneously. One way of doing this is to vote.

Consensus or voting?

A long-standing debate among central bankers is whether a committee
should use voting or operate consensus based. A priori, there is no reason to
believe that either of the two options always delivers better results.Voting has
the advantage that every group member has to reveal his or her preference.
Also voting can act as a device to reduce free-riding, especially if individ-
ual voting patterns are published. A similar arrangement can, however, be
implemented in a consensus-oriented approach, when the contribution of
individual committee members is identifiable.

Several disadvantages of voting have been mentioned. First, members on
the losing side can become dissatisfied (particularly if they are regularly los-
ing), or“winning”members can become concerned with maintaining group
harmony (Janis 1973). This could lead them not to vote sincerely. Second,
if individual voting patterns are published, external pressure on committee
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members might increase.15 Lastly, group members might be concerned
about appearing“competent.”This might discourage asking questions chal-
lenging the conventional wisdom. This needs to be taken seriously, as in,
for example, the study of Schweiger et al. (1986), which shows that “dialec-
tical inquiry” and playing the “devil’s advocate” can greatly improve the
decision.16 Hence, it is important that the discussion is frank and open.
This concern could be dealt with by publishing a detailed transcript of the
discussion, but not mentioning names.

How well consensus-oriented committees perform depends on whether
the committee is evidence-based or verdict-based (Surowiecki 2004):
Evidence-based juries spend time to sift through the evidence and explicitly
contemplate alternative explanations before they take a vote. Verdict-based
juries see their mission as reaching a decision as quickly as possible by
taking a vote before any discussion (and the debate concentrates on getting
those who do not agree to agree). If evidence-based, the consensus-oriented
approach may encourage members more to engage in a discussion than vot-
ing. Pressure to reach a consensus quickly, as in verdict-based juries, often
leads to poor choices (Priem et al. 1995).

While we focus primarily on interaction within the committee through-
out this study, the discussion on consensus versus voting is also affected by
the way the committee interacts with the outside world. Communication
with financial markets has become an important issue during the past 15
years (Woodford 2005).17 Greater transparency and clarity are thought to
limit surprises for financial markets, thereby reducing uncertainty and gen-
erating less volatility (Kohn and Sack 2003; van der Cruijsen and Eijffinger,
this volume ). Central banks can provide information on the decision itself,

15 This concern has been particularly emphasized in the European context, where NCB
Governors might be subject to political pressure in their home country (Issing 1999).
Another concern about publication of votes is that market participants might use them to
predict individual members’ voting patterns.

16 In its purest form, dialectical inquiry uses debates between diametrically opposed sets of
recommendations and assumptions, whereas devil’s advocacy relies on critiques of single
sets of recommendations and assumptions (Schweiger et al. 1986).

17 Good communication is important for central banks not only for reasons of democratic
legitimacy, but also in the interest of the central bank itself: central banks can only influence
short-term interest rates, whereas the effectiveness of monetary policy depends on the
degree to which economic variables, such as long-term interest rates, exchange rates,
equity price, and so on respond to central bank’s actions. Better communication with the
public, in particular clarity about the expected future path of short-term rates over coming
months, strengthens the relationship between these variables and central bank’s policy
steps. Therefore, good communication improves the effectiveness of monetary policy (see
Blinder et al. 2008).
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on inputs for the decision, on how the decision was reached, or even dis-
close transcripts of the meeting or plans for future policy. The ways central
banks organize their communication with financial markets is arguably not
independent of their decision making: If decisions are taken by committee,
the question arises whether committee members should communicate in a
collegial manner – that is, by conveying the consensus or majority view of
the committee – or in an individualistic way, by stressing and conveying the
diversity of views among the committee members (Blinder 2007b).

Consensus-oriented: When monetary committees operate consensus-
based, it is not evident why they should discuss “conflicts” in public. After
all, a collegial committee wants to project an “aura of agreement” (Blin-
der and Wyplosz 2004) in its disclosures. Therefore, under this model,
central banks are likely to emphasize unanimous agreement. In principle,
they could still decide to discuss different policy options in public, or to
disclose whey they preferred, say, option A over option B. In practice,
though, not all consensus-based committees provide detailed informa-
tion on options they dismissed (the ECB is an obvious example here). To
some extent, this might be regarded as lacking transparency if it masks
disagreements within the committee.

Voting: When monetary committees vote, central banks can choose to
disclose the results of the votes (possibly also disclosing who cast dissent-
ing votes); and in many cases, dissenting members of the committee also
talk in public – or even in parliament – about their reasons for dissent-
ing. For example, the U.S. Federal Reserve is relatively individualistic in
its communication, as FOMC members regularly express personal views.
Similarly, members of the Bank of England’s MPC have discussed their
reasons for dissenting in public (e.g., Nickell 2000).

Which of the two is preferable is not clear. Blinder (2007a) highlights the
danger that voting may pose difficulties for communication. Voting high-
lights differences in opinion, even if in practice the differences are relatively
small. A consensus-oriented approach may make it easier when address-
ing the public: “If the result is a cacophony rather than clarity, that may
confuse rather than enlighten the markets and the public” (Blinder 2007a).
Empirically, however, the results are more mixed: for instance, Siklos (2003)
finds that for the United Kingdom, volatility in key interest rates is actually
lower when minutes reveal disagreement in the committee than when deci-
sions are taken unanimously. This could indicate that bonds markets could
actually benefit from the additional information revealed, if disagreement
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among committee members is made explicit by disclosing voting patterns.
Ehrmann and Fratzscher (2005) find that the ECB and the Federal Reserve,
despite the differences in their decision-making and communication strate-
gies, are equally predictable in terms of their policy decisions. Also, the
responsiveness of financial markets to communication from these central
banks is equally good. This suggests that in practice, both decision-making
and communication strategies can be equally effective.

10.2.3 Implications for Committee Design

Committees can offer the classic benefit of diversification: a higher mean
with a lower variance. To function properly, the committee should have an
overarching framework, that is, a clearly defined target and freedom to adjust
its instruments in order to achieve that goal. But additional arrangements
may be required to facilitate information sharing and aggregation, and avoid
polarization of group members.

As mentioned before, there is no overarching theory on decision mak-
ing, and recommendations regarding the structure of a “good” committee
are not based on first principles. However, the studies reviewed suggest a
number of criteria, which can be thought of as “best practice.” Table 10.1
summaries the main design implications of the preceding discussion. First,
the body taking monetary decisions should be small enough to allow for an
exchange of views. Second, encouraging group members to act and think
independently is crucial to avoid polarization and groupthink. Having

Table 10.1. Criteria for “good” committees

Clear objectives and independence
∗ Clearly defined goal and efficient instruments
∗ High score of central bank independence

Size of the monetary policy committee
∗ Not much larger than five members
∗ Rotation can lead to better information and limit the group size

Measures to avoid free-riding
∗ Possibility to identify and evaluate individual contributions

Polarization and groupthink
∗ Encouraging group members to think for themselves
∗ Different personal backgrounds
∗ Having a mix of internal and external members
∗ No fixed speaking order to avoid information cascades
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group members with different personal backgrounds – that is, different
nationalities or different professions – might help. Lastly, the literature offers
no clear preference for voting or consensus – both can work well, provided
that arrangements exist to identify and evaluate individual contributions to
avoid shirking.

10.3 Monetary Policy Committees in Practice

Before we review how real-life monetary committees operate, we should
stress that committees organized very differently can nevertheless take good
decisions. Each central bank operates differently, and different traditions
may justify different setups. However, on the basis of the studies reviewed
we would argue that the likelihood for committees to consistently take good
decisions is higher if the setup of the committee follows the lines we outline
in the following.

10.3.1 Clear Objectives and Independence

Few studies provide detailed information about the structure of monetary
policy committee meetings, but various studies have compiled evidence
about central banks’ objectives and their degree of independence. Among
the most comprehensive is the survey by Mahadeva and Sterne (2000).
Other studies have covered either a more limited set of countries (Siklos
2002, provides information on the governance of 20 OECD central banks;
Tuladhar 2005, focuses on inflation targeting countries) or have a slightly
different focus (e.g., Wyplosz et al. 2003, focus on central bank communi-
cation, but they also provide information on decision making for 19 central
banks in their study; Berger et al. 2007, and Erhart and Vasquez-Pas 2007,
provide evidence on the size of monetary policy committees in 85 central
banks). We, therefore, take Mahadeva and Sterne (2000) as our starting
point.

Consider central banks’ institutional structure first. Regarding the clar-
ity of objectives, Mahadeva and Sterne (2000) report that of the 94 central
banks in their sample, 90 had monetary stability as a legal objective. Approx-
imately 95% have operationalized this by translating it into a definition
of price stability, an inflation target or a monitoring range – which is an
improvement over 1990, when only 57% had an explicit nominal target or
monitoring range.18 Seventy-seven central banks can be classified as having

18 Note that in the 1990s, many central banks had exchange rate targets or target ranges.
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Figure 10.3. Size of the monetary policy board

instrument independence.19 Seventy-nine central banks take decisions in
a committee. The most common committee size is between five and ten
members (see Figure 10.3).

10.3.2 The Structure of the Monetary Policy Meeting

Mahadeva and Sterne (2000) provide information on central bank gov-
ernance, but their study does not give a comprehensive picture of how
decision making in central banks actually takes place. Also, as mentioned
above, other studies either focus on other issues, or have a more restrictive
coverage. We seek to make our sample as broad as possible, covering all
central banks on the BIS web site (currently 149). To be able to evaluate
central banks against the criteria we set out in Table 10.1, we gather our
own data. We rely on three sources:

• speeches from senior bank officials, in which they discuss the process
of monetary policy decision making;

• information on monetary policy committees on central banks’ web
sites; and

19 Their score ranges from 0 (no instrument independence) to 1 (full independence). Seventy
seven have a score of 0.66 or more, indicating that the central bank is the “leading body”
to set monetary policy. Note that the number of observations differs between Figure 10.3
and Figure 10.4, as not all central banks have committees or disclose their size.



340 Philipp Maier

• responses to a brief questionnaire we sent out to central banks to find
out how their committee meetings are structured.

All three sources have been used, but given that central banks differ
considerably in terms of the detail they make available in English through
web sites and speeches, we took our survey results as the starting point.
Then, we checked whether the answers were consistent with information
from speeches or web sites. Also, where available, we used personal contacts
to verify that the information provided an accurate picture of the decision-
making procedure.20

The full survey we sent out by e-mail is given in Appendix A.21 As
many central banks are rather conservative in terms of releasing informa-
tion about internal decision making, it is not surprising that our response
rate is lower than Mahadeva and Sterne (2000). In total, 44 central banks
responded, and we list key elements of their responses in Table 10.3. We
report the following.

• The size of the monetary policy committee (column 2). This allows
checking whether the committee is too big. Where available, column
2 also reports the number of external and internal members in brack-
ets (external members are not working for central banks, internal
members are central bankers). Together with the information about
personal backgrounds of committee members given in column 3, this
serves as an indication of the diversity of the committee.

• Column 4 reports whether decisions are taken by consensus (C) or
voting (V); column 5 shows whether (individual) votes are published.
This information is a proxy for the degree to which individual con-
tributions can be identified and evaluated – that is, for the degree to
which the committee setup discourages shirking.

• The remaining columns summarize information on measures to
counter information cascades and groupthink. Column 6 provides

20 Clearly, all of these sources have limitations. Given most central banks’ secrecy when it
comes to the details of monetary policy decision making, we have few possibilities to
verify whether the information gathered from the sources conveys the full picture. To limit
errors, we only included central banks for which we could verify the information provided
in the survey. This also means that central banks that did not respond to the survey are
not included in our study. Lastly, where answers were ambiguous, we clarified by asking
more precise questions (e-mails are available upon request).

21 A first e-mail was sent out to all 149 central banks on the BIS web site on June 20, 2006; all
central banks that did not respond to the initial e-mail were contacted again on February
12, 2007. In addition, where available, we pursued personal contacts to gather information
or to verify answers we received to the questionnaire.



How Central Banks Take Decisions 341

information about the organization of the meeting, column 7 reports
who makes the interest rate proposal, and column 8 reports if the
Governor has been on the losing side of a vote (the idea here is that an
authoritarian Governor is never on the losing side of a vote). Lastly,
column 9 provides how committee members are encouraged to act
and think independently.

It is apparent that many central banks have diverse monetary committees,
some of which are staffed with central bankers, academics, and/or repre-
sentatives of the business community or ministries (see Figure 10.4).22

Figure 10.5 shows a relatively even distribution of voting versus consen-
sus, but note that some central banks have tried to augment consensus
decision making by making the Governor solely responsible for the deci-
sion. This provides strong incentives for the Governor to ensure that
all committee members have an open and frank discussion to reap the
benefits of information sharing and evaluation. And our results suggest
that while many central banks publish votes, few publish individual votes
(Figure 10.6).

Another apparent feature is that few central banks have fixed speaking
orders, but at the same time, few central banks have institutional mech-
anisms to effectively encourage independent thinking. Moreover, most
central banks have fairly strict rules on who makes the interest rate proposal
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Figure 10.4. Diversity in monetary committees

22 The Figures 10.6–10.8 are based on information contained in Table 10.3.
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(see Figure 10.7) – which, as indicated above, bears a severe risk of infor-
mation cascades. And lastly, many central banks are reluctant to disclose
whether the Governor has a lost a vote during the last 5 years (see
Figure 10.8). However, some central banks provide that information, and it
seems that among these, the Governor being on the losing side of a vote is
the exception.

Next, we convert some of the qualitative indicators we collected into
quantitative measures in the following way: the variable “Diversity” is zero
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Figure 10.8. Has the governor lost a vote during the last 5 years?

for committees that are staffed only with central bankers; more diverse
committees are assigned 1. “Proposal” indicates who makes the first interest
rate proposal. Higher values indicate less likelihood of information cascades:
the variable takes values of 1 if Staff makes the first proposal, 2 if there is no
clear rule, and 0 if the Governor always makes the first proposal. “Governor”
measures whether the Governor has lost a vote during the last 5 years, taking
the value 0 if he has not (and 1 otherwise). Lastly, “Total score” simply takes
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Table 10.2. Correlation between average inflation
(2000–2006) and committee properties

Emerging markets Industrialized countries

Total score −0.11 −0.47
Diversity −0.17 −0.33
Proposal −0.13 −0.48
Governor 0.11 0.34

the average of the three other measures. Hence, for all indicators, higher
values indicate that the committee setup is closer to our recommendations.

Table 10.2 reports correlations between our committee indicators and
average monthly inflation – admittedly a very simple measure of how
well a central bank conducts monetary policy – during the period 2000–
2006. Given the difference in economic structure, we report correlations
for emerging markets and industrialized countries separately.23 We see that
higher scores on the measures for “Diversity” and “Proposal” are correlated
with lower average inflation rates, whereas the correlation between average
inflation and whether the Governor has lost a vote has the wrong sign. In
addition, we also checked for correlations between average inflation and
committee size. As reported, the optimal committee size is likely to be five
or slightly higher. Correlation between average inflation and committee
of four to six members is −0.20; correlation between average inflation and
committees of six to eight members is 0.16.24 These findings are in line with
our recommendations. Note, however, that these simple correlations are not
statistically significant, and correlation is not causation. Many other factors
(such as the central bank’s institutional arrangements, or the frequency
and types of shocks hitting the economy) are also likely to affect inflation

23 The industrialized countries group comprises Australia, Canada, the euro area, Japan,
New Zealand, Norway, Sweden, Switzerland, the United Kingdom, and the United States;
the emerging markets group comprises all other countries (with the exception of Belarus,
Bosnia, and Herzegovina, the Eastern Caribbean Central Bank (ECCB) countries, Namibia,
South Korea,and United Arab Emirates, for which we did not find inflation data). Quarterly
inflation data for Australia and New Zealand were converted to monthly data using a linear
adjustment.

24 Splitting correlations between committee size and average inflation into groups for emerg-
ing markets and industrialized countries is not very useful, as the number of observations
for industrialized countries for these committee sizes is very low. For emerging markets
we find very similar results, as correlations between committees of sizes four to six and
seven to nine are −0.23 and 0.14, respectively.



How Central Banks Take Decisions 345

performance. Future work will look more closely at the exact nature of the
relationship between central bank performance and committee structure.

Let us look more closely at some prominent central banks or at central
banks with interesting institutional arrangements.

• In many ways the Bank of England’s committee structure follows best
practice: it has a clear goal, it is made up of diverse members (aca-
demics, business representatives, and central bankers), and it is not
too big. Also, individual contributions can be identified and evaluated,
and its members are encouraged to think for themselves. Lastly, the
Governor has lost votes in 2005 and 2007, which indicates that the
Governor is not dominating the committee.

• The Bank of Japan is the only one to explicitly change the speak-
ing order for every meeting. We view this as an effective measure for
members to get informed and to limit information cascades. Also,
every board member can make an interest rate proposal. However,
the committee is exclusively staffed by central bankers (although some
have working experience as government officials or in the business
community).

• The structure of the FOMC and the Governing Council of the ECB
could be improved: Individual contributions cannot be clearly identi-
fied and both committees are probably too large. The FOMC also lacks
an explicit inflation target, and internal and external transparency of
the ECB is low (consensus decision making and no publication of min-
utes or voting records). Moreover, it is likely that both committees were
firmly led by its chairman (FOMC)25 or its Chief Economist (ECB),26

although that might change with recent personnel changes.
On the positive side: the fact that each of the national ECB briefs

its own Governor individually, and that each of them uses a dif-
ferent economic model, maximizes the benefits from information
gathering and processing. Similarly, the Fed benefits from a “hub-and-
spoke” structure, which facilitates gathering and processing regional

25 Alan Greenspan has chaired the FOMC for about 18 years and has never been on the losing
side of a vote. The transcript of the February 1994 FOMC meeting shows that a clear
majority of the committee favored raising the funds rate by 50 basis points. Greenspan,
however, insisted not just on 25 basis points, but on a unanimous vote for that decision.
He got both (Blinder 2007a).

26 The ECB’s Chief Economist traditionally starts the debate by giving an overview of recent
economic developments. He is also the first to make an interest rate proposal (at the end
of his exposition).
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information. Also the ECB has a clear goal,27 and both ECB Governing
Council and FOMC comprise members with diverse backgrounds (all
central bankers, but with different nationalities or with diverse past
experience).

• The Bank of Canada has a clear objective, and the size of its MPC is
probably optimal. However, individual contributions are not identi-
fied, and there are no outside members. On the positive side: although
all get the same briefing material, board members also receive policy
advice from a group of senior advisors, who are encouraged to think
independently.

• The Central Bank of the Czech Republic makes it possible to identify
individual contributions with a 6-year delay. This provides a compro-
mise between allowing for the evaluation of individual performance
and shield against external pressure.

• At the Bank of Chile, the monetary committee votes in a specific order,
starting with the oldest, and ending with the newest members. In light
of the discussion about groupthink, the voting process could probably
be improved. On the positive side: the Governor is the last member to
cast its vote.

• At the Bank of Israel, four departments independently have to prepare
recommendations before the meeting. This forces each department to
conduct its own analysis, which counters shirking and groupthink.

• An interesting feature of the Swiss monetary committee is that different
group members are briefed by different departments. To some extent
this could be viewed as a device to encourage independence. However,
their speaking order is relatively fixed,28 the committee has no outside
members, and there is no way to (externally) identify and evaluate
individual input for the discussion.

• The National Bank of Poland addresses information cascades by allow-
ing each member to make the first interest rate proposal. Also, the
Chairman has been on the losing side of a vote on several occasions.
Regarding accountability, neither individual votes nor minutes are
published. However, plans exist to modify the inflation report to make

27 The ECB is not an inflation targeter, but it has a relatively clear definition of price stability
(inflation “below, but close to two percent”). This is the ECB’s overriding objective.

28 After an informal debate among the members of the Board, their Deputies and economists
who prepared the documents, the Chairman of the Governing Board gives the floor to the
heads of two other departments. Then the Governor speaks again, although any member
can intervene again after one of his or her colleagues has spoken. The Chairman of the
Governing Board summarizes the arguments, repeats the decision, and closes the debate.
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it “minutes-like” (i.e., to provide a broad picture of the discussions and
enabling outsiders to identify views of individual members).

10.4 Conclusions

Typically, reports released to the public to explain monetary policy deci-
sions feature detailed discussions about the state of the economy. While
such information is important for financial markets, our discussion suggests
that availability of economic information alone is not sufficient to guaran-
tee optimal decision making. Well-structured institutional arrangements
can ensure that committee members get informed and adequately pro-
cess economic information before taking a decision. Do real-life monetary
committees feature such arrangements?

Our survey of the literature suggests that encouraging independent think-
ing and having members with different personal backgrounds may be useful
provisions to avoid groupthink. The structure of the meeting should not be
too formal (e.g., no fixed speaking order) in order to reduce information
cascades. And if individual contributions can be identified and evaluated,
free-riding can be eliminated.

We would like to stress that there is no ultimate model, and it is unlikely
that one structure dominates all others on all aspects. Each solution also
reflects local circumstances and traditions. However, our guidelines for the
way monetary policy committees should be set up show that some central
banks could probably improve their committee framework. By changing
the way the monetary committee works, incentives are created for group
members to actively participate in the discussion, to become informed, and
to reveal their information. As this is the basis for the gains that decision
making by committee can offer, having such institutional arrangements can
contribute to the overall quality of the decisions. As this overview has shown,
some central banks could reap more of the committee benefits if they had
provisions to avoid free-riding or encourage “thinking outside the box.”

Appendix A

We contacted all 149 central banks listed on the BIS web site to inquire
about their committee structure (if a central bank is not listed in the tables
in the main text, it did not respond to our inquiry). Following is a copy of
the survey we sent out by e-mail.

I am currently investigating how central banks make monetary policy
decisions. In many central banks, monetary policy decisions are not taken
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by a single decision maker,but by a committee. I am interested in how exactly
the committee reaches a decision – that is, how the committee functions.
I would also like to clarify that I am only interested in monetary policy
decisions, not other central banking matters (e.g., payment systems).

I would kindly like to ask you the following questions:

1. How many people are directly involved in making the monetary
policy decision in your central bank? That is, if the decision is taken
in a committee, how many members does the committee comprise?

2. Does the committee vote, or is the decision taken by consensus?
3. If the committee votes: Are votes published? Are individual votes

published?
4. Are there ways to identify individual contributions to the discussion?
5. Do all committee members share similar background (i.e., are all

central bankers), or are some of the members from the academic
world or the business community?

6. Is there a fixed speaking order in the committee (e.g., alphabetical or
by rank), or can any person raise any issue at any time?

7. Who makes the proposal how interest rates should be set?
8. Does the committee release minutes?
9. Provided that the Governor is a member of the committee: Has he

ever been on the losing side of a vote during the past 5 years?
10. Is individual thinking encouraged among committee members?

How?

Please feel free to bring any other matters of relevance about the functioning
of the monetary committee to my attention.
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Institutional Rules and the Conduct of Monetary Policy

Does a Central Bank Need Governing Principles?

Pierre L. Siklos

Abstract

This chapter suggests that good governance should enhance the trustwor-
thiness of a central bank. Trust is determined by the performance of a
central bank over time and is estimated by the absolute value of accumu-
lated inflation surprises. The latter is estimated for a cross-section of over
100 countries. The empirical evidence reveals that all principles of good
governance matter, and that no single indicator of central bank behavior,
such as its autonomy, suffices to explain inflation performance. Moreover,
there is no unique combination of good governance principles that works
for every single country. Institutional and socioeconomic differences across
countries mean that one size does not fit all.

11.1 Introduction

As the 1990s began, the movement to grant either de facto or de jure central
bank autonomy gathered speed, prompted in part by the view that there
was a correlation but not, as it turns out, causation between inflation and
central bank independence. There was an even weaker relationship between
real economic growth and central bank independence (Alesina and Sum-
mer 1993; Forder 2005). Figure 11.1 plots the relationship between average
inflation for the years 1990–2004 in over 100 countries against an index
of central bank autonomy that is comparable, though not identical, to the

A previous version of this chapter was presented at the first FINLAWMETRICS Conference,
Bocconi University, May 2006, and the Conference “Does Central Bank Independence Still
Matter?, Bocconi University, September 2007. Comments by Carsten Hefeker and three
anonymous referees are gratefully acknowledged. Some of the research for this chapter
was conducted while I was Bundesbank Professor at the Freie Universität, Berlin.
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Figure 11.1. Central bank autonomy and average inflation, 1990–2004
Note: Average inflation in the CPI is evaluated on an annual basis for the countries
listed in the Appendix. Data are from the International Monetary Fund’s International
Financial Statistics CD-ROM (March 2006 edition). The index of central bank autonomy
is from Cukierman (1992), and Siklos (2002).

many indicators that have been published over the past several years (e.g., see
Cukierman 1992; Siklos 2002, Chapter 6 and references therein).1 No clearly
identifiable negative relationship between these two variables is apparent.

The mantra of central bank independence has spread worldwide (e.g.,
Cukierman 1992; Mahadeva and Sterne 2000; Siklos 2002), but it is also
becoming evident that central bank independence alone does not suffice
to deliver good monetary policy (also see Hayo and Hefeker, Chapter 7,
this volume). Even an independent central bank has to follow a particular
monetary policy strategy. For example, inflation targeting has now emerged
as a favorite strategy because it is a coherent policy, especially when paired
with a floating exchange rate.2

1 The index is constructed on the basis of information collected between 2004 and 2006. An
appendix available for downloading, contains the details. Go to www.wlu.ca/sbe/psiklos/

2 Not surprisingly, an earlier literature that sought to distinguish between de facto and de
jure central bank independence would be followed by a parallel literature that attempts

http://www.wlu.ca/sbe/psiklos/
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Choosing a monetary policy strategy, and giving the central bank auton-
omy over day-to-day policy decisions, also led policymakers to realize that
measures to assign responsibility for monetary policy outcomes provide
a quantifiable assessment about whether a chosen monetary policy strat-
egy was being carried out satisfactorily, and whether the development of
policies to publicly explain central bank actions, since known as the twin
requirements of transparency and accountability, are also essential ingre-
dients in the mix that constitute the core principles of good monetary
policy. While the preference for granting central bank autonomy is widely
accepted and comparatively easy to define, at least in broad terms,3 there
appears to be less of a consensus about how to define accountability and how
best to ensure it. Similarly, differing degrees of transparency have emerged,
tied to the type of monetary regime in place or possibly to other factors,
such as views about how much guidance to offer to financial markets and
the public more generally, either via the provision of forecasts or other
forms of communication (van der Cruijsen and Eijffinger, Chapter 9, this
volume).

Perhaps inspired by scandals in the corporate sector and the swift –
and some would say heavy-handed – reaction of policymakers to public
outrage over transgressions of the public’s trust, especially in the United
States,4 attention has shifted to the governance of central banks. What is
effectively being debated is whether it is possible to specify a common
set of institutional rules that would constitute a code of good conduct
permitting the central bank to deliver its monetary policy responsibilities
in as effective a manner as possible. Some would no doubt consider this yet
another manifestation of the globalization phenomenon.

Adapting the World Bank’s definition5 as a guide, governance refers to
the set of rules that stimulate the building up of trust in the central bank.
What remains unclear are the ingredients, or combination of ingredients,
that guarantee that the process by which central banks make decisions,

to classify de facto versus de jure exchange rate regimes along a continuum from fixed to
freely floating (e.g., Reinhart and Rogoff 2004; Levy-Yeyati and Sturzenegger 2005).

3 While some countries over the past decade or so opted for the de facto form of central
bank autonomy, a larger numbers of countries chose the de jure approach. As we shall see,
one proximate reason may be the legal origins of the country in question.

4 As in the much discussed and maligned Sarbanes–Oxley legislation in the United States
passed to remedy real and perceived deficiencies in corporate governance standards. More
recently, of course, it is the failure of banking supervisors to monitor or regulate the exotic
financial instruments that are at the centre of the financial crisis of 2007–2008, which are
prompting demands for reforms of the global financial architecture.

5 See http://info.worldbank.org/etools/docs/library/18388/quinghua_presentation.pdf

http://www.info.worldbank.org/etools/docs/library/18388/quinghua_presentation.pdf
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and publicly announce them, contribute to the maintenance of trust in
the institution itself, perhaps the ultimate indication that good governance
principles are in place. Trust contains both a “stock” and a “flow” ele-
ment. The stock is the trustworthiness of the central banking institution
perceived by the government and the public, while the flow component
represents the credibility of policy decisions taken over time. How trust
translates into measurable economic variables is not obvious. Nevertheless,
experience suggests that monetary policy failures show up as poor infla-
tion performance and, perhaps more importantly, in an inability to anchor
inflationary expectations. In addition, choosing a monetary policy strategy,
and how accountable and transparent a central bank is, must surely also be
front and center in explaining the trustworthiness of the monetary policy
authority.

This chapter is concerned with the role of governance principles as a
determinant of central bank performance. Central bank performance, in
turn, is thought to be a function of the trust the public has in the institu-
tion responsible for monetary policy. Trust is proxied as the accumulated
absolute value of inflation surprises over some interval of time. Next, we
also ask whether our measure of trust can be explained by a set of key
institutional characteristics thought to represent the essence of core gov-
ernance principles in central banking. The basic hypothesis of this chapter
is a straightforward one, namely, that good governance principles translate
into building up trust in the institution. While the establishment of good
governance principles at the outset can accelerate the development of trust
in the central bank, it can never substitute for it.

Generally, the literature on institution building, as well as research deal-
ing with some of the qualitative aspects of central banking, has focused
on the experiences of industrial countries. This chapter considers a much
wider set of countries, updating and extending the data set introduced in
Siklos (2005). It is argued that such an approach is essential to demon-
strate empirically that good governance principles matter on a global
scale.

The chapter is organized as follows. The following section examines the
rules versus discretion debate in an institutional setting, and considers the
implications for our understanding of the principles of good central bank
governance. The next section defines the empirical proxy for trust in the
central bank, and briefly describes the various quantitative and qualitative
determinants of trust in the central bank. Following a description of the
empirical results, the chapter concludes with a summary and draws some
policy implications.
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11.2 The “Wisdom of Men” Versus Rules

11.2.1 Trustworthiness in the Central Bank and Its Determinants

With inflation seemingly firmly under control in many parts of the world
and, at least until 2008, the overall economic environment generally benign,
it is hardly surprising that, in matters relevant to central banking, attention
turned to central bank governance. King (2004), looking back on his expe-
rience as a central banker, opined that good central bank performance relies
crucially on the“wisdom of men,”not on rules or legislation. Several decades
earlier, Milton Friedman (1962) argued that central banks are hostage to the
individuals who head these institutions. Central bankers, he argued, gener-
ally take credit for economic performance when times are good. When times
are bad the head of the central bank deflects or explains away criticisms as
being due to circumstances beyond his or her control.6 None of the forego-
ing views explicitly evinces a concern for the extent to which personalities
at the helm of a central bank, or their policies, are in any way swayed by the
institutional environment that defines their responsibilities.

Unlike most shareholder-owned private firms, the government is typically
the central bank’s only shareholder.7 Central bank decisions, of course,
impact the general public regularly and directly. Hence, in a real sense,
the central bank has a dual responsibility, namely, accountability to the
government, as well as responsibility to explain its actions and views to the
public at large. Satisfactorily meeting these dual responsibilities requires a
multifaceted set of principles.

Ultimately, however, the effectiveness of these principles should translate
into trust in the central banking institution. I argue that good governance
translates into greater confidence or trust in the institution. This need not,
however, guarantee or imply that policy mistakes will not happen. At the
very least, what is essential is clarity in the division of relative responsi-
bilities between the central bank and the government once a monetary

6 One reason this view is flawed is that it makes no allowance for the possibility that the
institution can also “form” or discipline the individual. In other words if, ex ante, a newly
appointed Governor is seen as a “dove” based on past performance the history and perfor-
mance of the central bank could conceivably turn the Governor into a “hawk,” either to
defend the institution’s autonomy or to ensure that a particular monetary policy strategy
is carried out.

7 The relationship between the “principal” and “agent” in the case of the European Central
Bank is somewhat more complex. For our purposes, however, it makes no difference
whether one, or several, governments are the stakeholders.
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policy strategy has been adopted, and that its anticipated outcomes are
clearly defined. This implies that it is necessary to have more than just
rules to ensure the autonomy of the central bank. For example, the division
of responsibilities between the central bank and the government must be
clear. This can be accomplished by an explicit stipulation that the locus
of ultimate responsibility for monetary policy must rest with government,
while day-to-day or short-run accountability for monetary policy must rest
squarely with the central bank. Indeed, clarity of the “mission statement” of
the central bank can serve as the device that avoids the situation of having
to appoint a central banker who is more conservative than the public, as in
Rogoff ’s (1985) model. In addition, the decision to pursue a particular mon-
etary policy strategy ought to be made by the government, in consultation
with the central bank, and must be publicly acknowledged by the central
bank’s executive.8 There must also be procedures in place to deal with cen-
tral bank – government conflict. While the foregoing conditions may seem
reasonable, if not obvious, relatively few central banks operate under leg-
islation or practice that meet such minimal and, in my opinion, essential
requirements (Siklos 2002, 2005, 2006, and see below). Conflict is inher-
ent in all forms of institutional structure. The essential difference between
countries is how these are settled when such procedures are absent from
legislation. This is usually done via conflict, with negative consequences the
trust the public has in the institution. Alternatively, procedures that deal
with cases of serious disagreements between the government and the cen-
tral bank can make a crucial difference, such as when the government has
the option to direct the central bank to take a certain action and to shoulder
the responsibility for such a decision.

There are potentially other ingredients essential to good governance,
namely whether monetary policy decisions are entirely the responsibility of
a single individual or delegated to a committee. In the latter case, the num-
ber of individuals responsible for such decisions and how these are publicly
communicated, the appointment procedure of senior central bankers, and
the scope of the responsibilities of the central bank are also critical ingredi-
ents to ensuring good governance. Some of these have been emphasized by
others, but appointment procedures and the size and make up of monetary

8 In an effort to ensure the autonomy of the European Central Bank, the choice of monetary
policy strategy has been delegated to the central bank. However, there is indirect pressure
and, as a result, less accountability in such an institutional setup. Indeed, this has led
to persistent attacks on the European Central Bank. While the level of conflict has been
moderate so far the existing institutional setup cannot entirely prevent a serious conflict
with possibly disastrous consequences for the euro area.
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policy committees are aspects that have either been ignored altogether or
underemphasized, at least until very recently (see, however, Siklos 2002;
Lybek and Morris 2004; Berger and Nitsch 2008), because of the belief
that central bank autonomy, and clear monetary policy objectives, are the
only characteristics that are necessary. While setting out in formal terms
the requirements that facilitate good governance is useful, this cannot suc-
ceed unless markets, and the public more generally, trust or believe that
the institution will deliver on these principles. Trust is built on a proven
record of performance. This requires that the data necessary for such an
evaluation be available in a timely manner, and that the data meet some
standard of quality. Trust can then be ensured by consistently delivering
favorable policy outcomes. We define these outcomes in terms of inflation-
ary surprises. Paraphrasing Lord Hewart,9 good monetary policy must not
only be done but must be seen to be done, and this can only occur if the
central bank consistently delivers inflation performance that the public has
come to expect.

This chapter proposes indicators of central bank governance based on an
expanded data set, covering over 100 countries, compiled by Siklos (2005).
Relying on a wide variety of quantitative and qualitative variables, the deter-
minants of trust in central banks, as defined previously, are empirically
assessed. Next, the question whether, and in what sense, good governance
principles matter is investigated. Rules governing central banks cannot oper-
ate in a vacuum. First and foremost, no matter how well they are designed,
good governance principles cannot be meaningfully applied if the overall
institutional and economic and political environment will not support it.
Consequently, poorly established democratic institutions, political instabil-
ity, endemic amounts of corruption, legal origins, among other factors, may
individually, or in some combination, overturn any desiderata of rules. The
choice of exchange rate regime and the existing monetary policy strategy
are also proximate determinants that create conditions for good gover-
nance. As a result, central bank autonomy is not sufficient to explain a
significant portion of monetary policy outcomes. Indeed, greater central
bank independence across the world has not translated into fewer episodes
of financial or economic crises (also see Čihák 2006). Instead, more such
crises have emerged in recent decades (e.g., International Monetary Fund
1998; World Bank 2007). Hence, while there is a superficial resemblance

9 “Justice should not only be done, but should manifestly and undoubtedly be seen to be
done” Gordon, 1st Baron of Bury Hewart (1870–1943), British judge. Remark, Nov. 9,
1923. “Rex v. Surrey Justices,” vol. 1, King’s Bench Reports from 1924.
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between central bank objectives and autonomy around the world, there is
considerably more diversity between central banks along the dimension of
governance.

The foregoing discussion leads, therefore, to a testable proposition,
namely, that the effectiveness of adopted governance principles must also be
partially determined by the particular economic, institutional, and political
climate. These are defined by the following characteristics: the existence of
democratic institutions, the degree of corruption, and the level of polit-
ical and economic stability. We show that a linear combination of these
factors can also act as an indicator of central bank governance. Because
questions have been raised about the reliability and usefulness of the largely
qualitative data that serve as determinants of central bank governance, we
also propose that the cross-section of governance structures is related to
economic distance, measured in terms of aggregate output performance.
Hochreiter and Siklos (2002) discuss how economic distance is measured.
The measure they use is adapted from Alesina and Grilli (1992) who focus
on the role of inflation and output volatility as a means of assessing the costs
of a monetary union. In this chapter, a version of this indicator is defined
to proxy the potential for a loss of credibility in the conduct of monetary
policy. The presumption implicit in the proposed measure is that more
volatile economic outcomes are likely to be damaging to a central bank’s
reputation.

11.2.2 Central Bank Signaling Costs and Trust

It may help fix ideas about the theoretical connection between governance
and trust in central banking to rely on the signaling framework. A successful
central bank is assumed to be one that enjoys a high level of trust among the
public, as previously defined.10 Trust is costly to deliver, and is assumed to be
chiefly signaled through a set of governance principles.11 The problem for
financial markets, and the public more generally, is to determine the level of
trust they ought to invest in the central bank based on a mix of institutional
and economic characteristics that comprise the largely institutional signals

10 The precise form in which objectives are stated is, of course, important but this is a
consideration that is ignored here.

11 The intellectual debt to Spence’s original signaling model (1973) will be obvious. While it
is quite likely that signaling costs might be a function of the type of signal, the resulting
complication is ignored in what follows. A different version of the arguments used here was
also used in Siklos (2002, Chapter 6). Hence, the description that follows will be relatively
brief.
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and, therefore, constraints on the actions of the central bank. The problem
is that institutional characteristics alone need not necessarily deliver good
monetary policy. The same problem holds for noninstitutional aspects of
central bank behavior (i.e., the choice of exchange rate regimes or the mon-
etary policy strategy of the central bank, the general political and legal
environment the central bank operates in). Good governance rules hasten
the building of a reputation, and thereby reduce the costs of determining
whether to trust the central bank. The relevant principles consist of some
aggregation of four characteristics. They are, not in any order of importance:
autonomy, disclosure, accountability, and past policy successes. Ultimately,
however, the central bank must deliver in a concrete way through monetary
policy outcomes. The public assumes that the signaling costs necessary to
convince the public to display a particular level of trust in the central bank
are also negatively correlated with the overall political and economic envi-
ronment in which the central bank operates. Hence, for example, in less
democratic or free societies, the costs of generating a level of trust in the
central bank will be relatively higher than in a freer and more democratic
society. Assume that there exist two types of central banks: in one case, the
public has a low level of trust (type I), while another exhibits a relatively high
level of trust (type II). For a central bank that enjoys a relatively higher level
of trust, the costs of signaling to reach a higher level of trust are lower than
for a central bank that enjoys a lower level of trust.12 If signaling costs for a
type I central bank are CI then the optimal solution for central bank type I is
not to adopt good governance principles, as defined here, or a subset that is
insufficient to permit the public to exhibit a high level of trust in the central
bank (i.e., s = 0). In contrast, if signaling costs for a type II central bank are
CII then it is optimal to signal s∗ > 0. Clearly, there are an infinite number of
signaling equilibria, that is, an infinite number of s∗. This means that no sin-
gle element of the vector of characteristics that constitute good governance
alone needs explain the high level of trust in a central bank. If signaling
costs are exclusively related to statutory factors of the kind that the relevant
literature has emphasized in recent years, this may partly explain why it is
so difficult to extract meaningful information about central bank behavior

12 The resulting “return” to signaling would then also be relatively lower for a central bank
that already enjoys in the present setup. Put differently, the setup here provides an incentive
for the central bank with a low level of trust to build it up. However, the costs of doing so
are relatively higher. The assumption of linearity in the costs of generating more trust is
also relevant.
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based upon variables such as whether the central bank is autonomous.13

The reason is that it is costly to determine the type of central bank based
on such an arguably narrow dimension (i.e., this signal is not sufficiently
informative). An implication of this result then is that some central banks
may incur higher signaling costs. For example, in order to be recognized
as a trustworthy central bank, the monetary authority could deliver con-
sistently good monetary policy in the form of fewer inflation surprises.14

This outcome can be facilitated through policies, statutory or otherwise,
that support such outcomes via good governance principles. Clearly, the
relationship between good governance and good monetary policy can be an
endogenous one.

It may be that a higher s is also required because of existing deficiencies
in the statutory relationship between the central bank and the government
requiring more signaling. This is especially true if principles granting more
autonomy, disclosure, or accountability practices are not in place, or if the
necessary stamp of approval requires outside bodies (e.g., government or
some commission recommending reform). Alternatively, the central bank
may be hampered by too few policy successes. An obvious option is to search
for other techniques that have the effect of reducing the effective signaling
costs. How could this be accomplished? For example, the more specific or
clear the inflation target, the greater the incentive for the monetary authority
to signal its type. Other devices might include the publication of an inflation
report, clarity in the procedures that would follow in case of a conflict with
the government, and a committee type decision-making structure that sets
the course of monetary policy.

11.3 Data and Econometric Specification

We use annual data since 1990 from a variety of sources. An appendix (avail-
able separately) provides sources of data and more detailed definitions.
Macroeconomic time series data, such as inflation and real GDP series,
are from the March 2006 edition of the International Monetary Fund’s
(IMF) International Financial Statistics CD-ROM. Institutional and quali-
tative data come from a variety of sources including Siklos (2005), Glaeser
et al. (2004), Transparency International (http://www.transparency.org/),

13 Hayo and Hefeker (Chapter 7, this volume) reach a similar conclusions but for different
reasons.

14 Eijffinger et al. (2000) reach the same conclusion but predict that openness will be asso-
ciated with reduced flexibility. In the above setup this need not be the case because,
with greater credibility and an enhanced reputation, the central bank also acquires some
flexibility in implementing policies.

http://www.transparency.org/
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the Heritage Foundation (http://www.heritage.org/), the Polity IV data base
(http://www.cidcm.umd.edu/polity/), and Lybek and Morris (2004). Data
that capture governance principles consist of the following characteristics:
the policy objective of the central bank, its autonomy from government,
whether decision making about the current stance of monetary policy is the
responsibility of an individual or a committee, and the size of that commit-
tee, whether the central bank has an explicit numerical target of some kind
(i.e., a monetary, inflation, or exchange rate target), whether the central bank
is also responsible for financial sector supervision, and whether the country
meets the IMF’s Special Data Dissemination Standards program introduced
in the second half of the 1990s. Siklos (2005) also compiles some of the rel-
evant data from information made available on individual country’s central
banks web sites. These can be accessed through the web site portal main-
tained by the Bank for International Settlements (BIS) (www.bis.org). The
relevant information was compiled at irregular intervals beginning in 2004
through 2006 and, to the best of my knowledge, reflects the conditions
at these central banks as of 2004. Almost all the central banks considered
posted information on their web sites in English. However, information,
where relevant, posted in French and Spanish was also consulted for com-
pleteness. When the information about a particular variable was not posted,
it was assumed that the characteristic is not present in that central bank.

It needs to be underscored even though it is well-known (e.g., see Siklos
2002), that many institutional characteristics of central banks and, indeed,
of economies more generally, change slowly. There is the added difficulty
that not all changes occur at the same time in every central bank surveyed.
Nevertheless, the bulk of reforms making central banks more accountable
and transparent took place during the period considered in this study, that
is, during the 1990s and early 2000s. To be sure, there is something lost due to
the averaging of data over several years. Data limitations obviously present
some challenges when over a 100 countries are sampled. Moreover, there
may well be some useful information contained in annual time series that is
ignored in averaging data over time. Nevertheless, there is also something to
be gained from the procedure. First, one is able to more clearly exploit the
cross-sectional variation of the data which is, after all, a prime motivation
of the present empirical exercise.15 Second, because the results examine

15 Annual data on characteristics that define central bank transparency since 1998, from
Dincer and Eichengreen (2007), suggest that there is possibly more useful information in
the cross-section of countries sampled than in the time series variation in the variables
collected by the authors. I am grateful to Nergiz Dincer for making available their data set.

http://www.heritage.org/
http://www.cidcm.umd.edu/polity/
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the determinants of trust over an extended period of time, there is less of
a concern that the hypothesized determinants will be endogenous. Third,
one can argue that trust takes a long time to build.16 Hence, averaging of
data over several years is the appropriate way to proceed.

Inflation surprises are evaluated as the difference between actual and
expected inflation, again using annual data for all countries, where the
latter is proxied using data obtained from the IMF’s World Economic Out-
look data base up to the September 2005 edition (http://www.imf.org/
external/pubs/ft/weo/2005/02/data/index.htm). Ideally, we should employ
forecasts generated by the central bank. Such data are, of course, unavail-
able for most countries. Nevertheless, the IMF’s World Economic Outlook
(WEO) forecasts are based on techniques that central banks are likely to use
and the staff at the IMF does consult with each central bank in preparing the
forecasts.17 Next, we evaluate the absolute value of accumulated inflation
surprises, based on CPI inflation, as

|cumsurpi | =
2004∑

t=1991

|πt − πWEO
t |t−1| (1)

where πt is annual inflation, and πWEO
t |t−1 is the WEO’s inflation forecast for

the same year based on past information.18 Figure 11.2 plots the relationship
between average inflation and accumulated inflation surprises, and reveals

16 In other words, a cross-section time series model may well require more structure than
the specifications considered below. Of course, even if a structural model is, in any event,
deemed to be more desirable, estimation would be hampered, for example, by the paucity
of valid instruments. Some of the estimates below do, however, implement an instrumental
variables approach with little impact on the conclusions, an additional issue is that both
trust, as well as some of its determinants, are observable but require proxy measures in a
statistical investigation. It is true that there is an unobservable element to some of the key
variables in the estimated model. In addition, they are likely to be measured with error.
Again, resort to averaging helps but does not overcome all of the econometric problems.
For more on the relevant issues, see Wansbeek and Meijer (2000).

17 Timmermann (2006) assesses the quality of WEO forecasts and finds them to be on a
par with those published by Consensus Economics. Nevertheless, one cannot entirely
overlook the possibility that a political element exists in some of the published forecasts.
Unfortunately, for such a large sample of countries, WEO forecasts are the only ones that
can be reliably used for the purposes of this study.

18 Equation (1) is clearly not the only possible definition of “trust,” as understood in this
paper. For example, one might wish to square the errors to penalize relatively large errors.
Alternatively, one might want to scale the measure given in equation (1) by the variance
of inflation or some other scaling measures. Lastly, one might even wish to account for
any asymmetries in the inflation forecasting performance over time. These alternatives are
presently being considered as extensions for future research.

http://www.imf.org/external/pubs/ft/weo/2005/02/data/index.htm
http://www.imf.org/external/pubs/ft/weo/2005/02/data/index.htm


Institutional Rules and the Conduct of Monetary Policy 369

0

40

80

120

160

200

240

280

0 10 20 30 40 50 60 70 80

Average inflation rate (%): 1990–2004

A
bs

ol
ut

e 
va

lu
e 

of
 c

um
ul

at
iv

e 
in

fla
tio

n 
su

rp
ris

es
 (

%
)

Figure 11.2. Average inflation rates and inflation surprises, 1990–2004
Note: The data measured along the vertical axis are defined by equation (1).

a fairly clear positive correlation between these two variables. Nevertheless,
a substantial portion of the countries in our sample are concentrated at
the low end of the average inflation scale, and there is considerable dis-
persion around the fitted regression line. An alternative might be to fit a
nonlinear relationship between these two series but this extension is not
considered here.

Figure 11.3 plots the measure defined in equation (1) for the countries
in our sample. Perhaps unsurprisingly, industrial countries tend to have
relatively more trustworthy central banks. Nevertheless, there are many
emerging market economies whose cumulative inflation surprises display
few differences with their counterparts in the industrial world. Although we
began with a total of 115 countries, statistical results presented below are for
anywhere from 99 to 111 countries, as we were unable to obtain a complete
dataset for every country in the sample. The basic estimated model then is
written as follows:

|cumsurpi | = α + βGOVi + γ Zt + εt (2)
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Figure 11.3. Average inflation and absolute cumulative inflation surprises, 1990–2004
Note: See the Appendix for data sources. Absolute cumulative inflation surprises are
defined in equation (1). Not that outlier values for a few countries for inflation surprises
were omitted. Again, see the Appendix for more information and the country code
definitions.

where cumsurp was defined previously, and GOV is a vector of governance
indicators [OBJ, AUT, DM, AP, NUMT, SANDS, SDDS] where OBJ is an
indicator of the objectives of the central bank, AUT is an index of central
bank autonomy, DM is an indicator of the individual or collective respon-
sibility of the central bank, AP is an indicator of how senior central bank
officials are appointed, NUMT is an indicator of whether and what type of
explicit numerical target the central bank is responsible to meet, SANDS is
an index that indicates whether the central bank is responsible for financial
supervision, and SDDS indicates whether the country has met the IMF’s
data dissemination standards. The vector Z consists of control variables
that reflect the general political and economic environment in which the
central bank operates. We include regional dummies (e.g., Europe vs. Asia,
Africa, etc.), a measure of how free the society is, the level of corruption
perceived in each country, and either average inflation over the 1990–2004
period or a measure of economic distance originally put forward by Alesina
and Grilli (1992). Because the regressions that include average inflation
produced extremely small coefficients (e.g., of the order of .0000003), only
results that include the measure of economic distance in the various esti-
mated regressions are presented. Economic distance refers to an indicator
of divergence in output performance defined as the ratio of standard devia-
tions adjusted for the correlation in output growth between two countries.
Since Alesina and Grilli (1992) introduce this measure as a short-hand way
of evaluating the likely costs of monetary union, this is a natural variable
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to use in the present context to represent some of the economic forces
contributing to convergence in the performance of central banks. Presum-
ably, the smaller the differences in output performance between pairs of
countries, the smaller are the costs of inflation convergence. More precisely,
economic distance is evaluated as

((σi/σj)
2 + (1 + ρij))1/2 (3)

where, σ is the standard deviation of output growth in countries i and j ,
and ρij is the simple correlation in output growth between countries i and
j . Distance is measured relative to the United States.

Finally, it is possible that the state of governance is not entirely exogenous
from our inflation surprise measure. Consequently, we also ran some aux-
iliary regressions to explain the effect of longer-run institutional factors on
each one of the components of the vector GOV. Each of these regressions
has the form

GOVi = φ0 + φ1INST_SOCIALi + ξi (4)

where GOV has previously been defined, and INST _SOCIAL represents
a vector of institutional and social characteristics that may, albeit perhaps
indirectly, influence each one of the central bank governance characteristics
we are trying to measure. While it is quite possible that some of the char-
acteristics are relatively more important in some countries than in others,
no attempt at weighting was carried out for some countries than for others.
The vector consists of the following variables: the fraction of the popula-
tion that is Catholic, the fraction of the population that is Muslim, both
of which are only available for 1980, legal origins which are either French,
British, German, or Scandinavian, and an index of political stability. ξi is
then assumed to be the value of GOV net of the impact of these longer-run
factors and is then considered as an exogenous proxy for the GOV vector
in equation (2). Essentially, this procedure amounts to an alternative way
of estimating equation (2) where INST _SOCIAL and a constant are effec-
tively instruments. Because the results shown below, using the conventional
instrumental variables technique, are essentially the same, we only discuss
these. However, estimates of equation (4) are of separate interest because
there may be common elements that dictate the particular way GOV is leg-
islated across countries. Indeed, this turns out to be largely the case, as we
shall see.

Finally, to the extent that the separate elements that make up GOV have
a common set of elements, then the constituents of this variable may
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not be effectively independent of each other. Quite often central bank
reform consists of a simultaneous change in possibly several of the gov-
ernance characteristics considered in this chapter. Hence, a central bank
that becomes more autonomous may also, whether it is mandated to do so
or not, undertake steps to become more transparent. Moreover, central bank
independence and accountability can often go hand in hand. Occasionally,
central bank reforms result in the creation of a new decision-making body,as
when the reforms that brought about independence for the Bank of England
led to the formation of a monetary policy committee. Therefore, instead of
including the components of GOV separately, we can rely on linear com-
binations of this variable as a proxy determinant of trust in the central
bank. In yet another variant of equation (2), then, I also replace the sepa-
rate elements of GOV with its principal components estimated across the
entire cross-section of countries in question. Principal component analysis
is frequently used to reduce the dimensionality of a regression specification
when several variables are believed to contain some common features.

11.4 Empirical Evidence

Table 11.1 provides cross-section estimates for equation (2). The first col-
umn of estimates reveals that all governance indicators, save the index that
measures whether the central bank is responsible for financial supervision
(SANDS), are statistically significant at least at the 5% level of significance.
With one exception, all variables also have the expected signs. Thus, central
banks with a single objective generate greater cumulative inflation forecast
errors. Note, however, that this variable as constructed makes no distinction
between an inflation target and a numerical money growth or exchange rate
target. All three monetary policy strategies stand on an equal footing in the
estimated specification. Yet, it is likely that the form of the objective also
matters. Indeed, central banks with a numerical inflation objective (NUMT)
deliver fewer inflation surprises over time and generate, therefore, greater
trust than central banks with either a money growth or an exchange rate
objective, other things being equal.

Central bank autonomy (AUT) also reduces the absolute value of cumula-
tive inflation surprises. Turning to the other governance indicators, it is also
found that monetary policy by committee, as well as relatively larger com-
mittees, combine to produce smaller cumulative inflation shocks, at least
over the sample considered. Interestingly, central bankers appointed by the
head of government do more poorly in terms of generating more trust in the
central banking institution than when the governor is appointed either by
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Table 11.1. Estimates of equation (2)

Dependent variable: absolute value of cumulative inflation surprises

Variable (1) (2) (3) (4)

Constant 78.69 (13.52) 47.60 (5.06) 35.39 (4.61)
[.00] [.00] [.00]

Governance indicators

OBJ 5.32 (2.18) 0.66 (0.33)
[.03] [.75]

AUT −13.31 (−3.27) −4.76 (−1.05)
[.00] [.30]

DM −17.01 (2.22) −7.86 (−3.09)
[.00] [.00]

AP 22.99 (2.22) 11.02 (3.35)
[.00] [.00]

COMSIZE −1.05 (−2.10) 0.04 (0.09)
[.04] [.93]

NUMT −14.83 (−4.16) −7.87 (−3.09)
[.00] [.01]

SANDS 6.95 (1.52) 3.03 (0.58)
[.13] [.57]

SDDS 19.89 (6.00) 994 (2.98)
[.00] [.00]

1st Princ. Comp. −1.30 (−2.11) −1.54 (−2.81)
[.04] [.01]

2nd Princ. Comp. (3.47) 1.39 (1.85)
[.00] [.07]

3rd Princ. Comp. 2.20 (3.53) 0.73 (0.67)
[.00] [.28]

Other socioeconomic factors

Free −0.47 (−0.16) 0.79 (0.21) 0.29 (0.10) 1.44 (0.46)
[.88] [.83] [.92] [.65]

Corruption −8.39 (−12.80) −6.36 (−7.85) −5.79 (−7.46) −4.95 (−7.45)
[.00] [.00] [.00] [.00]

Econ Distance 0.69 (1.85) 1.11 (2.49) 1.08 (3.15) 1.34 (3.04)
[.07] [.01] [.00] [.00]

Exchange Rate Reg. −2.58 (−2.75) −3.23 (−4.39) −1.18 (−1.27) −1.16 (−1.68)
[.01] [.00] [.21] [.10]

Regional dummies

Accession and new Europe 8.61 (0.53) 30.98 (2.76) 23.38 (1.56) 32.61 (2.71)
[.60] [.01] [.12] [.01]

Africa 6.34 (1.31) 11.89 (2.90) 7.56 (1.73) 17.85 (4.17)
[.19] [.00] [.09] [.00]

Central and South America −14.34 (−3.26) −6.56 (−1.85) −8.23 (−2.05) −3.16 (−1.38)
[.00] [.07] [.04] [.17]

Middle East −2.11 (−0.32) 0.13 (0.02) −5.79 (−0.78) 3.50 (0.48)
[.75] [.99] [.44] [.63]

(continued)
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Table 11.1. Continued

Variable (1) (2) (3) (4)

Orient −24.80 (9.32) −11.21 (−3.29) −17.68 (−7.29) −4.67 (−1.46)
[.00] [.00] [.00] [.15]

Pacific −4.72 (−0.46) −0.19 (0.02) 0.71 (0.11) 4.15 (0.55)
[.65] [.98] [.91] [.59]

Rest of Europe 15.21 (5.42) 11.65 (7.31) 11.72 (4.87) 6.75 (4.58)
[.00] [.00] [.00] [.00]

R̄2 .96 .80 .99 .71
Observations 102 102 99 99

Note: Columns (1) and (2) are estimated via (weighted) OLS; columns (3) and (4) via pooled IVE. See text
and Appendix for some variable definitions. t -statistics are in parentheses, p-values in brackets. Obser-
vations represent the number of countries included in each regression. Instruments used include the
regressors discussed in the main body of the chapter, as well as a constant.

the head of state or a separate committee. Lastly, adherence to the IMF’s data
dissemination standards also results in poorer accumulated forecast perfor-
mance and, therefore, less trust in the central bank. This result could be the
short-term response to greater transparency and, possibly, more scrutiny
that greater public provision of data provides. Alternatively, the sign on the
SDDS variable might reflect the fact that central banks with strong or weak
accountability vis-á-vis governments and the public met the data dissem-
ination standards. In other words, the SDDS variable suggests no obvious
ranking of inflation performance in a cross-country setting.

Regional differences were also found. For example, on average, cumula-
tive inflation surprises were lower in Central and South America and the
Orient, and significantly higher in the rest of Europe, that is, among the
European countries that either did not join the Euopean Union or are not,
as of 2004, among the EU accession countries. In other words, the decade
of the 1990s has seen trust in central banks rise, broadly speaking, in diverse
parts of the world. However, as noted earlier, these findings may intermin-
gle regional and period-specific effects since, from the 1990s on, inflation
globally was on a downward path. How free a society is does not appear
to contribute to cumulative inflation surprise performance, although more
corrupt societies display significantly worse cumulative inflation surprise
performance.19 Greater economic distance generates slightly higher cumu-
lative inflation surprises and, consequently, less trust in the central banking

19 The corruption index is constructed in such a way that a higher index implies a less corrupt
society.
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institution. Because greater economic distance is a proxy for less economic
integration vis-á-vis the United States, this result is suggestive of a small,
but statistically significant, impact from the global reduction in inflation
throughout the 1990s.

Lastly, the exchange rate regime indicator of Levy-Yeyati and Sturzenegger
(2005) reveals that countries with pegged exchange rates experience the
smallest absolute value of cumulative inflation surprises.20 In other words,
pegging one’s exchange rate raises the confidence one has in the central
bank’s performance. Presumably, this result captures the benefits of tying
one’s hands to a lower inflation economy. However, the exchange rate regime
indicator is uninformative about the credibility of regimes with the least
flexible exchange rates. It should be emphasized, then, that such variables
can only provide a partial picture of how the choice of exchange rate regimes
translates into trust in the central banking institution.

We now turn to the evidence where the elements of GOV are replaced
with their principal components. The results are shown in column (2) of
Table 11.1. Roughly 60% of the variation in the institutional variables con-
sidered can be explained by the first three principal components. These
consist primarily of OBJ, AUT, and DM. The remaining variables, namely
AP, COMSIZE, NUMT, SANDS, and SDDS, each contribute between 4%
and 11% of the total variation in these characteristics (results not shown).
Retaining the first three principal components, these are then used as a
substitute for the GOV vector in equation (2). Estimates shown in column
(2) of Table 11.1 reveal that all three principal components are statistically
significant. The results, therefore, suggest that an aggregation of variables
that describe central bank objectives, its autonomy, and its decision-making
process, each contribute to explaining the absolute value of cumulative infla-
tion surprises. Because the first principal component is associated with OBJ,
we now find that central banks with a single objective do, in fact, deliver
fewer inflation surprises and, consequently, more trust in the institution.
This contradicts the results reported in column (1) of Table 11.1. The earlier
results are also overturned based on the second and third principal compo-
nents because more autonomous central banks no longer prove relatively
more trustworthy; likewise it is not the case that single, decision-maker
institutions generate more confidence in the central banking institution.

Which of the two sets of results are we to believe? To partly address
this issue I now turn to estimates that recognize the endogenous nature

20 The exchange rate regime indicator ranges from one to five, with five indicating a fixed
exchange rate regime and one a floating regime.
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of several of the variables in equation (2). Estimates of equation (2) that
rely on an instrumental variables approach are shown in columns (3) and
(4) of Table 11.1. If one compares columns (1) and (3), the most notable
differences are the insignificance of the OBJ, AUT, and COMSIZE variables.
Hence, the multiplicity of central bank objectives, central bank autonomy,
or the size of the policy-making committee is unable to explain how much
trust the public has in the central banking institution. Treating the GOV
variable as being endogenous has essentially no impact on the sign or
statistical significance of the remaining socioeconomic or geographical vari-
ables. The statistical significance of DM, AP, NUMT, and SDDS is robust to
the change in estimation procedures. Hence, the decision-making process,
appointments procedures, the clarity and precision of the monetary policy
strategy, and meeting certain standards in the dissemination of data, remain
statistically significant ingredients of GOV. It is certainly conceivable that
these characteristics that describe how central banks carry out their duties,
supplant, or complement, central bank autonomy as it is commonly under-
stood. Consequently, central bank independence is not enough, unless other
elements of central bank governance are also put in place.

Turning to estimates that rely on principal components analysis, the only
difference relative to the earlier results is that the third principal component
now becomes statistically significant. This raises some doubts about the
importance of the distinction between central banks where there is a single
decision maker versus those where a committee structure is in place.21

Clearly, the ability to properly control for endogeneity is dictated by the
quality of the chosen instruments. As is well-known, finding relevant instru-
ments is difficult at the best of times, and the choice is likely to be especially
hazardous in cross-country studies of this kind. Nevertheless, Table 11.2
shows regression estimates of the seven governance indicators on four sets
of instruments that have been used in several such cross-country studies.
They are religion, the protection of property rights, legal origins, and the
degree of political stability. Although several of the variables are signifi-
cant, it is the legal origins variables that consistently prove to be statistically
and economically significant, followed by the protection of property rights.
More generally, these types of characteristics are also highly correlated with
all of the various governance indicators. While it is important not to draw
excessively strong conclusions from these results, it is interesting to note,

21 Indeed, a complication in interpreting this variable is that several countries (e.g., New
Zealand, Canada) do not have committee structures defined in statutes, even though
ad-hoc committees ostensibly make monetary policy decisions.
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for example, that countries with legal origins inherited from Germany and
Scandinavia are more likely to have a numerical inflation target than coun-
tries with either French or U.K. legal origins. Also notable is that countries
with both U.K. and French legal origins are less likely to have independent
central banks, at least based on the Cukierman style of index. This appears
to contradict the Anglo-Saxon divide that is sometimes thought to char-
acterize central bank types. Finally, it is interesting to point out that single
decision-maker central banks are more common in less politically stable
countries.

11.5 Conclusions

This chapter asks whether certain characteristics of central bank governance
structures can explain trust in the monetary authority, proxying the absolute
value of annual accumulated inflationary surprises over the period 1990–
2004. Seven characteristics are thought to contribute to good central bank
governance. Over and above the “traditional” indicators of central bank
independence, we also add indicators that measure the type of decision-
making structure, the scope of central bank responsibilities, an indicator of
data availability and quality, as well as indicators of how clear and quantifi-
able are the objectives of the central bank. All of the reported regressions
find that governance principles matter, even after controlling for the vari-
ables that measure the overall economic environment and political and
social factors, including legal origins.

Much work, however, remains. We did not consider the variability of
inflation surprises as an alternative independent determinant of our proxy
for trust in the central bank. We did construct, but did not use, a measure
of surprises in output performance that may also have played a role in
inflation forecast performance. Interactions between governance principles
and regional or other effects were also omitted, as are potential asymmetries
across regions. These extensions were avoided to prevent the estimation of
overparameterized regressions. A role for the frequency and, possibly, the
magnitude of financial crises was mentioned but not incorporated into the
specification, nor have we considered empirically the pressure that fiscal
policy might have on monetary policy performance.

Our principal components analysis is conducted on the entire data set
and not on a regional scale. It is quite likely that some of the linear com-
bination of the characteristics considered matter more in some regions
(e.g., industrialized vs. emerging markets) than in other parts of the world.
Finally, one might imagine that the state of the central banking institution
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in 2004 reflects a form of imitation, especially of the legal position of central
banks in industrial countries where reforms were undertaken much earlier.
Indeed, it may be the case that small countries have simply adopted the
institutional characteristics of larger and richer countries. In other words,
more sensitivity analyses would help.

In spite of the additional work that remains to be done, it is clear that
one size does not fit all. While a set of good governance principles can
be defined, the particular combination of such principles that best suits a
particular country can vary considerably. Those who advocate central bank
reform should keep this in mind.
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390 Pierre L. Siklos

Appendix C. Coding of Select Governance and Socioeconomic Variables

Code and
expected sign Explanation

obj = Objective − The principal mandate or objective of the central bank:
CASE 1–SINGLE target consisting of: inflation exclusively
(explicitly mentioned with/without a numerical target) or a
monetary target of some kind, or an exchange rate target of some
kind = 1.
CASE 2–MULTIPLE OBJECTIVES consisting of: inflation and
some other economic variable = .5; other goals, namely monetary,
financial stability as well as other objectives (e.g., economic
growth/stability) = .1; other goals, namely exchange rate, financial
stability, as well as other objectives (e.g., economic
growth/stability).
Source: Individual central banks through BIS’s central bank hub,
http://www.bis.org/cbanks.htm

aut = Autonomy − Is the central bank independent/autonomous in making
day-to-day monetary policy decisions? YES but this is NOT
constitutionally mandated (i.e., not “organic” or part of the
country’s constitution) = .75; if the answer is YES to the organic
part of the previous case = 1; if the answer is that the central bank
is not explicitly autonomous = 0; the central bank is NOT
autonomous but its role/functions are defined in the country’s
Constitution = .50
Source: Individual central banks through BIS’s central bank hub,
http://www.bis.org/cbanks.htm

dm =
Decision making −

Single decision maker (e.g., governor/president) = 0; Group or
committee decision making = 1 (if committee size is 6 or
less); = .5 (if committee size is 6 or more). NOTE: decision making
refers to MONETARY POLICY decisions and NOT decisions by an
executive or senior board (that may make appointments or other
decisions). NOTE: Please record committee size, and whether
finance minister (or a representative) is on the committee, or
whether there are outsiders (i.e., individuals who do NOT work for
the central banks such as industry officials or academics).
Source: Individual central banks through BIS’s central bank hub,
http://www.bis.org/cbanks.htm

ap = Appointments
procedure −

Who appoints the CEO (i.e., governor/president) of the central
bank: president/head of state of the country = .5; minister of
finance, head of government (e.g., PM) = 1; Other (i.e., a
committee of some sort defined in the central bank
legislation) = 0.
Source: Individual central banks through BIS’s central bank hub,
http://www.bis.org/cbanks.htm

(continued)

http://www.bis.org/cbanks.htm
http://www.bis.org/cbanks.htm
http://www.bis.org/cbanks.htm
http://www.bis.org/cbanks.htm
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Appendix C. Continued

Code and
expected sign Explanation

numt = Numerical
Target −

Is there a numerical target the central bank aims for, whether in the
central bank law or as part of a publicly announced quantitative
objective? If YES, and its inflation = 1; if YES and it’s a monetary
target = .25; if YES and it is an exchange rate type objective = .50.
If NO or there is NO target = 0.
Source: Individual central banks through BIS’s central bank hub,
http://www.bis.org/cbanks.htm

sands = Financial
System Responsibility

Is the central bank responsible for maintaining “financial system
stability,”“financial soundness,”“banking system soundness,” or
“stability” and/or supervision of the financial/banking system?
STABILITY only? YES = .5/NO = .25
SUPERVISION only? YES = .25/NO = .75
STABILITY and SUPERVISION = 0
Source: Individual central banks through BIS’s central bank hub,
http://www.bis.org/cbanks.htm

SDDS Does the country in question adhere to the IMF’s special data
dissemination standards? YES = 1; NO = 0
http://dbbs.imf.org/Applications/web/sddshome

CORR + Corruption Perceptions Index as measured by Transparency
International. http://www.transparency.org/
policy_research/surveys_indices/cpi

FREE − Freedom house ranking: 2 = free, 1 = partly free, 0 = not free
http://www.freedomhouse.org

ERR + De facto exchange rate regime classification scheme of
Levy-Yeyati-Sturzenegger (2005): 1 = Inconclusive; 2 = Float,
3 = Dirty, 4 = Crawling peg, 5 = Fix
http://www.utdt.edu/∼ely/papers.html

http://www.bis.org/cbanks.htm
http://www.bis.org/cbanks.htm
http://www.dbbs.imf.org/Applications/web/sddshome
http://www.transparency.org/policy{protect LY1	extunderscore }research/surveys{protect LY1	extunderscore }indices/cpi
http://www.transparency.org/policy{protect LY1	extunderscore }research/surveys{protect LY1	extunderscore }indices/cpi
http://www.freedomhouse.org
http://www.utdt.edu/$sim $ely/papers.html
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