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## Preface

Modular forms play an essential role in Number Theory. Furthermore the importance of modular forms has continued to grow in many areas of mathematics including the infinite dimensional representation theory of Lie groups and finite group theory. The aim of this book is to introduce some basic theory of modular forms of one variable.

Originally this book was written in Japanese under the title "Automorphic forms and Number Theory" by Koji Doi and myself and published by Kinokuniya, Tokyo, in 1976. When the English translation was planned, the first named author proposed that only the chapters written mainly by me be translated together with some additional material and published under my sole authorship.

In Chapters 1 and 2, the general theory of Fuchsian groups, automorphic forms and Hecke algebras is discussed. In Chapter 3, I summarize some basic results on Dirichlet series which are necessary in the succeeding chapters. In Chapter 4, the classical theories of modular groups and modular forms are studied. Here the usefulness of Hecke operators as well as the remarkable relation between modular forms and Dirichlet series obtained by Hecke and Weil have been emphasized. Chapter 5 briefly reviews quaternion algebras and their unit groups, which are also Fuchsian groups and which play a role similar to that of modular groups in their application to number theory. Chapter 6 is devoted to the trace formulae of Hecke operators by Eichler and Selberg. The formulae have been generalized by many people including H. Shimizu, H. Hijikata and H. Saito. A formula computable by them is also offered. In our Japanese edition, as an introduction to the automorphic forms of several variables, Chapter 7 deals with Eisenstein series of Hilbert modular groups and the application to values of zeta-functions (following Siegel). As a result of important series of recent work by Shimura on Eisenstein series, I decided to rewrite it to introduce some of his results on Eisenstein series restricting it to only the case of one variable.

I should like to express'my deepest gratitude to Professor Goro Shimura, who constructed the essential part of the arithmetic theory of automorphic functions, for his valuable suggestions and encouragement.

The translation of Chapters 1 through 6 was prepared by my colleague Professor Yoshitaka Maeda. He also corrected mistakes in the original text, and gave me many appropriate suggestions. I express my deep and sincere thanks to him for his collaboration. I also express my hearty thanks to Professor Haruzo Hida
whose lectures at Hokkaido University during 1983-84 were very helpful for the preparation of the present volume, and to Professor Hiroshi Saito and Dr. Masaru Ueda who kindly read the manuscript very carefully as a whole or in part and made many valuable suggestions.
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## Notation and Terminology

1. We denote by $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$ and $\mathbb{C}$, the ring of rational integers, the rational number field, the real number field and the complex number field, respectively. For a rational prime $p, \mathbb{Z}_{p}$ and $\mathbb{Q}_{p}$ denote the ring of $p$-adic integers and the field of $p$-adic numbers, respectively. We also denote by $\mathbb{R}_{+}, \mathbb{R}_{-}$and $\mathbb{C}^{1}$, the set of positive real numbers, the set of negative real numbers and the set of complex numbers with absolute value 1 , respectively:

$$
\mathbb{R}_{+}=\{x \in \mathbb{R} \quad \mid \quad x>0\}, \mathbb{R}_{-}=\{x \in \mathbb{R} \quad \mid \quad x<0\}, \mathbb{C}^{1}=\{z \in \mathbb{C} \quad|\quad| z \mid=1\} .
$$

2. For a complex number $z$, we denote by $\operatorname{Re}(z)$ and $\operatorname{Im}(z)$, the real part and the imaginary part of $z$, respectively. When $z$ is a non-zero complex number, we denote by $\arg (z)$ the argument of $z$, which we specify by $-\pi<\arg (z) \leqq \pi$. For a real number $x$, we denote by $[x]$ the largest integer not exceeding $x$. When $x$ is a nonzero real number, $\operatorname{sgn}(x)$ denotes +1 or -1 according as $x>0$ or $x<0$.
3. For a ring $R$ with unity 1 , we denote by $R^{\times}$the group of invertible elements in
$R$. Further we write

$$
\begin{aligned}
& M_{n}(R)=\text { the set of square matrices of degree } n \text { over } R, \\
& G L_{n}(R)=\left\{\alpha \in M_{n}(R) \quad \mid \quad \operatorname{det}(\alpha) \in R^{\times}\right\}, \\
& S L_{n}(R)=\left\{\alpha \in M_{n}(R) \quad \mid \quad \operatorname{det}(\alpha)=1\right\} .
\end{aligned}
$$

4. We denote by $\amalg$ the disjoint union of sets. For a finite set $A,|A|$ denotes the number of elements in $A$. We also denote by \# \{.....\}, the number of the elements of the set given by $\{\ldots \ldots\}$.
5. When $g_{1}, \ldots, g_{m}$ are elements of a group $G,\left\langle g_{1}, \ldots, g_{m}\right\rangle$ denotes the subgroup of $G$ generated by $g_{1}, \ldots, g_{m}$. When $v_{1}, \ldots, v_{m}$ are vectors in a vector space $V$ over a field $K,\left\langle v_{1}, \ldots, v_{m}\right\rangle$ denotes the subspace of $V$ generated by $v_{1}, \ldots, v_{m}$. For mappings $g: A \rightarrow B$ and $f: B \rightarrow C$, we denote by $f \circ g$ the mapping of $A$ to $C$ given by

$$
(f \circ g)(a)=f(g(a)) \quad(a \in A)
$$

## Chapter 1. The Upper Half Plane and Fuchsian Groups

We explain basic properties of the upper half plane $\mathbf{H}$ in $\S 1.1$ through § 1.4. We introduce Fuchsian groups in $\S 1.5$ which play an essential role throughout the book. In $\S 1.6$ through $\S 1.8$, we study the quotient spaces of $\mathbf{H}$ by Fuchsian groups and induce the structure of Riemann surfaces on them.

## §1.1. The Group of Automorphisms of the Upper Half Plane

We denote by $\mathbb{P}$ the Riemann sphere $\mathbb{C} \cup\{\infty\}$ and define the action of an element $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ of $G L_{2}(\mathbb{C})$ on $\mathbb{P}$ by

$$
\begin{equation*}
\alpha z=\frac{a z+b}{c z+d} \quad(z \in \mathbb{P}) . \tag{1.1.1}
\end{equation*}
$$

This mapping " $z \mapsto \alpha z$ " is complex analytic from $\mathbb{P}$ into itself. We put

$$
\begin{equation*}
j(\alpha, z)=c z+d \quad(z \in \mathbb{C}) \tag{1.1.2}
\end{equation*}
$$

If $z \in \mathbb{C}$ and $j(\alpha, z) \neq 0$, then we have

$$
\alpha\left[\begin{array}{l}
z  \tag{1.1.3}\\
1
\end{array}\right]=\left[\begin{array}{l}
a z+b \\
c z+d
\end{array}\right]=j(\alpha, z)\left[\begin{array}{c}
\alpha z \\
1
\end{array}\right] .
$$

This equality also holds when considering each constituent as a meromorphic function. Calculating $\alpha \beta\left[\begin{array}{l}z \\ 1\end{array}\right]\left(\alpha, \beta \in G L_{2}(\mathbb{C})\right)$ in two ways, we see that

$$
j(\alpha, \beta z) j(\beta, z)\left[\begin{array}{c}
\alpha(\beta z) \\
1
\end{array}\right]=j(\alpha \beta, z)\left[\begin{array}{c}
(\alpha \beta) z \\
1
\end{array}\right] .
$$

From this equality, we obtain

$$
\begin{equation*}
(\alpha \beta) z=\alpha(\beta z) \quad\left(\alpha, \beta \in G L_{2}(\mathbb{C}), z \in \mathbb{P}\right) \tag{1.1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
j(\alpha \beta, z)=j(\alpha, \beta z) j(\beta, z) \quad\left(\alpha, \beta \in G L_{2}(\mathbb{C}), z \in \mathbb{C}\right) \tag{1.1.5}
\end{equation*}
$$

By (1.1.4), the mapping " $z \mapsto \alpha^{-1} z$ " is the inverse mapping of " $z \mapsto \alpha z$ ", and therefore, " $z \mapsto \alpha z$ " is an automorphism of the Riemann sphere $\mathbb{P}$. This automorphism is called a linear fractional transformation. Putting $\beta=\alpha^{-1}$ in (1.1.5), we see

$$
\begin{equation*}
j\left(\alpha^{-1}, z\right)=j\left(\alpha, \alpha^{-1} z\right)^{-1} . \tag{1.1.6}
\end{equation*}
$$

Lemma 1.1.1. A linear fractional transformation maps circles and lines on $\mathbb{C}$ into circles or lines on $\mathbb{C}$.

Proof. We put for an element $\beta=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ of $G L_{2}(\mathbb{C})$

$$
C_{\beta}=\{z \in \mathbb{P} \| \beta z \mid=1\} .
$$

Since $z$ belongs to $C_{\beta} \cap \mathbb{C}$ if and only if $|a z+b|=|c z+d|, C_{\beta} \cap \mathbb{C}$ is a line (if $a=c$ ) or a circle (the Appolonius circle). Conversely it is easily seen that circles and lines on $\mathbb{C}$ can be expressed as $C_{\beta} \cap \mathbb{C}$ with some $\beta \in G L_{2}(\mathbb{C})$. Let $\alpha$ be an element of $G L_{2}(\mathbb{C})$ and denote by $\alpha\left(C_{\beta}\right)$ the image of $C_{\beta}$ by $\alpha$. Since $\alpha\left(C_{\beta}\right)=C_{\beta \alpha^{-1}}, \alpha\left(C_{\beta}\right) \cap \mathbb{C}$ is again a circle or a line on $\mathbb{C}$.

We define two domains $\mathbf{H}$ and $\mathbf{K}$ of $\mathbb{C}$ by

$$
\mathbf{H}=\{z \in \mathbb{C} \mid \operatorname{Im}(z)>0\}
$$

and

$$
\mathbf{K}=\{z \in \mathbb{C}| | z \mid<1\} .
$$

The domains $\mathbf{H}$ and $\mathbf{K}$ are called the upper half plane and the unit disk, respectively.

Lemma 1.1.2. The upper half plane $\mathbf{H}$ and the unit disk $\mathbf{K}$ are complex analytically isomorphic.

Proof. Put $\rho=\left[\begin{array}{rr}1 & -i \\ 1 & i\end{array}\right]$. Then " $z \mapsto \rho z$ " is an automorphism of $\mathbb{P}$, and satisfies

$$
|\rho z|=\left|\frac{z-i}{z+i}\right|<1 \quad(z \in \mathbf{H})
$$

Since we see

$$
\operatorname{Im}\left(\rho^{-1} w\right)=\operatorname{Im}\left(i \frac{w+1}{-w+1}\right)=\frac{1-|w|^{2}}{|1-w|^{2}}>0 \quad(w \in \mathbf{K})
$$

$\rho$ gives an analytic isomorphism of $\mathbf{H}$ onto $\mathbf{K}$.
We are interested in functions on $\mathbf{H}$ which satisfy certain transformation equations for automorphisms of $\mathbf{H}$. (We say that they have automorphy.) We first study automorphisms of $\mathbf{H}$. We denote by $\operatorname{Aut}(\mathbf{H})$ and $\operatorname{Aut}(\mathbf{K})$ the groups of all (complex analytic) automorphisms of $\mathbf{H}$ and $\mathbf{K}$, respectively. If $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in G L_{2}(\mathbb{R})$,
and $z \in \mathbf{H}$, then

$$
\begin{equation*}
\operatorname{Im}(\alpha z)=\frac{\operatorname{det}(\alpha) \operatorname{Im}(z)}{|c z+d|^{2}} \tag{1.1.7}
\end{equation*}
$$

In particular, if $\operatorname{det}(\alpha)>0$, then we have $\operatorname{Im}(\alpha z)>0$, and therefore, " $z \mapsto \alpha z "$ induces an automorphism of $\mathbf{H}$. We put

$$
G L_{2}^{+}(\mathbb{R})=\left\{\alpha \in G L_{2}(\mathbb{R}) \mid \operatorname{det}(\alpha)>0\right\},
$$

and denote by $t(\alpha)\left(\alpha \in G L_{2}^{+}(\mathbb{R})\right)$ the automorphism " $z \mapsto \alpha z$ " of $\mathbf{H}$. Then it follows from (1.1.4) that this mapping

$$
l: G L_{2}^{+}(\mathbb{R}) \ni \alpha \mapsto l(\alpha) \in \operatorname{Aut}(\mathbf{H})
$$

is a group-homomorphism.
Now we put

$$
S O_{2}(\mathbb{R})=\left\{\left.\left[\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right] \right\rvert\, 0 \leqq \theta<2 \pi\right\} .
$$

We identify $a \in \mathbb{R}^{\times}$with $\left[\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right] \in G L_{2}^{+}(\mathbb{R})$. If for $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in G L_{2}(\mathbb{R}), t(\alpha)$ is the identity of $\mathbf{H}$, then $\alpha$ belongs to $\mathbb{R}^{\times}$, since $c z^{2}+(d-a) z-b=0$ for any $z \in \mathbf{H}$. Now we have

Theorem 1.1.3. (1) For any $z \in \mathbf{H}$, there exists an element $\alpha$ in $S L_{2}(\mathbb{R})$ satisfying $\alpha i=z$.
(2) The homomorphism 1 induces an isomorphism

$$
G L_{2}^{+}(\mathbb{R}) / \mathbb{R}^{\times} \simeq S L_{2}(\mathbb{R}) /\{ \pm 1\} \simeq \operatorname{Aut}(\mathbf{H})
$$

(3) $\mathrm{SO}_{2}(\mathbb{R})=\left\{\alpha \in S L_{2}(\mathbb{R}) \mid \alpha i=i\right\}$
and

$$
\mathbb{R}^{\times} \cdot S O_{2}(\mathbb{R})=\left\{\alpha \in G L_{2}^{+}(\mathbb{R}) \mid \alpha i=i\right\}
$$

Proof. For any $z=x+y i \in \mathbf{H}$, put $\alpha=\sqrt{y}^{-1}\left[\begin{array}{ll}y & x \\ 0 & 1\end{array}\right]$. Then $\alpha$ belongs to $S L_{2}(\mathbb{R})$ and $\alpha i=z$; this proves (1). The first isomorphism of (2) is obvious. To see the second isomorphism, we have only to verify the surjectivity. For this purpose, it is sufficient to show that if an element $\psi$ of $\operatorname{Aut}(\mathbf{H})$ satisfies $\psi(i)=i$, then there exists an element $\beta$ in $\mathrm{SO}_{2}(\mathbb{R})$ such that $\psi=l(\beta)$. In fact, for each element $\phi \in \operatorname{Aut}(\mathbf{H})$, we get an element $\alpha \in S L_{2}(\mathbb{R})$ satisfying $\alpha^{-1} \phi(i)=i$ by (1). Then taking $l\left(\alpha^{-1}\right) \phi$ in place of $\psi$, we have $\phi=\imath(\alpha \beta)$ for some $\beta \in S O_{2}(\mathbb{R})$; this implies $l$ is surjective. Now let $\psi$ be an element of $\operatorname{Aut}(\mathbf{H})$ such that $\psi(i)=i$. We put

$$
\rho(z)=(z-i) /(z+i) \quad(z \in \mathbf{H}),
$$

which is an isomorphism of $\mathbf{H}$ onto $\mathbf{K}$. Since $\rho(i)=0, \eta=\rho \psi \rho^{-1}$ is an automorphism of $K$ such that $\eta(0)=0$. Applying Schwarz's theorem to $\eta$ and $\eta^{-1}$, we see that

$$
|\eta(w)|=|w| \quad(w \in \mathbf{K})
$$

A further application of Schwarz's theorem shows that there exists $\theta(0 \leqq \theta<\pi)$ such that

$$
\eta(w)=e^{2 \theta i} w \quad(w \in \mathbf{K})
$$

Thus pulling back the function $\eta$ by $\rho^{-1}$ to $\mathbf{H}$, we see that

$$
\psi(z)=\rho^{-1} \eta \rho(z)=\frac{(\cos \theta) z+\sin \theta}{(-\sin \theta) z+\cos \theta} \quad(z \in \mathbf{H})
$$

namely $\psi=l\left(k_{\theta}\right)$ with $k_{\theta}=\left[\begin{array}{r}\cos \theta \\ \sin \theta \\ -\sin \theta \\ \cos \theta\end{array}\right] \in S O_{2}(\mathbb{R})$. This implies (2) and (3).
Now let us consider Aut(K). Put

$$
\begin{aligned}
S U(1,1) & =\left\{\left.g \in S L_{2}(\mathbb{C})\right|^{t} \bar{g}\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] g=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]\right\} \\
& =\left\{g=\left.\left[\begin{array}{ll}
u & v \\
\bar{v} & \bar{u}
\end{array}\right]|u, v \in \mathbb{C}, \quad| u\right|^{2}-|v|^{2}=1\right\}
\end{aligned}
$$

Since

$$
\rho S L_{2}(\mathbb{R}) \rho^{-1}=S U(1,1), \quad \rho=\left[\begin{array}{rr}
1 & -i  \tag{1.1.8}\\
1 & i
\end{array}\right]
$$

we see by Lemma 1.1.2 and Theorem 1.1.3(2)

$$
\begin{equation*}
\operatorname{Aut}(\mathbf{K}) \simeq S U(1,1) /\{ \pm 1\} \tag{1.1.9}
\end{equation*}
$$

## §1.2. Actions of Groups

In this section, we prepare general theory on topological spaces and transformation groups to apply it to the upper half plane $\mathbf{H}$.

Let $G$ be a group and $X$ a topological space (resp. a complex domain). We say that $G$ acts on $X$ if there exists a mapping

$$
G \times X \ni(g, x) \mapsto g x \in X
$$

satisfying the following three conditions:
(i) for each element $g$ of $G$, " $X \ni x \mapsto g x \in X$ " is a continuous (resp. complex analytic) mapping;
(ii) $(g h) x=g(h x)$ for two elements $g$ and $h$ of $G$;
(iii) for the unit element 1 of $G, 1 x=x$ for any element ' $x$ of $X$.

Since for any element $g$ of $G$, " $x \mapsto g^{-1} x$ " is the inverse mapping of " $x \mapsto g x$ ", we see that if $G$ acts on $X$, then
(i') for each element $g$ of $G, " X \ni x \mapsto g x \in X$ " is a topological (resp. complex analytic) automorphism of $X$.

We assume hereafter that $G$ acts on $X$. For an element $x$ of $X$ we put

$$
G_{x}=\{g \in G \mid g x=x\},
$$

and call it the stabilizer of $x$. It is obvious that for any element $g$ of $G$,

$$
\begin{equation*}
G_{g x}=g G_{x} g^{-1} \tag{1.2.1}
\end{equation*}
$$

An element $x$ of $X$ is called a fixed point of $g \in G$ if

$$
g x=x .
$$

This is equivalent to saying $g \in G_{x}$. Further for each element $x$ of $X$, a subset of $X$ defined by

$$
G x=\{g x \mid g \in G\}
$$

is called the $G$-orbit of $x$. The set of all $G$-orbits in $X$ is denoted by $G \backslash X$. Since either $G x=G y$ or $G x \cap G y=\varnothing$ for any two elements $x, y$ of $X, X$ can be expressed as a disjoint union of $G$-orbits:

$$
X=\coprod G x .
$$

In particular, if $X$ itself is a $G$-orbit, then we say that $G$ acts transitively on $X$. This is equivalent to saying that
(1.2.2) for any two elements $x, y$ of $X$, there exists an element $g$ of $G$ such that $g x=y$.

Therefore, it follows from (1.2.1) that if $G$ acts transitively on $X$, then all the stabilizers are conjugate.

Now let us denote by $\pi$ the canonical mapping of $X$ onto the set of all $G$-orbits $G \backslash X$; in other words, $\pi$ is a mapping which corresponds any element $x$ of $X$ to the element $G x$ of $G \backslash X$ :

$$
X \ni x \mapsto \pi(x)=G x \in G \backslash X .
$$

We induce the strongest topology on $G \backslash X$ under which the above projection $\pi$ is continuous. More precisely, it is given by defining that a subset $U$ of $G \backslash X$ is open if and only if the inverse image $\pi^{-1}(U)$ of $U$ by $\pi$ is open in $X$. The topological space $G \backslash X$ with this topology is called the quotient space of $X$ by $G$. Since for an open subset $U$ of $X$, we have

$$
\pi^{-1}(\pi(U))=\bigcup_{g \in G} g U \quad g U=\{g u \mid u \in U\},
$$

$\pi(U)$ is again open in $G \backslash X$. Thus $\pi$ is an open continuous mapping of $X$ onto the quotient space $G \backslash X$.

If a group $G$ has a topological structure of a Hausdorff space, and the two mappings

$$
G \times G \ni(g, h) \mapsto g h \in G, \quad G \ni g \mapsto g^{-1} \in G
$$

are continuous with respect to its topology, then $G$ is called a topological group. Let
$G$ be a topological group and assume that $G$ acts on $X$. Then we say that a topological group $G$ acts on a topological space $X$, if the additional condition (iv) below is satisfied:

$$
\begin{equation*}
G \times X \ni(g, x) \mapsto g x \in X \text { is continuous } \tag{iv}
\end{equation*}
$$

If a topological group $G$ acts on a topological space $X$, then all the stabilizers are closed subgroups of $G$. Conversely, let $G$ be a topological group and $K$ a closed subgroup of $G$. Then $K$ acts on $G$ by right multiplication. We denote by $G / K$ the quotient space of $G$ by $K$, and call it the space of the right cosets of $G$ by $K$.

Theorem 1.2.1. Assume that a topological group $G$ acts transitively on a topological space $X$. If $G$ is a locally compact group with a countable basis, and $X$ is a locally compact Hausdorff space, then for each element $x \in X$, the space of the right cosets $G / G_{x}$ is homeomorphic to $X$ by the correspondence " $g G_{x} \mapsto g x$ ".

Proof. It is obvious that the correspondence is bijective. Thus it is sufficient to show that it is bicontinuous. From the definition of the topology on $G / G_{x}$, it is equivalent to saying that " $g \mapsto g x$ " is an open continuous mapping of $G$ to $X$. The continuity is obvious by definition, and therefore it is sufficient to show that this mapping is also open. Let us prove that for any open set $U$ of $G, U x=\{g x \mid g \in U\}$ is also open in $X$. Let $g x(g \in U)$ be any point of $U x$. Take a compact neighborhood $V$ of the unit element of $G$ so that $V^{-1}=V$ and $g V^{2} \subset U$. Since $G$ has a countable basis, there exist countably many elements $g_{n}(n=1,2, \ldots)$ satisfying $G=\bigcup_{n=1}^{\infty} g_{n} V$. Put $W_{n}=g_{n} V x$, then $X=\bigcup_{n=1}^{\infty} W_{n}$. Since $W_{n}$ is a compact set in the Hausdorff space $X$, it is closed. Now suppose that no $W_{n}$ contains an open subset. Since $X$ is regular, we find inductively non-empty open subsets $U_{n}$ so that the closures $\bar{U}_{n}$ are compact and

$$
U_{n-1}-W_{n-1} \supset \bar{U}_{n} \quad(n \geqq 2) .
$$

Then we see that $\bar{U}_{1} \supset \bar{U}_{2} \supset \bar{U}_{3} \supset \ldots$ Since $\bigcap_{n=1}^{\infty} \bar{U}_{n} \neq \varnothing$ and $\bigcap_{n=1}^{\infty} \bar{U}_{n}$ has no common point with any $W_{n}$, this contradicts the fact $X=\bigcup_{n=1}^{\infty} W_{n}$. Hence there exists a set $W_{m}=g_{m} V x$ which contains an open subset of $X$. Since $g_{m} V x$ is homeomorphic to $V x, V x$ also contains an open subset $S$. For an element $h$ of $V$ such that $h x \in S$, we have

$$
g x \in g h^{-1} S \subset g V^{2} x \subset U x
$$

Therefore $g x$ is an interior point of $U x$. This proves that $U x$ is open.
Now Theorem 1.1.3 implies that the topological group $S L_{2}(\mathbb{R})$ acts transitively on the complex domain H and the stabilizer of $i$ is $\mathrm{SO}_{2}(\mathbb{R})$. Thus, applying the above theorem to $X=\mathbf{H}$ and $G=S L_{2}(\mathbb{R})$, we obtain the following

Corollary 1.2.2. The space of the cosets $S L_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$ is homeomorphic to $\mathbf{H}$ by the correspondence " $\alpha \mathrm{SO}_{2}(\mathbb{R}) \mapsto \alpha i$ ".

## § 1.3. Classification of Linear Fractional Transformations

It follows from Theorem 1.1.3 that every automorphism of the upper half plane $\mathbf{H}$ is induced by an element of $G L_{2}^{+}(\mathbb{R})$. Let us now investigate transformations induced by elements of $G L_{2}^{+}(\mathbb{R})$. We are going to classify elements of $G L_{2}^{+}(\mathbb{R})$.

A non-scalar element $\alpha$ of $G L_{2}^{+}(\mathbb{R})$ is called elliptic, parabolic or hyperbolic, when it satisfies

$$
\operatorname{tr}(\alpha)^{2}<4 \operatorname{det}(\alpha), \quad \operatorname{tr}(\alpha)^{2}=4 \operatorname{det}(\alpha), \quad \text { or } \quad \operatorname{tr}(\alpha)^{2}>4 \operatorname{det}(\alpha),
$$

respectively. This definition applies also to the automorphisms $t(\alpha)$ of $\mathbf{H}$ induced by $\alpha$. We note that
the eigenvalues of $\alpha$ are conjugate complex numbers, a multiple real number or two distinct real numbers, respectively.

To see the geometrical meaning of the classification, we shall study the fixed points of the elements of $G L_{2}^{+}(\mathbb{R})$ as automorphisms of the Riemann sphere $\mathbb{P}$. Let $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ be a non-scalar element. First assume $c=0$. Then $\operatorname{tr}(\alpha)^{2}-4 \operatorname{det}(\alpha)$ $=(a-d)^{2}$. Thus $\alpha$ is parabolic if and only if $a=d$, and in this case $\alpha$ has a unique fixed point $\infty$. We also see that if $a \neq d$, then $\alpha$ is hyperbolic, and it has two fixed points $b /(d-a)$ and $\infty$. Now we assume $c \neq 0$. Then the point $\infty$ can not be a fixed point of $\alpha$. If a complex number $z$ is a fixed point of $\alpha$, then $z$ satisfies the equation $c z^{2}+(d-a) z-b=0$. Since the discriminant of this equation is equal to $\operatorname{tr}(\alpha)^{2}-4 \operatorname{det}(\alpha)$, the fixed points of $\alpha$ are conjugate complex numbers, a real number, or two distinct real numbers if $\alpha$ is elliptic, parabolic or hyperbolic, respectively. Thus we get the following

Theorem 1.3.1. A non-scalar element $\alpha$ of $G L_{2}^{+}(\mathbb{R})$ is characterized by its fixed points on $\mathbb{P}$ as follows:
(1) $\alpha$ is elliptic if and only if $\alpha$ has the fixed points $z_{0}$ and $\bar{z}_{0}$ with $z_{0} \in \mathbf{H}$;
(2) $\alpha$ is parabolic if and only if $\alpha$ has a unique fixed point on $\mathbb{R} \cup\{\infty\}$;
(3) $\alpha$ is hyperbolic if and only if $\alpha$ has two distinct fixed points on $\mathbb{R} \cup\{\infty\}$.

For $x \in \mathbb{R} \cup\{\infty\}$, the stabilizer $G L_{2}^{+}(\mathbb{R})_{x}$ contains both parabolic elements and hyperbolic elements. In order to distinguish these, we put for $x, x^{\prime} \in \mathbb{R} \cup\{\infty\}$ $\left(x \neq x^{\prime}\right)$

$$
G L_{2}^{+}(\mathbb{R})_{x}^{(p)}=\left\{\alpha \in G L_{2}^{+}(\mathbb{R})_{x} \mid \alpha \text { is parabolic or scalar }\right\},
$$

$$
\begin{equation*}
S L_{2}(\mathbb{R})_{x}^{(p)}=S L_{2}(\mathbb{R}) \cap G L_{2}^{+}(\mathbb{R})_{x}^{(p)} ; \tag{1.3.1}
\end{equation*}
$$

$$
\begin{equation*}
G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}=G L_{2}^{+}(\mathbb{R})_{x} \cap G L_{2}^{+}(\mathbb{R})_{x^{\prime}}, \tag{1.3.2}
\end{equation*}
$$

$$
S L_{2}(\mathbb{R})_{x, x^{\prime}}=S L_{2}(\mathbb{R}) \cap G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}
$$

Lemma 1.3.2. (1) $G L_{2}^{+}(\mathbb{R})_{i}=\mathbb{R}^{\times} \cdot \mathrm{SO}_{2}(\mathbb{R})$,

$$
\begin{aligned}
& G L_{2}^{+}(\mathbb{R})_{\infty}=\left\{\left.\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right] \right\rvert\, a, d \in \mathbb{R}^{\times}, \quad b \in \mathbb{R}, \quad a d>0\right\}, \\
& G L_{2}^{+}(\mathbb{R})_{\infty}^{(p)}=\left\{\left.\left[\begin{array}{ll}
a & b \\
0 & a
\end{array}\right] \right\rvert\, a \in \mathbb{R}^{\times}, \quad b \in \mathbb{R}\right\}, \\
& G L_{2}^{+}(\mathbb{R})_{\infty, 0}=\left\{\left.\left[\begin{array}{ll}
a & 0 \\
0 & d
\end{array}\right] \right\rvert\, a, d \in \mathbb{R}^{\times}, \quad a d>0\right\} .
\end{aligned}
$$

(2) The groups $G L_{2}^{+}(\mathbb{R})_{z}(z \in \mathbf{H}), G L_{2}^{+}(\mathbb{R})_{x}^{(p)} \quad(x \in \mathbb{R} \cup\{\infty\})$ and $G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}$ $\left(x, x^{\prime} \in \mathbb{R} \cup\{\infty\}, x \neq x^{\prime}\right)$ are conjugate to $G L_{2}^{+}(\mathbb{R})_{i}, G L_{2}^{+}(\mathbb{R})_{\infty}^{(p)}$ and $G L_{2}^{+}(\mathbb{R})_{\infty, 0}$, respectively. Further this conjugation is given by an element of $S L_{2}(\mathbb{R})$.
Proof. (1): The first equality is nothing but Theorem 1.1.3(3), and the second and the third are easily seen. (2): Since $S L_{2}(\mathbb{R})$ acts on $\mathbf{H}$ transitively, all stabilizers of points of $\mathbf{H}$ are conjugate by elements of $S L_{2}(\mathbb{R})$. In particular, $G L_{2}^{+}(\mathbb{R})_{z}$ is conjugate to $G L_{2}^{+}(\mathbb{R})_{i}$ by an element of $S L_{2}(\mathbb{R})$. Furthermore, for any two distinct elements $x, x^{\prime}$ of $\mathbb{R} \cup\{\infty\}$, there exists an element $\alpha \in S L_{2}(\mathbb{R})$ such that $\alpha(x)=\infty$, $\alpha\left(x^{\prime}\right)=0$. For such an $\alpha$, we see

$$
G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}=\alpha^{-1} G L_{2}^{+}(\mathbb{R})_{\infty, 0} \alpha, \quad G L_{2}^{+}(\mathbb{R})_{x}^{(p)}=\alpha^{-1} G L_{2}^{+}(\mathbb{R})_{\infty}^{(p)} \alpha .
$$

To see the difference of the transformations of these types, we shall give some illustrations below.
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We now study the centralizers of elements of $G L_{2}^{+}(\mathbb{R})$ and the normalizers of the above subgroups $G L_{2}^{+}(\mathbb{R})_{z}, G L_{2}^{+}(\mathbb{R})_{x}^{(p)}$ and $G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}$. We calculate centralizers and normalizers not only in $G L_{2}^{+}(\mathbb{R})$ but also in $G L_{2}(\mathbb{R})$, since we need them in Chapter 6. We note here the property that $\alpha \in G L_{2}^{+}(\mathbb{R})$ is elliptic, parabolic or hyperbolic is invariant under the conjugation in $G L_{2}(\mathbb{R})$. For an element
$\alpha \in G L_{2}^{+}(\mathbb{R})$, we denote by $Z(\alpha)$ the centralizer of $\alpha$, or

$$
\begin{equation*}
Z(\alpha)=\left\{\beta \in G L_{2}(\mathbb{R}) \mid \alpha \beta=\beta \alpha\right\} . \tag{1.3.3}
\end{equation*}
$$

Now we have

Lemma 1.3.3. For a non-scalar element $\alpha$ of $G L_{2}^{+}(\mathbb{R})$, we have:
(1) If $\alpha \in G L_{2}^{+}(\mathbb{R})_{z}, \quad$ then $Z(\alpha)=Z(\alpha) \cap G L_{2}^{+}(\mathbb{R})=G L_{2}^{+}(\mathbb{R})_{z}$;
(2) If $\alpha \in G L_{2}^{+}(\mathbb{R})_{x}^{(p)}, \quad$ then $Z(\alpha)=Z(\alpha) \cap G L_{2}^{+}(\mathbb{R})=G L_{2}^{+}(\mathbb{R})_{x}^{(p)}$;
(3) If $\alpha \in G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}$, then $\left[Z(\alpha): Z(\alpha) \cap G L_{2}^{+}(\mathbb{R})\right]=2$ and $Z(\alpha) \cap G L_{2}^{+}(\mathbb{R})=G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}$.

Here $z \in \mathbf{H}$ and $x, x^{\prime} \in \mathbb{R} \cup\{\infty\}\left(x \neq x^{\prime}\right)$.
Proof. Since $Z\left(\rho^{-1} \alpha \rho\right)=\rho^{-1} Z(\alpha) \rho$ for $\rho \in S L_{2}(\mathbb{R})$, we may assume by Lemma 1.3.2(2) that $\alpha$ is $r\left[\begin{array}{rr}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right](r>0,0<\theta<2 \pi, \theta \neq \pi),\left[\begin{array}{ll}a & b \\ 0 & a\end{array}\right]\left(a, b \in \mathbb{R}^{x}\right)$, or $\left[\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right]\left(a, d \in \mathbb{R}^{\times}, a d>0, a \neq d\right)$. First let $\alpha=r\left[\begin{array}{rr}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right]$, and $\beta$ be an element of $Z(\alpha)$. Since $\alpha \beta i=\beta \alpha i=\beta i, \beta i$ is also a fixed point of $\alpha$. Hence $\beta i= \pm i$. If $\operatorname{det}(\beta)>0$, then $\beta i=i$ and this implies $\beta \in G L_{2}^{+}(\mathbb{R})_{i}$. Assume that $\operatorname{det}(\beta)<0$. Then (1.1.7) implies that $\beta i=-i$. Put $\beta^{\prime}=\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right] \beta$. Then $\operatorname{det}\left(\beta^{\prime}\right)>0$ and $\beta^{\prime} i=i$; therefore, $\beta^{\prime} \in G L_{2}^{+}(\mathbb{R})_{i}$. In particular, both $\beta$ and $\beta^{\prime}$ are commutative with $\alpha$, hence so is $\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right]$. On the other hand, we have

$$
\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right] \alpha\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right]^{-1}=r\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right] \neq \alpha,
$$

since $\alpha$ is not scalar. This is a contradiction; thus $Z(\alpha)=Z(\alpha) \cap G L_{2}^{+}(\mathbb{R})$. This proves (1). The other cases can be shown by direct calculation.

For any subgroup $G$ of $G L_{2}^{+}(\mathbb{R})$, we denote by $N(G)$ the normalizer of $G$ in $G L_{2}(\mathbb{R})$; namely

$$
\begin{equation*}
N(G)=\left\{\alpha \in G L_{2}(\mathbb{R}) \mid \alpha G \alpha^{-1}=G\right\} . \tag{1.3.4}
\end{equation*}
$$

Then we obtain

Lemma 1.3.4. Let $G$ be $G L_{2}^{+}(\mathbb{R})_{z}(z \in \mathbf{H})$, $G L_{2}^{+}(\mathbb{R})_{x}^{(p)}(x \in \mathbb{R} \cup\{\infty\})$, or $G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}$ $\left(x, x^{\prime} \in \mathbb{R} \cup\{\infty\}, x \neq x^{\prime}\right)$. Then $\left[N(G): N(G) \cap G L_{2}^{+}(\mathbb{R})\right]=2$ and further
(1) $N(G) \cap G L_{2}^{+}(\mathbb{R})=G$
if $G=G L_{2}^{+}(\mathbb{R})_{z}$,
(2) $N(G) \cap G L_{2}^{+}(\mathbb{R})=G L_{2}^{+}(\mathbb{R})_{x}$ if $\quad G=G L_{2}^{+}(\mathbb{R})_{x}^{(p)}$,
(3) $\left[N(G) \cap G L_{2}^{+}(\mathbb{R}): G\right]=2$
if $G=G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}}$.

Proof. Since $N\left(\rho^{-1} G \rho\right)=\rho^{-1} N(G) \rho$ for $\rho \in G L_{2}^{+}(\mathbb{R})$, we may assume that $z=i$, $x=\infty$ and $x^{\prime}=0$. Therefore $\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right] \in N(G)$. Since $\left[N(G): N(G) \cap G L_{2}^{+}(\mathbb{R})\right]$ $\leqq\left[G L_{2}(\mathbb{R}): G L_{2}^{+}(\mathbb{R})\right]=2$, and $\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right] \in N(G)$ by Lemma 1.3.2(1), we see $\left[N(G): N(G) \cap G L_{2}^{+}(\mathbb{R})\right]=2$. Let $G=G L_{2}^{+}(\mathbb{R})_{i}$. If $\beta \in N(G) \cap G L_{2}^{+}(\mathbb{R})$, then $\beta i=i$, since $\beta \alpha \beta^{-1}$ has a fixed point $\beta i$ for any $\alpha \in G$. This implies $\beta \in G$, and therefore, $N(G) \cap G L_{2}^{+}(\mathbb{R})=G$. A similar argument is also applicable to $G=G L_{2}^{+}(\mathbb{R})_{\infty}^{(p)}$. Next assume that $G=G L_{2}^{+}(\mathbb{R})_{\infty, 0}$, and let $\beta \in N(G) \cap G L_{2}^{+}(\mathbb{R})$. Then by a similar argument as above, $\beta$ induces a permutation of $\{\infty, 0\}$. Then we have $\left[N(G) \cap G L_{2}^{+}(\mathbb{R}): G\right] \leqq 2$. Since we see easily that $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right] \in N(G) \cap G L_{2}^{+}(\mathbb{R})$ but $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right] \notin G$, we have $\left[N(G) \cap G L_{2}^{+}(\mathbb{R}): G\right]=2$ for $G=G L_{2}^{+}(\mathbb{R})_{\infty, 0}$.

Lemma 1.3.5. (1) Any two distinct elliptic elements in $G L_{2}^{+}(\mathbb{R})_{z}(z \in \mathbf{H})$ are not conjugate in $G L_{2}^{+}(\mathbb{R})$.
(2) If two distinct parabolic elements of $G L_{2}^{+}(\mathbb{R})$ are conjugate by a matrix of negative determinant, then they are not conjugate in $G L_{2}^{+}(\mathbb{R})$.

Proof. (1): Let $\alpha$ and $\beta$ be elliptic elements such that $\beta=\delta \alpha \delta^{-1}$ with $\delta \in G L_{2}^{+}(\mathbb{R})$. Then $\delta z$ is also a fixed point of $\beta$, and therefore, $\delta z=z$. This implies that $\delta \in G L_{2}^{+}(\mathbb{R})_{z}$. Since $\alpha$ and $\delta$ are commutative, we get $\alpha=\beta$. (2): Let $\alpha$ and $\beta$ be distinct parabolic elements. Assume that $\beta=\gamma \alpha \gamma^{-1}=\delta \alpha \delta^{-1}$ with $\gamma, \delta \in G L_{2}(\mathbb{R})$ such that $\operatorname{det}(\gamma)<0$ and $\operatorname{det}(\delta)>0$. Then $\delta^{-1} \gamma \in Z(\alpha)$. Since $\operatorname{det}\left(\delta^{-1} \gamma\right)<0$, this contradicts Lemma 1.3.3(2).

## §1.4. The Invariant Metric and Measure on $\mathbf{H}$

In the upper half plane $\mathbf{H}$, there exist a metric and a measure which are invariant under the action of $G L_{2}^{+}(\mathbb{R})$. Such a metric is unique up to a constant multiplication and is called the Poincare metric. For a differentiable function $f(z)$ on $\mathbf{H}$, we define the differential df by

$$
d f=\left(\frac{\partial f}{\partial x}\right) d x+\left(\frac{\partial f}{\partial y}\right) d y
$$

considering $f$ as a function of $x=\operatorname{Re}(z)$ and $y=\operatorname{Im}(z)$. Further for $\alpha \in G L_{2}^{+}(\mathbb{R})$, we put

$$
(f \circ \alpha)(z)=f(\alpha z), \quad(d f) \circ \alpha=d(f \circ \alpha) .
$$

Then for $z$ and $\bar{z}$ and for $\alpha \in G L_{2}^{+}(\mathbb{R})$, we have

$$
\begin{gather*}
d z=d x+i d y, \quad d \bar{z}=d x-i d y \\
d z \circ \alpha=\left(\frac{d(\alpha z)}{d z}\right) d z, \quad d \bar{z} \circ \alpha=\left(\frac{d(\alpha z)}{d z}\right) d \bar{z} \tag{1.4.1}
\end{gather*}
$$

Further we define the metric $d s^{2}$ and the measure $d v$ on $\mathbf{H}$ by

$$
\begin{equation*}
d s^{2}(z)=\frac{d x^{2}+d y^{2}}{y^{2}}, \quad d v(z)=\frac{d x d y}{y^{2}} . \tag{1.4.2}
\end{equation*}
$$

We note that $d x^{2}+d y^{2}=d z \cdot d \bar{z}, d x \wedge d y=\frac{i}{2} d z \wedge d \bar{z}$ and

$$
\begin{equation*}
\frac{d(\alpha z)}{d z}=\operatorname{det}(\alpha) j(\alpha, z)^{-2} \quad\left(\alpha \in G L_{2}^{+}(\mathbb{R}), z \in \mathbf{H}\right) . \tag{1.4.3}
\end{equation*}
$$

Therefore $d s^{2}$ and $d v$ are invariant under the action of $G L_{2}^{+}(\mathbb{R})$ by (1.4.1) and (1.1.7).
Let $\phi$ be an injective continuous mapping from the interval $[0,1]$ into $\mathbf{H}$ which is $C^{\infty}$ except for finitely many points. Then the image $C$ of $\phi$ is called a curve on $\mathbf{H}$. Then by definition its length is

$$
l(C)=\int_{0}^{1} d s(\phi(t))=\int_{0}^{1} \frac{\sqrt{(d x(t) / d t)^{2}+(d y(t) / d t)^{2}}}{y(t)} d t \quad(\phi(t)=x(t)+i y(t))
$$

which depends only on $C$.
Since $\mathbf{H}$ is isomorphic to the unit disk $\mathbf{K}$ through $\rho=\left[\begin{array}{rr}1 & -i \\ 1 & i\end{array}\right]$, we can define the metric $d s_{\mathbf{K}}^{2}$ and the measure $d v_{\mathbf{K}}$ on $\mathbf{K}$ by

$$
d s_{\mathbf{K}}^{2}=d s^{2} \circ \rho^{-1}, \quad d v_{\mathbf{K}}=d v \circ \rho^{-1}
$$

By (1.1.8), they are invariant under the action of $S U(1,1)$. More explicitly, $d s_{\mathbf{K}}^{2}$ and $d v_{\mathbf{K}}$ can be expressed as

$$
\begin{aligned}
& d s_{\mathbf{K}}^{2}(w)=\frac{4\left(d x^{2}+d y^{2}\right)}{\left(1-|w|^{2}\right)^{2}}, \\
& d v_{\mathbf{K}}(w)=\frac{4 d x d y}{\left(1-|w|^{2}\right)^{2}} \quad(w=x+i y \in \mathbf{K}) .
\end{aligned}
$$

We denote by $l_{\mathbf{K}}\left(C_{\mathbf{K}}\right)$ the length of a curve $C_{\mathbf{K}}$ on $\mathbf{K}$. Then for a curve $C$ on $\mathbf{H}$, we see that

$$
l_{\mathbf{K}}(\rho(C))=l(C)
$$

Among the curves joining two points $z_{1}$ and $z_{2}$, the shortest one is called a geodesic. We note that a curve $C$ on $\mathbf{H}$ is a geodesic if and only if $\rho(C)$ is a geodesic on $\mathbf{K}$. The existence and the uniqueness of a geodesic will be shown in the following

Lemma 1.4.1. (1) Any two points on $\mathbf{H}$ are jointed by a unique geodesic which is a part of a circle orthogonal to the real axis or a line orthogonal to the real axis.
(2) Any two points on $\mathbf{K}$ are jointed by a unique geodesic which is a part of a diameter of $\mathbf{K}$ or a part of a circle orthogonal to the unit circle.

Proof. Since $\rho$ is a conformal mapping, we have only to prove (2) by Lemma 1.1.1. Let $z_{1}, z_{2} \in \mathbf{K}$. Since $S U(1,1)$ acts transitively on $\mathbf{K}$, we may assume that $z_{1}=0$. Moreover, $\operatorname{SU}(1,1)$ contains $\rho \mathrm{SO}_{2}(\mathbb{R}) \rho^{-1}$ whose elements give rotations with center 0 ; thus we may also assume that $z_{2}$ is a positive real number $x_{0}$. Let $C_{0}$ be a horizontal line segment between 0 and $x_{0}$, and $C$ be another curve joining 0 and $x_{0}$. Let $C$ be parametrized by $\phi$ and put $\phi(t)=x(t)+i y(t)$. Then

$$
\begin{aligned}
l_{\mathbf{K}}(C) & =\int_{0}^{1} 2\left(1-|\phi(t)|^{2}\right)^{-1} \sqrt{(d x(t) / d t)^{2}+(d y(t) / d t)^{2}} d t \\
& \geqq \int_{0}^{1} 2\left(1-x(t)^{2}\right)^{-1}|d x(t) / d t| d t \\
& \geqq \int_{0}^{x_{0}} 2\left(1-x^{2}\right)^{-1} d x \\
& =l_{\mathbf{K}}\left(C_{0}\right) .
\end{aligned}
$$

The equality holds only when $C=C_{0}$. Therefore $C_{0}$ is a unique geodesic.
For any two points $z_{1}$ and $z_{2}$ of $\mathbf{H}$ (resp. $\mathbf{K}$ ), we call the length of the geodesic joining $z_{1}$ and $z_{2}$ the distance of $z_{1}$ and $z_{2}$, and denote it by $d\left(z_{1}, z_{2}\right)$.

Corollary 1.4.2. (1) Let $z_{0}$ be a point of $\mathbf{H}$ (resp. K), and $C$ the set consisting of all points of $\mathbf{H}$ (resp. $\mathbf{K}$ ) of the same distance from $z_{0}$. Then $C$ is a circle orthogonal to every geodesic passing through $z_{0}$.
(2) Let $z_{1}$ and $z_{2}$ be two distinct points of $\mathbf{H}($ resp. $\mathbf{K})$, and $C$ the set consisting of all points of $\mathbf{H}$ (resp. $\mathbf{K}$ ) which have the same distances from $z_{1}$ and $z_{2}$. Then $C$ is a geodesic on $\mathbf{H}$ (resp. K).

Proof. It is sufficient to prove our assertions only for K. (1): Since $S U(1,1)$ acts transitively on $\mathbf{K}$, we may assume that $z_{0}=0$. The distance from 0 is invariant by rotations with center 0 . Therefore, in this case, $C$ is a circle with center 0 . (2): Mapping the middle point of the geodesic joining $z_{1}$ and $z_{2}$ into 0 by an element of $S U(1,1)$, we may assume that $z_{1}=i y_{0}$ and $z_{2}=-i y_{0}\left(0<y_{0}<1\right)$. For $d>0$, let $C_{v}(v=1,2)$ be the set consisting of the points which have the distance $d$ from $z_{v}$. Then $C_{v}$ is a circle by (1). Since the metric on $K$ is invariant by the transformation $(x, y) \mapsto(x,-y), C_{1}$ and $C_{2}$ are symmetric with respect to the real axis. Therefore, the intersection points of $C_{1}$ and $C_{2}$ lie on the real axis. Conversely, by a similar argument as above, every point on the real axis has equal distance from $z_{1}$ and $z_{2}$.

Let $\alpha$ be an elliptic element of $S L_{2}(\mathbb{R})$ which fixes $z_{0}$, and $\rho$ an isomorphism of $\mathbf{H}$ onto $K$ such that $\rho\left(z_{0}\right)=0$. Then we see

$$
\rho \alpha \rho^{-1}=\beta, \quad \beta=\left[\begin{array}{ll}
e^{i \theta} & 0 \\
0 & e^{-i \theta}
\end{array}\right] \quad(-\pi<\theta<\pi) .
$$

Since $\alpha z_{0}=z_{0}$, it follows from (1.1.5) that

$$
\begin{equation*}
j(\beta, 0)=j\left(\rho, z_{0}\right) j\left(\alpha, z_{0}\right) j\left(\rho^{-1}, 0\right)=j\left(\alpha, z_{0}\right) . \tag{1.4.4}
\end{equation*}
$$

Thus we get

$$
\begin{equation*}
\arg \left(j\left(\alpha, z_{0}\right)\right)=\arg (j(\beta, 0))=-\theta \tag{1.4.5}
\end{equation*}
$$

Since $\rho$ is conformal,
(1.4.6) the angle between a geodesic passing through $z_{0}$ and its image by $\alpha$ is $2 \theta$.

Lemma 1.4.3. For any $\alpha \in S L_{2}(\mathbb{R})$, we have:
(1) $\left(y^{-1} d z\right) \circ \alpha-y^{-1} d z=-2 i d[\log (j(\alpha, z))]$;
(2) $\left(y^{-1} d x\right) \circ \alpha-y^{-1} d x=2 d[\arg (j(\alpha, z))]$.

Proof. (1): Put $\alpha=\left[\begin{array}{ll}* & * \\ c & *\end{array}\right]$. By (1.1.7), (1.4.1) and (1.4.3),

$$
\begin{aligned}
\left(y^{-1} d z\right) \circ \alpha-y^{-1} d z & =\left(|j(\alpha, z)|^{2} j(\alpha, z)^{-2}-1\right) y^{-1} d z \\
& =-2 i c j(\alpha, z)^{-1} d z \\
& =-2 i d[\log (j(\alpha, z))]
\end{aligned}
$$

(2): Taking the real parts of both sides of the equality (1), we get the second one.

Lemma 1.4.4. Let $D$ be the interior of a triangle on $\mathbf{H} \cup \mathbb{R} \cup\{\infty\}$ whose sides are geodesics with angles $\theta_{1}, \theta_{2}$ and $\theta_{3}$. Then the area of $D$ is given by

$$
v(D)=\pi-\left(\theta_{1}+\theta_{2}+\theta_{3}\right) .
$$

Proof. Let $z_{1}, z_{2}$ and $z_{3}$ be the apices of $D$ corresponding to $\theta_{1}, \theta_{2}$ and $\theta_{3}$, respectively. First assume that all $z_{i}$ are in $\mathbf{H}$. Let $x_{i j}$ be the intersection point of the extension of the side $z_{i} z_{j}$ and $\mathbb{R} \cup\{\infty\}$ (see Figure 1.4.1). We denote by $\partial D$ the positively oriented boundary of $D$. Since

$$
d\left(y^{-1} d x\right)=y^{-2} d x \wedge d y
$$

we see by the Stokes theorem that

$$
\begin{aligned}
\int_{D} y^{-2} d x d y & =\int_{\partial D} y^{-1} d x \\
& =\left(\int_{z_{1}}^{z_{2}}+\int_{z_{2}}^{z_{3}}+\int_{z_{3}}^{z_{1}}\right) y^{-1} d x \\
& =\left(\int_{z_{1}}^{x_{12}}+\int_{x_{12}}^{z_{2}}+\int_{z_{2}}^{x_{32}}+\int_{x_{32}}^{z_{3}}+\int_{z_{3}}^{z_{1}}\right) y^{-1} d x .
\end{aligned}
$$

For any real number $x_{0}$, we put

$$
z-x_{0}=r e^{i \theta} .
$$

Then on the circle $\left|z-x_{0}\right|=r$, we have

$$
\begin{equation*}
y^{-1} d x=-d \theta \tag{1.4.7}
\end{equation*}
$$
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Therefore each integral is finite. Let $\alpha \in S L_{2}(\mathbb{R})$ be an elliptic element which fixes $z_{1}$ and maps $x_{12}$ to $x_{31}$ and $j\left(\alpha, x_{12}\right)>0$. Then by Lemma 1.4.3(2), (1.4.5) and (1.4.6), we see that

$$
\begin{aligned}
\int_{z_{1}}^{x_{12}} y^{-1} d x & =\int_{z_{1}}^{x_{12}} y^{-1} d x \circ \alpha-\int_{z_{1}}^{x_{12}} 2 d[\arg (j(\alpha, z))] \\
& =\int_{z_{1}}^{x_{31}} y^{-1} d x-[2 \arg (j(\alpha, z))]_{z_{1}}^{x_{12}} \\
& =\int_{z_{1}}^{x_{31}} y^{-1} d x+\left(\pi-\theta_{1}\right)
\end{aligned}
$$

Similarly we obtain

$$
\begin{aligned}
& \int_{x_{12}}^{z_{2}} y^{-1} d x=\int_{x_{32}}^{z_{2}} y^{-1} d x-\theta_{2} \\
& \int_{x_{32}}^{z_{3}} y^{-1} d x=\int_{x_{13}}^{z_{3}} y^{-1} d x+\left(\pi-\theta_{3}\right)
\end{aligned}
$$

Therefore

$$
\int_{D} y^{-2} d x d y=\int_{x_{13}}^{x_{31}} y^{-1} d x+\left(\pi-\theta_{1}\right)-\theta_{2}+\left(\pi-\theta_{3}\right) .
$$

Let $x_{0}$ be the center of the arc $x_{31} z_{1} z_{3} x_{13}$ and put

$$
z-x_{0}=\left(x-x_{0}\right)+i y=r e^{i \theta}
$$

Then by (1.4.7), we have

$$
\int_{x_{13}}^{x_{31}} y^{-1} d x=-\int_{0}^{\pi} d \theta=-\pi .
$$

Consequently we obtain $v(D)=\pi-\left(\theta_{1}+\theta_{2}+\theta_{3}\right)$. Next we consider the case where some vertices are on $\mathbb{R} \cup\{\infty\}$. Dividing the triangle into pieces, we may assume that the only one vertex is on $\mathbb{R} \cup\{\infty\}$. Moreover since $S L_{2}(\mathbb{R})$ acts transitively on $\mathbb{R} \cup\{\infty\}$, we may assume that it is the point $\infty$. Renumbering the indices, we may take $z_{1}=\infty$. Hence $\theta_{1}=0$. Put $x_{0}=\operatorname{Re}\left(z_{2}+z_{3}\right) / 2$, and let $z_{4}$ (resp. $z_{5}$ ) be the intersection point of the line $\operatorname{Re}(z)=\operatorname{Re}\left(z_{2}\right)$ (resp. $\operatorname{Re}(z)=\operatorname{Re}\left(z_{3}\right)$ )
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and a circle with center $x_{0}$ of sufficiently long radius $r$ (see Figure 1.4.2). We denote by $D(r)$ the square with vertices $z_{2}, z_{3}, z_{5}, z_{4}$. Then from the above result, we have

$$
v(D)=2 \pi-\left(\theta_{2}+\theta_{3}+\angle z_{4}+\angle z_{5}\right)
$$

Since both $\angle z_{4}$ and $\angle z_{5}$ converge to $\pi / 2$ and $\theta_{1}=0$, we have

$$
\begin{aligned}
v(D) & =\lim _{r \rightarrow \infty} v(D(r)) \\
& =\pi-\left(\theta_{2}+\theta_{3}\right) \\
& =\pi-\left(\theta_{1}+\theta_{2}+\theta_{3}\right) .
\end{aligned}
$$

We call a measure $\mu$ on a locally compact group $G$ a Haar measure if the following two conditions are satisfied:
(i) any compact subset of $G$ is measurable;
(ii) $\mu$ is invariant under left translation by $G$.

It is known that there always exists a Haar measure and that it is uniquely determined up to a constant factor. We say that $G$ is unimodular if a Haar measure of $G$ is also invariant under right translation by $G$.

We shall give an explicit form of a Haar measure of $S L_{2}(\mathbb{R})$. Put

$$
h_{z}=\sqrt{y^{-1}}\left[\begin{array}{ll}
y & x  \tag{1.4.8}\\
0 & 1
\end{array}\right] \in S L_{2}(\mathbb{R}) \quad(z=x+i y \in \mathbf{H})
$$

Let $\alpha \in S L_{2}(\mathbb{R})$ and $z=\alpha i$. Then $h_{z}^{-1} \alpha i=i$; hence we have $h_{z}^{-1} \alpha=k_{\theta}$ with

$$
k_{\theta}=\left[\begin{array}{rc}
\cos \theta & \sin \theta  \tag{1.4.9}\\
-\sin \theta & \cos \theta
\end{array}\right] \in \mathrm{SO}_{2}(\mathbb{R}) .
$$

Namely, any $\alpha \in S L_{2}(\mathbb{R})$ can be expressed as

$$
\begin{equation*}
\alpha=h_{z} k_{\theta} \quad\left(z \in \mathbf{H}, \quad k_{\theta} \in S O_{2}(\mathbb{R})\right) \tag{1.4.10}
\end{equation*}
$$

Conversely, if $\alpha$ is written as (1.4.10), we see that

$$
\begin{equation*}
z=\alpha i, \quad \theta=-\arg (j(\alpha, i)) \tag{1.4.11}
\end{equation*}
$$

Therefore both $z$ and $\theta$ are uniquely determined by $\alpha$. Further put $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Then we see easily that $x, y, \theta$ are all $C^{\infty}$ functions of $a, b, c, d$, and conversely, $a, b, c$, $d$ are also $C^{\infty}$ functions of $x, y, \theta$. Consequently, we obtain isomorphisms as manifolds:

$$
\begin{equation*}
S L_{2}(\mathbb{R}) \simeq \mathbf{H} \times S O_{2}(\mathbb{R}) \simeq \mathbf{H} \times \mathbb{C}^{1} \tag{1.4.12}
\end{equation*}
$$

We define a measure of $S L_{2}(\mathbb{R})$ by

$$
\begin{equation*}
d \alpha=(2 \pi)^{-1} y^{-2} d x d y d \theta \tag{1.4.13}
\end{equation*}
$$

For any $\alpha_{1} \in S L_{2}(\mathbb{R})$, we have

$$
\begin{equation*}
\alpha_{1} \alpha=h_{\alpha_{1} z} k_{\theta+\phi}, \quad \phi=-\arg \left(j\left(\alpha_{1}, z\right)\right) . \tag{1.4.14}
\end{equation*}
$$

Since $y^{-2} d x \wedge d y$ is invariant under the action of $S L_{2}(\mathbb{R})$ and $\phi$ is independent of $\theta$, we see for $\alpha_{1} z=x^{\prime}+i y^{\prime}$,

$$
y^{\prime-2} d x^{\prime} \wedge d y^{\prime} \wedge d(\theta+\phi)=y^{-2} d x \wedge d y \wedge(d \theta+d \phi)=y^{-2} d x \wedge d y \wedge d \theta
$$

This implies that $d \alpha$ is a Haar measure of $S L_{2}(\mathbb{R})$. Further put $\alpha_{1}=h_{z_{1}} k_{\theta_{1}}$, $z_{1}=x_{1}+i y_{1}$ and define $z^{\prime}, \theta^{\prime}$ by

$$
\alpha \alpha_{1}=h_{z^{\prime}} k_{\theta^{\prime}}, \quad z^{\prime}=x^{\prime}+i y^{\prime}
$$

Then we see easily that

$$
\begin{aligned}
x^{\prime} & =\frac{y\left\{\left(1-\left|z_{1}\right|^{2}\right) \sin \theta \cos \theta+x_{1} \cos 2 \theta\right\}}{\left|\cos \theta-z_{1} \sin \theta\right|^{2}}+x, \\
y^{\prime} & =\frac{y y_{1}}{\left|\cos \theta-z_{1} \sin \theta\right|^{2}} \\
\theta^{\prime} & =-\arg \left(\cos \theta-z_{1} \sin \theta\right)+\theta_{1}+2 n \pi
\end{aligned}
$$

with $n \in \mathbb{Z}$. Therefore we have

$$
y^{\prime-2} d x^{\prime} \wedge d y^{\prime} \wedge d \theta^{\prime}=y^{-2} d x \wedge d y \wedge d \theta
$$

This implies that $d \alpha$ is invariant under right translation of $G$. Thus we obtain

Theorem 1.4.5. $S L_{2}(\mathbb{R})$ is unimodular. Further if $f(z)$ is a measurable function on $\mathbf{H}$, " $\alpha \mapsto f(\alpha i)$ " is also measurable on $S L_{2}(\mathbb{R})$ and

$$
\int_{\mathbf{H}} f(z) d v(z)=\int_{S L_{2}(\mathbb{R})} f(\alpha i) d \alpha .
$$

## § 1.5. Fuchsian Groups

Let $\Gamma$ be a group acting on a topological space $X$. We say that a group $\Gamma$ acts properly discontinuously on $X$ if for any two points $x, y$ of $X$, there exist neighborhoods $U$ of $x$ and $V$ of $y$ such that

$$
\#\{\gamma \in \Gamma \mid \gamma U \cap V \neq \varnothing\}<\infty .
$$

If $X$ is locally compact, this is equivalent to saying that for any compact subsets $A, B$ of $X$,

$$
\#\{\gamma \in \Gamma \mid \gamma A \cap B \neq \varnothing\}<\infty
$$

A subgroup $\Gamma$ of a topological group $G$ is called a discrete subgroup if $\Gamma$ is discrete with respect to the topology of $G$.

Theorem 1.5.1. If $\Gamma$ is a discrete subgroup of $G$, then $\Gamma$ is a closed subgroup without accumulation points.

Proof. By definition there exists a neighborhood $U$ of 1 satisfying $U \cap \Gamma=\{1\}$. Let $V$ be any neighborhood of 1 such that $V^{-1} V \subset U$. Then for any two distinct points $\alpha, \beta$ of $\Gamma$, we have $V \alpha \cap V \beta=\varnothing$. Let $g$ be an element of the closure of $\Gamma$ and $\alpha \in V^{-1} g \cap \Gamma$. Then we see $V^{-1} g \cap \Gamma=\{\alpha\}$, so that we get $g=\alpha \in \Gamma$.

Theorem 1.5.2. Let $G$ and $X$ be as in Theorem 1.2.1, and $\Gamma$ a subgroup of $G$. If all stabilizers of elements of $G$ are compact, then the following statements are equivalent:
(1) $\Gamma$ is discrete;
(2) $\Gamma$ acts properly discontinuously on $X$.

Proof. (1) $\Rightarrow$ (2): Let $x$ be an element of $X$, and $A, B$ two compact subsets of $X$. Put

$$
M=\{g \in G \mid g x \in A\}, \quad N=\{g \in G \mid g x \in B\} .
$$

Since $G$ acts transitively on $X$, we see $A=M x$. Take open subsets $U_{v}$ of $G$ so that $M \subset \bigcup_{v} U_{v}$ and $\bar{U}_{v}$ are compact. This is possible since $G$ is locally compact. Then $A \subset \bigcup_{v} U_{v} x$. Since $U_{v} x$ is open by Theorem 1.2.1 and $A$ is compact, we can choose finitely many $U_{v}$ so that $A \subset \bigcup_{v=1}^{n} U_{v} x$. Hence $M \subset \bigcup_{v=1}^{n} \bar{U}_{v} G_{x}$. Since $\bar{U}_{v} G_{x}$ is compact and $M$ is closed, $M$ is also compact. Similarly $N$ is compact. Since $\Gamma$ is discrete and $N M^{-1}$ is compact, $\{\gamma \in \Gamma \mid \gamma A \cap B \neq \varnothing\}=\Gamma \cap N M^{-1}$ is also discrete and compact; therefore it is a finite set. (2) $\Rightarrow(1)$ : Let $V$ be any neighborhood of 1 in $G$ such that $\bar{V}$ is compact. For a point $x \in X, \Gamma \cap V$ is included in the set $\{\gamma \in \Gamma \mid \gamma x \in \bar{V} x\}$ which is finite, since both $\{x\}$ and $\bar{V} x$ are compact in $X$. Hence we can take $V$ so that $\Gamma \cap V=\{1\}$.

Theorem 1.5.2 and Theorem 1.1.3(2) imply the following

Corollary 1.5.3. Any discrete subgroup of $S L_{2}(\mathbb{R})$ acts properly discontinuously on the upper half plane $\mathbf{H}$. Conversely, any subgroup of $\operatorname{Aut}(\mathbf{H})$ which acts properly discontinuously on $\mathbf{H}$ is obtained from a discrete subgroup of $S L_{2}(\mathbb{R})$.

We call a discrete subgroup of $S L_{2}(\mathbb{R})$ a Fuchsian group. Hereafter we assume that $\Gamma$ is a Fuchsian group, and put

$$
Z(\Gamma)=\Gamma \cap\{ \pm 1\}
$$

If $t$ is the homomorphism of $S L_{2}(\mathbb{R})$ onto $\operatorname{Aut}(\mathbf{H})$ as in $\S 1.1$, then Theorem 1.1.3 implies

$$
t(\Gamma) \simeq \Gamma / Z(\Gamma)
$$

When $z \in \mathbf{H} \cup \mathbb{R} \cup\{\infty\}$ is a fixed point of an elliptic, parabolic or hyperbolic element of $\Gamma$, we say that $z$ is an elliptic point, a parabolic point or a hyperbolic point of $\Gamma$, respectively. We also call a parabolic point of $\Gamma$ a cusp of $\Gamma$. For $z \in \mathbf{H}$ and $x, x^{\prime} \in \mathbb{R} \cup\{\infty\}$, we put

$$
\Gamma_{z}=\Gamma \cap S L_{2}(\mathbb{R})_{z}, \quad \Gamma_{x}=\Gamma \cap S L_{2}(\mathbb{R})_{x}, \quad \Gamma_{x, x^{\prime}}=\Gamma \cap S L_{2}(\mathbb{R})_{x, x^{\prime}}
$$

Theorem 1.5.4. (1) If $z \in \mathbf{H}$ is an elliptic point of $\Gamma$, then $\Gamma_{z}$ is a finite cyclic group.
(2) If $x \in \mathbb{P} \cup\{\infty\}$ is a cusp of $\Gamma$, then $\Gamma_{x} \subset S L_{2}(\mathbb{R})_{x}^{(p)}$ and

$$
\Gamma_{x} / Z(\Gamma) \simeq \mathbb{Z}
$$

Moreover for $\sigma \in S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$, we have

$$
\sigma \Gamma_{x} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} \quad(h>0)
$$

(3) If $\Gamma_{x, x^{\prime}} \neq Z(\Gamma)$ for $x, x^{\prime} \in \mathbb{R} \cup\{\infty\}\left(x \neq x^{\prime}\right)$, then

$$
\Gamma_{x, x^{\prime}} / Z(\Gamma) \simeq \mathbb{Z}
$$

Moreover there exists $\sigma \in S L_{2}(\mathbb{R})$ such that

$$
\sigma \Gamma_{x, x^{\prime}} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}
u & 0 \\
0 & u^{-1}
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} \quad(u>0) .
$$

Proof. (1): Since $S L_{2}(\mathbb{R})$ acts transitively on $H, S L_{2}(\mathbb{R})_{z}$ is conjugate to $S L_{2}(\mathbb{R})_{i}$ $=S O_{2}(\mathbb{R})$ which is a compact abelian group isomorphic to $\mathbb{C}^{1}$. Therefore $\Gamma_{z}=\Gamma \cap S L_{2}(\mathbb{R})_{z}$ is finite. Since any finite subgroup of $\mathbb{C}^{1}$ is cyclic, $\Gamma_{z}$ is cyclic. (2): We may assume $x=\infty$ by taking $\sigma \Gamma \sigma^{-1}$ in place of $\Gamma$. Hence there exists an element $\gamma$ of the form $\left[\begin{array}{ll}1 & l \\ 0 & 1\end{array}\right](l \neq 0)$ in $\Gamma_{\infty}$. Suppose that $\alpha \in \Gamma_{\infty}$ is neither parabolic nor scalar. Then we can write $\alpha=\left[\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right]$ with $a \neq \pm 1$. We may assume $|a|<1$ by taking $\alpha^{-1}$ in place of $\alpha$, if necessary. We get

$$
\alpha^{n} \gamma \alpha^{-n}=\left[\begin{array}{cc}
1 & a^{2 n} l \\
0 & 1
\end{array}\right] \in \Gamma
$$

for any positive integer $n$. This contradicts that $\Gamma$ is discrete; therefore

$$
\Gamma_{\infty} \subset S L_{2}(\mathbb{R})_{\infty}^{(p)}=\left\{\left. \pm\left[\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right] \right\rvert\, b, \in \mathbb{R}\right\}
$$

Since $S L_{2}(\mathbb{R})_{\infty}^{(p)} /\{ \pm 1\}$ is isomorphic to $\mathbb{R}$ as topological groups, we obtain (2). (3):

It follows from Lemma 1.3.2 that there exists $\sigma \in S L_{2}(\mathbb{R})$ such that

$$
\sigma \Gamma_{x, x^{\prime}} \sigma^{-1} \subset \sigma S L_{2}(\mathbb{R})_{x, x^{\prime}} \sigma^{-1}=S L_{2}(\mathbb{R})_{\infty, 0}=\left\{\left.\left[\begin{array}{cc}
a & 0 \\
0 & a^{-1}
\end{array}\right] \right\rvert\, a \in \mathbb{R}^{\times}\right\} .
$$

Since discrete subgroups of $\mathbb{R}^{\times} /\{ \pm 1\}$ are cyclic, we obtain (3).
For $z \in \mathbf{H}$, we put

$$
e_{z}=\left|\Gamma_{z} / Z(\Gamma)\right|
$$

and call it the order of $z$ with respect to $\Gamma$. Then $z$ is an elliptic point of $\Gamma$ if and only if $e_{z}>1$. For a cusp $x$ of $\Gamma$, we also put $e_{x}=\infty$ and call it the order of a cusp $x$ of $\Gamma$. By the above theorem, we see that
(1.5.1) the order of an elliptic point is finite;
(1.5.2) a cusp of $\Gamma$ cannot be a hyperbolic point of $\Gamma$.

Corollary 1.5.5. If $\Gamma^{\prime}$ is a subgroup of a Fuchsian group $\Gamma$ of finite index, then the set of the cusps of $\Gamma^{\prime}$ coincides with that of $\Gamma$.

Proof. Since a cusp of $\Gamma^{\prime}$ is also that of $\Gamma$, it is sufficient to prove the converse. Let $x$ be a cusp of $\Gamma$. Since

$$
\left[\Gamma_{x}: \Gamma^{\prime} \cap \Gamma_{x}\right] \leqq\left[\Gamma: \Gamma^{\prime}\right]<\infty,
$$

we see from Theorem 1.5.4(2) that $\Gamma_{x}^{\prime}=\Gamma^{\prime} \cap \Gamma_{x} \neq Z(\Gamma)$. This shows that $x$ is also a cusp of $\Gamma^{\prime}$.

We are going to discuss the case $-1 \notin \Gamma$ for a while. Let $x$ be a cusp of $\Gamma$ and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. Then it follows from Theorem 1.5.4(2) that there exists $h>0$ such that

$$
\sigma \Gamma_{x} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}
$$

Since $-1 \notin \Gamma, \sigma \Gamma_{x} \sigma^{-1}$ contains either $\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]$ or $\left[\begin{array}{rr}-1 & h \\ 0 & -1\end{array}\right]$. We say that a cusp $x$ is regular or irregular, respectively. We will see that this definition is independent of the choice of $\sigma$ in the following

Lemma 1.5.6. Assume $-1 \notin \Gamma$.
(1) The regularity of a cusp $x$ of $\Gamma$ is independent of the choice of $\sigma$.
(2) The order of any elliptic point of $\Gamma$ is odd.

Proof. Let $\sigma_{1}, \sigma_{2} \in S L_{2}(\mathbb{R})$ such that $\sigma_{1} x=\sigma_{2} x=\infty$. Since $\sigma_{2} \sigma_{1}^{-1} \infty=\infty$, we can write $\sigma_{2} \sigma_{1}^{-1}=\left[\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right]$. Then for $\gamma \in \Gamma_{x}$ such that $\sigma_{1} \gamma \sigma_{1}^{-1}=\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]$ (resp. $\left[\begin{array}{rr}-1 & h \\ 0 & -1\end{array}\right]$ ), we have

$$
\sigma_{2} \gamma \sigma_{2}^{-1}=\left[\begin{array}{cc}
1 & a^{2} h \\
0 & 1
\end{array}\right]\left(\text { resp } \cdot\left[\begin{array}{rc}
-1 & a^{2} h \\
0 & -1
\end{array}\right]\right) .
$$

This proves (1). Now let $z$ be an elliptic point of $\Gamma$. Applying Theorem 1.5 .4 for $\Gamma^{\prime}=\Gamma \cdot\{ \pm 1\}$, we see that $\Gamma_{z}^{\prime}=\Gamma_{z} \cdot\{ \pm 1\}$ is cyclic. Hence $\Gamma_{z}^{\prime}$ contains a unique element -1 of order 2 in $S L_{2}(\mathbb{R})$. Since $-1 \notin \Gamma, \Gamma_{z}$ has no element of order 2. Therefore the order of the cyclic group $\Gamma_{z}$ is odd.

Example 1.5.1. Let $\alpha \in S L_{2}(\mathbb{R})$. The cyclic group $\langle\alpha\rangle$ generated by $\alpha$ is a discrete subgroup of $S L_{2}(\mathbb{R})$ if $\alpha$ is either parabolic or hyperbolic. When $\alpha$ is elliptic, $\langle\alpha\rangle$ is discrete only if $\alpha$ is of finite order.

Example 1.5.2. Let $\mathfrak{R}$ be a compact Riemann surface and assume that its genus $g>1$. Then the universal covering of $\Re$ is isomorphic to $H$. We fix this isomorphism and consider the homotopy group $\pi_{1}(\mathfrak{R})$ of $\mathfrak{R}$ as a subgroup of $\operatorname{Aut}(\mathbf{H})$. Then the subgroup $\Gamma=\iota^{-1}\left(\pi_{1}(\Re)\right)$ of $S L_{2}(\mathbb{R})$ is a Fuchsian group. Moreover $\Gamma$ contains neither elliptic elements nor parabolic elements. (We shall give the definitions of the Riemann surfaces and their genera in § 1.8.)

Example 1.5.3. Let

$$
\begin{aligned}
\Gamma & =S L_{2}(\mathbb{Z}) \\
& =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{R}) \right\rvert\, a, b, c, d \in \mathbb{Z}\right\} .
\end{aligned}
$$

Since $S L_{2}(\mathbb{Z})=M_{2}(\mathbb{Z}) \cap S L_{2}(\mathbb{R})$ and $M_{2}(\mathbb{Z})$ is discrete in $M_{2}(\mathbb{R}), S L_{2}(\mathbb{Z})$ is a discrete subgroup of $S L_{2}(\mathbb{R})$, namely, a Fuchsian group. We call $\Gamma$ or its subgroups of finite index modular groups. We shall study these groups in detail in Chapter 4.

Example 1.5.4. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ and $R$ an order of $B$. We may identify $B \otimes_{\mathbb{Q}} R$ with $M_{2}(\mathbb{R})$, and then $R$ is discrete in $M_{2}(\mathbb{R})$. Therefore $\Gamma=R \cap S L_{2}(\mathbb{R})$ is a Fuchsian group. Example 1.5.3 is a special case of this. (We shall discuss quaternion algebras in Chapter 5.)

## § 1.6. Fundamental Domains

To study the quotient space $\Gamma \backslash \mathbf{H}$ for a Fuchsian group $\Gamma$, it is useful if there exists a connected domain of $\mathbf{H}$ which represents $\Gamma \backslash \mathbf{H}$. Such a domain is called a fundamental domain of $\Gamma$.

Let $\Gamma$ be a Fuchsian group and $F$ a connected domain of $\mathbf{H}$. We call $F$ a fundamental domain of $\Gamma$ if $F$ satisfies the following three conditions:
(i) $\mathbf{H}=\bigcup_{\gamma \in \Gamma} \gamma F$;
(ii) $F=\bar{U}$ with an open set $U$ consisting of all the interior points of $F$;
(iii) $\gamma U \cap U=\varnothing$ for any $\gamma \in \Gamma-Z(\Gamma)$.

Put, for example,

$$
\begin{aligned}
& \Gamma_{1}=\left\{\left.\left[\begin{array}{ll}
1 & n \\
0 & 1
\end{array}\right] \right\rvert\, n \in \mathbb{Z}\right\} \\
& \Gamma_{2}=\left\langle\left[\begin{array}{rr}
\cos \pi / 3 & \sin \pi / 3 \\
-\sin \pi / 3 & \cos \pi / 3
\end{array}\right]\right\rangle .
\end{aligned}
$$

Then we can take as fundamental domains of $\Gamma_{1}$ and $\Gamma_{2}$ the domains $F_{1}$ and $F_{2}$ shown by the figures below.
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Now let us show that any Fuchsian group $\Gamma$ has a fundamental domain. We fix a point $z_{0} \in \mathbf{H}$ which is not an elliptic point of $\Gamma$. For $\gamma \in \Gamma-Z(\Gamma)$, we put

$$
\begin{aligned}
& F_{\gamma}=\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right) \leqq d\left(z, \gamma z_{0}\right)\right\}, \\
& U_{\gamma}=\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right)<d\left(z, \gamma z_{0}\right)\right\}, \\
& C_{\gamma}=\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right)=d\left(z, \gamma z_{0}\right)\right\} .
\end{aligned}
$$

Here $d($,$) indicates the distance on \mathbf{H}$ defined in $\S 1.4$. We note that $C_{\gamma}$ is a geodesic by Corollary 1.4.2(2).

Lemma 1.6.1. For any compact subset $M$ of $\mathbf{H}$, \# $\left\{\gamma \in \Gamma-Z(\Gamma) \mid M \cap C_{\gamma} \neq \varnothing\right\}$ is finite.

Proof. Put

$$
M_{r}=\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right) \leqq r\right\}
$$

for $r>0$, where $z_{0}$ is the point taken above. Assume that $M_{r} \cap C_{\gamma} \neq \varnothing$. Then we have $\gamma z_{0} \in M_{2 r}$, since

$$
\mathrm{d}\left(z_{0}, \gamma z_{0}\right) \leqq d\left(z_{0}, z\right)+d\left(z, \gamma z_{0}\right) \leqq 2 r
$$

for $z \in M_{r} \cap C_{\gamma}$. Since $M_{2 r}$ is compact, the number of such a $\gamma$ is finite. This implies the assertion since $M$ is contained in $M_{r}$ for some $r$.

We define the subsets $F$ and $U$ of $\mathbf{H}$ by

$$
\begin{align*}
F & =\bigcap_{\gamma \in \Gamma} F_{\gamma}  \tag{1.6.1}\\
& =\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right) \leqq d\left(z, \gamma z_{0}\right) \quad \text { for all } \gamma \in \Gamma\right\} \\
U & =\bigcap_{\gamma \in \Gamma-z(\Gamma)} U_{\gamma}  \tag{1.6.2}\\
& =\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right)<d\left(z, \gamma z_{0}\right) \quad \text { for all } \gamma \in \Gamma-Z(\Gamma)\right\} .
\end{align*}
$$

Let us show that $F$ is a fundamental domain of $\Gamma$. First we are going to show that $F$ satisfies condition (i) of the definition of the fundamental domain. Let $z_{1}$ be any point of $\mathbf{H}$. Since $\Gamma$ is a Fuchsian group, $\left\{\gamma z_{0} \mid \gamma \in \Gamma\right\}$ has no accumulation point in H. Hence there exists the minimum in $\left\{d\left(z_{1}, \gamma z_{0}\right) \mid \gamma \in \Gamma\right\}$, which we denote by $d\left(z_{1}, \gamma_{0} z_{0}\right)$ with some $\gamma_{0} \in \Gamma$. Since $d\left(z_{1}, \gamma_{0} z_{0}\right) \leqq d\left(z_{1}, \gamma z_{0}\right)$ for any $\gamma \in \Gamma$, we have $z_{1} \in \gamma_{0} F$. Next let us show that $U$ is open and $F=\bar{U}$. Take an open neighborhood $V_{z}$ for each point $z \in \mathbf{H}$ so that $\bar{V}_{z}$ is compact. Then

$$
U=\bigcup_{z \in \mathbf{H}} \bigcap_{\gamma \in \Gamma-Z(\Gamma)}\left(U_{\gamma} \cap V_{z}\right) .
$$

We easily see that if $U_{\gamma} \cap V_{z} \neq \varnothing$, then $U_{\gamma} \cap V_{z}=V_{z}$ or $C_{\gamma} \cap V_{z} \neq \varnothing$. Therefore it follows from Lemma 1.6 .1 that $\bigcap_{\gamma \in \Gamma-Z(\Gamma)}\left(U_{\gamma} \cap V_{z}\right)$ is an intersection of finitely many open subsets. Therefore it is an open set, so that $U$ is open. By a similar argument, we have that

$$
\begin{aligned}
F & =\bigcup_{z \in \mathbf{H}} \frac{\bigcap_{\gamma \in \Gamma-Z(\Gamma)}\left(F_{\gamma} \cap \bar{V}_{z}\right)}{} \\
& =\bigcup_{z \in \mathbf{H}} \bigcap_{\gamma \in \Gamma-Z(\Gamma)}\left(U_{\gamma} \cap V_{z}\right)
\end{aligned} \bar{U} .
$$

Since obviously $F \supset \bar{U}$, we get $F=\bar{U}$. Lastly let us verify condition (iii). Let $\gamma \in \Gamma-Z(\Gamma)$. Suppose that $U \cap \gamma U \neq \varnothing$ and $z_{1} \in U \cap \gamma U$. Since $z_{1} \in U$, we see that

$$
d\left(z_{1}, z_{0}\right)<d\left(z_{1}, \gamma z_{0}\right)=d\left(\gamma^{-1} z_{1}, z_{0}\right) .
$$

On the other hand, since $z_{1} \in \gamma U$, we see that

$$
d\left(\gamma^{-1} z_{1}, z_{0}\right)<d\left(\gamma^{-1} z_{1}, \gamma^{-1} z_{0}\right)=d\left(z_{1}, z_{0}\right) .
$$

This is a contradiction, and therefore we get $U \cap \gamma U=\varnothing$ for $\gamma \in \Gamma-Z(\Gamma)$.
Thus we have proved that $F$ is a fundamental domain of $\Gamma$, which is the first part of the following

Theorem 1.6.2. The subset $F$ of $\mathbf{H}$ defined by (1.6.1) is a fundamental domain of $\Gamma$. Moreover, under the same notation as above, $F$ has the following properties:
(1) any geodesic joining two points of $F$ is contained in $F$;
(2) put $L_{\gamma}=F \cap \gamma F$ for $\gamma \in \Gamma-Z(\Gamma)$. Then $L_{\gamma} \subset C_{\gamma}$. If $L_{\gamma} \neq \varnothing$, then $L_{\gamma}$ is only one point or a geodesic;
(3) for any compact subset $M$ of $\mathbf{H},\{\gamma \in \Gamma \mid M \cap \gamma F \neq \varnothing\}$ is finite.

Proof. (1): Since $C_{\gamma}$ is a geodesic, it is obvious that any geodesic joining two points of $F_{\gamma}$ is contained in $F_{\gamma}$. Thus we get (1) since $F=\bigcap_{\gamma} F_{\gamma}$. (2): Let $z \in L_{\gamma}$. Then

$$
d\left(z, z_{0}\right) \leqq d\left(z, \gamma z_{0}\right)=d\left(\gamma^{-1} z, z_{0}\right) \leqq d\left(\gamma^{-1} z, \gamma^{-1} z_{0}\right)=d\left(z, z_{0}\right) .
$$

Thus $z \in C_{\gamma}$. The latter half of (2) follows from (1). (3): We may assume that $M$ is connected. Since

$$
\#\{\gamma \in \Gamma \mid M \cap \gamma F \neq \varnothing\}=\#\left\{\gamma \in \Gamma \mid \gamma_{0} M \cap \gamma F \neq \varnothing\right\}
$$

for any $\gamma_{0} \in \Gamma$, we may assume $M \cap F \neq \varnothing$ by taking $\gamma_{0} M$ in place of $M$, if necessary. Assume $M \cap \delta F \neq \varnothing$ for $\delta \in \Gamma-Z(\Gamma)$, then $M \cap C_{\delta} \neq \varnothing$. In fact, since $F=\bigcap_{\gamma} F_{\gamma}$, we see that $M \cap F_{\delta} \neq \varnothing$ and $M \cap \delta F_{\delta^{-1}} \neq \varnothing$. By definition, we see that $F_{\delta}=U_{\delta} \cup C_{\delta}, \delta F_{\delta^{-1}}=\delta U_{\delta^{-1}} \cup C_{\delta}$, and $\mathbf{H}=U_{\delta} \cup \delta U_{\delta^{-1}} \cup C_{\delta}$ (disjoint union). If $M \subset U_{\delta} \cup \delta U_{\delta^{-1}}$, then $M \subset U_{\delta}$ or $M \subset \delta U_{\delta^{-1}}$, because $M$ is connected. This contradicts the fact that $M \cap F_{\delta} \neq \varnothing$ and $M \cap \delta F_{\delta^{-1}} \neq \varnothing$. Then we obtain $M \cap C_{\delta} \neq \varnothing$. Therefore (3) follows from Lemma 1.6.1.

For each $\gamma \in \Gamma-Z(\Gamma)$, we put $L_{\gamma}=F \cap \gamma F$. We call $L_{\gamma}$ a side of $F$ if $L_{\gamma}$ is neither a null set nor a point. The boundary of $F$ consists of sides of $F$. For two distinct sides $L$ and $L^{\prime}$ of $F, L \cap L^{\prime}$ is either a null set or a point. When $L \cap L^{\prime}$ is a point $z$, we call $z$ a vertex of $F$ in $\mathbf{H}$ and the angle between $L$ and $L^{\prime}$ the interior angle of $F$ at $z$. It follows from Theorem 1.6.2(1) that any interior angle of $F$ is less than $\pi$. For two sides $L, L^{\prime}$ of $F$, we say that $L$ and $L^{\prime}$ are linked and write $L \sim L^{\prime}$ if either $L=L^{\prime}$ or there exist distinct sides $L_{1}, L_{2}, \ldots, L_{n}$ of $F$ such that

$$
L=L_{1}, \quad L^{\prime}=L_{n} \quad \text { and } \quad L_{v} \cap L_{v+1} \neq \varnothing \quad(1 \leqq v<n)
$$

For a side $L$ of $F$, the connected component of the boundary containing $L$ is a union of all sides $L^{\prime}$ which are linked to $L$. When a side $L$ of $F$ has no end, we call the intersection points of the extension of $L$ and $\mathbb{R} \cup\{\infty\}$ the vertices of $F$ on $\mathbb{R} \cup\{\infty\}$ or the ends of $L$ on $\mathbb{R} \cup\{\infty\}$. Here the extension is taken by considering $L$ a part of a circle or a line orthogonal to the real axis. The following lemma will be used in §1.9.

Lemma 1.6.3. Let $F$ be a fundamental domain of $\Gamma$ defined by (1.6.1). If a vertex $x$ of $F$ on $\mathbb{R} \cup\{\infty\}$ is an end of two distinct sides and $x$ is fixed by a non-scalar element $\gamma$ of $\Gamma$, then $x$ is a cusp of $\Gamma$.
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Proof. By assumption, $\gamma$ is either parabolic or hyperbolic. Assume that $\gamma$ is hyperbolic. We may assume by Lemma 1.3.2(2) that $x=\infty$ and $\gamma$ has another fixed point 0 . Then we see $\gamma=\left[\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right]\left(a, d \in \mathbb{R}^{\times}, a \neq d\right)$ and we may assume that $a / d<1$ by taking $\gamma^{-1}$ in place of $\gamma$, if necessary. Since sides of $F$ are geodesics, two sides which have the end $\infty$ are on the lines $\operatorname{Re}(z)=b_{1}, \operatorname{Re}(z)=b_{2}$ with real numbers $b_{1}, b_{2}\left(b_{1}<b_{2}\right)$. Put

$$
M=\left\{z \in \mathbf{H} \mid \operatorname{Im}(z) \geqq c, \quad b_{1} \leqq \operatorname{Re}(z) \leqq b_{2}\right\}
$$

Then $M \subset F$ if $c$ is sufficiently large. Take $z \in \mathbf{H}$ on the imaginary axis and a neighborhood $U$ of $z$ such that $\bar{U}$ is compact. Then there exist infinitely many integers $n$ such that $U \cap \gamma^{n} F \supset U \cap \gamma^{n} M \neq \varnothing$. This contradicts Theorem 1.6.2(3).

## §1.7. Quotient Spaces $\Gamma \backslash \mathbf{H}^{*}$

Suppose that a group $G$ acts on a topological space $X$. We begin by giving sufficient conditions under which the quotient space $G \backslash X$ becomes a Hausdorff space.

Lemma 1.7.1. Assume that for any two points $x, y$ of $X$, there exist neighborhoods $U$ of $x$ and $V$ of $y$ such that $g U \cap V=\varnothing$ for all $g \in G$ satisfying $g x \neq y$. Then $G \backslash X$ is $a$ Hausdorff space.

Proof. Let $\pi$ be the canonical mapping of $X$ onto $G \backslash X$. From the definition of the quotient topology, $\pi(U)$ and $\pi(V)$ are neighborhoods of $\pi(x)$ and $\pi(y)$, respectively. We see that $\pi(U) \cap \pi(V) \neq \varnothing$ if and only if there exists $g \in G$ such that $g U \cap V \neq \varnothing$. By assumption, the latter is equivalent to saying that there exists $g \in G$ such that $g x=y$, namely, $\pi(x)=\pi(y)$. This implies that $G \backslash X$ is a Hausdorff space.

Lemma 1.7.2. If a group $\Gamma$ acts properly discontinuously on a Hausdorff space $X$, then $\Gamma \backslash X$ is also a Hausdorff space.

Proof. Let $x, y$ be any two points of $X$. By assumption, there exist neighborhoods $U_{0}$ of $x$ and $V_{0}$ of $y$ such that $\#\left\{\gamma \in \Gamma \mid \gamma U_{0} \cap V_{\theta} \neq \varnothing\right\}<\infty$. Put

$$
\left\{\gamma \in \Gamma \mid \gamma U_{0} \cap V_{0} \neq \varnothing\right\}=\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right\}
$$

Renumbering the indices, we may assume that

$$
\gamma_{k} x=y \quad(1 \leqq k \leqq l), \quad \gamma_{k} x \neq y \quad(l+1 \leqq k \leqq m) .
$$

We can take neighborhoods $W_{k}$ of $\gamma_{k} x$ and $V_{k}$ of $y$ for $k>l$ such that $W_{k} \cap V_{k}=\varnothing$. Put

$$
U=U_{0} \cap \bigcap_{k=l+1}^{m} \gamma_{k}^{-1} W_{k}, \quad V=V_{0} \cap \bigcap_{k=l+1}^{m} V_{k} .
$$

Then $U$ and $V$ are neighborhoods of $x$ and $y$, respectively, and we see that

$$
\gamma U \cap V \neq \varnothing \Leftrightarrow \gamma \in\left\{\gamma_{1}, \ldots, \gamma_{l}\right\} \Leftrightarrow \gamma x=y .
$$

Therefore Lemma 1.7 .1 implies that $\Gamma \backslash X$ is a Hausdorff space.
In particular, the quotient space $\Gamma \backslash \mathbf{H}$ of a Fuchsian group $\Gamma$ is a Hausdorff space. If $\Gamma \backslash \mathbf{H}$ is compact or has a suitable compactification, then we can apply the theory of compact Riemann surfaces to study $\Gamma \backslash \mathbf{H}$. We begin by adding cusps of $\Gamma$ to $\mathbf{H}$ to compactify $\Gamma \backslash \mathbf{H}$.

Let $P_{\Gamma}$ be the set of all cusps of $\Gamma$ and put

$$
\begin{equation*}
\mathbf{H}^{*}=\mathbf{H}_{\Gamma}^{*}=\mathbf{H} \cup P_{\Gamma} . \tag{1.7.1}
\end{equation*}
$$

When $\Gamma$ has no cusps, $P_{\Gamma}=\varnothing$ and $\mathbf{H}^{*}=\mathbf{H}$. We put

$$
\begin{equation*}
U_{l}=\{z \in \mathbf{H} \mid \operatorname{Im}(z)>l\}, \quad U_{l}^{*}=U_{l} \cup\{\infty\}, \quad l>0 \tag{1.7.2}
\end{equation*}
$$

Now we define the topology on $\mathbf{H}^{*}$ as follows:
(i) for $z \in \mathbf{H}$, we take as the fundamental neighborhood system at $z$ in $\mathbf{H}^{*}$ that at $z$ in $\mathbf{H}$;
(ii) for $x \in P_{\Gamma}$, we take as the fundamental neighborhood system at $x$ the family $\left\{\sigma^{-1} U_{l}^{*} \mid l>0\right\}$, where $\sigma \in S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$.
Then $\mathbf{H}^{*}$ is also a Hausdorff space under this topology. In fact, put $\sigma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ and $x=-d / c$. Then we see that

$$
\sigma^{-1} U_{l}=\left\{z \in \mathbf{H}\left|\operatorname{Im}(z) /|c z+d|^{2}>l\right\}\right.
$$

and this is the inside of a circle with the radius $\left(2 l c^{2}\right)^{-1}$ tangent to the real axis at $x$. For $x \in P_{\Gamma}$, we call $\sigma^{-1} U_{l}$ a neighborhood of $x$ in $\mathbf{H}$. Since the action of $\Gamma$ on $\mathbf{H}$ is a conformal mapping which maps circles or lines to those, $\Gamma$ also acts on the topological space $\mathbf{H}^{*}$. Therefore the quotient space $\Gamma \backslash \mathbf{H}^{*}$ can be defined and we may regard $\Gamma \backslash \mathbf{H}$ naturally as a subspace of $\Gamma \backslash \mathbf{H}^{*}$. When $\Gamma$ has no cusps, we have $\Gamma \backslash \mathbf{H}^{*}=\Gamma \backslash \mathbf{H}$.
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Now let us show that $\Gamma \backslash \mathbf{H}^{*}$ is also a Hausdorff space.

Lemma 1.7.3. Assume that $\infty$ is a cusp of $\Gamma$ and put

$$
\Gamma_{\infty} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} .
$$

Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma$. If $|c h|<1$, then $\gamma \in \Gamma_{\infty}$.
Proof. Assume that $|c h|<1$. We define inductively $\gamma_{n} \in \Gamma \cdot\{ \pm 1\}$ by

$$
\gamma_{0}=\gamma, \quad \gamma_{n+1}=\gamma_{n}\left[\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right] \gamma_{n}^{-1} .
$$

We write

$$
\gamma_{n}=\left[\begin{array}{ll}
a_{n} & b_{n} \\
c_{n} & d_{n}
\end{array}\right]
$$

then we see that

$$
\begin{array}{ll}
a_{n+1}=1-a_{n}\left(c_{n} h\right), & b_{n+1}=a_{n}^{2} h, \\
c_{n+1}=-c_{n}^{2} h, & d_{n+1}=1+a_{n}\left(c_{n} h\right) .
\end{array}
$$

Hence we get that

$$
c_{n}=-c(c h)^{2^{n}-1}, \quad\left|a_{n}\right| \leqq|a|+n, \quad(n>0)
$$

and

$$
\left|a_{n+1}-1\right|=\left|d_{n+1}-1\right|=\left|a_{n}\right|\left|c_{n} h\right| \leqq(|a|+n)|c h|^{2^{n}} .
$$

Therefore $\gamma_{n}$ converges to $\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]$. Since $\Gamma$ is discrete, there exists $n$ such that $\gamma_{n}=\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]$. This implies $c=0$.

Lemma 1.7.4. Let $x_{1}, x_{2}$ be two cusps of $\Gamma$, and $\sigma_{1}, \sigma_{2}$ elements of $S L_{2}(\mathbb{R})$ such that $\sigma_{1} x_{1}=\sigma_{2} x_{2}=\infty$. Put

$$
\sigma_{i} \Gamma_{x_{i}} \sigma_{i}^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}
1 & h_{i} \\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} \quad(i=1,2)
$$

Take two positive numbers $l_{1}$ and $l_{2}$ satisfying $l_{1} l_{2}>\left|h_{1} h_{2}\right|$. Then for $\gamma \in \Gamma$,

$$
\gamma \sigma_{1}^{-1} U_{l_{1}} \cap \sigma_{2}^{-1} U_{l_{2}}=\varnothing \quad \text { if } \quad \gamma x_{1} \neq x_{2} .
$$

Proof. By taking $\sigma_{1} \Gamma \sigma_{1}^{-1}$ and $\sigma_{1} \gamma \sigma_{1}^{-1}$ in place of $\Gamma$ and $\sigma$, we may assume $x_{1}=\infty$ and $\sigma_{1}=1$. Assume that $\gamma U_{l_{1}} \cap \sigma_{2}^{-1} U_{l_{2}} \neq \varnothing$. Put $\delta=\sigma_{2} \gamma$ and write $\delta^{-1}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Since $\delta U_{l_{1}} \cap U_{l_{2}} \neq \varnothing$, we see that

$$
l_{1} l_{2}<\operatorname{Im}\left(\delta^{-1} z\right) \operatorname{Im}(z)=\operatorname{Im}(z)^{2} /|c z+d|^{2} \leqq c^{-2}
$$

where $z \in \delta U_{l_{1}} \cap U_{t_{2}}$. Put $\gamma_{1}=\left[\begin{array}{cc}1 & h_{1} \\ 0 & 1\end{array}\right] \in \Gamma_{\infty} \cdot\{ \pm 1\}$. Then we see

$$
\delta \gamma_{1} \delta^{-1}=\sigma_{2} \gamma \gamma_{1} \gamma^{-1} \sigma_{2}^{-1} \in \sigma_{2} \Gamma \sigma_{2}^{-1} \cdot\{ \pm 1\}
$$

Put

$$
\delta \gamma_{1} \delta^{-1}=\left[\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right]
$$

then $c_{1}=-c^{2} h_{1}$ and

$$
\left|c_{1} h_{2}\right|=\left|c^{2} h_{1} h_{2}\right|<c^{2} l_{1} l_{2} \leqq 1
$$

Applying Lemma 1.7.3 to $\sigma_{2} \Gamma \sigma_{2}^{-1}$ and $\delta \gamma_{1} \delta^{-1}$, we obtain $c=c_{1}=0$. This implies $\gamma \infty=\sigma_{2}^{-1} \delta \infty=\sigma_{2}^{-1} \infty=x_{2}$.

In particular, we obtain by taking $x_{1}=x_{2}$ the following
Corollary 1.7.5. Let $x$ be a cusp of $\Gamma$, and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. Put $\sigma \Gamma_{x} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}$ with $h>0$. Ifl $>h$, then for $\gamma \in \Gamma$,

$$
\gamma \sigma^{-1} U_{l} \cap \sigma^{-1} U_{l}=\varnothing \quad \text { if } \quad \gamma \notin \Gamma_{x} .
$$

Lemma 1.7.6. Let $x$ be a cusp of $\Gamma$, and $\sigma \in S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. For any compact subset $M$ of $\mathbf{H}$, there exists a positive number $l$ such that

$$
M \cap \gamma \sigma^{-1} U_{l}=\varnothing
$$

for any $\gamma \in \Gamma$.
Proof. Taking $\sigma \Gamma \sigma^{-1}$ and $\sigma M$ in place of $\Gamma$ and $M$, we may assume that $x=\infty$, $\sigma=1$. Put $\Gamma_{\infty} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}$. If $\gamma \in \Gamma_{\infty}$, then $\gamma U_{l}=U_{l}$; otherwise $\gamma U_{l} \subset\left\{z \in \mathbf{H} \mid \operatorname{Im}(z)<h^{2} / l\right\}$ by Lemma 1.7.3. Therefore it is sufficient to take $l$ so that $M \subset\left\{z \in \mathbf{H} \mid h^{2} / l<\operatorname{Im}(z)<l\right\}$.

Lemma 1.7.7. $\Gamma \backslash \mathbf{H}^{*}$ is a Hausdorff space.
Proof. We have only to verify the condition in Lemma 1.7 .1 for $G=\Gamma$ and $X=\mathbf{H}^{*}$. In fact, Lemmas 1.7.2, 1.7 .6 and 1.7 .4 imply this in the cases (i) $x, y \in \mathbf{H}$, (ii) $x \in \mathbf{H}, y \in P_{\Gamma}$ and (iii) $x, y \in P_{\Gamma}$, respectively.

We denote by $\pi$ or $\pi_{\Gamma}$ the natural mapping of $\mathbf{H}^{*}$ onto $\Gamma \backslash \mathbf{H}^{*}$. We call $\mathrm{a}=\pi(z) \in \Gamma \backslash \mathbf{H}^{*}\left(z \in \mathbf{H}^{*}\right)$ an elliptic point or a cusp if $z$ is so. When a is neither an elliptic point nor a cusp, we call a an ordinary point.

Theorem 1.7.8. If $\Gamma \backslash \mathbf{H}^{*}$ is compact, then the numbers of the elliptic points and the cusps of $\Gamma \backslash \mathbf{H}^{*}$ are finite.

Proof. Let $\mathrm{a}=\pi(z)$ be any point of $\Gamma \backslash \mathbf{H}^{*}$. As was shown in the proof of Lemma 1.7.7, we can take a neighborhood $U$ of $z$ so that for $\gamma \in \Gamma, \gamma U \cap U \neq \varnothing$ if
and only if $\gamma z=z$. Then $\pi(U)-\{a\}$ contains neither elliptic points nor cusps. Since $\pi(U)$ is open in $\Gamma \backslash \mathbf{H}^{*}$ and $\Gamma \backslash \mathbf{H}^{*}$ is compact, $\Gamma \backslash \mathbf{H}^{*}$ can be covered with finitely many $\pi(U)$. Thus $\Gamma \backslash \mathbf{H}^{*}$ has only finite elliptic points and cusps.

We call $\Gamma$ a Fuchsian group of the first kind if $\Gamma \backslash \mathbf{H}^{*}$ is compact. Such groups are our main objects.

## §1.8. The Structure of $\Gamma \backslash \mathbf{H}^{*}$ as a Riemann Surface

Complex manifolds of dimension 1 are called Riemann surfaces. We are going to construct a structure of a Riemann surface on $\Gamma \backslash \mathbf{H}^{*}$.

We begin by recalling the definition of Riemann surfaces. Let $\Re$ be a connected topological space. A pair $\left(V_{\alpha}, t_{\alpha}\right)$ of an open subset $V_{\alpha}$ of $\mathfrak{R}$ and a homeomorphism $t_{\alpha}$ of $V_{\alpha}$ onto a connected complex domain is called a local chart. A collection $\left\{\left(V_{\alpha}, t_{\alpha}\right)\right\}$ is called a (complex) coordinate system of $\mathfrak{R}$ if it satisfies the following conditions:
(i) $\mathfrak{R}=\bigcup_{\alpha} V_{\alpha}$;
(ii) if $V_{\alpha} \cap V_{\beta} \neq \varnothing$, then $t_{\beta} t_{\alpha}^{-1}$ is a holomorphic mapping of $t_{\alpha}\left(V_{\alpha} \cap V_{\beta}\right)$ onto $t_{\beta}\left(V_{\alpha} \cap V_{\beta}\right)$.

We call $V_{\alpha}$ a coordinate neighborhood, and $t_{\alpha}$ a local coordinate on $V_{\alpha}$. Take another coordinate system $\left\{\left(V_{\beta}^{\prime}, t_{\beta}^{\prime}\right)\right\}$ of $\mathfrak{R}$. We say that $\left\{\left(V_{\alpha}, t_{\alpha}\right)\right\}$ and $\left\{\left(V_{\beta}^{\prime}, t_{\beta}^{\prime}\right)\right\}$ are equivalent if $\left\{\left(V_{\alpha}, t_{\alpha}\right)\right\} \cup\left\{\left(V_{\beta}^{\prime}, t_{\beta}^{\prime}\right)\right\}$ is also a coordinate system of $\mathfrak{R}$. We call $\mathfrak{R}$ a Riemann surface if an equivalent class of coordinate systems of $\mathfrak{R}$ is given.

Example 1.8.1. The Riemann sphere $\mathbb{P}=\mathbb{C} \cup\{\infty\}$ is a Riemann surface. In fact, let $V_{1}=\mathbb{C}, t_{1}(z)=z ; V_{2}=\mathbb{P}-\{0\}, t_{2}(z)=1 / z$. Then $\left\{\left(V_{i}, t_{i}\right) \mid i=1,2\right\}$ is a coordinate system of $\mathbb{P}$. Any connected domain of $\mathbb{C}$ is also a Riemann surface.

Let us now define a structure of a Riemann surface on the quotient space $\Gamma \backslash \mathbf{H}^{*}$ for a Fuchsian group $\Gamma$. Let $\mathrm{a}=\pi\left(z_{0}\right) \in \Gamma \backslash \mathbf{H}^{*}\left(z_{0} \in \mathbf{H}^{*}\right)$.
$1^{\circ}$ First assume that a is an ordinary point. From the proof of Lemma 1.7.2, we can take a neighborhood $U$ of $z_{0}$ so that $U \subset \mathbf{H}$ and

$$
\begin{equation*}
\gamma U \cap U \neq \varnothing \Leftrightarrow \gamma \in Z(\Gamma) . \tag{1.8.1}
\end{equation*}
$$

Put $V_{\mathrm{a}}=\pi(U)$. Then $V_{\mathrm{a}}$ is a neighborhood of a and $U$ is homeomorphic to $V_{\mathrm{a}}$ by $\pi$. Let $t_{\mathrm{a}}$ be the inverse mapping of $\pi$; namely,

$$
t_{\mathrm{a}}: V_{\mathrm{a}} \rightarrow U \quad \text { and } \quad t_{\mathrm{a}} \circ \pi(z)=z \quad \text { for } \quad z \in U
$$

$2^{\circ}$ Next let a be an elliptic point. Take $\rho \in S L_{2}(\mathbb{C})$ so that $\rho z_{0}=0$ and $\rho \mathbf{H}=\mathbf{K}$. Put $W_{r}=\{z \in \mathbb{C}| | z \mid<r\}$ for $r>0$ and $U=\rho^{-1}\left(W_{r}\right)$. Since $z_{0}$ is an elliptic point, $\Gamma_{z_{0}}$ is a finite cyclic group by Theorem 1.5.4(1), and so is $\rho \Gamma_{z_{0}} \rho^{-1}$. Thus by Schwarz's theorem, the action of an element of $\rho \Gamma_{z_{0}} \rho^{-1}$ on $\mathbf{K}$ is a rotation around 0 of angle $2 \pi n / e$ with $n \in \mathbb{Z}$ and $e=\left|\Gamma_{z_{0}} / Z(\Gamma)\right|$ (see also the proof of Theorem 1.1.3). Hence $U$ is stable under the action of $\Gamma_{z_{0}}$. From the proof of Lemma 1.7.2, we can
take $r$ so small that

$$
\begin{equation*}
\gamma U \cap U \neq \varnothing \Leftrightarrow \gamma \in \Gamma_{z_{0}} . \tag{1.8.2}
\end{equation*}
$$

Then $\pi(U)$ is homeomorphic to $\Gamma_{z_{0}} \backslash U$, which is homeomorphic to $\rho \Gamma_{z_{0}} \rho^{-1} \backslash W_{r}$. We define a function $\phi$ on $W_{r}$ by

$$
\phi(w)=w^{e} \quad\left(e=\left|\Gamma_{z_{0}} / Z(\Gamma)\right|\right)
$$

Since $\phi$ is invariant under rotation of angle $2 \pi / e$ with center 0 , it induces the homeomorphism $\phi_{1}$ of $\rho \Gamma_{z_{0}} \rho^{-1} \backslash W_{r}$ onto $W_{r e}$. Therefore the following diagram is commutative and all horizontal arrows are homeomorphisms:


We put $V_{\mathrm{a}}=\pi(U)$ and define the local coordinate $t_{\mathrm{a}}$ by the homeomorphism of $V_{\mathrm{a}}$ onto $W_{r e}$ given in the above diagram; namely,

$$
t_{\mathrm{a}} \circ \pi(z)=(\rho z)^{e} \quad(z \in U) .
$$

$3^{\circ}$ Lastly take a cusp a. Let $\sigma$ be an element of $S L_{2}(\mathbb{R})$ such that $\sigma z_{0}=\infty$. Put $U=\sigma^{-1} U_{l}, U^{*}=\sigma^{-1} U_{l}^{*}$, where $U_{l}$ and $U_{l}^{*}$ are as in (1.7.2). If $l$ is sufficiently large, then we see by Corollary 1.7.5 that

$$
\gamma U^{*} \cap U^{*} \neq \varnothing \Leftrightarrow \gamma \in \Gamma_{z_{0}}
$$

Similar to $2^{\circ}, V_{\mathrm{a}}$ is homeomorphic to $\Gamma_{z_{0}} \backslash U^{*}$ which is homeomorphic to $\sigma \Gamma_{z_{0}} \sigma^{-1} \backslash U_{l}^{*}$. Put $\sigma \Gamma_{z_{0}} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}$ with $h>0$, and define the function $\psi$ on $U_{l}^{*}$ by

$$
\psi(z)= \begin{cases}e^{2 \pi i z / h} & \text { for } z \in U_{l} \\ 0 & \text { for } z=\infty\end{cases}
$$

Then $\psi$ is an open continuous mapping by the definition of the topology of $\mathbf{H}^{*}$. Since $\psi$ is invariant under $\sigma \Gamma_{z_{0}} \sigma^{-1}, \psi$ induces a mapping $\psi_{1}$ of $\sigma \Gamma_{z_{0}} \sigma^{-1} \backslash U_{i}^{*}$ onto $W_{r}$ with $r=e^{-2 \pi l / h}$, where $W_{r}$ is as in $2^{\circ}$. Since $\psi_{1}$ is injective and $\psi$ is open and continuous, $\psi_{1}$ is the homeomorphism of $\sigma \Gamma_{z_{0}} \sigma^{-1} \backslash U_{l}^{*}$ onto $W_{r}$. Therefore if we put $V_{\mathrm{a}}=\pi\left(U^{*}\right)$, we obtain the following commutative diagram:


We define $t_{\mathrm{a}}$ as the homeomorphism of $V_{\mathrm{a}}$ onto $W_{r}$ in the above diagram; namely,

$$
t_{\mathrm{a}} \circ \pi(z)= \begin{cases}e^{2 \pi i a z / h} & \text { for } z \in U \\ 0 & \text { for } z=z_{0}\end{cases}
$$

We can easily verify that $\left\{\left(V_{\mathrm{a}}, t_{\mathrm{a}}\right)\right\}$ given above is a coordinate system of $\Gamma \backslash \mathbf{H}^{*}$, and defines on $\Gamma \backslash \mathbf{H}^{*}$ a structure of a Riemann surface. We denote by $\mathfrak{R}_{\Gamma}$ the Riemann surface $\Gamma \backslash \mathbf{H}^{*}$. For $\mathbf{a}=\pi\left(z_{0}\right) \in \mathfrak{R}_{\Gamma}$, we put

$$
\begin{equation*}
e_{\mathrm{a}}=\left|\Gamma_{z_{0}} / Z(\Gamma)\right| \tag{1.8.3}
\end{equation*}
$$

and call it the ramification index of $a$, which is independent of the choice of a representative element $z_{0}$. We note that $e_{a}=1$ implies a is an ordinary point and that $e_{\mathrm{a}}=\infty$ implies a is a cusp.

Theorem 1.8.1. If $\Gamma \backslash \mathbf{H}$ is compact, then $\Gamma$ has no cusps.
Proof. Assume that $\Gamma$ has a cusp $x$. Put $\mathbf{a}=\pi(x) \in \Gamma \backslash \mathbf{H}^{*}$. Then from the above consideration, we can take a neighborhood $V_{\mathrm{a}}$ of a so that $\bar{V}_{\mathrm{a}} \cap(\Gamma \backslash \mathbf{H})$ $=\bar{V}_{\mathrm{a}}-\{\mathrm{a}\} \simeq\left\{z \in \mathbb{C}|0<|z| \leqq r\}\right.$ for some $r>0$, where $\bar{V}_{\mathrm{a}}$ denotes the closure of $V_{\mathrm{a}}$ in $\Gamma \backslash \mathbf{H}^{*}$. Since $\bar{V}_{\mathrm{a}} \cap(\Gamma \backslash \mathbf{H})$ is a closed subset of $\Gamma \backslash \mathbf{H}$, it is compact; this contradicts that $\{z \in \mathbb{C}|0<|z| \leqq r\}$ is not compact. Therefore $\Gamma$ has no cusps.

If $\Gamma$ is a Fuchsian group of the first kind (this is the case we shall discuss in Chapter 2 and onwards), $\mathfrak{R}_{\Gamma}$ is a compact Riemann surface. In the following, we recall some results on compact Riemann surfaces which we need afterwards. See, for example, [Lang] for proofs.

Let $\mathfrak{R}$ be a compact Riemann surface and $\left\{\left(V_{\alpha}, t_{\alpha}\right)\right\}$ a coordinate system of $\mathfrak{R}$. Let $\phi$ be a function defined on $V_{\alpha}$ and $\mathrm{a} \in V_{\alpha}$. We say that $\phi$ is holomorphic (resp. meromorphic) at a if $\phi \circ t_{\alpha}^{-1}$ is holomorphic (resp. meromorphic) at $t_{\alpha}(\mathrm{a})$. We also say that $\phi$ has a pole or a zero at a if so does $\phi \circ t_{\alpha}^{-1}$ at $t_{\alpha}(\mathrm{a})$. If $\phi$ is meromorphic at a, then it has a Laurent expansion of the form

$$
\phi \circ t_{\alpha}^{-1}(z)=\sum_{n=1}^{\infty} a_{n}\left(z-t_{\alpha}(\mathbf{a})\right)^{n} \quad\left(a_{l} \neq 0\right)
$$

on a neighborhood of $t_{\alpha}(\mathrm{a})$. We write

$$
\begin{equation*}
v_{\mathrm{a}}(\phi)=l, \tag{1.8.4}
\end{equation*}
$$

and call it the order of $\phi$ at $\mathbf{a}$. We note that these definitions are independent of the choice of coordinates $t_{\alpha}$. We say that a function $\phi$ on $\mathfrak{R}$ is holomorphic (resp. meromorphic) if it is holomorphic (resp. meromorphic) at any point of $\mathfrak{R}$. We denote by $K(\Re)$ the field consisting of all meromorphic functions on $\mathfrak{R}$. Since $\mathfrak{R}$ is compact, any holomorphic function on $\Re$ must be constant by the maximum principle and $K(\Re)$ is an algebraic function field of one variable. We simply call $K(\mathfrak{R})$ the function field of $\mathfrak{R}$. For a non-constant function $\phi$ of $K(\mathfrak{R})$, the numbers of zeros and poles are finite and we put

$$
\begin{equation*}
n_{0}(\phi)=\sum_{v(\phi)>0} v_{\mathrm{a}}(\phi), \quad n_{\infty}(\phi)=\sum_{v_{\mathrm{N}}(\phi)<0}\left|v_{\mathrm{a}}(\phi)\right| . \tag{1.8.5}
\end{equation*}
$$

It is known that

$$
\begin{equation*}
[K(\Re): \mathbb{C}(\phi)]=n_{0}(\phi)=n_{\infty}(\phi) . \tag{1.8.6}
\end{equation*}
$$

Let $\mathfrak{R}, \Re^{\prime}$ be two compact Riemann surfaces and $F$ a mapping of $\mathfrak{R}^{\prime}$ into $\mathfrak{R}$. Take coordinate systems $\left\{\left(V_{\alpha}, t_{\alpha}\right)\right\}$ and $\left\{\left(V_{\beta}^{\prime}, t_{\beta}^{\prime}\right)\right\}$ of $\mathfrak{R}$ and $\mathfrak{R}^{\prime}$, respectively. We say that $F$ is complex analytic if $t_{\alpha}^{\circ} F^{\circ} \circ t_{\beta}^{\prime-1}$ is holomorphic on $t_{\beta}^{\prime}\left(V_{\beta}^{\prime} \cap F^{-1}\left(V_{\alpha}\right)\right)$ providing $F\left(V_{\beta}^{\prime}\right) \cap V_{\alpha} \neq \varnothing$. In particular, meromorphic functions on $\mathfrak{R}$ are no other than complex analytic mappings of $\mathfrak{R}$ into the Riemann sphere $\mathbb{P}$. Let $F$ be a complex analytic mapping of $\mathfrak{R}^{\prime}$ into $\mathfrak{R}$. Assume that the image of $F$ is not one point. Then it is open. Since $\mathfrak{R}^{\prime}$ is compact, it is also closed. Therefore we get $F\left(\mathfrak{R}^{\prime}\right)=\mathfrak{R}$, since $\mathfrak{R}$ is connected. Under this situation, we call ( $\mathfrak{R}^{\prime}, F$ ) or simply $\mathfrak{R}^{\prime}$ the covering of $\mathfrak{R}$. Moreover we define, for $\mathrm{b} \in \mathfrak{R}^{\prime}$,

$$
e_{\mathrm{b}, F}=v_{\mathrm{b}}\left(t_{\alpha} \circ F\right)
$$

providing $F(\mathrm{~b}) \in V_{\alpha}$, and call it the ramification index of $\left(\mathfrak{R}^{\prime}, F\right)$ at $\mathbf{b}$ or simply the ramification index of $b$. Since $\mathfrak{R}^{\prime}$ is compact, the number of points $b$ of $\Re^{\prime}$ such that $e_{\mathrm{b}, F} \neq 1$ is finite. Let $F^{-1}(\mathbf{a})=\left\{\mathbf{b}_{1}, \ldots, \mathrm{~b}_{l}\right\}$ for $\mathbf{a} \in \mathfrak{R}$, then the integer

$$
n=\sum_{i=1}^{1} e_{\mathrm{b}_{i}, F}
$$

is independent of the choice of a. We call $n$ the degree of the covering $\left(\mathfrak{R}^{\prime}, F\right)$. We see $\phi \circ F \in K\left(\Re^{\prime}\right)$ for $\phi \in K(\Re)$. This correspondence " $\phi \mapsto \phi \circ F$ " is an isomorphism of $K(\mathfrak{R})$ into $K\left(\mathfrak{R}^{\prime}\right)$. Write $K(\mathfrak{R}) \circ F=\{\phi \circ F \mid \phi \in K(\mathfrak{R})\}$; then it is known that

$$
\begin{equation*}
\left[K\left(\mathfrak{R}^{\prime}\right): K(\Re) \circ F\right]=n . \tag{1.8.7}
\end{equation*}
$$

The equality (1.8.6) is a special case of (1.8.7).
Lastly let $\chi$ be the Euler-Poincaré characteristic of $\mathfrak{R}$. We define the genus $g$ of $\mathfrak{R}$ by

$$
\chi=2-2 g .
$$

Then $g$ is a non-negative integer. If $\left(\Re^{\prime}, F\right)$ is a covering of $\Re$ and $g^{\prime}$ is the genus of $\mathfrak{R}^{\prime}$, then the following relation (the Hurwitz formula) holds:

$$
\begin{equation*}
2 g^{\prime}-2=n(2 g-2)+\sum_{\mathrm{b} \in \mathfrak{R}^{\prime}}\left(e_{\mathrm{b}, F}-1\right), \tag{1.8.8}
\end{equation*}
$$

where $n$ is the degree of the covering $\left(\mathcal{R}^{\prime}, F\right)$.

## §1.9. Fuchsian Groups of the First Kind

Let $\Gamma$ be a Fuchsian group. For a while we do not assume that $\Gamma$ is of the first kind. We are going to define a measure on the quotient space $\Gamma \backslash \mathbf{H}^{*}$ induced from the measure $d v$ on $\mathbf{H}$ defined by (1.4.2). Let $X$ be a locally compact space, and $C_{c}(X)$ the space of the continuous functions on $X$ with compact support. For any linear functional $M$ on $C_{c}(X)$ satisfying $M(\phi) \geqq 0$ if $\phi \geqq 0$, there exists a measure $d \mu$ on
$X$ such that

$$
M(\phi)=\int_{X} \phi d \mu
$$

We are going to construct such a linear functional on $C_{c}\left(\Gamma \backslash \mathbf{H}^{*}\right)$. In the following, we use the same notations as in the previous section. Let $\phi \in C_{c}\left(\Gamma \backslash \mathbf{H}^{*}\right)$. Using the partition of unity, we may assume that the support of $\phi$ is contained in the neighborhood $V_{\mathrm{a}}\left(\mathrm{a} \in \Gamma \backslash \mathbf{H}^{*}\right)$.
$1^{\circ}$ Assume that a is either an ordinary point or an elliptic point. Let $z_{0}$ be a point of $\mathbf{H}$ such that $\pi\left(z_{0}\right)=\mathbf{a}$, and $U$ a neighborhood of $z_{0}$ such that $\pi(U)=V_{\mathrm{a}}$. Since $\phi \circ \pi$ is a continuous function with compact support on $\mathbf{H}$, we can define

$$
M(\phi)=\frac{1}{e_{\mathrm{a}}} \int_{U} \phi \circ \pi(z) \frac{d x d y}{y^{2}} \quad(<\infty),
$$

where $e_{\mathrm{a}}$ is the ramification index of a. This definition is obviously independent of the choice of $z_{0}$.
$2^{\circ}$ Let a be a cusp, $x_{0} \in \mathbb{R} \cup\{\infty\}$ a point such that $\pi\left(x_{0}\right)=\mathrm{a}$, and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x_{0}=\infty$. Moreover let $U^{*}=\sigma^{-1} U_{1}^{*}$ be a neighborhood of $x_{0}$ such that $\pi\left(U^{*}\right)=V_{\mathrm{a}}$. Put $U_{l}^{\prime}=\{z \in \mathbf{H}| | \operatorname{Im}(z) \mid \geqq l, 0 \leqq \operatorname{Re}(z) \leqq h\}$, then $\phi \circ \pi$ is continuous on $U_{l}^{\prime}$. We put

$$
M(\phi)=\int_{\sigma^{-1} U_{1}^{\prime}} \phi \circ \pi(z) \frac{d x d y}{y^{2}} .
$$

To see that $M(\phi)$ is finite, we have only to prove $\int_{\sigma^{-1} U_{1}^{\prime}} \frac{d x d y}{y^{2}}$ is finite, since $\phi \circ \pi$ is bounded on $\sigma^{-1} U_{l}^{\prime}$. Since $y^{-2} d x d y$ is invariant under the action of $S L_{2}(\mathbb{R})$, we have

$$
\int_{\sigma^{-1}} \frac{d x d y}{U_{i}^{\prime}}=\int_{U_{1}^{\prime}} \frac{d x d y}{y^{2}}
$$

This is finite by Lemma 1.4.4. The value $M(\phi)$ is obviously independent of the choice of $x_{0}$ and $\sigma$.

We denote by $d v$ the measure on $\Gamma \backslash \mathbf{H}^{*}$ attached to the linear functional $M$. Let $F$ be a fundamental domain of $\Gamma$, then by definition, we see

$$
v\left(\Gamma \backslash \mathbf{H}^{*}\right)=v(\Gamma \backslash \mathbf{H})=v(F) .
$$

Moreover, if $A$ is a measurable set of $\mathbf{H}$, then $\pi(A)$ is also measurable on $\Gamma \backslash \mathbf{H}$ and we have the inequality

$$
v(A) \geqq v(\pi(A)) .
$$

Theorem 1.9.1. (Siegel) Let $\Gamma$ be a Fuchsian group. Then $\Gamma$ is of the first kind if and only if $v\left(\Gamma \backslash \mathbf{H}^{*}\right)$ is finite.

Proof. The only-if part is obvious. Assume that $v\left(\Gamma \backslash \mathbf{H}^{*}\right)$ is finite. Let $F$ be the fundamental domain defined by (1.6.1). Take an interior point $w$ of $F$. Let $C$ be a connected component of the boundary of $F$, and $\left\{L_{k}\right\}_{k=M}^{N}(-\infty \leqq M \leqq N \leqq \infty)$ all the sides of $F$ contained in $C$. We assume that $L_{k}$ and $L_{k+1}$ lie side by side. If $C$ is
a closed curve, then $F$ is compact. Therefore $\Gamma \backslash \mathbf{H}^{*}=\Gamma \backslash \mathbf{H}=\pi(F)$ is also compact and $\Gamma$ is of the first kind. Now assume that $C$ is not a closed curve. Let $z_{k}$ and $z_{k+1}$ be the vertices of $L_{k}$. Let $A_{k}$ be the triangle (whose sides are geodesics) determined by three vertices $w, z_{k}, z_{k+1}$, and let $\alpha_{k}, \beta_{k}, \gamma_{k}$ be the interior angles at the vertices $w$, $z_{k}, z_{k+1}$, respectively. Put $\omega_{k}=\gamma_{k-1}+\beta_{k}(M<k \leqq N)$, then $\omega_{k}$ is the interior angle of $F$ at $z_{k}$. Since the area of $A_{k}$ is given by

$$
v\left(A_{k}\right)=\pi-\left(\alpha_{k}+\beta_{k}+\gamma_{k}\right)
$$

by Lemma 1.4.4, we see that

$$
\sum_{k=m}^{n} v\left(A_{k}\right)= \begin{cases}\sum_{k=m+1}^{n}\left(\pi-\omega_{k}\right)+\left(\pi-\beta_{m}-\gamma_{n}\right)-\sum_{k=m}^{n} \alpha_{k} & (m \neq n)  \tag{1.9.1}\\ \pi-\alpha_{m}-\beta_{m}-\gamma_{m} & (m=n)\end{cases}
$$

for integers $m, n$ such that $M \leqq m \leqq n \leqq N$. If $N$ is finite, then $z_{N+1} \in \mathbb{R} \cup\{\infty\}$ and $\gamma_{N}=0$; otherwise, since only finitely many $L_{k}$ intersect with a compact subset of $\mathbf{H}$ by Theorem $1.6 .2(3)$, there exists a subsequence $\left\{z_{l}\right\}$ of the sequence $\left\{z_{k}\right\}$ such that $\lim _{l \rightarrow \infty} d\left(w, z_{l}\right)=\infty$. Therefore, there exist infinitely many positive integers $k$ such that $d\left(w, z_{k}\right)<d\left(w, z_{k+1}\right)$. Thus $\beta_{k} \geqq \gamma_{k}$, and therefore $\gamma_{k} \leqq \pi / 2$. In fact, the longer the side is, the larger the opposite angle is. (This can be easily verified by mapping the triangle into the unit disk with $w$ to the origin.) Similarly, if $M$ is finite, then $\beta_{M}=0$; otherwise, there exist infinitely many negative integers $k$ such that $\beta_{k} \leqq \pi / 2$. Therefore we get the inequalities

$$
\sum_{k=M}^{N} v\left(A_{k}\right) \geqq \begin{cases}\sum_{k=M+1}^{N}\left(\pi-\omega_{k}\right)-\sum_{k=M}^{N} \alpha_{k} & (N>M)  \tag{1.9.2}\\ \pi-\alpha_{M} & (N=M)\end{cases}
$$

from (1.9.1). Since we have these inequalities for all connected components of the
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boundary of $F$, we obtain, summing them over all components, the inequality

$$
\begin{equation*}
v(F)+2 \pi \geqq \sum_{\omega}(\pi-\omega)+\Sigma^{\prime} \pi \tag{1.9.3}
\end{equation*}
$$

where $\omega$ runs over all the interior angles of $F$ in $\mathbf{H}$, and $\Sigma^{\prime}$ is taken over all the connected components of the boundary which themselves are sides (namely, $N=M$ ). In particular,
(1.9.4) the number of the components consisting of one side is finite,
and for any $\varepsilon>0$, the number of the interior angles $\omega$ such that $\pi-\omega \geqq \varepsilon$ is also finite. In particular, taking $\varepsilon=\pi / 3$, we get
(1.9.5) the number of $\omega$ such that $\omega \leqq 2 \pi / 3$ is finite.

Now let $z$ be a vertex of $F$ in $\mathbf{H}$. Since \# $\{\gamma \in \Gamma \mid \gamma\{z\} \cap F \neq \varnothing\}$ is finite by Theorem 1.6.2(3), there are only finitely many vertices of $F$ equivalent to $z$ by $\Gamma$. We write them as $z_{1}=z, z_{2}=\gamma_{2} z, \ldots, z_{l}=\gamma_{l} z\left(\gamma_{v} \in \Gamma\right)$. Let $\omega_{v}$ be the interior angle of $F$ at $z_{v}(1 \leqq v \leqq l)$. Then

$$
\begin{equation*}
\omega_{1}+\cdots+\omega_{l}=2 \pi / e \quad\left(e=\left|\Gamma_{z} / Z(\Gamma)\right|\right) \tag{1.9.6}
\end{equation*}
$$

In fact, we can take a neighborhood $U_{1}$ of $z_{1}$ so that

$$
\begin{equation*}
\gamma U_{1} \cap U_{1} \neq \varnothing \Leftrightarrow \gamma \in \Gamma_{z_{1}} \tag{1.9.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\gamma \in \Gamma \mid \gamma \bar{U}_{1} \cap F \neq \varnothing\right\}=\left\{\gamma \in \Gamma \mid \gamma\left\{z_{1}\right\} \cap F \neq \varnothing\right\} \tag{1.9.8}
\end{equation*}
$$

Put $F_{v}=U_{1} \cap \gamma_{v}^{-1} F$. If $\mu \neq v$, then $\gamma F_{v} \cap F_{\mu}$ is either empty or a part of the boundary of $F_{\mu}$ for any $\gamma \in \Gamma_{z_{1}}-Z(\Gamma)$. In particular, the interior angle of $\bigcup_{v=1}^{l} F_{v}$ at $z_{1}$ is equal to $\omega_{1}+\cdots+\omega_{l}$. Moreover, let $u$ be any point of $U_{1}$. Since $F$ is a fundamental domain for $\Gamma$, there exists $\gamma \in \Gamma$ such that $\gamma u \in F$. Then $\gamma U_{1} \cap F \neq \varnothing$. Therefore by (1.9.8), we can write $\gamma=\gamma_{v} \gamma_{0}$ with $\gamma_{0} \in \Gamma_{z_{1}}$. Since $\gamma_{0} u=\gamma_{v}^{-1} \gamma u$, we get $\gamma_{0} u \in F_{v}$. This proves that $\bigcup_{\gamma \in \Gamma_{2}} \gamma\left(\bigcup_{v=1}^{t} F_{v}\right)=U_{1}$. Since the action of $\Gamma$ on $\mathbf{H}$ is conformal, we obtain equality (1.9.6).

Now a side of $F$ is either an arc or a line orthogonal to the real axis by Theorem 1.6.2(2), so that $0<\omega_{v}<\pi$. Therefore, applying the equality (1.9.6) (considering the cases $e=1, e=2$ or $e>2$, separately), we see that there exists at least one $\omega_{v}$ such that $\omega_{v} \leqq 2 \pi / 3$. Hence if $F$ has infinitely many vertices in $\mathbf{H}$, there exist infinitely many interior angles $\omega$ satisfying $\omega \leqq 2 \pi / 3$; this contradicts (1.9.5). Therefore the vertices of $F$ in H are finite. Hence (1.9.4) implies that the number of the connected components of the boundary of $F$ is finite, and also that
(1.9.9) the number of the sides of $F$ is finite.

Next we shall prove that the summation of $\alpha_{k}$ taken over all the sides of $F$ is equal to $2 \pi$; in other words, $F$ is completely covered by triangles $A_{k}$. In fact, suppose that it is not true. Then there exist two distinct geodesics passing through $w$ such that they have no ends and the domain between them is included in $F$. Therefore $F$ has
infinitely many triangles whose vertices are on $\mathbb{R} \cup\{\infty\}$. Since the areas of these triangles are $\pi$, we get $v(F)=\infty$; which is a contradiction.

Since $F$ is a polygon whose sides are geodesics, any vertex $x$ of $F$ on $\mathbb{R} \cup\{\infty\}$ is the ends of two distinct sides of $F$. Let us show that $x$ is a cusp of $\Gamma$. Let $L_{1}$ be a side of $F$ which has $x$ as its end. By definition, there exists $\gamma_{1} \in \Gamma$ such that

$$
L_{1}=F \cap \gamma_{1} F .
$$

Since $\gamma_{1}^{-1} L_{1}=\gamma_{1}^{-1} F \cap F, \gamma_{1}^{-1} L_{1}$ is also a side of $F$ and $\gamma_{1}^{-1} x$ is also a vertex of $F$ on $\mathbb{R} \cup\{\infty\}$. Put $x_{1}=x$ and $x_{2}=\gamma_{1}^{-1} x_{1}$. Let $L_{2}$ be the other side of $F$ which has $x_{2}$ as the end. Similarly as above, there exists $\gamma_{2} \in \Gamma$ such that $L_{2}=F \cap \gamma_{2} F$, and $x_{3}=\gamma_{2}^{-1} x_{2}$ is also a vertex of $F$ on $\mathbb{R} \cup\{\infty\}$. Repeating this process, we obtain the sequences $\left\{x_{k}\right\}$ of the vertices of $F$ on $\mathbb{R} \cup\{\infty\}$ and $\left\{\gamma_{k}\right\}$ of the elements of $\Gamma$ satisfying $\gamma_{k}^{-1} x_{k}=x_{k+1}$. Since the vertices of $F$ on $\mathbb{R} \cup\{\infty\}$ are finite, there exist integers $m, n(m<n)$ such that $x_{m}=x_{n}$. Therefore, we get $\gamma x_{m}=x_{m}$ with $\gamma=\gamma_{n-1}^{-1} \ldots \gamma_{m}^{-1}$. Since $x_{m}$ is a cusp of $\Gamma$ by Lemma 1.6.3, $x$ is also a cusp of $\Gamma$.

Let $\left\{x_{1}, \ldots, x_{t}\right\}$ be the set of all vertices of $F$ on $\mathbb{R} \cup\{\infty\}$. We shall show that any cusp $x$ of $\Gamma$ is equivalent to some $x_{v}$. Let $U_{v}^{*}(1 \leqq v \leqq t)$ be the neighborhood of $x_{v}$ such that

$$
U_{v}^{*}=\sigma_{v}^{-1} U_{l}^{*}, \quad \sigma_{v} x_{v}=\infty \quad\left(\sigma_{v} \in S L_{2}(\mathbb{R})\right) .
$$

Since $F-\bigcup_{v=1}^{t} U_{v}^{*}$ is bounded, it is compact. Assume that $x$ is not equivalent to any $x_{v}$. Then, by Lemmas 1.7 .6 and 1.7.4, we can take a neighborhood $U^{*}$ of $x$ satisfying

$$
\gamma U^{*} \cap\left(F-\bigcup_{v=1}^{t} U_{v}^{*}\right)=\varnothing, \quad \gamma U^{*} \cap U_{v}^{*}=\varnothing \quad(1 \leqq v \leqq t)
$$

for any $\gamma \in \Gamma$. In particular, $\gamma U^{*} \cap F=\varnothing$ for any $\gamma \in \Gamma$. This contradicts the fact $\mathbf{H}=\bigcup_{\gamma \in \Gamma} \gamma F$. Therefore any cusp of $\Gamma$ is equivalent to some $x_{v}$. Consequently we obtain

$$
\begin{aligned}
\Gamma \backslash \mathbf{H}^{*} & =\pi\left(F \cup\left\{x_{1}, \ldots, x_{t}\right\}\right) \\
& =\pi\left(F-\bigcup_{v=1}^{t} U_{v}^{*}\right) \cup\left(\bigcup_{v=1}^{t} \pi\left(U_{v}^{*}\right)\right) .
\end{aligned}
$$

Since $F-\bigcup_{v=1}^{t} U_{v}^{*}$ and the closures of $\pi\left(U_{v}^{*}\right)^{\prime}$ 's in $\Gamma \backslash \mathbf{H}^{*}$ are compact, $\Gamma \backslash \mathbf{H}^{*}$ is compact.

Corollary 1.9.2. Let $\Gamma$ be a Fuchsian group of the first kind. Any subgroup of $\Gamma$ of finite index is also of the first kind.

Proof. Let $\Gamma_{1}$ be a subgroup of $\Gamma$ of finite index, and put $\Gamma=\coprod_{v=1}^{m} \Gamma_{1} \gamma_{v}$. Let $F$ be a fundamental domain of $\Gamma$ and $\pi_{1}: \mathbf{H} \rightarrow \Gamma_{1} \backslash \mathbf{H}$ the canonical projection. Then, since $\pi_{1}\left(\bigcup_{v} \gamma_{v} F\right)=\Gamma_{1} \backslash \mathbf{H}$, we see

$$
v\left(\Gamma_{\mathbf{1}} \backslash \mathbf{H}\right) \leqq \sum_{v=1}^{m} v\left(\gamma_{v} F\right)=m v(F)=m v(\Gamma \backslash \mathbf{H})<\infty .
$$

Therefore $\Gamma_{1}$ is of the first kind.
The following corollary is proved in the proof of Theorem 1.9.1.
Corollary 1.9.3. If $\Gamma$ is a Fuchsian group of the first kind, and $F$ is the fundamental domain of $\Gamma$ defined by (1.6.1), then any vertex of $F$ on $\mathbb{R} \cup\{\infty\}$ is a cusp of $\Gamma$ and any cusp of $\Gamma$ is equivalent to a vertex of $F$ on $\mathbb{R} \cup\{\infty\}$.

## Chapter 2. Automorphic Forms

In this chapter, we explain the general theory of automorphic forms. Hereafter Fuchsian groups always denote Fuchsian groups of the first kind.

## §2.1. Automorphic Forms

Let $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ be an element of $G L_{2}^{+}(\mathbb{R})$. We put $j(\alpha, z)=c z+d$ as in (1.1.2). This is a holomorphic function on $H$ without zero. We recall the basic properties of $j(\alpha, z)$, since they are often used.

Let $\alpha, \beta \in G L_{2}^{+}(\mathbb{R})$ and $z \in \mathbf{H}$. Then

$$
\begin{gather*}
j(\alpha \beta, z)=j(\alpha, \beta z) j(\beta, z), \quad j\left(\alpha^{-1}, z\right)=j\left(\alpha, \alpha^{-1} z\right)^{-1}  \tag{2.1.1}\\
d(\alpha z) / d z=\operatorname{det}(\alpha) / j(\alpha, z)^{2}  \tag{2.1.2}\\
\operatorname{Im}(\alpha z)=\operatorname{det}(\alpha) \operatorname{Im}(z) /|j(\alpha, z)|^{2} \tag{2.1.3}
\end{gather*}
$$

Moreover, by (2.1.1), we see that

$$
\begin{equation*}
j(\alpha, z)=\text { const. } j(\beta, z) \Leftrightarrow \alpha \beta^{-1} \in G L_{2}^{+}(\mathbb{R})_{\infty} . \tag{2.1.4}
\end{equation*}
$$

Let $k$ be an integer. For any function $f(z)$ on $\mathbf{H}$, we define the action of an element $\alpha$ of $G L_{2}^{+}(\mathbb{R})$ by

$$
\begin{equation*}
\left(\left.f\right|_{k} \alpha\right)(z)=\operatorname{det}(\alpha)^{k / 2} j(\alpha, z)^{-k} f(\alpha z) \quad(z \in \mathbf{H}) \tag{2.1.5}
\end{equation*}
$$

By (2.1.1), we have

$$
\begin{equation*}
\left.f\right|_{k} \alpha \beta=\left.\left(\left.f\right|_{k} \alpha\right)\right|_{k} \beta \quad\left(\alpha, \beta \in G L_{2}^{+}(\mathbb{R})\right) \tag{2.1.6}
\end{equation*}
$$

For scalar matrices, we see in particular,

$$
\left.f\right|_{k}\left[\begin{array}{ll}
a & 0  \tag{2.1.7}\\
0 & a
\end{array}\right]=\operatorname{sgn}(a)^{k} f \quad(a \neq 0)
$$

Let $\Gamma$ be a Fuchsian group and $k$ an integer. A meromorphic function $f(z)$ on $\mathbf{H}$ is called an automorphic form of weight $k$ with respect to $\Gamma$ or simply a
$\Gamma$-automorphic form of weight $k$, if it satisfies

$$
\left.f\right|_{k} \gamma=f
$$

for all elements $\gamma \in \Gamma$.
We denote by $\Omega_{k}(\Gamma)$ the set of all automorphic forms of weight $k$ with respect to
$\Gamma$. Then $\Omega_{k}(\Gamma)$ is a vector space over $\mathbb{C}$ and
(2.1.8) if $\Gamma \supset \Gamma^{\prime}$, then $\Omega_{k}(\Gamma) \subset \Omega_{k}\left(\Gamma^{\prime}\right)$;
(2.1.9) if $f \in \Omega_{k}(\Gamma)$ and $\alpha \in G L_{2}^{+}(\mathbb{R})$, then $\left.f\right|_{k} \alpha \in \Omega_{k}\left(\alpha^{-1} \Gamma \alpha\right)$;
(2.1.10) if $f \in \Omega_{k}(\Gamma)$ and $g \in \Omega_{l}(\Gamma)$, then $f g \in \Omega_{k+l}(\Gamma)$.

Furthermore by (2.1.7), we see that
(2.1.11) if $k$ is odd and $-1 \in \Gamma$, then $\Omega_{k}(\Gamma)=\{0\}$.

Let $\Omega(\Gamma)$ be the module generated by all $\Omega_{k}(\Gamma)$; namely

$$
\Omega(\Gamma)=\sum_{k=-\infty}^{\infty} \Omega_{k}(\Gamma) .
$$

Then we have
Lemma 2.1.1. The module $\Omega(\Gamma)$ is a graded ring.
Proof. By (2.1.10), $\Omega(\Gamma)$ is obviously a ring. Now it follows from (2.1.4) that for elements $\alpha, \beta$ of $\Gamma$,

$$
j(\alpha, z)=j(\beta, z) \Leftrightarrow \alpha \beta^{-1} \in \Gamma_{\infty}
$$

Since we have $v(\Gamma \backslash \mathbf{H})<\infty$ and the measure of $\Gamma_{\infty} \backslash \mathbf{H}$ is not finite, $\Gamma / \Gamma_{\infty}$ is an infinite set. Therefore there exists a set $\left\{\gamma_{n}\right\}_{n=-\infty}^{\infty}$ of the elements of $\Gamma$ such that

$$
j\left(\gamma_{n}, z\right) \neq j\left(\gamma_{m}, z\right) \quad \text { if } \quad n \neq m
$$

Suppose

$$
\sum_{k=M}^{N} f_{k}=0
$$

with $f_{k} \in \Omega_{k}(\Gamma)$. Then we see

$$
\sum_{k=M}^{N} j\left(\gamma_{m}, z\right)^{k} f_{k}(z)=\sum_{k=M}^{N} f_{k}\left(\gamma_{m} z\right)=0
$$

for any $\gamma_{m}$. Consider these equations for $m(M \leqq m \leqq N)$ as a system of the linear equations on $f_{k}(z)(M \leqq k \leqq N)$ with the coefficients $j\left(\gamma_{m}, z\right)^{k}$. Since

$$
\operatorname{det}\left(j\left(\gamma_{m}, z\right)^{k}\right)= \pm \prod_{m=M}^{N} j\left(\gamma_{m}, z\right)^{M} \prod_{m<n}\left(j\left(\gamma_{m}, z\right)-j\left(\gamma_{n}, z\right)\right)
$$

which does not vanish on $\mathbf{H}$, we get $f_{k}=0$ for all $k(M \leqq k \leqq N)$.
Assume that $\Gamma$ has a cusp $x$. Let $\sigma$ be an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$.

Then by Theorem 1.5.4(2), we have

$$
\sigma \Gamma_{x} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & h  \tag{2.1.12}\\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} \quad(h>0)
$$

Suppose that $k$ is even. Since $\left.f\right|_{k} \sigma^{-1} \in \Omega_{k}\left(\sigma \Gamma \sigma^{-1}\right)$ for $f \in \Omega_{k}(\Gamma)$, we have $\left.\left(\left.f\right|_{k} \sigma^{-1}\right)\right|_{k}\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]=\left.f\right|_{k} \sigma^{-1}$, namely,

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z+h)=\left(\left.f\right|_{k} \sigma^{-1}\right)(z)
$$

Therefore there exists a function $g(w)$ on $\mathbf{K}-\{0\}$ such that

$$
\begin{equation*}
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=g\left(e^{2 \pi i z / h}\right) \quad(z \in \mathbf{H}) \tag{2.1.13}
\end{equation*}
$$

where $\mathbf{K}$ is the unit disk. Since $f$ is meromorphic on $\mathbf{H}, g$ is so on $\mathbf{K}-\{0\}$. We say that an element $f$ of $\Omega_{k}(\Gamma)$ is meromorphic, is holomorphic, or has a zero at $x$, if the above function $g$ is meromorphic, is holomorphic, or has a zero at 0 , respectively. When $k$ is odd, we say that $f$ is meromorphic, is holomorphic, or has a zero at $x$ when $f^{2}$ is meromorphic, is holomorphic or has a zero at $x$, respectively.

Lemma 2.1.2. The above definitions are independent of the choice of $\sigma$.
Proof. We have only to prove our assertion for an even integer $k$. Let $f \in \Omega_{k}(\Gamma)$, and $x$ be a cusp of $\Gamma$. We take $\sigma, h, g(w)$ as above. Let $\sigma_{1}, h_{1}, g_{1}(w)$ be another triple. Then we can write $\sigma_{1}^{-1}=\sigma^{-1}\left[\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right]$, since $\sigma \sigma_{1}^{-1} \infty=\infty$. We see easily that $h_{1}=h / a^{2}$ and

$$
g_{1}(w)=a^{k} g(c w) \quad(w \in \mathbf{K}), \quad c=e^{2 \pi i a b / h} .
$$

This proves the assertion.

We are going to consider Fourier expansions of automorphic forms at cusps. Suppose that $f \in \Omega_{k}(\Gamma)$ is meromorphic at a cusp $x$ of $\Gamma$. Take $\sigma \in S L_{2}(\mathbb{R})$ and $h>0$ as above. First assume $k$ is even, and let $g$ be a meromorphic function on $\mathbf{K}$ defined by (2.1.13). Denote the Laurent expansion of $g$ at 0 by $g(w)=\sum_{n=N}^{\infty} a_{n} w^{n}$ $\left(a_{N} \neq 0\right)$. Then we have the expansion of the form:

$$
\begin{equation*}
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=N}^{\infty} a_{n} e^{2 \pi i n z / h} \tag{2.1.14}
\end{equation*}
$$

on $\{z \in \mathbf{H} \mid \operatorname{Im}(z)>l\}$ for a sufficiently large $l$. Next suppose that $k$ is odd and $-1 \notin \Gamma$. From the above result, $\left.f^{2}\right|_{2 k} \sigma^{-1}=\left(\left.f\right|_{k} \sigma^{-1}\right)^{2}$ has such an expansion as in (2.1.14). Since we see

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z+h)= \begin{cases}\left(\left.f\right|_{k} \sigma^{-1}\right)(z) & \text { if } x \text { is a regular cusp }, \\ -\left(\left.f\right|_{k} \sigma^{-1}\right)(z) & \text { otherwise }\end{cases}
$$

we get the expansion

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\left\{\begin{array}{lll}
\sum_{\substack{n \geq N \\
n: \text { even }}} a_{n} e^{\pi i n z / h} & \left(a_{N} \neq 0\right) & \text { if } x \text { is regular }  \tag{2.1.15}\\
\sum_{\substack{n \geq N \\
n: \text { odd }}} a_{n} e^{\pi i n z / h} & \left(a_{N} \neq 0\right) & \text { otherwise }
\end{array}\right.
$$

on $\{z \in \mathbf{H} \mid \operatorname{Im}(z)>l\}$ for a sufficiently large $l$. We call (2.1.14) and (2.1.15) the Fourier expansion of $f(z)$ at a cusp $x$. The series in (2.1.14) and (2.1.15) are convergent absolutely and uniformly on any compact subset of $\{z \in \mathbf{H} \mid \operatorname{Im}(z)>l\}$, and so also are on any compact subset of $\mathbf{H}$ if $f(z)$ is holomorphic on $\mathbf{H}$. Further we note that
$f(z)$ is holomorphic (resp. has a zero) at $x$ if and only if $N \geqq 0(r e s p . N>0)$.
For a Fuchsian group $\Gamma$, we put
$\mathscr{A}_{k}(\Gamma)=\left\{f \in \Omega_{k}(\Gamma) \mid f\right.$ is meromorphic at all cusps of $\left.\Gamma\right\} ;$
$\mathscr{G}_{k}(\Gamma)=\left\{f \in \Omega_{k}(\Gamma) \mid f\right.$ is holomorphic both on H and at all cusps of $\left.\Gamma\right\} ;$
$\mathscr{S}_{k}(\Gamma)=\left\{f \in \Omega_{k}(\Gamma) \mid f\right.$ is holomorphic on $\mathbf{H}$ and has a zero at each cusp of $\left.\Gamma\right\}$.
We call the elements of $\mathscr{A}_{k}(\Gamma), \mathscr{G}_{k}(\Gamma)$ and $\mathscr{S}_{k}(\Gamma)$ meromorphic automorphic forms, integral forms and cusp forms, respectively. The spaces $\mathscr{A}_{k}(\Gamma), \mathscr{G}_{k}(\Gamma)$ and $\mathscr{S}_{k}(\Gamma)$ are vector spaces over $\mathbb{C}$, and we easily see the following:

$$
\begin{equation*}
\Omega_{k}(\Gamma) \supset \mathscr{A}_{k}(\Gamma) \supset \mathscr{G}_{k}(\Gamma) \supset \mathscr{S}_{k}(\Gamma) \tag{2.1.16}
\end{equation*}
$$

(2.1.17) if $\Gamma$ has no cusp, then $\Omega_{k}(\Gamma)=\mathscr{A}_{k}(\Gamma)$ and $\mathscr{G}_{k}(\Gamma)=\mathscr{S}_{k}(\Gamma)$;
(2.1.18) for any $\alpha \in G L_{2}^{+}(\mathbb{R})$, the mapping " $\left.f \mapsto f\right|_{k} \alpha$ " gives the following isomorphisms:

$$
\mathscr{A}_{k}(\Gamma) \simeq \mathscr{A}_{k}\left(\alpha^{-1} \Gamma \alpha\right), \quad \mathscr{G}_{k}(\Gamma) \simeq \mathscr{G}_{k}\left(\alpha^{-1} \Gamma \alpha\right), \quad \mathscr{S}_{k}(\Gamma) \simeq \mathscr{S}_{k}\left(\alpha^{-1} \Gamma \alpha\right)
$$

(2.1.19) if $f \in \mathscr{A}_{k}(\Gamma)$ and $f \neq 0$, then $1 / f \in \mathscr{A}_{-k}(\Gamma)$;
(2.1.20) if $f \in \mathscr{A}_{k}(\Gamma)$ and $g \in \mathscr{A}_{l}(\Gamma)$, then $f g \in \mathscr{A}_{k+l}(\Gamma)$;
(2.1.21) if $f \in \mathscr{G}_{k}(\Gamma)$ and $g \in \mathscr{G}_{l}(\Gamma)$, then $f g \in \mathscr{G}_{k+l}(\Gamma)$;
(2.1.22) if $f \in \mathscr{G}_{k}(\Gamma)$ and $g \in \mathscr{S}_{l}(\Gamma)$, then $f g \in \mathscr{S}_{k+l}(\Gamma)$.

We also put

$$
\mathscr{A}(\Gamma)=\sum_{k} \mathscr{A}_{k}(\Gamma), \quad \mathscr{G}(\Gamma)=\sum_{k} \mathscr{G}_{k}(\Gamma), \quad \mathscr{S}(\Gamma)=\sum_{k} \mathscr{S}_{k}(\Gamma)
$$

Since $\Omega(\Gamma)$ is a graded ring, we see that
(2.1.23) $\quad \mathscr{A}(\Gamma), \mathscr{G}(\Gamma)$ and $\mathscr{S}(\Gamma)$ are graded rings.

Moreover, (2.1.19) and (2.1.20) imply that $\mathscr{A}_{0}(\Gamma)$ is a field. We call $\mathscr{A}_{0}(\Gamma)$ the automorphic function field with respect to $\Gamma$ and the elements of $\mathscr{A}_{0}(\Gamma)$ automorphic functions with respect to $\Gamma$. Let $f$ be an automorphic function with respect to $\Gamma$. Since $\left(\left.f\right|_{0} \gamma\right)(z)=f(\gamma z)$, we can write

$$
f(z)=\phi^{\circ} \pi_{\Gamma}(z)
$$

with a meromorphic function $\phi$ on $\Gamma \backslash \mathbf{H}$. Moreover, since $f(z)$ is meromorphic at each cusp of $\Gamma, \phi$ is a meromorphic function on the Riemann surface $\mathfrak{R}_{\Gamma}$.

Conversely, if $\phi$ is an element of the function field $K\left(\mathfrak{R}_{\Gamma}\right)$ of $\mathfrak{R}_{\Gamma}$, then the function $f(z)$ defined by $f(z)=\phi \circ \pi_{\Gamma}(z)(z \in \mathbf{H})$ is obviously an element of $\mathscr{A}_{0}(\Gamma)$. Thus we obtain that
(2.1.24) $K\left(\mathfrak{R}_{\Gamma}\right)$ is isomorphic to $\mathscr{A}_{0}(\Gamma)$ through the correspondence " $\phi \mapsto \phi \circ \pi_{\Gamma}$ ".

Lemma 2.1.3. Let $\Gamma$ be a Fuchsian group and $\Gamma^{\prime}$ a subgroup of $\Gamma$ of finite index. Then we have:
$\mathscr{A}_{k}(\Gamma)=\Omega_{k}(\Gamma) \cap \mathscr{A}_{k}\left(\Gamma^{\prime}\right), \quad \mathscr{G}_{k}(\Gamma)=\Omega_{k}(\Gamma) \cap \mathscr{G}_{k}\left(\Gamma^{\prime}\right), \quad \mathscr{S}_{k}(\Gamma)=\Omega_{k}(\Gamma) \cap \mathscr{S}_{k}\left(\Gamma^{\prime}\right)$.
In particular, $\mathscr{A}_{k}(\Gamma) \subset \mathscr{A}_{k}\left(\Gamma^{\prime}\right), \mathscr{G}_{k}(\Gamma) \subset \mathscr{G}_{k}\left(\Gamma^{\prime}\right), \mathscr{S}_{k}(\Gamma) \subset \mathscr{S}_{k}\left(\Gamma^{\prime}\right)$.
Proof. We have only to prove the equalities for even weights. We will prove the lemma only for cusp forms. Other cases can be proved similarly. If $\Gamma$ has no cusp, the assertion is obvious; otherwise, it is sufficient to ascertain the conditions at cusps. If $x$ is a cusp of $\Gamma$, then it is also a cusp of $\Gamma^{\prime}$ by Corollary 1.5.5. Take an element $\sigma$ of $S L_{2}(\mathbb{R})$ and $h>0$ satisfying (2.1.12), and put $l=\left[\Gamma_{x} \cdot\{ \pm 1\}: \Gamma_{x}^{\prime} \cdot\{ \pm 1\}\right]$. By assumption, $l$ is finite and we get

$$
\sigma \Gamma_{x}^{\prime} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & l h \\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} .
$$

Let $f$ be an element of $\mathscr{J}_{k}(\Gamma)$, then we have the Fourier expansion of the form

$$
\begin{aligned}
\left(\left.f\right|_{k} \sigma^{-1}\right)(z) & =\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / h} \\
& =\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n l z / l h}
\end{aligned}
$$

which is the Fourier expansion of $f$ at $x$ as an element of $\Omega_{k}\left(\Gamma^{\prime}\right)$. Hence by Corollary 1.5.5, we obtain $f \in \mathscr{S}_{k}\left(\Gamma^{\prime}\right)$. Conversely, suppose $f \in \Omega_{k}(\Gamma) \cap \mathscr{S}_{k}\left(\Gamma^{\prime}\right)$. Then it has the Fourier expansion at $x$ :

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / l h} .
$$

Since $f$ belongs to $\Omega_{k}(\Gamma)$, we have $\left(\left.f\right|_{k} \sigma^{-1}\right)(z+h)=\left(\left.f\right|_{k} \sigma^{-1}\right)(z)$. Hence $a_{n}=0$ unless $n$ is divisible by $l$, and we have

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=1}^{\infty} a_{l n} e^{2 \pi i n z / h},
$$

which is the Fourier expansion of $f$ at $x$ as an element of $\Omega_{k}(\Gamma)$. This implies that $f$ belongs to $\mathscr{S}_{k}(\Gamma)$.

Theorem 2.1.4. Assume that $f \in \Omega_{\boldsymbol{k}}(\Gamma)$ is holomorphic on $\mathbf{H}$. If there exists a positive real number $v$ such that

$$
f(z)=O\left(\operatorname{Im}(z)^{-v}\right) \quad(\operatorname{Im}(z) \rightarrow 0)
$$

uniformly with respect to $\operatorname{Re}(z)$, then f belongs to $\mathscr{G}_{k}(\Gamma)$. Moreover if we can take $v$ so that $v<k$, then $f$ belongs to $\mathscr{S}_{k}(\Gamma)$.

Proof. We may assume that $k$ is even. If $\Gamma \backslash \mathbf{H}$ is compact, the assertion is obvious. Suppose that $\Gamma$ has cusps, and let $x$ be a cusp of $\Gamma$. First suppose $x$ is on $\mathbb{R}$. Take $\sigma \in S L_{2}(\mathbb{R})$ so that $\sigma x=\infty$, and let $h$ be a positive real number satisfying (2.1.12). Then $\left.f\right|_{k} \sigma^{-1}$ has the expansion of the form:

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=-\infty}^{\infty} a_{n} e^{2 \pi i n z / h},
$$

which is uniformly convergent on any compact subset of $\mathbf{H}$. The coefficient $a_{n}$ is expressed as

$$
\begin{equation*}
a_{n}=\frac{1}{h} \int_{z_{0}}^{z_{0}+h}\left(\left.f\right|_{k} \sigma^{-1}\right)(z) e^{-2 \pi i n z / h} d z \tag{2.1.25}
\end{equation*}
$$

for any fixed $z_{0} \in \mathbf{H}$. Write $\sigma^{-1}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$, then $c \neq 0$. Now $\operatorname{Im}\left(\sigma^{-1} z\right)$ $=\operatorname{Im}(z) /|c z+d|^{2}=O(1 / \operatorname{Im}(z))(\operatorname{Im}(z) \rightarrow \infty)$ uniformly on $|\operatorname{Re}(z)| \leqq h / 2$. Then by assumption, we have

$$
\begin{align*}
\left(\left.f\right|_{k} \sigma^{-1}\right)(z) & =f\left(\sigma^{-1} z\right) j\left(\sigma^{-1}, z\right)^{-k}  \tag{2.1.26}\\
& =O\left(\operatorname{Im}(z)^{v-k}\right) \quad(\operatorname{Im}(z) \rightarrow \infty)
\end{align*}
$$

uniformly on $|\operatorname{Re}(z)| \leqq h / 2$. Taking $z_{0}=i y-h / 2$ in (2.1.25), we get

$$
\left|a_{n}\right|=O\left(y^{\nu-k} e^{2 \pi n y / h}\right) \quad(y \rightarrow \infty) .
$$

Thus if $n<0$, then $a_{n}=0$. Moreover if $v<k$, then $a_{0}=0$. In other words, $f(z)$ is holomorphic at $x$, and if $v<k$, then $f(z)$ has a zero at $x$. Next suppose $x=\infty$. Then since $\Gamma$ is of the first kind, we have $\Gamma \neq \Gamma_{\infty}$. Thus for $\gamma \in \Gamma-\Gamma_{\infty}$, a real point $\gamma \infty$ is a cusp of $\Gamma$ equivalent to $\infty$. Therefore $f(z)$ is holomorphic at all cusps of $\Gamma$, and if $v<k$, then $f(z)$ has a zero at any cusp.

Theorem 2.1.5. Let $f(z)$ be an element of $\Omega_{k}(\Gamma)$. Then $f(z) \in \mathscr{P}_{k}(\Gamma)$ if and only if $f(z) \operatorname{Im}(z)^{k / 2}$ is bounded on $\mathbf{H}$.

Proof. We may assume that $k$ is even. The if-part is obvious by Theorem 2.1.4. Conversely, let $f(z)$ be a cusp form and put $g(z)=|f(z)| \operatorname{Im}(z)^{k / 2}$. Since $g(\gamma z)=g(z)$ for any $\gamma \in \Gamma$, we may regard $g(z)$ as a continuous function on $\Gamma \backslash \mathbf{H}$. If $\Gamma \backslash \mathbf{H}$ is compact, then $g(z)$ is bounded on $\Gamma \backslash \mathbf{H}$, and therefore bounded on $\mathbf{H}$. Assume that $\Gamma$ has cusps. Since $\Gamma$ has only finitely many inequivalent cusps, we have only to see that $g(z)$ is bounded on a neighborhood of a cusp of $\Gamma$. Let $x_{0}$ be a cusp of $\Gamma$, and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x_{0}=\infty$. Take a positive real number $h$ so that $\sigma \Gamma_{x_{0}} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}$, and let $\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / h}$ be the Fourier expansion of $f$ at $x_{0}$. Then we see

$$
\begin{aligned}
g\left(\sigma^{-1} z\right) & =\left|\left(\left.f\right|_{k} \sigma^{-1}\right)(z)\right| \operatorname{Im}(z)^{k / 2} \\
& =\left|\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / h}\right| \operatorname{Im}(z)^{k / 2} \rightarrow 0 \quad(\operatorname{Im}(z) \rightarrow \infty) .
\end{aligned}
$$

Thus $g(z)$ is bounded on a neighborhood of $x_{0}$.
Corollary 2.1.6. Let $f(z)$ be an element of $\mathscr{S}_{k}(\Gamma), x_{0}$ a cusp of $\Gamma$ and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x_{0}=\infty$. Let

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=1}^{\infty} a_{n} e^{\pi i n z / h}
$$

be the Fourier expansion of $f$ at $x_{0}$. Then we have

$$
a_{n}=O\left(n^{k / 2}\right)
$$

Proof. Put $g(z)=\left(\left.f\right|_{k} \sigma^{-1}\right)(z)$, then $g(z) \in \mathscr{S}_{k}\left(\sigma \Gamma \sigma^{-1}\right)$. By Theorem 2.1.5, there exists a constant $M>0$ such that $|g(z)| \leqq M \operatorname{Im}(z)^{-k / 2}$. Therefore we get

$$
\begin{aligned}
\left|a_{n}\right| & =\frac{1}{2 h}\left|\int_{0}^{2 h} g(x+y i) e^{-\pi i n(x+y i) / h} d x\right| \\
& \leqq M y^{-k / 2} e^{\pi n y / h} .
\end{aligned}
$$

In particular, taking $y=2 / n$, we obtain $\left|a_{n}\right| \leqq L n^{k / 2}$ with $L=M e^{2 \pi / h} 2^{-k / 2}$.
We note that the estimate of the Fourier coefficients $a_{n}$ in Corollary 2.1.6 is not best possible. In fact, when $\Gamma$ is a congruence modular group, it is proved that $a_{n}=O\left(n^{(k-1) / 2}\right)$ (c.f. Theorem 4.5.17).

It is convenient to generalize the notion of automorphic forms to automorphic forms with a character. Let $\Gamma$ be a Fuchsian group, and $\chi$ a character of $\Gamma$ of finite order. Put $\Gamma_{\chi}=\operatorname{Ker}(\chi)$. Since it is a subgroup of $\Gamma$ of finite index, it is also a Fuchsian group. We put

$$
\begin{aligned}
\Omega_{k}(\Gamma, \chi) & =\left\{f \in \Omega_{k}\left(\Gamma_{\chi}\right)|f|_{k} \gamma=\chi(\gamma) f \text { for any } \gamma \in \Gamma\right\} \\
\mathscr{A}_{k}(\Gamma, \chi) & =\Omega_{k}(\Gamma, \chi) \cap \mathscr{A}_{k}\left(\Gamma_{\chi}\right), \\
\mathscr{G}_{k}(\Gamma, \chi) & =\Omega_{k}(\Gamma, \chi) \cap \mathscr{G}_{k}\left(\Gamma_{\chi}\right), \\
\mathscr{S}_{k}(\Gamma, \chi) & =\Omega_{k}(\Gamma, \chi) \cap \mathscr{S}_{k}\left(\Gamma_{\chi}\right) .
\end{aligned}
$$

In particular, if $\chi=1$, then $\Omega_{k}(\Gamma, \chi)=\Omega_{k}(\Gamma), \mathscr{A}_{k}(\Gamma, \chi)=\mathscr{A}_{k}(\Gamma), \mathscr{G}_{k}(\Gamma, \chi)=\mathscr{G}_{k}(\Gamma)$, $\mathscr{S}_{k}(\Gamma, \chi)=\mathscr{S}_{k}(\Gamma)$. We call the elements of $\Omega_{k}(\Gamma, \chi)$ automorphic forms of $\Gamma$ with $\chi$.

By definition, we easily see the following (2.1.27) through (2.1.31).
Suppose $-1 \in \Gamma$. If $\chi(-1) \neq(-1)^{k}$, then $\Omega_{k}(\Gamma, \chi)=\{0\}$.
(2.1.28) Let $\Gamma^{\prime}$ be a subgroup of $\Gamma_{\chi}$ of finite index. Then we have:

$$
\begin{align*}
\mathscr{A}_{k}(\Gamma, \chi) & =\Omega_{k}(\Gamma, \chi) \cap \mathscr{A}_{k}\left(\Gamma^{\prime}\right), \\
\mathscr{G}_{k}(\Gamma, \chi) & =\Omega_{k}(\Gamma, \chi) \cap \mathscr{G}_{k}\left(\Gamma^{\prime}\right), \\
\mathscr{S}_{k}(\Gamma, \chi) & =\Omega_{k}(\Gamma, \chi) \cap \mathscr{S}_{k}\left(\Gamma^{\prime}\right) . \tag{2.1.29}
\end{align*}
$$

Let $\Gamma^{\prime}$ be a subgroup of $\Gamma$ of finite index. We also denote by $\chi$ the
restriction of $\chi$ to $\Gamma^{\prime}$. Then we have

$$
\mathscr{A}_{k}(\Gamma, \chi) \subset \mathscr{A}_{k}\left(\Gamma^{\prime}, \chi\right), \quad \mathscr{G}_{k}(\Gamma, \chi) \subset \mathscr{G}_{k}\left(\Gamma^{\prime}, \chi\right), \quad \mathscr{S}_{k}(\Gamma, \chi) \subset \mathscr{S}_{k}\left(\Gamma^{\prime}, \chi\right) .
$$

$$
\begin{equation*}
\text { If } f \in \mathscr{A}_{k}(\Gamma, \chi) \text { and } g \in \mathscr{A}_{l}(\Gamma, \psi) \text {, then } f g \in \mathscr{A}_{k+l}(\Gamma, \chi \psi) . \tag{2.1.30}
\end{equation*}
$$

(2.1.31) Let $\alpha$ be an element of $G L_{2}^{+}(\mathbb{R})$. Put $\Gamma^{\prime}=\alpha^{-1} \Gamma \alpha$, and define the character $\chi^{\prime}$ of $\Gamma^{\prime}$ by $\chi^{\prime}\left(\alpha^{-1} \gamma \alpha\right)=\chi(\gamma)$. Then we obtain the following isomorphisms by the correspondence " $\left.f \mapsto f\right|_{k} \alpha$ ":

$$
\mathscr{A}_{k}(\Gamma, \chi) \simeq \mathscr{A}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right), \quad \mathscr{G}_{k}(\Gamma, \chi) \simeq \mathscr{G}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right), \quad \mathscr{S}_{k}(\Gamma, \chi) \simeq \mathscr{S}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right)
$$

Let $f(z), g(z) \in \mathscr{G}_{k}(\Gamma, \chi)$. Assume that either $f(z)$ or $g(z)$ is a cusp form. Then $f(z) g(z) \in \mathscr{S}_{2 k}\left(\Gamma, \chi^{2}\right)$, and therefore, $|f(z) g(z)| \operatorname{Im}(z)^{k}$ is bounded on $\mathbf{H}$ by Theorem 2.1.5. Furthermore if $\gamma \in \Gamma$, then

$$
f(\gamma z) \overline{g(\gamma z)} \operatorname{Im}(\gamma z)^{k}=f(z) \overline{g(z)} \operatorname{Im}(z)^{k}
$$

Hence $\int_{\Gamma \backslash \mathbf{H}} f(z) \overline{g(z)} \operatorname{Im}(z)^{k} d v(z)$ is meaningful and finite. We put

$$
\begin{equation*}
(f, g)=v(\Gamma \backslash \mathbf{H})^{-1} \int_{\Gamma \backslash \mathbf{H}} f(z) \overline{g(z)} \operatorname{Im}(z)^{k} d v(z), \tag{2.1.32}
\end{equation*}
$$

and call it the Petersson inner product (though it is defined only when either $f(z)$ or $g(z)$ is a cusp form). It induces an Hermitian inner product on $\mathscr{S}_{k}(\Gamma, \chi)$.

Let $\Gamma_{1}$ and $\Gamma_{2}$ be two Fuchsian groups, and $\chi_{1}, \chi_{2}$ characters of $\Gamma_{1}, \Gamma_{2}$ of finite order, respectively. Assume that there exists a Fuchsian group $\Gamma^{\prime}$ contained in $\operatorname{Ker}\left(\chi_{1}\right) \cap \operatorname{Ker}\left(\chi_{2}\right)$. For $f(z) \in \mathscr{S}_{k}\left(\Gamma_{1}, \chi_{1}\right)$ and $g(z) \in \mathscr{G}_{k}\left(\Gamma_{2}, \chi_{2}\right)$, we can define the Petersson inner product $(f, g)$ by considering $f(z) \in \mathscr{S}_{k}\left(\Gamma^{\prime}\right)$ and $g(z) \in \mathscr{G}_{k}\left(\Gamma^{\prime}\right)$. We see easily that
$(f, g)$ is independent of the choice of $\Gamma^{\prime}$.
We put

$$
\mathscr{N}_{k}(\Gamma)=\left\{g \in \mathscr{G}_{k}(\Gamma) \mid(f, g)=0 \quad \text { for all } f \in \mathscr{S}_{k}(\Gamma)\right\}
$$

and

$$
\mathscr{N}_{k}(\Gamma, \chi)=\left\{g \in \mathscr{G}_{k}(\Gamma, \chi) \mid(f, g)=0 \quad \text { for all } f \in \mathscr{S}_{k}(\Gamma, \chi)\right\}
$$

Theorem 2.1.7. (1) $\mathscr{G}_{k}(\Gamma, \chi)=\mathscr{S}_{k}(\Gamma, \chi) \oplus \mathscr{N}_{k}(\Gamma, \chi)$.
(2) Let $\Gamma^{\prime} \subset \Gamma$, and $\chi^{\prime}$ be the restriction of $\chi$ to $\Gamma$. Then

$$
\mathscr{N}_{k}(\Gamma, \chi)=\mathscr{N}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right) \cap \mathscr{G}_{k}(\Gamma, \chi) .
$$

Proof. ([Shimura 12]) The first assertion is an easy exercise of Linear Algebra. Let us prove (2). There exists a normal subgroup $\Gamma^{\prime \prime}$ of $\Gamma$ of finite index included in $\operatorname{Ker}(\chi)$. We are going to show that $\mathscr{N}_{k}(\Gamma, \chi) \subset \mathscr{N}_{k}\left(\Gamma^{\prime \prime}\right)$. Let $g(z) \in \mathscr{N}_{k}(\Gamma, \chi)$. Since $g(z) \in \mathscr{G}_{k}\left(\Gamma^{\prime \prime}\right)$, we can write

$$
g(z)=g_{1}(z)+f_{1}(z), \quad g_{1}(z) \in \mathscr{N}_{k}\left(\Gamma^{\prime \prime}\right), f_{1}(z) \in \mathscr{S}_{k}\left(\Gamma^{\prime \prime}\right)
$$

Let $\gamma \in \Gamma$. Then $\left.g\right|_{k} \gamma=\chi(\gamma) g$. Since $\mathscr{S}_{k}\left(\Gamma^{\prime \prime}\right)$ is stable under $\gamma$ and $\left(h_{1} \mid \gamma, h_{2}\right)=$ $\left(h_{1}, h_{2} \mid \gamma^{-1}\right)$ for any $h_{1} \in \mathscr{S}_{k}\left(\Gamma^{\prime \prime}\right), h_{2} \in \mathscr{G}_{k}\left(\Gamma^{\prime \prime}\right)$, the space $\mathscr{N}_{k}\left(\Gamma^{\prime \prime}\right)$ is also stable under $\gamma$. Thus

$$
\left.g_{1}\right|_{k} \gamma \in \mathscr{N}_{k}\left(\Gamma^{\prime \prime}\right),\left.\quad f_{1}\right|_{k} \gamma \in \mathscr{S}_{k}\left(\Gamma^{\prime \prime}\right) .
$$

Then $\left.g_{1}\right|_{k} \gamma=\chi(\gamma) g_{1}$ and $\left.f_{1}\right|_{k} \gamma=\chi(\gamma) f_{1}$ by applying (1) for $\Gamma^{\prime}$ and the trivial character. This implies $f_{1}(z) \in \mathscr{S}_{k}(\Gamma, \chi)$, and

$$
\left(f_{1}, f_{1}\right)=\left(g-g_{1}, f_{1}\right)=\left(g, f_{1}\right)-\left(g_{1}, f_{1}\right)=0
$$

Therefore $f_{1}(z)=0$ and $g(z)=g_{1}(z) \in \mathscr{N}_{k}\left(\Gamma^{\prime \prime}\right)$. Since $\mathscr{S}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right) \subset \mathscr{S}_{k}\left(\Gamma^{\prime \prime}\right)$, we have

$$
(f, g)=0 \quad \text { for any } f(z) \in \mathscr{S}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right) .
$$

This implies $g(z) \in \mathscr{N}_{k}\left(\Gamma^{\prime}, \chi^{\prime}\right)$. Obviously the right-hand side is included in the lefthand side.

## §2.2. Differentials on Compact Riemann Surfaces

Let $\mathfrak{R}$ be a Riemann surface, and $m$ any integer. The set $\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ consisting of the triples ( $\phi_{\mu}, V_{\mu}, t_{\mu}$ ) of a coordinate neighborhood $V_{\mu}$ of $\mathfrak{M}$, a local coordinate $t_{\mu}$ on $V_{\mu}$ and a meromorphic function $\phi_{\mu}$ on $V_{\mu}$ is called the local expression of a differential of degree $m$, if the following conditions are satisfied:
(i) $\left\{\left(V_{\mu}, t_{\mu}\right)\right\}$ is a coordinate system of $\mathfrak{R}$;
(ii) $\phi_{\mu}(\mathrm{a})\left(d t_{\mu} / d t_{v}\right)^{m}(\mathrm{a})=\phi_{v}$ a for any $\mathrm{a} \in V_{\mu} \cap V_{v}$, provided $V_{\mu} \cap V_{v} \neq \varnothing$.

Two local expressions $\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ and $\left\{\left(\phi_{v}^{\prime}, V_{v}^{\prime}, t_{v}^{\prime}\right)\right\}$ of differentials of degree $m$ are called equivalent if $\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\} \cup\left\{\left(\phi_{v}^{\prime}, V_{v}^{\prime}, t_{\nu}^{\prime}\right)\right\}$ also satisfies the above conditions (i) and (ii). We call the equivalent classes differentials of $\mathfrak{R}$ of degree $m$. In particular, when $m=1$, we simply call them the differentials of $\mathfrak{R}$. We denote by $D^{m}(\Re)$ the set of all the differentials of degree $m$. For simplicity, we identify the differential of degree $m$ with its local expression, and write

$$
\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\},
$$

if there is no confusion.
Now let $\left\{\left(V_{\mu}, t_{\mu}\right)\right\}$ be a local coordinate system of $\Re$ and take for $\phi_{\mu}$ the function which identically vanishes on $V_{\mu}$. Then $\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ is a differential of degree $m$ for any $m$. We denote it by 0 . For a nonzero differential $\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ of degree $m$, each $\phi_{\mu}$ is not identically 0 on $V_{\mu}$, since $\Re$ is connected. Thus we can define the differential $\omega^{-1}$ of degree $-m$ by

$$
\begin{equation*}
\omega^{-1}=\left\{\left(\phi_{\mu}^{-1}, V_{\mu}, t_{\mu}\right)\right\} . \tag{2.2.1}
\end{equation*}
$$

For a differential $\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ of degree $m$ and a complex number $c$, we put

$$
\begin{equation*}
c \omega=\left\{\left(c \phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\} \tag{2.2.2}
\end{equation*}
$$

which is also a differential of degree $m$.
Next let $\omega$ and $\omega^{\prime}$ be differentials of degree $m$. Refining their local coordinate systems, if necessary, we can write as

$$
\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}, \quad \omega^{\prime}=\left\{\left(\phi_{\mu}^{\prime}, V_{\mu}, t_{\mu}\right)\right\}
$$

with a common local coordinate system $\left\{\left(V_{\mu}, t_{\mu}\right)\right\}$. Then using these local
expressions, we define the sum $\omega+\omega^{\prime}$ by

$$
\begin{equation*}
\omega+\omega^{\prime}=\left\{\left(\phi_{\mu}+\phi_{\mu}^{\prime}, V_{\mu}, t_{\mu}\right)\right\} \quad\left(\in D^{m}(\mathfrak{R})\right) . \tag{2.2.3}
\end{equation*}
$$

Moreover, for $\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\} \in D^{m}(\mathfrak{R})$ and $\omega^{\prime}=\left\{\left(\phi_{\mu}^{\prime}, V_{\mu}, t_{\mu}\right)\right\} \in D^{n}(\mathfrak{R})$, we define the product $\omega \omega^{\prime}$ by

$$
\begin{equation*}
\omega \omega^{\prime}=\left\{\left(\phi_{\mu} \phi_{\mu}^{\prime}, V_{\mu}, t_{\mu}\right)\right\} \quad\left(\in D^{m+n}(\Re)\right) . \tag{2.2.4}
\end{equation*}
$$

The definitions (2.2.1) through (2.2.4) are all independent of the choice of their local expressions. It follows from (2.2.3) that $D^{m}(\mathfrak{R})$ is a vector space over $\mathbb{C}$. Furthermore, $D^{0}(\mathfrak{R})$ is a field by (2.2.1) through (2.2.4). Let $\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ be an element of $D^{\circ}(\Re)$, and define the function $\phi$ on $\mathfrak{R}$ by

$$
\begin{equation*}
\phi(\mathrm{a})=\phi_{\mu}(\mathrm{a}) \quad \text { if } \quad \mathrm{a} \in V_{\mu} . \tag{2.2.5}
\end{equation*}
$$

Since $\phi_{\mu}=\phi_{\nu}$ on $V_{\mu} \cap V_{v}$, this is well-defined and $\phi$ is a meromorphic function on $\mathfrak{\Re}$. Conversely, let $\phi$ be an element of the function field $K(\Re)$ of $\mathfrak{R}$, and define $\phi_{\mu}$ by (2.2.5) for a local coordinate system $\left\{\left(V_{\mu}, t_{\mu}\right)\right\}$. Then $\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ is an element of $D^{0}(\Re)$. Through this correspondence, $K(\mathfrak{R})$ and $D^{0}(\Re)$ are isomorphic. Hereafter we identify $D^{0}(\Re)$ with $K(\Re)$ by this correspondence. Then $D^{m}(\Re)$ is regarded as a vector space over $K(\Re)$ through the product defined by (2.2.4). We put

$$
D(\mathfrak{R})=\sum_{m=-\infty}^{\infty} D^{m}(\mathfrak{R}),
$$

then $D(\Re)$ is a graded algebra over $\mathbb{C}$ and over $K(\Re)$.
Let $\phi$ be an element of $K(\mathfrak{R})$, and take a local coordinate system $\left\{\left(V_{\mu}, t_{\mu}\right)\right\}$ of $\mathfrak{R}$. We define a function $\phi_{\mu}$ on $V_{\mu}$ by

$$
\phi_{\mu}(\mathbf{a})=\left(d \phi / d t_{\mu}\right)(\mathbf{a}) \quad\left(\mathbf{a} \in V_{\mu}\right)
$$

Then $\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ is a differential of $\mathfrak{R}$, and we denote it by $d \phi$. The definition is obviously independent of the choice of a local coordinate system, and $\phi$ is a constant if and only if $d \phi=0$.

Hereafter we assume that $\mathfrak{R}$ is compact. Then $D^{1}(\mathfrak{R}) \neq\{0\}$, and therefore, $D^{m}(\Re) \neq\{0\}$ for any integer $m$, since $(d \phi)^{m} \in D^{m}(\Re)$. If $\omega$ and $\omega^{\prime}$ are two differentials of $D^{m}(\mathfrak{R})$ and $\omega \neq 0$, then we have $\omega^{-1} \omega^{\prime} \in D^{0}(\mathfrak{R})(=K(\mathfrak{R})$ ); therefore we obtain

$$
\begin{equation*}
\operatorname{dim}_{K(\mathfrak{R})} D^{m}(\mathfrak{R})=1 \tag{2.2.6}
\end{equation*}
$$

We denote by $\operatorname{Div}(\Re)$ the free module generated by all points of $\mathfrak{R}$, or
$\operatorname{Div}(\mathfrak{R})=\left\{\sum_{\mathbf{a} \in \mathfrak{R}} c_{\mathrm{a}} \mathbf{a} \mid c_{\mathrm{a}} \in \mathbb{Z}\right.$ and $c_{\mathrm{a}}=0$ except for finitely many points $\left.\mathbf{a}\right\}$,
and call it the divisor group of $\mathfrak{R}$. We call the elements of $\operatorname{Div}(\mathfrak{R})$ divisors of $\mathfrak{R}$. For a divisor $\mathbf{a}=\sum_{\mathbf{a}} c_{\mathrm{a}}$ a of $\mathfrak{R}$, we define the degree of $\mathbf{a}$ by

$$
\operatorname{deg}(\mathbf{a})=\sum_{\mathbf{a}} c_{\mathbf{a}} \quad(\in \mathbb{Z})
$$

We are going to define the divisors for functions and differentials of $\mathfrak{R}$. For an element $\phi(\neq 0)$ of $K(\Re)$, we define the divisor of $\phi$ by

$$
\begin{equation*}
\operatorname{div}(\phi)=\sum_{\mathrm{a} \in \mathfrak{R}} v_{\mathrm{a}}(\phi) \mathrm{a}, \tag{2.2.7}
\end{equation*}
$$

where $v_{\mathrm{a}}(\phi)$ is the order of $\phi$ at a defined by (1.8.4). Since $v_{\mathrm{a}}(\phi)=0$ except for finitely many points $\mathrm{a}, \operatorname{div}(\phi)$ is well-defined and an element of $\operatorname{Div}(\boldsymbol{R})$. Moreover by virtue of (1.8.5), we see

$$
\begin{equation*}
\operatorname{deg}(\operatorname{div}(\phi))=0 \tag{2.2.8}
\end{equation*}
$$

If $\phi, \psi \in K(\mathfrak{R})^{\times}$, then we see

$$
\begin{equation*}
\operatorname{div}(\phi \psi)=\operatorname{div}(\phi)+\operatorname{div}(\psi) \tag{2.2.9}
\end{equation*}
$$

Therefore, if we put

$$
\operatorname{Div}_{l}(\mathfrak{R})=\left\{\operatorname{div}(\phi) \mid \phi \in K(\mathfrak{R})^{\times}\right\}
$$

then it is a submodule of $\operatorname{Div}(\mathfrak{R})$. We call $\operatorname{Div}_{l}(\mathfrak{R})$ the principal divisor group, and the quotient group $\operatorname{Div}(\mathfrak{R}) / \operatorname{Div}_{l}(\mathfrak{R})$ the divisor class group. The elements of $\operatorname{Div}(\mathfrak{R}) / \operatorname{Div}_{l}(\mathfrak{R})$ are called divisor classes.

Let $\omega \neq 0$ be a differential of degree $m$ and $\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$. We put

$$
v_{\mathrm{a}}(\omega)=v_{\mathrm{a}}\left(\phi_{\mu}\right)
$$

for any point $\mathrm{a} \in V_{\mu}$. Since $d t_{\mu} / d t_{v}$ is holomorphic and has no zeros on $V_{\mu} \cap V_{v}$, $v_{\mathrm{a}}(\omega)$ is independent of the choice of a local expression of $\omega$. Moreover, $v_{\mathrm{a}}(\omega)=0$ except for finitely many points $a$, since $\mathfrak{R}$ is compact. Hence we can define the divisor of $\omega$ by

$$
\operatorname{div}(\omega)=\sum_{\mathbf{a} \in \mathfrak{R}} v_{\mathrm{a}}(\omega) \mathrm{a},
$$

which is an element of $\operatorname{Div}(\mathfrak{R})$. If $m=0$, then it is nothing but the divisor of a function defined above. If $\omega \in D^{m}(\mathfrak{R}), \omega^{\prime} \in D^{n}(\mathfrak{R})$ and $\omega \neq 0, \omega^{\prime} \neq 0$, then we get

$$
\begin{equation*}
\operatorname{div}\left(\omega \omega^{\prime}\right)=\operatorname{div}(\omega)+\operatorname{div}\left(\omega^{\prime}\right) \tag{2.2.10}
\end{equation*}
$$

Therefore by (2.2.6), we see

$$
\begin{equation*}
\left\{\operatorname{div}(\omega) \mid \omega \in D^{m}(\Re)-\{0\}\right\} \text { is a divisor class. } \tag{2.2.11}
\end{equation*}
$$

Let $\mathbf{a}=\sum_{\mathrm{a}} c_{\mathrm{a}}$ a be a divisor. When $c_{\mathrm{a}} \geqq 0$ for all a, we say that $\mathbf{a}$ is positive and write $\mathbf{a} \geqq 0$. We put, for a divisor $\mathbf{a}$,

$$
L(\mathbf{a})=\{\phi \in K(\mathfrak{R}) \mid \phi=0 \quad \text { or } \quad \operatorname{div}(\phi)+\mathbf{a} \geqq 0\} .
$$

It is known that $L(\mathbf{a})$ is a finite dimensional vector space over $\mathbb{C}$. By (2.2.8), we see

$$
\begin{align*}
& L(0)=\mathbb{C}  \tag{2.2.12}\\
& L(\mathbf{a})=\{0\} \quad \text { if } \quad \operatorname{deg}(\mathbf{a})<0 . \tag{2.2.13}
\end{align*}
$$

We put

$$
l(\mathbf{a})=\operatorname{dim}_{\mathbb{C}} L(\mathbf{a}) .
$$

Then the following theorem is known (see [Lang]).
Theorem 2.2.1 (Riemann-Roch). Let $\mathfrak{R}$ be a compact Riemann surface of genus $g$. Fix a nonzero differential $\omega$ of $\mathfrak{R}$. Then we have

$$
l(\mathbf{a})=\operatorname{deg}(\mathbf{a})-g+1+l(\operatorname{div}(\omega)-\mathbf{a})
$$

for any divisor a of $\mathfrak{R}$.
The following corollary is easily deduced from this.
Corollary 2.2.2. Let $\mathfrak{R}$ be a compact Riemann surface of genus $g$.
(1) If $\omega$ is a nonzero differential of $\mathfrak{R}$, then we have

$$
\operatorname{deg}(\operatorname{div}(\omega))=2 g-2, \quad l(\operatorname{div}(\omega))=g
$$

(2) If $\omega$ is a nonzero differential of $\mathfrak{R}$ of degree $m$, then we have

$$
\operatorname{deg}(\operatorname{div}(\omega))=2 m(g-1)
$$

(3) If $\mathbf{a}$ is a divisor of $\mathfrak{R}$ such that $\operatorname{deg}(\mathbf{a})>2 g-2$, then we have

$$
l(\mathbf{a})=\operatorname{deg}(\mathbf{a})-g+1
$$

Let $\omega$ be a differential of degree $m$. We say that $\omega$ is holomorphic, if either $\omega=0$ or $\operatorname{div}(\omega) \geqq 0$. We denote by $D_{0}^{m}(\Re)$ the space of the holomorphic differentials of degree $m$. Since

$$
L\left(\operatorname{div}\left(\omega_{1}\right)\right)=\left\{\phi \in K(\mathfrak{R}) \mid \phi=0 \quad \text { or } \quad \operatorname{div}\left(\phi \omega_{1}\right) \geqq 0\right\}
$$

for a nonzero differential $\omega_{1}$ of $\mathfrak{R}$, we get the isomorphism:

$$
\begin{aligned}
L\left(\operatorname{div}\left(\omega_{1}\right)\right) & \simeq\left\{\omega \in D^{1}(\mathfrak{R}) \mid \omega=0 \quad \text { or } \quad \operatorname{div}(\omega) \geqq 0\right\} \\
& =D_{0}^{1}(\mathfrak{R})
\end{aligned}
$$

Therefore by Corollary 2.2.2(1), we obtain

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{C}} D_{0}^{1}(\mathfrak{R})=g \tag{2.2.14}
\end{equation*}
$$

## §2.3. Automorphic Forms and Differentials

We are going to connect automorphic forms for a Fuchsian group $\Gamma$ and differentials on the Riemann surface $\mathfrak{R}_{\Gamma}$.

First we assume that $k=2 m$, and define a mapping from $\mathscr{A}_{k}(\Gamma)$ to $D^{m}\left(\Re_{\Gamma}\right)$. Let $\pi=\pi_{\Gamma}$ be the natural projection from $\mathbf{H}^{*}$ onto $\mathfrak{R}_{\Gamma}$, and $f$ an element of $\mathscr{A}_{k}(\Gamma)$. For a point a of $\mathfrak{R}_{\Gamma}$, take a point $z_{0}$ of $\mathbf{H}^{*}$ such that $\pi\left(z_{0}\right)=$ a. Let $U_{z_{0}}^{*}$ be a neighborhood of $z_{0}$ in $\mathbf{H}^{*}$ satisfying the following conditions:

$$
\begin{equation*}
\gamma U_{z_{0}}^{*} \cap U_{z_{0}}^{*} \neq \varnothing \text { if and only if } \gamma \in \Gamma_{z_{0}} \tag{2.3.1}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } \gamma \in \Gamma_{z_{0}} \text {, then } \gamma U_{z_{0}}^{*}=U_{z_{0}}^{*} \tag{2.3.2}
\end{equation*}
$$

Let $t_{\mathrm{a}}$ be a local coordinate on a neighborhood $V_{\mathrm{a}}=\pi\left(U_{z_{0}}^{*}\right)$ of a defined in $\S 1.8$.
$1^{\circ}$ Suppose $z_{0}$ is a point of $\mathbf{H}$. We define a function $g(z)$ on $U_{z_{0}}^{*}$ by

$$
\begin{equation*}
g(z)=f(z)\left(d\left(t_{\mathrm{a}} \circ \pi(z)\right) / d z\right)^{-m} \quad\left(z \in U_{z_{0}}^{*}\right) \tag{2.3.3}
\end{equation*}
$$

Since $t_{\mathrm{a}} \circ \pi(\gamma z)=t_{\mathrm{a}}{ }^{\circ} \pi(z)$ for any $\gamma \in \Gamma_{z_{0}}$, we see

$$
\begin{align*}
d\left(t_{\mathrm{a}} \circ \pi \circ \gamma(z)\right) / d(\gamma z) & =(d(\gamma z) / d z)^{-1} d\left(t_{\mathrm{a}} \circ \pi(z)\right) / d z  \tag{2.3.4}\\
& =j(\gamma, z)^{2} d\left(t_{\mathrm{a}} \circ \pi(z)\right) / d z \quad\left(\gamma \in \Gamma_{z_{0}}\right) .
\end{align*}
$$

Thus we get $g(\gamma z)=g(z)$ for any $\gamma \in \Gamma_{z_{0}}$, and therefore, there exists a function $\phi_{\mathrm{a}}$ on $V_{\mathrm{a}}$ satisfying

$$
\begin{equation*}
\phi_{\mathrm{a}} \circ \pi(z)=g(z) \quad\left(z \in U_{z_{0}}^{*}\right) \tag{2.3.5}
\end{equation*}
$$

Since $f(z)$ is meromorphic, so is $\phi_{\mathrm{a}}$. Moreover, if a point $\mathbf{b}$ of $\mathfrak{R}_{\Gamma}$ is not a cusp and $V_{\mathrm{a}} \cap V_{\mathrm{b}} \neq \varnothing$, then

$$
\begin{equation*}
\phi_{\mathrm{a}}(\mathrm{c})\left(d t_{\mathrm{a}} / d t_{\mathrm{b}}\right)^{m}(\mathrm{c})=\phi_{\mathrm{b}}(\mathrm{c}) \tag{2.3.6}
\end{equation*}
$$

for any $\mathrm{c} \in V_{\mathrm{a}} \cap V_{\mathrm{b}}$.
$2^{\circ}$ Let $z_{0}$ be a cusp. Put $U_{z_{0}}=U_{z_{0}}^{*}-\left\{z_{0}\right\}$ and define a function $g(z)$ on $U_{z_{0}}$ by

$$
\begin{equation*}
g(z)=f(z)\left(d\left(t_{\mathrm{a}} \circ \pi(z)\right) / d z\right)^{-m} \quad\left(z \in U_{z_{0}}\right) \tag{2.3.7}
\end{equation*}
$$

By a similar argument as in $1^{\circ}$, we see $g(\gamma z)=g(z)$ for $\gamma \in \Gamma_{z_{0}}$. Thus there exists a function $\phi_{a}$ on $V_{a}-\{a\}$ satisfying

$$
\phi_{\mathrm{a}} \circ \pi(z)=g(z) \quad\left(z \in U_{z_{0}}\right)
$$

Since $f(z)$ is meromorphic on $U_{z 0}$, so is $\phi_{\mathrm{a}}$ on $V_{\mathrm{a}}-\{\mathrm{a}\}$. Take an element $\sigma$ of $S L_{2}(\mathbb{R})$ satisfying $\sigma z_{0}=\infty$, and let $h$ be a positive real number such that $\sigma \Gamma_{z_{0}} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}$. We define a local coordinate $t_{\mathrm{a}}$ by $t_{\mathrm{a}} \circ \pi(z)=e^{2 \pi i \sigma z / h}$, and put $c=(2 \pi i / h)^{-m}$. Then we see

$$
\begin{align*}
\phi_{\mathrm{a}} \circ \pi(z) & =c f(z)(d(\sigma z) / d z)^{-m}\left(t_{\mathrm{a}} \circ \pi(z)\right)^{-m}  \tag{2.3.8}\\
& =c f(z) j(\sigma, z)^{2 m}\left(t_{\mathrm{a}} \circ \pi(z)\right)^{-m} \\
& =c\left(\left.f\right|_{2 m} \sigma^{-1}\right)(\sigma z)\left(t_{\mathrm{a}} \circ \pi(z)\right)^{-m}
\end{align*}
$$

on $U_{z_{0}}$. Since $f$ is meromorphic at $z_{0}$, so is $\phi_{\mathrm{a}}$ at a. Moreover, if b is a point of $\mathfrak{R}_{\Gamma}$, and $V_{\mathrm{a}} \cap V_{\mathrm{b}} \neq \varnothing$, then we see easily that (2.3.6) also holds in this case.

Thus we have proved that $\left\{\left(\phi_{\mathrm{a}}, V_{\mathrm{a}}, t_{\mathrm{a}}\right)\right\}$ is a differential of degree $m$ of $\mathfrak{R}_{\Gamma}$, which we denote by $\omega_{f}$ or $\omega(f)$. Then we easily see that

$$
\begin{aligned}
\omega_{f g} & =\omega_{f} \omega_{g} \quad \text { for } \quad f \in \mathscr{A}_{2 m}(\Gamma), \quad g \in \mathscr{A}_{2 n}(\Gamma), \\
\omega_{f+g} & =\omega_{f}+\omega_{g} \quad \text { for } \quad f, g \in \mathscr{A}_{2 m}(\Gamma) .
\end{aligned}
$$

Conversely, let $\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\}$ be an element of $D^{m}\left(\mathfrak{R}_{\Gamma}\right)$. We define a function $f(z)$ on $\mathbf{H}$ by

$$
f(z)=\phi_{\mu}(\pi(z))\left(d\left(t_{\mu} \circ \pi(z)\right) / d z\right)^{m} \quad\left(z \in \mathbf{H} \cap \pi^{-1}\left(V_{\mu}\right)\right) .
$$

Then $f(z)$ is well-defined and an element of $\mathscr{A}_{2 m}(\Gamma)$. Furthermore we see

$$
\omega=\omega_{f}
$$

Summing up all together, we obtain the following
Theorem 2.3.1. Put $\mathscr{A}(\Gamma)_{\text {even }}=\sum_{m} \mathscr{A}_{2 m}(\Gamma)$. Then $\mathscr{A}(\Gamma)_{\text {even }}$ is isomorphic to $D\left(\Re_{\Gamma}\right)=\sum_{m} D^{m}\left(\Re_{\Gamma}\right)$ as graded algebras over $\mathbb{C}$ by the correspondence " $f \mapsto \omega_{f}$ ". In particular, $\mathscr{A}_{2 m}(\Gamma) \neq\{0\}$.

Let $f$ be a nonzero element of $\mathscr{A}_{2 m}(\Gamma)$. We use the same notations as in $1^{\circ}, 2^{\circ}$. Let $\mathbf{a}=\pi\left(z_{0}\right) \in \mathfrak{R}_{\Gamma}$ with $z_{0} \in \mathbf{H}^{*}$. First suppose $z_{0} \in \mathbf{H}$. Take an element $\rho$ of $S L_{2}(\mathbb{C})$ so that $\rho \mathbf{H}=\mathbf{K}$ and $\rho z_{0}=0$. Then we can take a local coordinate $t_{\mathrm{a}}$ on $V_{\mathrm{a}}$ so that $t_{\mathrm{a}} \circ \pi(z)=(\rho z)^{e}\left(z \in U_{z_{0}}^{*}\right)$, where $e$ is the ramification index at a. Using this local coordinate $t_{\mathrm{a}}$, we can rewrite (2.3.3) as

$$
\phi_{\mathrm{a}} \circ \pi(z)=f(z)(d(\rho z) / d z)^{-m}\left(e(\rho z)^{-1}\right)^{-m} \quad\left(z \in U_{z_{0}}^{*}\right) .
$$

In other words, putting $w=\rho z$, we have

$$
\phi_{\mathrm{a}}^{\circ} \pi^{\circ} \rho^{-1}(w)=e^{-m} f\left(\rho^{-1} w\right)\left(d\left(\rho^{-1} w\right) / d w\right)^{m} w^{-m(e-1)} \quad\left(w \in \rho\left(U_{z_{0}}^{*}\right)\right)
$$

Comparing the orders in $w$ on both sides, we get

$$
\begin{equation*}
\operatorname{ord}_{w}\left(\phi_{\mathrm{a}} \circ \pi^{\circ} \rho^{-1}\right)=\operatorname{ord}_{w}\left(f\left(\rho^{-1} w\right)\left(d\left(\rho^{-1} w\right) / d w\right)^{m}\right)-m(e-1) \tag{2.3.9}
\end{equation*}
$$

Since $t_{\mathrm{a}} \circ \pi^{\circ} \rho^{-1}(w)=w^{e}$, we have

$$
\begin{equation*}
\operatorname{ord}_{w}\left(\phi_{\mathrm{a}} \circ \pi \circ \rho^{-1}\right)=e v_{\mathrm{a}}\left(\phi_{\mathrm{a}}\right)=e v_{\mathrm{a}}\left(\omega_{f}\right) \tag{2.3.10}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
\operatorname{ord}_{w}\left(f\left(\rho^{-1} w\right)\left(d\left(\rho^{-1} w\right) / d w\right)^{m}\right)=\operatorname{ord}_{z-z_{0}}(f) \tag{2.3.11}
\end{equation*}
$$

since $d(\rho z) / d z$ has neither a zero nor a pole at $z_{0}$. It is natural to define

$$
v_{\mathrm{a}}(f)=\frac{1}{e} \operatorname{ord}_{z-z_{0}}(f)
$$

Then, from (2.3.9) through (2.3.11), we obtain

$$
\begin{equation*}
v_{\mathrm{a}}\left(\omega_{f}\right)=v_{\mathrm{a}}(f)-m(1-1 / e) \tag{2.3.12}
\end{equation*}
$$

In particular, the definition of $v_{\mathrm{a}}(f)$ is independent of the choice of both $z_{0}$ and $\rho$. We note that when $m=1$, for $\mathbf{a}=\pi\left(z_{0}\right)\left(z_{0} \in \mathbf{H}\right)$,

$$
\begin{align*}
& \omega_{f} \text { is holomorphic at } \mathrm{a}  \tag{2.3.13}\\
& \Leftrightarrow v_{\mathrm{a}}\left(\omega_{f}\right) \geqq 0 \\
& \Leftrightarrow v_{\mathrm{a}}(f) \geqq 0 \\
& \Leftrightarrow f \text { is holomorphic at } z_{0} .
\end{align*}
$$

Next assume that $z_{0}$ is a cusp of $\Gamma$. Take $\sigma, h, t_{\mathrm{a}}$ as in $2^{\circ}$ above. Since

$$
\begin{aligned}
\left(\left.f\right|_{2 m} \sigma^{-1}\right)(\sigma z) & =\sum_{n=N}^{\infty} a_{n} e^{2 \pi i n \sigma z / h} \quad\left(a_{N} \neq 0\right) \\
& =\sum_{n=N}^{\infty} a_{n}\left(t_{\mathrm{a}}^{\circ} \pi(z)\right)^{n}
\end{aligned}
$$

we get

$$
v_{\mathrm{a}}\left(\phi_{\mathrm{a}}\right)=N-m
$$

by (2.3.8). We put $v_{\mathrm{a}}(f)=N$, then we obtain

$$
\begin{equation*}
v_{\mathrm{a}}\left(\omega_{f}\right)=v_{\mathrm{a}}(f)-m \tag{2.3.14}
\end{equation*}
$$

In particular, $v_{\mathrm{a}}(f)$ is independent of the choice of both $z_{0}$ and $\sigma$. When $m=1$, we see for a cusp $\mathrm{a}=\pi\left(z_{0}\right)$,

$$
\begin{align*}
& \omega_{f} \text { is holomorphic at à }  \tag{2.3.15}\\
& \Leftrightarrow v_{\mathrm{a}}(f) \geqq 1 \\
& \Leftrightarrow f \text { has a zero at } z_{0} .
\end{align*}
$$

Consequently, by (2.3.13) and (2.3.15), we obtain the following
Theorem 2.3.2. The correspondence " $f \mapsto \omega_{f}$ " induces the following isomorphism:

$$
\mathscr{S}_{2}(\Gamma) \simeq D_{0}^{1}\left(\mathfrak{R}_{\Gamma}\right) .
$$

To define divisors of automorphic forms, we shall generalize the notion of the divisors. For a compact Riemann surface $\mathfrak{R}$, we put

$$
\begin{aligned}
\operatorname{Div}(\Re)_{\mathbb{Q}} & =\operatorname{Div}(\Re) \otimes_{\mathbb{Z}} \mathbb{Q} \\
& =\left\{\sum_{\mathrm{a} \in \mathscr{M}} c_{\mathrm{a}} \mathrm{a} \mid c_{\mathrm{a}} \in \mathbb{Q} \quad \text { and } \quad c_{\mathrm{a}}=0 \text { except for finitely many points } \mathrm{a}\right\} .
\end{aligned}
$$

We call the elements of $\operatorname{Div}(\mathfrak{R})_{\mathbb{Q}}$ divisors with rational coefficients.
Now let $f$ be a nonzero element of $\mathscr{A}_{2 m}(\Gamma)$. We have $v_{\mathrm{a}}(f)=v_{\mathrm{a}}\left(\omega_{f}\right)$ for every ordinary point $\mathbf{a}$. Then the number of the points $\mathbf{a} \in \mathfrak{R}_{\Gamma}$ such that $v_{\mathrm{a}}(f) \neq 0$ is finite, since elliptic points and cusps and points a such that $v_{\mathrm{a}}\left(\omega_{f}\right) \neq 0$ are only finite. Therefore, we can define

$$
\operatorname{div}(f)=\sum_{\mathrm{a} \in \mathfrak{\Re}_{\Gamma}} v_{\mathrm{a}}(f) \mathrm{a}
$$

as an element of $\operatorname{Div}\left(\mathfrak{R}_{\Gamma}\right)_{\mathbb{Q}}$. By (2.3.12), (2.3.14) and Corollary 2.2.2, we get the following

Theorem 2.3.3. Let $k$ be an even integer. For a nonzero element $f$ of $\mathscr{A}_{k}(\Gamma)$, we have

$$
\begin{aligned}
\operatorname{div}(f) & =\operatorname{div}\left(\omega_{f}\right)+\frac{k}{2} \sum_{\mathrm{a}}\left(1-1 / e_{\mathrm{a}}\right) \mathrm{a}, \\
\operatorname{deg}(\operatorname{div}(f)) & =k(g-1)+\frac{k}{2} \sum_{\mathrm{a}}\left(1-1 / e_{\mathrm{a}}\right),
\end{aligned}
$$

where $e_{\mathrm{a}}$ is the ramification index of a and $g$ is the genus of $\mathfrak{R}_{\Gamma}$. We understand $1 / e_{\mathrm{a}}=0$ if a is a cusp.

Remark 2.3.1. Since $1-1 / e_{\mathrm{a}}=0$ for ordinary points $a$, the summation in the right-hand side is virtually a finite sum.

Remark 2.3.2. When $m=0$, the $\operatorname{divisor} \operatorname{div}(f)$ for a nonzero element $f$ of $\mathscr{A}_{0}(\Gamma)$ is nothing but the divisor of $f$ as an element of $K\left(\Re_{\Gamma}\right)^{\times}$.

Remark 2.3.3. Let $f \in \mathscr{A}_{2 m}(\Gamma)$. Then

$$
\omega_{f} \circ \pi=f(z)(d z)^{m}
$$

as differentials of degree $m$ of $\mathbf{H}$. Keeping this in mind, if we define

$$
\begin{equation*}
\operatorname{div}(d z)=-\sum_{\mathrm{a}}\left(1-1 / e_{\mathrm{a}}\right) \mathrm{a} \tag{2.3.16}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\operatorname{div}\left(\omega_{f}\right)=\operatorname{div}(f)+m \operatorname{div}(d z) \tag{2.3.17}
\end{equation*}
$$

Corollary 2.3.4. Let $k$ be an even integer, and assume that $\Gamma$ has cusps. Denote by $r$ the number of inequivalent cusps of $\Gamma$, and by $s$ the number of inequivalent elliptic points. Let $x$ be a cusp of $\Gamma$ and $\sigma$ an element of $S L_{2}(\mathbb{P})$ such that $\sigma x=\infty$. Let $f(z)$, $g(z)$ be elements of $\mathscr{G}_{k}(\Gamma)$ and

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z / h}, \quad\left(\left.h\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=0}^{\infty} b_{n} e^{2 \pi i n z / h}
$$

be the Fourier expansions of $f, h$ at $x$. If $a_{n}=b_{n}$ for every $n \leqq k(g-1)+k(r+s) / 2$, then $f(z)=h(z)$. Here $g$ is the genus of $\mathfrak{R}_{\Gamma}$.

Proof. Put $\omega=\omega_{f-h}$. Suppose $\omega \neq 0$. Then, by (2.3.14), $v_{\pi(x)}(\omega) \geqq k(g-1)$ $+k(r+s-1) / 2+1$. Since both $f$ and $h$ are holomorphic, Theorem 2.3.3 implies that $\omega$ is holomorphic at all points except for cusps and elliptic points. Furthermore, $v_{\mathrm{a}}(\omega) \geqq-k / 2$ for all elliptic points and cusps other than $\pi(x)$ by (2.3.12) and (2.3.14). Therefore $\operatorname{deg}(\operatorname{div}(\omega)) \geqq k(g-1)+1$; this contradicts Corollary 2.2.2. Consequently, $\omega=0$ and $f=h$.

Next we consider the case when $k$ is odd. Assume $-1 \notin \Gamma$. Let $f(z)$ be a nonzero element of $\mathscr{A}_{k}(\Gamma)$. Since $f(z)^{2}$ belongs to $\mathscr{A}_{2 k}(\Gamma)$, we may put

$$
v_{\mathrm{a}}(f)=v_{\mathrm{a}}\left(f^{2}\right) / 2 \quad\left(\mathrm{a} \in \mathfrak{R}_{\Gamma}\right)
$$

We define $\operatorname{div}(f)$ by

$$
\operatorname{div}(f)=\sum_{\mathrm{a} \in \mathfrak{R}_{\Gamma}} v_{\mathrm{a}}(f) \mathrm{a}
$$

Theorem 2.3.5. Let $k$ be an odd integer. Assume - $1 \notin \Gamma$. For a nonzero element $f$ of $\mathscr{A}_{k}(\Gamma)$, we have:

$$
\begin{align*}
\operatorname{div}(f) & =\frac{1}{2} \operatorname{div}\left(\omega_{f^{2}}\right)+\frac{k}{2} \sum_{\mathrm{a}}\left(1-1 / e_{\mathrm{a}}\right) \mathrm{a},  \tag{1}\\
\operatorname{deg}(\operatorname{div}(f)) & =k(g-1)+\frac{k}{2} \sum_{\mathrm{a}}\left(1-1 / e_{\mathrm{a}}\right)
\end{align*}
$$

$$
v_{\mathrm{a}}(f) \equiv\left\{\begin{array}{cl}
1 / 2 & \bmod \mathbb{Z}, \text { if } \mathrm{a} \text { is an irregular cusp } \\
\text { an integer } / e_{\mathrm{a}} & \bmod \mathbb{Z}, \text { if } \mathrm{a} \text { is an elliptic point } \\
0 & \bmod \mathbb{Z}, \text { otherwise }
\end{array}\right.
$$

$$
v_{\mathrm{a}}\left(\omega_{f^{2}}\right)= \begin{cases}\text { odd }, & \text { if a is a regular cusp }  \tag{3}\\ \text { even, }, & \text { otherwise }\end{cases}
$$

Here $e_{\mathrm{a}}$ denotes the ramification index at a . We understand $1 / e_{\mathrm{a}}=0$ if a is a cusp. Proof. The assertion (1) is easily seen by Theorem 2.3.3. Let us prove (2). When a is a cusp, the assertion easily follows from (2.1.15). Suppose a is not a cusp and let $z_{0}$ be a point of $\mathbf{H}$ such that $\pi\left(z_{0}\right)=a$. Then

$$
v_{\mathrm{a}}(f)=v_{\mathrm{a}}\left(f^{2}\right) / 2=\operatorname{ord}_{t}\left(f^{2}\right) / 2 e_{\mathrm{a}}=\operatorname{ord}_{t}(f) / e_{\mathrm{a}}, \quad\left(t=z-z_{0}\right)
$$

This implies (2). By definition, we have

$$
v_{\mathrm{a}}\left(\omega_{f^{2}}\right)=2 v_{\mathrm{a}}(f)-k\left(1-1 / e_{\mathrm{a}}\right) .
$$

Thus, if a is not an elliptic point, the assertion follows from (2). Assume that a is an elliptic point. Then $e_{\mathrm{a}}$ is odd by Lemma 1.5.6(2). Put $v_{\mathrm{a}}\left(\omega_{f^{2}}\right)=u$. Since $u e_{\mathrm{a}}+k\left(e_{\mathrm{a}}-1\right)$ is even by (2), $u$ must be also even. Therefore we get (3).

## § 2.4. The Measure of $\Gamma \backslash \mathbf{H}^{*}$

In this section, we calculate the measure of $\Gamma \backslash \mathbf{H}^{*}$ using the genus $g$ of $\Gamma \backslash \mathbf{H}^{*}$ and ramification indices.

Lemma 2.4.1. Let $m$ be the least common multiple of the orders of all elliptic points of $\Gamma$. Then there exists a nonzero element of $\mathscr{A}_{2 m}(\Gamma)$ which has neither zeros nor poles at any cusp and any elliptic point of $\Gamma$.

Proof. By definition, we have only to show that there exists a nonzero element $f$ of $\mathscr{A}_{2 m}(\Gamma)$ such that $v_{\mathrm{a}}(f)=0$ for all elliptic points and cusps a of $\Re_{\Gamma}$. Let $k$ be a nonzero element of $\mathscr{A}_{2 m}(\Gamma)$. We note that $\operatorname{div}(k)$ belongs to $\operatorname{Div}\left(\mathfrak{R}_{\Gamma}\right)$ by the definition of $m$ and Theorem 2.3.3. Let $\left\{a_{1}, \ldots, a_{r}\right\}$ be the set of all elliptic points and all cusps of $\mathfrak{R}_{\Gamma}$. Take an integer $n$ satisfying

$$
-\operatorname{deg}(\operatorname{div}(k))-1+n>2 g-2
$$

Let $\mathbf{b}$ be a point of $\mathfrak{R}_{\Gamma}$ which is neither an elliptic point nor a cusp, and put

$$
\begin{aligned}
\mathbf{a} & =-\operatorname{div}(k)+n \mathbf{b}, \\
\mathbf{b}_{\mu} & =-\operatorname{div}(k)-\mathbf{a}_{\mu}+n \mathbf{b} \quad(1 \leqq \mu \leqq r)
\end{aligned}
$$

Then we see $L(\mathbf{a}) \supset L\left(\mathbf{b}_{\mu}\right)$ and, by Corollary 2.2.2(3),

$$
\operatorname{dim} L(\mathbf{a})-\operatorname{dim} L\left(\mathbf{b}_{\mu}\right)=1
$$

so that there exists a nonzero element $h(z)$ of $\mathscr{A}_{0}(\Gamma)\left(\simeq K\left(\mathfrak{R}_{\Gamma}\right)\right)$ such that

$$
h \in L(\mathbf{a})-\bigcup_{\mu=1}^{r} L\left(\mathbf{b}_{\mu}\right)
$$

Put $f=k / h$; this is the desired one, since

$$
v_{\mathrm{a}_{\mu}}(h)=v_{\mathrm{a}_{\mu}}(k) \quad(1 \leqq \mu \leqq r)
$$

Lemma 2.4.2. Let $k$ be an even integer, $x_{0} a$ cusp of $\Gamma$, and $f$ a nonzero element of $\mathscr{A}_{k}(\Gamma)$ which has neither a zero nor a pole at $x_{0}$. Let $C$ be a curve contained in a neighborhood of $x_{0}$ satisfying the following conditions:
(i) $\pi(C)$ is a circle around $\pi\left(x_{0}\right)$ oriented counterclockwise;
(ii) C corresponds one-to-one to $\pi(C)$ except for the initial point and the terminal point.
If $C$ tends to $x_{0}$ with respect to the topology of $\mathbf{H}^{*}$, then we have

$$
\lim \int_{C} d \log f=\lim \int_{C} y^{-1} d z=0
$$

Proof. Put a $=\pi\left(x_{0}\right)$. Let $U^{*}$ be a neighborhood of $x_{0}$ such that $V=\pi\left(U^{*}\right)$ is a neighborhood of a as in $\S 1.8$. We may assume that $C$ is contained in $U^{*}$ by taking it sufficiently close to $x_{0}$. Take an element $\sigma$ of $S L_{2}(\mathbb{P})$ so that $\sigma x_{0}=\infty$. Then we see

$$
\begin{equation*}
\int_{C} d \log f=\int_{C} d \log \left(f(z) j(\sigma, z)^{k}\right)-k \int_{C} d \log j(\sigma, z) \tag{2.4.1}
\end{equation*}
$$

We may regard $f(z) j(\sigma, z)^{k}=\left(\left.f\right|_{k} \sigma^{-1}\right)(\sigma z)$ as a function on $V$ (cf. (2.1.13)) which has neither a zero nor a pole at a. Thus the first term of the right-hand side
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converges to 0 as $C$ goes to $x_{0}$. To calculate the second term, put $w=\sigma z$ and $\sigma^{-1}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Then

$$
\begin{aligned}
\int_{\boldsymbol{C}} d \log j(\sigma, z) & =-\int_{\sigma(C)} d \log j\left(\sigma^{-1}, w\right) \\
& =-\int_{w_{0}}^{w_{0}+h} d \log (c w+d) \\
& =-\log \left|\frac{c w_{0}+d+c h}{c w_{0}+d}\right|-i \arg \left(\frac{c w_{0}+d+c h}{c w_{0}+d}\right),
\end{aligned}
$$

where $w_{0}$ and $w_{0}+h(h>0)$ are the initial point and the terminal point of $\sigma(C)$, respectively. We note that $h$ is independent of the choice of $C$. Let $C$ go to $x_{0}$. Then $\sigma(C)$ converges to $\infty$, and so does $w_{0}$. Hence the second term of the right-hand side of (2.4.1) converges to 0 , so that

$$
\lim \int_{C} d \log f=0
$$

Similarly, since we have, by (2.1.2) and (2.1.3),

$$
\left|\int_{C} y^{-1} d z\right| \leqq \int_{\sigma(C)} \operatorname{Im}(w)^{-1}|d w|
$$

and $\sigma(C)$ tends to $\infty$ as $C \rightarrow x_{0}$, we get

$$
\lim \int_{C} y^{-1} d z=0
$$

Theorem 2.4.3. Let $\Gamma$ be a Fuchsian group and $g$ the genus of the Riemann surface $\mathfrak{R}_{\Gamma}$. Then we have

$$
\frac{1}{2 \pi} v\left(\Gamma \backslash \mathbf{H}^{*}\right)=2 g-2+\sum_{\mathrm{a} \in \mathfrak{R}_{r}}\left(1-1 / e_{\mathrm{a}}\right)
$$

Here $e_{\mathrm{a}}$ denotes the ramification index of $\mathrm{a} \in \mathfrak{R}_{\Gamma}$, and we understand $1 / e_{\mathrm{a}}=0$ if a is a cusp.

Proof. Take an integer $m$ and a nonzero element $f$ of $\mathscr{A}_{2 m}(\Gamma)$ as in Lemma 2.4.1. Then $f$ has neither a zero nor a pole at every elliptic point and every cusp of $\Gamma$. Since $\mathfrak{R}_{\Gamma}$ is a compact real manifold of dimension 2 , there exist curves $L_{\mu}(1 \leqq \mu \leqq l)$ such that $\mathfrak{R}_{\Gamma}-\bigcup_{\mu=1}^{l} L_{\mu}$ is simply connected. We may assume that no cusps lie on $L_{\mu}$. Taking a point b on $\bigcup_{\mu=1}^{l} L_{\mu}$, we connect elliptic points and cusps with b in $\mathfrak{R}_{\Gamma}-\bigcup_{\mu=1}^{t} L_{\mu}$ by curves $L_{\nu}(l+1 \leqq \nu \leqq t)$ which do not intersect each other (see Figure 2.4.2). We can take $L_{v}(l+1 \leqq v \leqq t)$ so that neither zeros nor poles of $f$ lie on it. Now there exists an open connected subset $U$ in $\mathbf{H}$ which is homeomorphic to $\Re_{\Gamma}-\bigcup_{\mu=1}^{t} L_{\mu}$. In fact, take a point c on $\Re_{\Gamma}-\bigcup_{\mu=1}^{t} L_{\mu}$, and let $z_{0}$ be a point of $\mathbf{H}$ such that $\pi\left(z_{0}\right)=\mathbf{c}$. Let $\mathbf{M}$ be the set of the curves $C$ on $\mathbf{H}$ which have the initial point $z_{0}$ and are mapped bijectively into $\Re_{\Gamma}-\bigcup_{\mu=1}^{t} L_{\mu}$ by $\pi$.
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Then the set $U$ consisting of the terminal points of curves $C \in \mathrm{M}$ is the desired one. Put $F=\bar{U}$, then it is a fundamental domain of $\Gamma$. Let $x_{1}, \ldots, x_{r}$ be the apices of $F$ which are cusps of $\Gamma$. Let $C_{v}(1 \leqq v \leqq r)$ be a curve contained in a neighborhood of $x_{v}$ whose image $\pi\left(C_{v}\right)$ by $\pi$ is a circle around $\pi\left(x_{v}\right)$ oriented counterclockwise. Let $M$ be the compact set surrounded by the boundary of $F$ and the curves $C_{v}(1 \leqq v \leqq r)$ (see Figure 2.4.3). By the definition of the measure of $\Gamma \backslash \mathbf{H}^{*}$, we have

$$
v\left(\Gamma \backslash \mathbf{H}^{*}\right)=v(F)=\lim _{\substack{C_{v} \rightarrow x_{v} \\ 1 \leqq v}} \int_{M} \frac{d x \wedge d y}{y^{2}} \quad(z=x+i y)
$$

By the Stokes theorem, we see

$$
\int_{M} \frac{d x \wedge d y}{y^{2}}=\int_{\partial M} \frac{d z}{y}=\int_{\partial M}\left(\frac{d z}{y}+\frac{i}{m} d \log f\right)-\frac{i}{m} \int_{\partial M} d \log f
$$

where $\partial M$ denotes the boundary of $M$ oriented counterclockwise. Since $f(\gamma z)=f(z) j(\gamma, z)^{2 m}$ for $\gamma \in \Gamma$, we see

$$
(d \log f) \circ \gamma-d \log f=2 m d \log j(\gamma, z)
$$
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This combined with Lemma 1.4.3(1) implies that $y^{-1} d z+(i / m) d \log f$ is invariant under the action of $\Gamma$. Therefore we can regard it a differential on $\Gamma \backslash \mathbf{H}^{*}$. By our construction of $M$, the boundary of $M$ except for $C_{v}(1 \leqq v \leqq r)$ consists of the pairs of the sides which are transformed by $\Gamma$ and have opposite orientations. Consequently,

$$
\int_{\partial M-U_{v} C_{v}}\left(\frac{d z}{y}+\frac{i}{m} d \log f\right)=0
$$

so that

$$
\int_{\partial M}\left(\frac{d z}{y}+\frac{i}{m} d \log f\right)=-\sum_{v=1}^{r} \int_{C_{v}}\left(\frac{d z}{y}+\frac{i}{m} d \log f\right) .
$$

By Lemma 2.4.2, the right-hand side converges to 0 as $C_{v}$ 's go to $x_{v}$ for all $x_{v}$. Moreover, when $C_{v}$ is sufficiently close to $x_{v}$, we may consider that both zeros and poles of $f$ are contained inside of $M$. Therefore we get

$$
-\frac{i}{m} \int_{\partial M} d \log f=\frac{2 \pi}{m} \operatorname{deg}(\operatorname{div}(f)) .
$$

This combined with Theorem 2.3 .3 implies the assertion.

## §2.5. Dimensions of $\mathscr{G}_{k}(\Gamma)$ and $\mathscr{S}_{k}(\Gamma)$

We are going to calculate dimensions of $\mathscr{G}_{k}(\Gamma)$ and $\mathscr{T}_{k}(\Gamma)$ using the RiemannRoch theorem. We assume $-1 \notin \Gamma$ if $k$ is odd. For any real number $x,[x]$ denotes the largest integer $\leqq x$. For an element $\mathbf{a}=\sum_{\mathrm{a}} c_{\mathrm{a}} \mathrm{a}$ of $\operatorname{Div}\left(\mathfrak{R}_{\Gamma}\right)_{\mathbb{Q}}$, put

$$
[\mathbf{a}]=\sum_{\mathbf{a}}\left[c_{\mathrm{a}}\right] \mathrm{a} .
$$

Let $b_{1}, \ldots, b_{t}$ be all the cusps of $\Re_{\Gamma}$. When $k$ is odd, we take $b_{1}, \ldots, b_{t}$ so that $\mathrm{b}_{1}, \ldots, \mathrm{~b}_{u}$ are regular and $\mathrm{b}_{u+1}, \ldots, \mathrm{~b}_{t}$ are irregular. Let $f_{0}$ be a nonzero element of $\mathscr{A}_{k}(\Gamma)$. (The existence of such a form was proved in Theorem 2.3.1 for even $k$, and will be proved for odd $k$ in Theorem 2.6.8.) Then we have the following

Lemma 2.5.1. With the above notation, the following isomorphisms hold as vector spaces over $\mathbb{C}$.
(1) $\mathscr{G}_{\boldsymbol{k}}(\Gamma) \simeq L\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)$.
(2) $\mathscr{S}_{k}(\Gamma) \simeq \begin{cases}L\left(\left[\operatorname{div}\left(f_{0}\right)-\sum_{v=1}^{t} \mathrm{~b}_{v}\right]\right) & \text { (k: even }, \\ L\left(\left[\operatorname{div}\left(f_{0}\right)-\sum_{v=1}^{u} \mathrm{~b}_{v}-\frac{1}{2} \sum_{v=u+1}^{t} \mathrm{~b}_{v}\right]\right) & (k: \text { odd }) .\end{cases}$

Proof. Since

$$
\mathscr{A}_{k}(\Gamma)=\left\{f f_{0} \mid f \in \mathscr{A}_{0}(\Gamma)\right\}
$$

wee see, by definition,

$$
\begin{aligned}
\mathscr{G}_{k}(\Gamma) & =\left\{f f_{0} \mid f \in \mathscr{A}_{0}(\Gamma), \quad f=0 \quad \text { or } \quad \operatorname{div}\left(f f_{0}\right) \geqq 0\right\} \\
& \simeq\left\{f \in \mathscr{A}_{0}(\Gamma) \mid f=0 \quad \text { or } \quad \operatorname{div}(f)+\operatorname{div}\left(f_{0}\right) \geqq 0\right\} \\
& \simeq\left\{\phi \in K\left(\Re_{\Gamma}\right) \mid \phi=0 \quad \text { or } \quad \operatorname{div}(\phi)+\operatorname{div}\left(f_{0}\right) \geqq 0\right\} .
\end{aligned}
$$

The last space is no other than $L\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)$, since $\operatorname{div}(\phi)+\operatorname{div}\left(f_{0}\right) \geqq 0$ is equivalent to saying that $\operatorname{div}(\phi)+\left[\operatorname{div}\left(f_{0}\right)\right] \geqq 0$. This shows (1). Next suppose $f f_{0}$ is a nonzero element of $\mathscr{G}_{k}(\Gamma)$. Then

$$
f f_{0} \in \mathscr{S}_{k}(\Gamma) \Leftrightarrow v_{\mathbf{b}_{v}}\left(f f_{0}\right)>0 \quad(1 \leqq v \leqq t)
$$

When either $k$ is even, or $k$ is odd and $1 \leqq v \leqq u$, we see

$$
\begin{aligned}
v_{\mathbf{b}_{v}}\left(f f_{0}\right)>0 & \Leftrightarrow v_{\mathrm{b}_{\mathbf{v}}}\left(f f_{0}\right) \geqq 1 \\
& \Leftrightarrow v_{\mathbf{b}_{\mathbf{v}}}(f)+v_{\mathrm{b}_{v}}\left(f_{0}\right)-1 \geqq 0
\end{aligned}
$$

When $k$ is odd and $u+1 \leqq v \leqq t$, we get

$$
\begin{aligned}
v_{\mathrm{b}_{v}}\left(f f_{0}\right)>0 & \Leftrightarrow v_{\mathrm{b}_{v}}\left(f f_{0}\right) \geqq 1 / 2 \\
& \Leftrightarrow v_{\mathrm{b}_{v}}(f)+v_{\mathrm{b}_{v}}\left(f_{0}\right)-1 / 2 \geqq 0 .
\end{aligned}
$$

Therefore a similar argument as above shows (2).
We are going to calculate dimensions of the spaces in Lemma 2.5.1. Let $\mathrm{a}_{1}, \ldots, \mathrm{a}_{r}$ be all elliptic points of $\mathfrak{R}_{\Gamma}$, and $e_{\mu}$ the ramification index of $\mathrm{a}_{\mu}$ $(1 \leqq \mu \leqq r)$. Put

$$
d=2 g-2+\sum_{\mu=1}^{r}\left(1-1 / e_{\mu}\right)+t
$$

with genus $g$ of $\mathfrak{R}_{\Gamma}$. We note that for any nonzero element $h(z)$ of $\mathscr{A}_{k}(\Gamma)$, $\operatorname{deg}(\operatorname{div}(h))=k d / 2$ and $d=(2 \pi)^{-1} v\left(\Gamma \backslash \mathbf{H}^{*}\right)>0$ by Theorem 2.4.3.
$1^{\circ}$ Suppose $k<0$. Since

$$
\operatorname{deg}\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right) \leqq \operatorname{deg}\left(\operatorname{div}\left(f_{0}\right)\right)=k d / 2<0
$$

we get

$$
\operatorname{dim} \mathscr{G}_{k}(\Gamma)=\operatorname{dim} \mathscr{S}_{k}(\Gamma)=0
$$

$2^{\circ}$ Let $k=0$. Then $f_{0}$ can be considered as an element of $K\left(\Re_{\Gamma}\right)^{x}$, and therefore

$$
\operatorname{dim} \mathscr{G}_{0}(\Gamma)=l\left(\operatorname{div}\left(f_{0}\right)\right)=1,
$$

and

$$
\operatorname{dim} \mathscr{S}_{0}(\Gamma)=l\left(\operatorname{div}\left(f_{0}\right)-\sum_{v=1}^{t} \mathrm{~b}_{v}\right)= \begin{cases}1 & \text { if } t=0 \\ 0 & \text { if } t \geqq 1\end{cases}
$$

$3^{\circ}$ Assume $k \geqq 3$ and put

$$
\mathbf{a}= \begin{cases}{\left[\operatorname{div}\left(f_{0}\right)-\sum_{v=1}^{t} \mathbf{b}_{v}\right]} & (k: \text { even }), \\ {\left[\operatorname{div}\left(f_{0}\right)-\sum_{v=1}^{u} \mathbf{b}_{v}-\frac{1}{2} \sum_{v=u+1}^{t} \mathbf{b}_{v}\right]} & (k: \text { odd }) .\end{cases}
$$

By Theorem 2.3.3 and Theorem 2.3.5, we see
$\mathbf{a}=\left\{\begin{array}{l}\operatorname{div}\left(\omega\left(f_{0}\right)\right)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right] \mathbf{a}_{\mu}+\sum_{v=1}^{\mathbf{t}} \frac{k-2}{2} \mathbf{b}_{v} \quad(k: \text { even }), \\ \frac{1}{2} \operatorname{div}\left(\omega\left(f_{0}^{2}\right)\right)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right] \mathbf{a}_{\mu}+\sum_{v=1}^{u} \frac{k-2}{2} \mathbf{b}_{v}+\sum_{v=u+1}^{t} \frac{k-1}{2} \mathbf{b}_{v}\end{array}\right.$ ( $k$ : odd),
and therefore,
$\operatorname{deg}(\mathbf{a})=\left\{\begin{array}{l}\frac{k}{2}(2 g-2)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right]+\frac{k-2}{2} t \quad(k: \text { even }), \\ \frac{k}{2}(2 g-2)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right]+\frac{k-2}{2} u+\frac{k-1}{2}(t-u)\end{array}\right.$
( $k$ : odd).
In particular,

$$
\operatorname{deg}(\mathbf{a}) \geqq \frac{k}{2}(2 g-2)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right]+\frac{k-2}{2} t .
$$

Since $\frac{k}{2}\left(e_{\mu}-1\right)$ is integral,

$$
\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right] \geqq \frac{k-2}{2}\left(1-1 / e_{\mu}\right),
$$

so that

$$
\begin{aligned}
\operatorname{deg}(\mathbf{a})-(2 g-2) & \geqq \frac{k-2}{2}\left\{(2 g-2)+\sum_{\mu=1}^{r}\left(1-1 / e_{\mu}\right)+t\right\} \\
& =\frac{k-2}{2} d>0 .
\end{aligned}
$$

Since $\operatorname{deg}(\mathbf{a}) \leqq \operatorname{deg}\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)$, we get

$$
\operatorname{deg}\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)>(2 g-2)
$$

By Lemma 2.5.1 and Corollary 2.2.2(3), we obtain

$$
\begin{aligned}
& \operatorname{dim} \mathscr{G}_{k}(\Gamma)=\operatorname{deg}\left[\operatorname{div}\left(f_{0}\right)\right]-g+1 \\
& \operatorname{dim} \mathscr{S}_{k}(\Gamma)=\operatorname{deg}(\mathbf{a})-g+1
\end{aligned}
$$

Since $\operatorname{deg}\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)-\operatorname{deg}(\mathbf{a})$ is equal to $t$ if $k$ is even, or equal to $u$ if $k$ is odd, we see

$$
\operatorname{dim} \mathscr{G}_{k}(\Gamma)-\operatorname{dim} \mathscr{S}_{k}(\Gamma)= \begin{cases}t & (k: \text { even }) \\ u & (k: \text { odd })\end{cases}
$$

$4^{\circ}$ Let $k=2$. Since $\mathscr{S}_{2}(\Gamma) \simeq D_{0}^{1}\left(\mathfrak{R}_{\Gamma}\right)$, we obtain by (2.2.14) that

$$
\operatorname{dim} \mathscr{S}_{2}(\Gamma)=g
$$

Since $\left[\operatorname{div}\left(f_{0}\right)\right]=\operatorname{div}\left(\omega\left(f_{0}\right)\right)+\sum_{v=1}^{t} \mathbf{b}_{v}$, we have by (2.2.12) and (2.2.13) that

$$
l\left(\operatorname{div}\left(\omega\left(f_{0}\right)\right)-\left[\operatorname{div}\left(f_{0}\right)\right]\right)=l\left(-\sum_{v=1}^{t} \mathbf{b}_{v}\right)= \begin{cases}0 & (t>0) \\ 1 & (t=0)\end{cases}
$$

By Theorem 2.2.1, we get

$$
\operatorname{dim} \mathscr{G}_{2}(\Gamma)=l\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)= \begin{cases}g+t-1 & (t>0) \\ g & (t=0)\end{cases}
$$

$5^{\circ}$ When $k=1$, we have by Theorem 2.2.1

$$
l\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)-l\left(\operatorname{div}\left(\omega\left(f_{0}^{2}\right)\right)-\left[\operatorname{div}\left(f_{0}\right)\right]\right)=\operatorname{deg}\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right)-g+1
$$

Since by Theorem 2.3.5,

$$
L\left(\operatorname{div}\left(\omega\left(f_{0}^{2}\right)\right)-\left[\operatorname{div}\left(f_{0}\right)\right]\right)=L\left(\left[\operatorname{div}\left(f_{0}\right)-\sum_{v=1}^{u} \mathrm{~b}_{v}-\frac{1}{2} \sum_{v=u+1}^{t} \mathrm{~b}_{v}\right]\right) \simeq \mathscr{S}_{1}(\Gamma)
$$

and

$$
\begin{aligned}
\operatorname{deg}\left(\left[\operatorname{div}\left(f_{0}\right)\right]\right) & =\operatorname{deg}\left(\operatorname{div}\left(f_{0}\right)\right)-\frac{1}{2} \sum_{\mu=1}^{r}\left(1-1 / e_{\mu}\right)-(t-u) / 2 \\
& =g-1+u / 2
\end{aligned}
$$

we obtain

$$
\operatorname{dim} \mathscr{G}_{1}(\Gamma)-\operatorname{dim} \mathscr{S}_{1}(\Gamma)=u / 2
$$

We note that general calculation of dimensions of $\mathscr{G}_{1}(\Gamma)$ and $\mathscr{S}_{1}(\Gamma)$ is an open problem.

Summing up all together, we obtain the following

Theorem 2.5.2. Let $k$ be an even integer, $g$ the genus of $\mathfrak{R}_{\Gamma}, e_{1}, \ldots, e_{r}$ the orders of inequivalent elliptic points of $\Gamma$, and $t$ the number of the inequivalent cusps of $\Gamma$. Then

$$
\operatorname{dim} \mathscr{S}_{k}(\Gamma)= \begin{cases}(k-1)(g-1)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right]+\left(\frac{k}{2}-1\right) t & (k>2) \\ g & (k=2) \\ 1 & (k=0, t=0) \\ 0 & (k=0, t>0) \\ 0 & (k<0)\end{cases}
$$

$$
\operatorname{dim} \mathscr{G}_{k}(\Gamma)= \begin{cases}\operatorname{dim} \mathscr{S}_{k}(\Gamma)+t & (k \geqq 4) \\ \operatorname{dim} \mathscr{S}_{2}(\Gamma)+t-1 \quad(=g+t-1) & (k=2, t>0) \\ \operatorname{dim} \mathscr{S}_{2}(\Gamma)(=g) & (k=2, t=0) \\ 1 & (k=0) \\ 0 & (k<0)\end{cases}
$$

Theorem 2.5.3. Let $k$ be an odd integer, and assume $-1 \notin \Gamma$. Let $g$ and $\left\{e_{\mu}\right\}_{\mu=1}^{r}$ be the same as in Theorem 2.5.2. Further let $u$ and $v$ be the numbers of the inequivalent regular and irregular cusps of $\Gamma$, respectively. Then

$$
\begin{gathered}
\operatorname{dim} \mathscr{S}_{k}(\Gamma)= \begin{cases}(k-1)(g-1)+\sum_{\mu=1}^{r}\left[\frac{k}{2}\left(1-1 / e_{\mu}\right)\right]+\frac{k-2}{2} u+\frac{k-1}{2} v & (k \geqq 3), \\
0 & (k<0)\end{cases} \\
\operatorname{dim} \mathscr{G}_{k}(\Gamma)= \begin{cases}\operatorname{dim} \mathscr{S}_{k}(\Gamma)+u & (k \geqq 3) \\
\operatorname{dim} \mathscr{S}_{1}(\Gamma)+u / 2 & (k=1) \\
0 & (k<0)\end{cases}
\end{gathered}
$$

## §2.6. Poincaré Series and Eisenstein Series

We are going to construct automorphic forms called Poincaré series.

Theorem 2.6.1. Let $z_{0}$ be a point of $\mathbf{H}$ and $\delta$ a positive real number such that the set $M=\left\{z \in \mathbb{C}| | z-z_{0} \mid \leqq 3 \delta\right\}$ is included in $\mathbf{H}$. For any real numbers $k$ and $p \geqq 1$, there exists a constant $C$ satisfying

$$
\left|f\left(z_{1}\right)\right| \leqq C\left(\int_{M}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p} \quad\left(\left|z_{1}-z_{0}\right| \leqq \delta\right)
$$

for any continuous function $f(z)$ on $M$ which is holomorphic on the interior of $M$. Proof. Let $f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{1}\right)^{n}$ be the Taylor expansion of $f(z)$ at $z_{1}$. Since

$$
\int_{\left|z-z_{1}\right| \leq \delta} f(z) d x d y=\int_{0}^{2 \pi} \int_{0}^{\delta} \sum_{n=0}^{\infty} a_{n} r^{n+1} e^{i n \theta} d r d \theta=\pi \delta^{2} a_{0},
$$

we see

$$
\begin{aligned}
\left|f\left(z_{1}\right)\right| & \leqq\left(\pi \delta^{2}\right)^{-1} \int_{M}|f(z)| d x d y \\
& \leqq\left(\pi \delta^{2} C_{1}\right)^{-1} \int_{M}\left|f(z) \operatorname{Im}(z)^{k / 2}\right| d v(z)
\end{aligned}
$$

with $C_{1}=\inf \left\{\operatorname{Im}(z)^{k / 2-2} \mid z \in M\right\}$. By Hölder's inequality, we get

$$
\begin{equation*}
\left|f\left(z_{1}\right)\right| \leqq\left(\pi \delta^{2} C_{1}\right)^{-1}\left(\int_{M} d v(z)\right)^{1 / q}\left(\int_{M}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p} \tag{2.6.1}
\end{equation*}
$$

with $q$ such that $1<q \leqq \infty$ and $1 / p+1 / q=1$. Thus, it is sufficient to put $C=\left(\pi \delta^{2} C_{1}\right)^{-1}\left(\int_{M} d v(z)\right)^{1 / q}$.

From the above theorem we easily get the following
Corollary 2.6.2. Let $k$, $p$ be the same as in Theorem 2.6.1. For an open subset $\boldsymbol{U}$ of $\mathbf{H}$ and a point $z_{0}$ of $U$, there exists a constant $C$ such that

$$
\left|f\left(z_{0}\right)\right| \leqq C\left(\int_{U}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p}
$$

for any holomorphic function $f(z)$ on $U$.
The following theorem will be used in Chapter 6.
Theorem 2.6.3. Let $k, p$ be the same as in Theorem 2.6.1. Assume that $f(z)$ is holomorphic on $\mathbf{H}$ and $\int_{\mathbf{H}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)<\infty$. Then, for any real number $a, b$ such that $0<a<b$,

$$
\lim _{|x| \rightarrow \infty}|f(z)|=0
$$

uniformly with respect to $y$ on the interval $[a, b]$, where $z=x+i y$.
Proof. Take a real number $\delta$ so that $0<2 \delta<a$, and put for a positive integer $n$

$$
\begin{aligned}
& U_{n}=\{z \in \mathbf{H} \mid a-2 \delta \leqq \operatorname{Im}(z) \leqq b+2 \delta, \\
& n-2 \delta \leqq \operatorname{Re}(z) \leqq n+1+2 \delta\}, \\
& V_{n}=\{z \in \mathbf{H} \mid a \leqq \operatorname{Im}(z) \leqq b, \quad n \leqq \operatorname{Re}(z) \leqq n+1\} .
\end{aligned}
$$

Let $z_{0} \in V_{n}$, then $\left\{z \in \mathbb{C}\left|\left|z-z_{0}\right| \leqq 2 \delta\right\} \subset U_{n}\right.$. Therefore by (2.6.1),

$$
\left|f\left(z_{0}\right)\right| \leqq\left(\pi \delta^{2} C_{1}\right)^{-1} v\left(U_{n}\right)^{1 / q}\left(\int_{U_{n}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p}
$$

with $q$ such that $1<q \leqq \infty, 1 / p+1 / q=1$, and a constant $C_{1}$. Since the measure $v\left(U_{n}\right)$ is independent of $n$, and

$$
\lim _{n \rightarrow \infty} \int_{U_{n}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)=0
$$

by assumption, we obtain

$$
\lim _{\left|x_{0}\right| \rightarrow \infty}\left|f\left(z_{0}\right)\right|=0 \quad\left(z_{0}=x_{0}+i y_{0}\right)
$$

uniformly with respect to $y_{0}$ on $[a, b]$.

Corollary 2.6.4. Let $k, p$ be the same as in Theorem 2.6.1, and $U$ a subdomain of $\mathbf{H}$. For a holomorphic function $f(z)$ on $U$, we put

$$
\|f\|_{U}=\left(\int_{U}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p}
$$

If a sequence $\left\{f_{n}(z)\right\}$ of holomorphic functions on $U$ satisfies Cauchy's condition with respect to the norm $\|\cdot\|_{U}$, then $\left\{f_{n}(z)\right\}$ converges to a holomorphic function on $U$ uniformly on any compact subset of $U$.

Proof. By Corollary 2.6 .2 , for any point $z$ of $U$, a sequence $\left\{f_{n}(z)\right\}$ of complex numbers is a Cauchy sequence. Then we can define $f(z)=\lim _{n \rightarrow x} f_{n}(z)$. For any point $z_{0}$ of $U$, take $\delta>0$ so that $\left\{z \in \mathbb{C}\left|\left|z-z_{0}\right| \leqq 2 \delta\right\} \subset U\right.$. By Theorem 2.6.1, there exists a constant $C$ such that

$$
\left|f_{n}(z)-f_{m}(z)\right| \leqq C\left\|f_{n}-f_{m}\right\|_{U}
$$

for any $z$ satisfying $\left|z-z_{0}\right| \leqq \delta$. For any $\varepsilon>0$, take an integer $N$ so that $\left\|f_{n}-f_{m}\right\|_{U}<\varepsilon / 2 C$ if $m, n>N$. For $z$ satisfying $\left|z-z_{0}\right| \leqq \delta$, take an integer $n(z)>N$ so that $\left|f(z)-f_{n(z)}(z)\right|<\varepsilon / 2$. Then we see

$$
\left|f(z)-f_{n}(z)\right| \leqq\left|f(z)-f_{n(z)}(z)\right|+\left|f_{n(z)}-f_{n}(z)\right|<\varepsilon
$$

for any $n>N$ and any $z$ satisfying $\left|z-z_{0}\right| \leqq \delta$. Thus $f_{n}$ converges to $f$ uniformly on $\left|z-z_{0}\right| \leqq \delta$. This implies $\left\{f_{n}\right\}$ converges to $f$ uniformly on any compact subset of $U$, and therefore, $f$ is holomorphic on $U$.

Lemma 2.6.5. Let $\left\{f_{n}(z)\right\}$ be a sequence of holomorphic functions on a domain $D$ of $\mathbb{C}$. Let $z_{0}$ be a point of $D$. If $f_{n}(z)$ converges uniformly on any compact subset of $D-\left\{z_{0}\right\}$, then so does it uniformly on any compact subset of $D$.

Proof. We have only to see that it converges uniformly on some neighborhood of $z_{0}$. Take a positive number $r$ so small that $\left\{z \in \mathbb{C}\left|\left|z-z_{0}\right|<r\right\} \subset D\right.$. Then

$$
f_{n}(z)=\frac{1}{2 \pi i} \int_{\left|\zeta-z_{0}\right|=r} \frac{f_{n}(\zeta)}{\zeta-z} d \zeta \quad\left(\left|z-z_{0}\right|<r\right)
$$

Since $f_{n}(\zeta)$ converges uniformly on $\left|\zeta-z_{0}\right|=r, f_{n}(z)$ also converges uniformly on $\left\{z \in \mathbb{C}\left|\left|z-z_{0}\right|<r / 2\right\}\right.$.

Let $\Gamma$ be a Fuchsian group, $\chi$ a character of $\Gamma$ of finite order, and $k$ an integer. We suppose $\chi(-1)=(-1)^{k}$ if $-1 \in \Gamma$. Let $A$ be a subgroup of $\Gamma$, and $\phi(z)$ a meromorphic function of $\mathbf{H}$ satisfying the following conditions:
(i) $\left.\phi\right|_{k} \lambda=\chi(\lambda) \phi$ for any $\lambda \in \Lambda$;
(ii) the number of $\Lambda$-inequivalent poles of $\phi(z)$ is finite;
(iii) let $z_{1}, \ldots, z_{m}$ be all $\Lambda$-inequivalent poles of $\phi(z)$, and $x_{1}, \ldots, x_{r}$ all $\Gamma$-inequivalent cusps of $\Gamma$, Then, for any neighborhoods $U_{\mu}$ of $z_{\mu}$ and $V_{v}$ of $x_{v}$,

$$
\int_{A \backslash \mathbf{H}^{\prime}}|\phi(z)| \operatorname{Im}(z)^{k / 2} d v(z)<\infty,
$$

where $\quad \mathbf{H}^{\prime}=\mathbf{H}-\bigcup_{\mu=1}^{m} \bigcup_{\lambda \in A} \lambda U_{\mu}-\bigcup_{v=1}^{r} \bigcup_{\gamma \in \Gamma} \gamma V_{v}$.
For such a function $\phi(z)$, we define

$$
\begin{equation*}
F(z)=F_{k}(z ; \phi, \chi, \Lambda, \Gamma)=\sum_{\gamma \in \Lambda \backslash \Gamma} \overline{\chi(\gamma)}\left(\left.\phi\right|_{k} \gamma\right)(z) \quad(z \in \mathbf{H}) . \tag{2.6.2}
\end{equation*}
$$

It is obvious by the definition of the series and condition (i) that if $F(z)$ is convergent, then it is independent of the choice of the representatives of $\Lambda \backslash \Gamma$, and

$$
\left.F\right|_{k} \gamma=\chi(\gamma) F \quad \text { for any } \gamma \in \Gamma .
$$

We call this series the Poincaré series.

Theorem 2.6.6. Under the same notation and assumptions as above, we have:
(1) $F(z)$ is convergent absolutely and uniformly on any compact subset of $\mathbf{H}-\left\{\gamma z_{\mu} \mid \gamma \in \Gamma, 1 \leqq \mu \leqq m\right\}$, and $F(z)$ belongs to $\Omega_{k}(\Gamma, \chi)$;
(2) if $\phi(z)$ has a pole at $w \in \mathbf{H}$ and is holomorphic at $\gamma w$ for all $\gamma \in \Gamma-\{ \pm 1\} \cdot \Lambda$, then $F(z)$ has also a pole at $w$ and its order is equal to that of $\phi(z)$.

Proof. Let $z_{0}$ be any element of $\mathbf{H}-\left\{\gamma z_{\mu} \mid \gamma \in \Gamma, 1 \leqq \mu \leqq m\right\}$. Take $U_{\mu}, V_{v}$ and a neighborhood $W$ of $z_{0}$ so that

$$
\begin{gather*}
\gamma W \cap U_{\mu}=\varnothing, \quad \gamma W \cap V_{v}=\varnothing \quad(\gamma \in \Gamma, 1 \leqq \mu \leqq m, 1 \leqq v \leqq r)  \tag{2.6.3}\\
\{\gamma \in \Gamma \mid \gamma W \cap W \neq \varnothing\}=\Gamma_{z_{0}} . \tag{2.6.4}
\end{gather*}
$$

Then

$$
\begin{align*}
\int_{\boldsymbol{W}} \sum_{\gamma \in \Lambda \backslash \Gamma}\left|\left(\left.\phi\right|_{k} \gamma\right)(z)\right| \operatorname{Im}(z)^{k / 2} d v(z) & =\sum_{\gamma \in \Lambda \backslash \Gamma} \int_{\boldsymbol{W}}|\phi(\gamma z)| \operatorname{Im}(\gamma z)^{k / 2} d v(z)  \tag{2.6.5}\\
& =\sum_{\gamma \in \Lambda \backslash \Gamma} \int_{\gamma \boldsymbol{W}}|\phi(z)| \operatorname{Im}(z)^{k / 2} d v(z) .
\end{align*}
$$

We see that $\gamma W \subset \mathbf{H}^{\prime}$ by (2.6.3), and for an element $\gamma_{1}$ of $\Gamma$, (2.6.4) implies

$$
\begin{aligned}
\mid \Lambda \backslash\left\{\gamma \in \Gamma \mid \lambda \gamma W \cap \gamma_{1} W \neq \varnothing \text { for some } \lambda \in \Lambda\right\} \mid & \leqq\left|\Lambda \backslash \Lambda \gamma_{1} \Gamma_{z_{0}}\right| \\
& \leqq\left|\Gamma_{z_{0}}\right| .
\end{aligned}
$$

Therefore,

$$
\leqq\left|\Gamma_{z_{0}}\right| \int_{\Lambda \backslash \mathbf{H}^{\prime}}|\phi(z)| \operatorname{Im}(z)^{k / 2} d v(z)<\infty
$$

Applying Corollary 2.6 .4 for $p=1$, we see that $F(z)$ is convergent uniformly on any compact subset of $W$, and is holomorphic on $W$. This implies $F(z)$ is holomorphic on $\mathbf{H}-\left\{\gamma z_{\mu} \mid \gamma \in \Gamma, 1 \leqq \mu \leqq m\right\}$. Next put $z^{\prime}=\gamma_{1} z_{1}$ with $\gamma_{1} \in \Gamma$ and

$$
\Gamma_{0}=\left\{\gamma \in \Gamma \mid \phi(z) \quad \text { has a pole at } \gamma z^{\prime}\right\} .
$$

Then $\gamma_{1}^{-1} \Gamma_{z^{\prime}} \subset \Gamma_{0}, \Lambda \gamma_{1}^{-1} \subset \Gamma_{0}$, and $\left|\Lambda \backslash \Gamma_{0} / \Gamma_{z^{\prime}}\right| \leqq m$. Write

$$
F(z)=\Sigma_{1} \overline{\chi(\gamma)}\left(\left.\phi\right|_{k} \gamma\right)(z)+\Sigma_{2} \overline{\chi(\gamma)}\left(\left.\phi\right|_{k} \gamma\right)(z)
$$

where $\Sigma_{1}$ is the summation taken over the representatives $\gamma$ such that $A \gamma \subset \Gamma_{0}$, and $\Sigma_{2}$ is the summation over the rest. Then we see by a similar argument as above that $\Sigma_{1}$ is a finite sum, and by Lemma 2.6.5 $\Sigma_{2}$-part is holomorphic on $\gamma_{1} U_{1}$. Therefore $F(z)$ is holomorphic on $\gamma_{1} U_{1}-\left\{z^{\prime}\right\}$ and has at most a pole at $z^{\prime}$. Since this also holds for $z_{2}, \ldots, z_{m}, F(z)$ is a meromorphic function on $H$. The automorphy of $F(z)$ has already been proved. Therefore the first assertion is proved. Next assume that $w=z_{1}=z^{\prime}$ satisfies the condition of (2). Then $\Gamma_{0}=\Lambda \cdot Z(\Gamma)$ and $\Sigma_{1} \overline{\chi(\gamma)}\left(\left.\phi\right|_{k} \gamma\right)(z)=c \phi(z)$ with $c=|Z(\Gamma)| /|Z(\Lambda)|$. Therefore $F(z)$ has a pole at $w$ and the orders of poles of $F$ and $\phi$ at $w$ are equal.

We are going to give some sufficient conditions for $\phi(z)$ under which $F(z)$ is holomorphic at a cusp. Let $x$ be a cusp of $\Gamma$ and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. We impose the following two additional conditions:
(iv) if $x$ is not a cusp of $\Lambda$, then there exist positive numbers $M, l$ and $\varepsilon$ such that

$$
\left|\left(\left.\phi\right|_{k} \sigma^{-1}\right)(z)\right| \leqq M|z|^{-1-\varepsilon} \quad(\operatorname{Im}(z)>l) ;
$$

(v) if $x$ is a cusp of $\Lambda$, then there exist $M, l(>0)$ and $\varepsilon(\geqq 0)$ satisfying

$$
\left|\left(\left.\phi\right|_{k} \sigma^{-1}\right)(z)\right| \leqq M|z|^{-\varepsilon} \quad(\operatorname{Im}(z)>l) .
$$

Theorem 2.6.7. Assume that $\Gamma, \Lambda, \phi(z)$ satisfy the foregoing conditions (i) through (iii). Let $x_{0}$ be a cusp of $\Gamma$. If conditions (iv) and (v) are satisfied for every cusp $x$ which is $\Gamma$-equivalent to $x_{0}$, then $F(z)$ is holomorphic at $x_{0}$. Moreover, if we can take $\varepsilon$ in (v) positive for all $x$ which are $\Gamma$-equivalent to $x_{0}$, then $F(z)$ has a zero at $x_{0}$.
Proof. First we note that conditions (iv) and (v) are independent of the choice of $\sigma$. ( $M, l, \varepsilon$ depend of course on the choice of $\sigma$.) Let $\{\alpha\}$ be a complete set of representatives of $\Lambda \backslash \Gamma / \Gamma_{x_{0}}$. For each $\alpha$, let $\{\beta\}$ be a complete set of representatives of $\left(\alpha^{-1} \Lambda \alpha \cap \Gamma_{x_{0}}\right) \backslash \Gamma_{x_{0}}$. Then $\Gamma=\coprod_{\alpha, \beta} \Lambda \alpha \beta$. Put

$$
\phi_{\alpha}(z)=\sum_{\beta} \overline{\chi(\alpha \beta)}\left(\left.\phi\right|_{k} \alpha \beta\right)(z) .
$$

Then

$$
\begin{equation*}
F(z)=\sum_{\alpha} \sum_{\beta} \overline{\chi(\alpha \beta)}\left(\left.\phi\right|_{k} \alpha \beta\right)(z)=\sum_{\alpha} \phi_{\alpha}(z) \tag{2.6.6}
\end{equation*}
$$

and

$$
\left.\phi_{\alpha}\right|_{k} \gamma=\chi(\gamma) \phi_{\alpha} \quad\left(\gamma \in \Gamma_{x_{0}}\right)
$$

By condition (ii), there exists a neighborhood $U$ of $x_{0}$ in $\mathbf{H}$ such that $F(z)$ is convergent uniformly on any compact subset of $U$. In other words, by taking $\sigma_{0} \in S L_{2}(\mathbb{R})$ so that $\sigma_{0} x_{0}=\infty$,

$$
\left.F\right|_{k} \sigma_{0}^{-1}=\left.\sum_{\alpha} \phi_{\alpha}\right|_{k} \sigma_{0}^{-1}
$$

is convergent uniformly on any compact subset of the domain $\{z \in \mathbf{H} \mid \operatorname{Im}(z)>b\}$ for some positive number $b$. Thus it is sufficient to show that $\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}$ is holomorphic at $\infty$, and moreover, has a zero at $\infty$ if $\varepsilon>0$.
$1^{\circ}$ Assume that $\alpha x_{0}$ is not a cusp of $\Lambda$. Since $\alpha^{-1} \Lambda \alpha \cap \Gamma_{x_{0}}$ coincides with $\{1\}$ or $\{ \pm 1\}$, we have

$$
\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}=C \cdot \sum_{\beta \in \Gamma_{x_{0}}} \overline{\chi(\alpha \beta)}\left(\left.\phi\right|_{k} \alpha \sigma_{0}^{-1} \sigma_{0} \beta \sigma_{0}^{-1}\right)
$$

with $C=1$ or $1 / 2$, respectively. Applying condition (iv) for $x=\alpha x_{0}, \sigma=\sigma_{0} \alpha^{-1}$, we take $M, l, \varepsilon(>0)$ so that

$$
\left|\left(\left.\phi\right|_{k} \alpha \sigma_{0}^{-1}\right)(z)\right| \leqq M|z|^{-1-\varepsilon} \quad(\operatorname{Im}(z)>l)
$$

so that

$$
\left|\left(\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}\right)(z)\right| \leqq 2 M \sum_{m \in \mathbb{Z}}|z+m h|^{-1-\varepsilon} \quad(\operatorname{Im}(z)>l)
$$

where $h$ is a positive number such that $\sigma_{0} \Gamma_{x_{0}} \sigma_{0}^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}$. Comparing the series on the right-hand side with the series $\Sigma m^{-1-\varepsilon}$, we see it is convergent uniformly on any compact subset of the domain $\operatorname{Im}(z)>l$, so that $\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}$ is holomorphic at $\infty$. Moreover if $z$ tends to $\infty$ along the imaginary axis, $\left(\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}\right)(z)$ does to 0 ; namely, $\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}$ has a zero at $\infty$.
$2^{\circ}$ Suppose $\alpha x_{0}$ is a cusp of $A$. Then $\alpha^{-1} \Lambda \alpha \cap \Gamma_{x_{0}}$ is a subgroup of $\Gamma_{x_{0}}$ of finite index, so that the summation $\sum_{\beta}$ is a finite sum and

$$
\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}=\sum_{\beta} \overline{\chi(\alpha \beta)}\left(\left.\phi\right|_{k} \alpha \sigma_{0}^{-1} \sigma_{0} \beta \sigma_{0}^{-1}\right)
$$

From condition (v) for $x=\alpha x_{0}, \sigma=\sigma_{0} \alpha^{-1}$, there exist $M, l, \varepsilon$ such that

$$
\begin{equation*}
\left|\left(\left.\phi\right|_{k} \alpha \sigma_{0}^{-1}\right)(z)\right| \leqq M|z|^{-\varepsilon} \leqq M \quad(\operatorname{Im}(z)>l) \tag{2.6.7}
\end{equation*}
$$

Noting that $\sigma_{0} \beta \sigma_{0}^{-1}= \pm\left[\begin{array}{cc}1 & m h \\ 0 & 1\end{array}\right]$ for some integer $m$, we see that $\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}$ is holomorphic at $\infty$. If $\varepsilon>0$, then we see from (2.6.7) that $\left.\phi_{\alpha}\right|_{k} \sigma_{0}^{-1}$ has a zero at $\infty$.

We can prove the existence of nonzero automorphic forms using the Poincare series. Here we prove that if $\Gamma \nexists-1$, then $\mathscr{A}_{k}(\Gamma) \neq\{0\}$ for any odd integer $k$.

Theorem 2.6.8. If $\Gamma \nexists-1$, then $\mathscr{A}_{k}(\Gamma) \neq\{0\}$ for any odd integer $k$.
Proof. Let $z_{0}$ be a nonelliptic point of $\mathbf{H}$ and put $\phi(z)=\left(z-z_{0}\right)^{-2}$. Since $\phi(z)$ satisfies conditions (i) through (v) for $k=3$ and $\Lambda=\{1\}$, the Poincare series

$$
F(z)=\sum_{\gamma \in \Gamma}\left(\left.\phi\right|_{k} \gamma\right)(z)
$$

belongs to $\mathscr{A}_{3}(\Gamma)$. Theorem $2.6 .6(2)$ implies that $F(z)$ does not vanish identically since $F(z)$ has a pole of order 2 at $z_{0}$. Thus $\mathscr{A}_{3}(\Gamma) \neq\{0\}$. Next let $k$ be any odd integer. Take the integer $n$ so that $k-2 n=3$, then we obtain

$$
\mathscr{A}_{k}(\Gamma)=\mathscr{A}_{3}(\Gamma) \mathscr{A}_{2 n}(\Gamma) \neq\{0\} .
$$

When $\Gamma$ has cusps, Poincaré series yield one of basic methods to construct automorphic forms of weight $k \geqq 3$. Let $\chi$ be a character of $\Gamma$ of finite order. Let $x$ be a cusp of $\Gamma$, and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. We assume

$$
\begin{equation*}
\chi(\gamma) j\left(\sigma \gamma \sigma^{-1}, z\right)^{k}=1 \quad \text { for } \gamma \in \Gamma_{x} . \tag{2.6.8}
\end{equation*}
$$

This condition is independent of the choice of $\sigma$. If $\chi$ is the trivial character, $k$ is odd and $-1 \notin \Gamma$, then (2.6.8) implies that $x$ is a regular cusp. Let $h$ be a positive number such that

$$
\sigma \Gamma_{x} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right]^{n} \right\rvert\, n \in \mathbb{Z}\right\} .
$$

For nonnegative integer $m$, we put

$$
\begin{equation*}
\phi_{m}(z)=\phi_{m}(z ; x, \sigma)=j(\sigma, z)^{-k} e^{2 \pi i m \sigma z / h} . \tag{2.6.9}
\end{equation*}
$$

It is easy to see that $\phi_{m}(z)$ satisfies conditions (i) through (v) for $\Gamma, \chi$ and $\Lambda=\Gamma_{x}$. Therefore $F_{k}\left(z ; \phi_{m}, \chi, \Gamma_{x}, \Gamma\right)$ is meaningful. If we define the character $\chi^{\sigma}$ of $\sigma \Gamma \sigma^{-1}$ by

$$
\begin{equation*}
\chi^{\sigma}\left(\sigma \gamma \sigma^{-1}\right)=\chi(\gamma), \quad(\gamma \in \Gamma), \tag{2.6.10}
\end{equation*}
$$

then

$$
\begin{equation*}
F_{k}\left(z ; \phi_{m}, \chi, \Gamma_{x}, \Gamma\right)=\left.F_{k}\left(z ; e^{2 \pi i m z / h}, \chi^{\sigma}, \sigma \Gamma_{x} \sigma^{-1}, \sigma \Gamma \sigma^{-1}\right)\right|_{k} \sigma . \tag{2.6.11}
\end{equation*}
$$

The following theorem is a direct application of Theorems 2.6.6 and 2.6.7.
Theorem 2.6.9. Suppose $k \geqq 3$. Under the same notation and assumptions as above, we have:
(1) If $m \geqq 1$, then $F_{k}\left(z ; \phi_{m}, \chi, \Gamma_{x}, \Gamma\right) \in \mathscr{S}_{k}(\Gamma, \chi)$.
(2) If $m=0$, then $F(z)=F_{k}\left(z ; \phi_{0}, \chi, \Gamma_{x}, \Gamma\right) \in \mathscr{G}_{k}(\Gamma, \chi)$. It has the Fourier expansion at $x$ of the form

$$
\left(\left.F\right|_{k} \sigma^{-1}\right)(z)=1+\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / h}
$$

and vanishes at all cusps which are inequivalent to $x$.
We especially call Poincaré series $F_{k}\left(z ; \phi_{0}, \chi, \Gamma_{x}, \Gamma\right)$ Eisenstein series.
Theorem 2.6.10. Suppose $k \geqq 3$. Let $x$ be a cusp of $\Gamma$ satisfying (2.6.8), and put

$$
g_{k}^{(m)}(z)=F_{k}\left(z ; \phi_{m}, \chi, \Gamma_{x}, \Gamma\right) \quad(m \geqq 0)
$$

For an element $f(z)$ of $\mathscr{S}_{k}(\Gamma, \chi)$, let $\sigma$ be an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$, and

$$
\left(\left.f\right|_{k} \sigma^{-1}\right)(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / h}
$$

be the Fourier expansion at $x$. Then

$$
\int_{\Gamma \backslash \mathbf{H}} f(z) \overline{g_{k}^{(m)}(z)} \operatorname{Im}(z)^{k} d v(z)= \begin{cases}0 & (m=0), \\ a_{m}(4 \pi m)^{1-k} h^{k}(k-2)! & (m \geqq 1) .\end{cases}
$$

Proof. Taking $\sigma \Gamma \sigma^{-1}$ in place of $\Gamma$, we may assume that $x=\infty$ and $\sigma=1$. We see

$$
\begin{align*}
& \int_{\Gamma \backslash \mathbf{H}}|f(z)| \sum_{; \in \Gamma, \backslash \Gamma}\left|j(\gamma, z)^{-k} e^{2 \pi i m y z / h}\right| \operatorname{Im}(z)^{k} d v(z)  \tag{2.6.12}\\
& =\sum_{\gamma \in \Gamma_{x} \backslash \Gamma} \int_{\Gamma \backslash \mathbf{H}}\left|f(z) e^{2 \pi i m \gamma z / h} j(\gamma, z)^{-k}\right| \operatorname{Im}(z)^{k} d v(z) \\
& =\int_{\Gamma_{,}, \mathbf{H}}\left|f(z) e^{2 \pi i m z / h}\right| \operatorname{Im}(z)^{k} d v(z) \\
& =\int_{0}^{\infty} \int_{0}^{h}|f(z)| e^{-2 \pi m y / h} y^{k-2} d x d y
\end{align*}
$$

Since $\left|f(z) y^{k / 2}\right|$ is bounded on $\mathbf{H}$, we have

$$
\begin{equation*}
|f(z)| e^{-2 \pi m y / h} y^{k-2}=O\left(y^{k / 2-2}\right) \quad(y \rightarrow 0) \tag{2.6.13}
\end{equation*}
$$

Moreover, $f(z)=O\left(e^{-2 \pi y / h}\right)(y \rightarrow \infty)$ uniformly on $x$. Therefore the integral (2.6.13) is convergent. Thus we can exchange the order of integration and summation, so that

$$
\begin{aligned}
& \int_{\Gamma \backslash \mathbf{H}} f(z) \overline{g_{k}^{(m)}(z)} \operatorname{Im}(z)^{k} d v(z) \\
& =\sum_{\gamma \in \Gamma_{\nwarrow \backslash} \backslash \Gamma} \chi(\gamma) \int_{\Gamma \backslash \mathbf{H}} f(z) e^{-2 \pi i m \gamma \bar{z} / h} j(\gamma, \bar{z})^{-k} \operatorname{Im}(z)^{k} d v(z) \\
& =\int_{0}^{\infty} \int_{0}^{h} f(z) e^{-2 \pi i m \bar{z} / h} y^{k-2} d x d y \\
& =\sum_{n=1}^{\infty} a_{n} \int_{0}^{\infty} e^{-2 \pi(m+n) y / h} y^{k-2} d y \int_{0}^{h} e^{2 \pi i(n-m) x / h} d x \\
& = \begin{cases}0 & (m=0), \\
a_{m}(4 \pi m)^{1-k} h^{k} \Gamma(k-1) & (m \geqq 1) .\end{cases}
\end{aligned}
$$

Corollary 2.6.11. Assume $k \geqq 3$. If there exists $a$ cusp $x$ of $\Gamma$ satisfying (2.6.8), then $\left\{g_{k}^{(m)}(z) \mid m \geqq 1\right\}$ generates $\mathscr{S}_{k}(\Gamma, \chi)$.
Proof. We may assume $x=\infty$ and $\sigma=1$ by the same reason as above. Let $\mathscr{M}$ be the subspace of $\mathscr{S}_{k}(\Gamma, \chi)$ generated by $\left\{g_{k}^{(m)}(z) \mid m \geqq 1\right\}$, and $\mathscr{M}^{\perp}$ the orthocomplement of $\mathscr{M}$. Take an element $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / h}$ of $\mathscr{M}^{\perp}$, then by Theorem 2.6.10, we see $a_{n}=0$ for all $n \geqq 1$, so that $f(z)=0$. Therefore we obtain $\mathscr{S}_{k}(\Gamma, \chi)=\mathscr{M}$.

Assume $k \geqq 3$ and let $\left\{x_{1}, \ldots, x_{r}\right\}$ be a set of complete representatives of cusps of $\Gamma$ satisfying (2.6.8). For each $x_{i}(1 \leqq i \leqq r)$, take $\sigma_{i} \in S L_{2}(\mathbb{R})$ so that $\sigma_{i} x_{i}=\infty$, and put

$$
\begin{equation*}
g_{i}(z)=F_{k}\left(z ; \phi_{0}, \chi, \Gamma_{x_{i}}, \Gamma\right) \in \mathscr{G}_{k}(\Gamma, \chi) \tag{2.6.14}
\end{equation*}
$$

Then we have

Corollary 2.6.12. If $k \geqq 3$, then $\mathscr{N}_{k}(\Gamma, \chi)$ is generated by the Eisenstein series $g_{i}(z)$ given by (2.6.14), or

$$
\mathcal{N}_{k}(\Gamma, \chi)=\left\langle g_{i}(z) \mid 1 \leqq i \leqq r\right\rangle .
$$

Proof. Let us denote by $\mathscr{N}_{k}^{\prime}(\Gamma, \chi)$ the right-hand side. By Theorem 2.6.10, we see $\mathcal{N}_{k}^{\prime}(\Gamma, \chi) \subset \mathcal{N}_{k}(\Gamma, \chi)$. Now let $f(z)$ be an element of $\mathscr{G}_{k}(\Gamma, \chi)$, and $x$ a cusp of $\Gamma$ which does not satisfy (2.6.8). Then it is easy to see that $f(z)$ vanishes at $x$. For each $i$, let $a_{0}^{(i)}$ be the constant term of the Fourier expansion of $\left.f\right|_{k} \sigma_{i}^{-1}$, or

$$
\left(\left.f\right|_{k} \sigma_{i}^{-1}\right)(z)=a_{0}^{(i)}+\cdots .
$$

Then $f(z)-\sum_{i=1}^{r} a_{0}^{(i)} g_{i}(z)$ is a cusp form by Theorem 2.6.9(2). Therefore $\mathscr{G}_{k}(\Gamma, \chi)$ is generated by $\mathcal{N}_{k}^{\prime}(\Gamma, \chi)$ and $\mathscr{S}_{k}(\Gamma, \chi)$. This combined with Theorem 2.1.7(1) implies the assertion.

We shall generalize Corollary 2.6 .12 to $k \geqq 1$ for modular groups in Chapter 7 .

## §2.7. Hecke Algebras

In this section, we explain the general theory of Hecke algebras. Though our purpose is the application to Fuchsian groups and modular forms, the groups considered in this section are abstract ones.

Let $G$ be a group, and $\Gamma, \Gamma^{\prime}$ two subgroups of $G$. We say that $\Gamma$ and $\Gamma^{\prime}$ are commensurable and write $\Gamma \approx \Gamma^{\prime}$ if

$$
\left[\Gamma: \Gamma \cap \Gamma^{\prime}\right]<\infty \quad \text { and } \quad\left[\Gamma^{\prime}: \Gamma \cap \Gamma^{\prime}\right]<\infty
$$

For a subgroup $\Gamma$ of $G$, we put

$$
\tilde{\Gamma}=\left\{g \in G \mid g \Gamma g^{-1} \approx \Gamma\right\}
$$

Lemma 2.7.1. (1) The relation $\approx$ is an equivalent relation.
(2) $\tilde{\Gamma}$ is a subgroup of $G$.
(3) If $\Gamma \approx \Gamma^{\prime}$, then $\tilde{\Gamma}=\tilde{\Gamma}^{\prime}$.
(4) Suppose $\Gamma \approx \Gamma^{\prime}$. Then for any element $\alpha$ of $\tilde{\Gamma}$, we have the following coset decompositions:

$$
\Gamma \alpha \Gamma^{\prime}=\coprod_{i} \Gamma \alpha \gamma_{i}=\coprod_{j} \delta_{j} \alpha \Gamma^{\prime},
$$

where $\left\{\gamma_{i}\right\}\left(\right.$ resp. $\left.\left\{\delta_{j}\right\}\right)$ is a finite set of the representatives of $\left(\Gamma^{\prime} \cap \alpha^{-1} \Gamma \alpha\right) \backslash \Gamma^{\prime}$ (resp. $\left.\Gamma /\left(\Gamma \cap \alpha \Gamma^{\prime} \alpha^{-1}\right)\right)$.

Proof. (1): We have only to show the transitive law. Let $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ be subgroups of $G$ such that $\Gamma_{1} \approx \Gamma_{2}, \Gamma_{2} \approx \Gamma_{3}$. Then

$$
\begin{aligned}
{\left[\Gamma_{1}: \Gamma_{1} \cap \Gamma_{2} \cap \Gamma_{3}\right] } & =\left[\Gamma_{1}: \Gamma_{1} \cap \Gamma_{2}\right]\left[\Gamma_{1} \cap \Gamma_{2}: \Gamma_{1} \cap \Gamma_{2} \cap \Gamma_{3}\right] \\
& \leqq\left[\Gamma_{1}: \Gamma_{1} \cap \Gamma_{2}\right]\left[\Gamma_{2}: \Gamma_{2} \cap \Gamma_{3}\right]<\infty
\end{aligned}
$$

Similarly, we get $\left[\Gamma_{3}: \Gamma_{1} \cap \Gamma_{2} \cap \Gamma_{3}\right]<\infty$. Since $\Gamma_{1} \cap \Gamma_{3} \supset \Gamma_{1} \cap \Gamma_{2} \cap \Gamma_{3}$, we obtain $\left[\Gamma_{1}: \Gamma_{1} \cap \Gamma_{3}\right]<\infty$ and $\left[\Gamma_{3}: \Gamma_{1} \cap \Gamma_{3}\right]<\infty$, so that $\Gamma_{1} \approx \Gamma_{3}$. (2): Let $g, h$ be two elements of $\tilde{\Gamma}$. Since

$$
\left(h^{-1} g\right) \Gamma\left(h^{-1} g\right)^{-1} \approx h^{-1} \Gamma h \approx \Gamma
$$

$h^{-1} g$ also belongs to $\tilde{\Gamma}$ by (1). This shows that $\tilde{\Gamma}$ is a subgroup of $G$. (3): If $g$ is an element of $\tilde{\Gamma}$, we see

$$
g \Gamma^{\prime} g^{-1} \approx g \Gamma g^{-1} \approx \Gamma \approx \Gamma^{\prime}
$$

Thus $g$ belongs to $\tilde{\Gamma}^{\prime}$ by (1); namely $\tilde{\Gamma} \subset \tilde{\Gamma}^{\prime}$. Exchanging $\Gamma$ and $\Gamma^{\prime}$, we get $\tilde{\Gamma}^{\prime} \subset \tilde{\Gamma}$. Therefore $\tilde{\Gamma}=\tilde{\Gamma}^{\prime}$. (4): We can express every left $\Gamma$-coset contained in $\Gamma \alpha \Gamma^{\prime}$ as $\Gamma \alpha \gamma$ with some $\gamma \in \Gamma^{\prime}$. For two left $\Gamma$-cosets $\Gamma \alpha \gamma$ and $\Gamma \alpha \gamma^{\prime}$ contained in $\Gamma \alpha \Gamma^{\prime}$,

$$
\begin{equation*}
\Gamma \alpha \gamma=\Gamma \alpha \gamma^{\prime} \Leftrightarrow \gamma^{\prime} \gamma^{-1} \in \Gamma^{\prime} \cap \alpha^{-1} \Gamma \alpha \tag{2.7.1}
\end{equation*}
$$

Since $\alpha^{-1} \Gamma \alpha \approx \Gamma \approx \Gamma^{\prime}$, we have $d=\left[\Gamma^{\prime}: \Gamma^{\prime} \cap \alpha^{-1} \Gamma \alpha\right]<\infty$. Therefore, taking a complete set of the representatives $\left\{\gamma_{1}, \ldots, \gamma_{d}\right\}$ of $\left(\Gamma^{\prime} \cap \alpha^{-1} \Gamma \alpha\right) \backslash \Gamma^{\prime}$, we get the coset decomposition

$$
\Gamma \alpha \Gamma^{\prime}=\coprod_{i=1}^{d} \Gamma \alpha \gamma_{i}
$$

by (2.7.1). A similar argument is applicable to the second one.
Let $\Xi$ be a set consisting of subgroups of $G$, and $\Delta$ a subsemigroup of $G$. We assume that $\Xi$ and $\Delta$ satisfy the following conditions:
(i) any two elements of $\Xi$ are commensurable;
(ii) $\tilde{\Gamma} \Delta \supset \Gamma$ for all subgroups $\Gamma$ in $\Xi$..

Hereafter $\Gamma, \Gamma^{\prime}, \Gamma_{i}$, etc., indicate subgroups of $G$ belonging to $\Xi$.
Let $K$ be a commutative ring with unity. For two elements $\Gamma, \Gamma^{\prime}$ of $\Xi$, we denote by $\mathscr{R}_{K}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)$ the free $K$-module generated by double cosets $\Gamma \alpha \Gamma^{\prime}$ with $\alpha \in \Delta$; namely

$$
\mathscr{R}_{K}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)=\left\{\sum_{\alpha \in \Delta} a_{\alpha} \Gamma \alpha \Gamma^{\prime} \mid a_{\alpha} \in K, \quad \text { and } \quad a_{\alpha}=0 \text { except for finitely many } \alpha\right\} .
$$

When $\Gamma=\Gamma^{\prime}$, we write simply

$$
\mathscr{R}_{K}(\Gamma, \Delta)=\mathscr{R}_{K}(\Gamma, \Gamma ; \Delta) .
$$

When $K=\mathbb{Z}$, we also write

$$
\mathscr{R}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)=\mathscr{R}_{\mathbb{Z}}\left(\Gamma, \Gamma^{\prime} ; \Delta\right), \quad \mathscr{R}(\Gamma, \Delta)=\mathscr{R}_{\mathbb{Z}}(\Gamma, \Delta) .
$$

Assume that $\Delta$ acts on a $K$-module $M$ and write the action as

$$
M \times \Delta \ni(m, \delta) \mapsto m^{\delta} \in M
$$

namely, the following properties are satisfied:
(i) " $m \mapsto m^{\delta}$ " is a $K$-endomorphism of $M$;
(ii) $m^{\delta \gamma}=\left(m^{\delta}\right)^{\gamma}$ for $\delta, \gamma \in \Delta$;
(iii) $m^{1}=m$ for the unity 1 of $\Delta$.

We denote by $M^{\Gamma}$ the submodule consisting of the $\Gamma$-invariant elements of $M$; namely,

$$
M^{\Gamma}=\left\{m \in M \mid m^{\gamma}=m \quad \text { for all } \quad \gamma \in \Gamma\right\} .
$$

Let $\Gamma \alpha \Gamma^{\prime}=\coprod_{i} \Gamma \alpha_{i}$ be a coset decomposition. We define the action of $\Gamma \alpha \Gamma^{\prime}$ on $M^{\Gamma}$ by

$$
m \mid \Gamma \alpha \Gamma^{\prime}=\sum_{i} m^{\alpha_{i}}, \quad m \in M^{\Gamma} .
$$

We also define the action of an element $\xi=\sum_{\alpha} a_{\alpha} \Gamma \alpha \Gamma^{\prime}$ of $\mathscr{R}_{K}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)$ on $M^{\Gamma}$ by

$$
m \mid \xi=\sum_{\alpha} a_{\alpha}\left(m \mid \Gamma \alpha \Gamma^{\prime}\right), \quad m \in M^{\Gamma}
$$

Lemma 2.7.2. Let the notation be the same as above.
(1) $m \mid \Gamma \alpha \Gamma^{\prime}$ is independent of the choice of the representatives $\left\{\alpha_{i}\right\}$.
(2) The mapping " $m \mapsto m \mid \xi$ " is a $K$-homomorphism of $M^{\Gamma}$ into $M^{\Gamma}$.

Proof. For two elements $\alpha_{i}, \alpha_{i}^{\prime}$ of $\Gamma \alpha \Gamma^{\prime}$ satisfying $\Gamma \alpha_{i}=\Gamma \alpha_{i}^{\prime}$, there exists an element $\gamma$ of $\Gamma$ such that $\alpha_{i}^{\prime}=\gamma \alpha_{i}$. Thus $m^{\alpha_{i}}=m^{\gamma \alpha_{i}}=m^{\alpha_{i}}$. This proves (1). It is obvious that " $m \mapsto m \mid \xi$ " defines a $K$-homomorphism. Let us show $m \mid \xi \in M^{\Gamma^{\prime}}$. Since $\Gamma \alpha \Gamma^{\prime}=\coprod_{i} \Gamma \alpha_{i}=\coprod_{i} \Gamma \alpha_{i} \gamma^{\prime}$ for any element $\gamma^{\prime}$ of $\Gamma^{\prime}$, we have

$$
\left(m \mid \Gamma \alpha \Gamma^{\prime}\right)^{y^{\prime}}=\Sigma m^{\alpha_{i} \gamma^{\prime}}=\Sigma m^{\alpha_{i}}=m \mid \Gamma \alpha \Gamma^{\prime}
$$

by (1). Hence $m \mid \Gamma \alpha \Gamma^{\prime}$ belongs to $M^{\Gamma^{\prime}}$.
Let $\Gamma_{1} \alpha \Gamma_{2}=\coprod_{i} \Gamma_{1} \alpha_{i}$, and $\Gamma_{2} \beta \Gamma_{3}=\coprod_{j} \Gamma_{2} \beta_{j}$ for two elements $\alpha, \beta$ of $\Delta$. We define the multiplication of $\Gamma_{1} \alpha \Gamma_{2}$ and $\Gamma_{2} \beta \Gamma_{3}$ by

$$
\begin{array}{r}
\Gamma_{1} \alpha \Gamma_{2} \cdot \Gamma_{2} \beta \Gamma_{3}=\sum_{\gamma} c_{\gamma} \Gamma_{1} \gamma \Gamma_{3}  \tag{2.7.2}\\
c_{\gamma}=\#\left\{(i, j) \mid \Gamma_{1} \alpha_{i} \beta_{j}=\Gamma_{1} \gamma\right\},
\end{array}
$$

where the summation is taken over all double cosets $\Gamma_{1} \gamma \Gamma_{3}$ contained in $\Delta$. The right-hand side is a finite sum, since $c_{\gamma}=0$ except for finitely many $\Gamma_{1} \gamma \Gamma_{3}$ 's. We extend this multiplication linearly, and define the multiplication of $\xi=\sum_{\alpha} a_{\alpha} \Gamma_{1} \alpha \Gamma_{2} \in \mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)$ and $\eta=\sum_{\beta} b_{\beta} \Gamma_{2} \beta \Gamma_{3} \in \mathscr{R}_{K}\left(\Gamma_{2}, \Gamma_{3} ; \Delta\right)$ by

$$
\begin{equation*}
\xi \eta=\sum_{\alpha, \beta} a_{\alpha} b_{\beta}\left(\Gamma_{1} \alpha \Gamma_{2} \cdot \Gamma_{2} \beta \Gamma_{3}\right) . \tag{2.7.3}
\end{equation*}
$$

Lemma 2.7.3. The multiplication defined by (2.7.2) is independent of the choice of the representatives $\alpha_{i}, \beta_{j}, \gamma$.

Proof. Let $K\left[\Gamma_{1} \backslash A\right]$ be the free $K$-module generated by left $\Gamma_{1}$-cosets $\Gamma_{1} \alpha(\alpha \in A)$ contained in $\Delta$, then $K\left[\Gamma_{1} \backslash \Delta\right]$ is a right $\Delta$-module by the right multiplication. The correspondence of $\Gamma_{1} \alpha \Gamma_{2}=\coprod_{i} \Gamma_{1} \alpha_{i}$ to $\sum_{i} \Gamma_{1} \alpha_{i}$ induces an injective $K$-homomorphism of $\mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)$ into $K\left[\Gamma_{1} \backslash \Delta\right]$. Considering $\mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)$ as a $K$-submodule of $K\left[\Gamma_{1} \backslash \Delta\right]$ by this mapping, we obtain

$$
\begin{equation*}
\mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)=K\left[\Gamma_{1} \backslash \Delta\right]^{\Gamma_{2}} . \tag{2.7.4}
\end{equation*}
$$

Let $\Gamma_{1} \alpha \Gamma_{2}=\coprod_{i} \Gamma_{1} \alpha_{i}$, and $\Gamma_{2} \beta \Gamma_{3}=\coprod_{j} \Gamma_{2} \beta_{j}$ be cosets decompositions, then by the definition of the action of $\mathscr{R}_{K}\left(\Gamma_{2}, \Gamma_{3} ; \Delta\right)$ on $K\left[\Gamma_{1} \backslash \Delta\right]^{\Gamma_{2}}$, we see

$$
\begin{equation*}
\sum_{i} \Gamma_{1} \alpha_{i} \mid \Gamma_{2} \beta \Gamma_{3}=\sum_{i} \sum_{j} \Gamma_{1} \alpha_{i} \beta_{j} \tag{2.7.5}
\end{equation*}
$$

Since the right-hand side coincides with the right-hand side of (2.7.2) under our identification, we see that
(2.7.6) the action of $\mathscr{R}_{K}\left(\Gamma_{2}, \Gamma_{3} ; \Delta\right)$ on $\mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)=K\left[\Gamma_{1} \backslash \Delta\right]^{\Gamma_{2}}$ is no other than the multiplication defined by (2.7.3).

Hence Lemma 2.7.2(1) implies the assertion.
The argument in the proof of Lemma 2.7.3 implies also the following
Lemma 2.7.4. Under the notation and assumptions as above, we have:
(1) $\left(m \mid \xi_{1}\right)\left|\xi_{2}=m\right|\left(\xi_{1} \xi_{2}\right)$ for $m \in M^{\Gamma_{1}}, \xi_{1} \in \mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)$, and $\xi_{2} \in \mathscr{R}_{K}\left(\Gamma_{2}, \Gamma_{3} ; \Delta\right)$;
(2) $\left(\xi_{1}, \xi_{2}\right) \xi_{3}=\xi_{1}\left(\xi_{2} \xi_{3}\right)$ for $\xi_{1} \in \mathscr{R}_{K}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right), \xi_{2} \in \mathscr{R}_{K}\left(\Gamma_{2}, \Gamma_{3} ; \Delta\right)$, and $\xi_{3} \in \mathscr{R}_{K}\left(\Gamma_{3}, \Gamma_{4} ; \Delta\right)$;
(3) $\mathscr{R}_{K}(\Gamma, \Delta)$ is an algebra over $K$ with unity $\Gamma$;
(4) If $M$ is a right $\Delta$-module, then $M^{\Gamma}$ is a right $\mathscr{R}_{K}(\Gamma, \Delta)$-module.

Proof. The first assertion is obvious by definition. The second assertion is obtained by (1) and (2.7.6). The third and the fourth are easily verified from (2) and (1), respectively.

We call $\mathscr{R}(\Gamma, \Delta)\left(\right.$ resp. $\left.\mathscr{R}_{K}(\Gamma, \Delta)\right)$ the Hecke algebra (resp. the Hecke algebra over $K$ ) of $\Gamma$ with respect to $\Delta$.

Lemma 2.7.5. If $\Delta \subset \Delta^{\prime}$, then $\mathscr{R}_{K}(\Gamma, \Delta)$ is a subalgebra of $\mathscr{R}_{K}\left(\Gamma, \Delta^{\prime}\right)$ under the natural correspondence. In particular, $\mathscr{R}_{K}(\Gamma, \Delta)$ is a subalgebra of $\mathscr{R}_{K}(\Gamma, \tilde{\Gamma})$.
Proof. We have only to show that the multiplication of $\mathscr{R}_{K}(\Gamma, \Delta)$ coincides with that of $\mathscr{R}_{K}\left(\Gamma, \Delta^{\prime}\right)$. For two elements $\Gamma \alpha \Gamma, \Gamma \beta \Gamma$ of $\mathscr{R}_{K}(\Gamma, \Delta)$, denote the multiplication of them as elements of $\mathscr{R}_{K}\left(\Gamma, \Delta^{\prime}\right)$ by

$$
\Gamma \alpha \Gamma \cdot \Gamma \beta \Gamma=\sum_{\gamma} c_{\gamma} \Gamma \gamma \Gamma .
$$

Since $\Gamma \gamma \Gamma \subset \Gamma \alpha \Gamma \beta \Gamma \subset \Delta$ if $c_{\gamma} \neq 0$, this coincides with the multiplication as elements of $\mathscr{R}_{K}(\Gamma, \Delta)$.

Theorem 2.7.6. (1) For two subgroups $\Gamma$ and $U$ of a group $G$, let $\Delta, D$ be semigroups of $G$ such that $\tilde{\Gamma} \supset \Delta \supset$ and $\tilde{U} \supset D \supset U$. Further we assume
(i) $D=U \Delta$,
(ii) $U \alpha U=U \alpha \Gamma$ for any $\alpha \in \Delta$,
(iii) $U \alpha \cap \Delta=\Gamma \alpha$ for any $\alpha \in A$.

Then the correspondence " $\Gamma \alpha \Gamma \mapsto U \alpha U$ " induces an isomorphism of $\mathscr{R}_{K}(\Gamma, \Delta)$ onto $\mathscr{R}_{K}(U, D)$.
(2) When a $K$-module $M$ is also a right $D$-module, the action of $\mathscr{R}_{K}(\Gamma, \Delta)$ on $M^{\Gamma}$ corresponds to that of $\mathscr{R}_{K}(U, D)$ on $M^{U}$ under the above isomorphism; namely,

$$
m|U \alpha U=m| \Gamma \alpha \Gamma
$$

for $m \in M^{U}, \alpha \in \Delta$.
Proof. We note that $\Gamma \subset U$ by (ii). Let $\Phi$ be the mapping of $\mathscr{R}_{K}(\Gamma, \Delta)$ into $\mathscr{R}_{K}(U, D)$ induced by the correspondence " $\Gamma \alpha \Gamma \mapsto U \alpha U$ ". By (i), $\Phi$ is surjective. Suppose $U \alpha U=U \beta U$ for two elements $\alpha, \beta$ of $\Delta$. By (ii), there exist elements $u \in U, \gamma \in \Gamma$ such that $\beta \gamma=u \alpha$. Since $\beta \gamma=u \alpha$ belongs to $U \alpha \cap \Delta=\Gamma \alpha$ by (iii), we get $\Gamma \alpha \Gamma=\Gamma \beta \Gamma$. Therefore $\Phi$ is also injective, since $\mathscr{R}_{K}(U, D)$ is a free $K$-module with a basis $\{U \alpha U\}$. To see that $\Phi$ is a ring-homomorphism, we have only to prove that if $\Gamma \alpha \Gamma=\coprod_{i} \Gamma \alpha_{i}(\alpha \in \Delta)$, then $U \alpha U=\coprod_{i} U \alpha_{i}$. Let $\Gamma \alpha \Gamma=\coprod_{i} \Gamma \alpha_{i}$. Condition (ii) implies $U \alpha U=\bigcup_{i} U \alpha_{i}$. If $U \alpha_{i}=U \alpha_{i}$, then $\alpha_{i} \in U \alpha_{i} \cap \Delta=\Gamma \alpha_{i}$, so that $\Gamma \alpha_{i}=\Gamma \alpha_{j}$. Thus $U \alpha U=\coprod_{i} U \alpha_{i}$. This proves (2).

For an element $\xi=\sum_{\alpha} a_{\alpha}(\Gamma \alpha \Gamma)$ of $\mathscr{R}(\Gamma, \Delta)$, we put

$$
\operatorname{deg}(\xi)=\sum_{\alpha} a_{\alpha}|\Gamma \backslash \Gamma \alpha \Gamma|
$$

and call it the degree of $\xi$. Here $|\Gamma \backslash \Gamma \alpha \Gamma|$ indicates the number of left $\Gamma$-cosets contained in $\Gamma \alpha \Gamma$. In view of (2.7.5) and (2.7.6), we see easily

$$
\begin{equation*}
\operatorname{deg}(\xi \eta)=\operatorname{deg}(\xi) \operatorname{deg}(\eta) \quad \text { for } \quad \xi, \eta \in \mathscr{R}(\Gamma, \Delta) \tag{2.7.7}
\end{equation*}
$$

Lemma 2.7.7. Let $\alpha \in \tilde{\Gamma}$. If $|\Gamma \backslash \Gamma \alpha \Gamma|=|\Gamma \alpha \Gamma / \Gamma|$, then $\Gamma \backslash \Gamma \alpha \Gamma$ and $\Gamma \alpha \Gamma / \Gamma$ have a common set of representatives.

Proof. Let $\Gamma \alpha \Gamma=\coprod_{i=1}^{d} \Gamma \alpha_{i}=\coprod_{i=1}^{d} \beta_{i} \Gamma$. Then $\Gamma \alpha_{i} \cap \beta_{j} \Gamma \neq \varnothing$ for any $i, j$. In fact, suppose $\Gamma \alpha_{i} \cap \beta_{j} \Gamma=\varnothing$ for some $i$, $j$. Since $\Gamma \alpha_{i} \subset \bigcup_{k \neq j} \beta_{k} \Gamma$, we have $\Gamma \alpha \Gamma=\Gamma \alpha_{i} \Gamma=\bigcup_{k \neq j} \beta_{k} \Gamma$; this is a contradiction. In particular, $\Gamma \alpha_{i} \cap \beta_{i} \Gamma \neq \varnothing$, so that taking an element $\delta_{i} \in \Gamma \alpha_{i} \cap \beta_{i} \Gamma$, we get $\Gamma \alpha_{i}=\Gamma \delta_{i}$ and $\beta_{i} \Gamma=\delta_{i} \Gamma$. Therefore we obtain

$$
\Gamma \alpha \Gamma=\coprod_{i=1}^{d} \Gamma \delta_{i}=\coprod_{i=1}^{d} \delta_{i} \Gamma .
$$

Theorem 2.7.8. Assume that there exists a mapping 1 of $\Delta$ into itself satisfying
(i) $(\alpha \beta)^{t}=\beta^{\prime} \alpha^{i}$ and $\left(\alpha^{\prime}\right)^{t}=\alpha$ for $\alpha, \beta \in \Delta$,
(ii) $\Gamma^{t}=\Gamma$,
(iii) $\Gamma \alpha^{l} \Gamma=\Gamma \alpha \Gamma$.

Then the following assertions hold.
(1) For any $\alpha \in \Delta, \Gamma \backslash \Gamma \alpha \Gamma$ and $\Gamma \alpha \Gamma / \Gamma$ has a common set of representatives.
(2) The Hecke algebra $\mathscr{R}_{K}(\Gamma, 4)$ is commutative.

Proof. Let $\Gamma \alpha \Gamma=\coprod_{i} \Gamma \alpha_{i}$ for $\alpha \in \Delta$. Then $\Gamma \alpha \Gamma=\Gamma \alpha^{t} \Gamma=(\Gamma \alpha \Gamma)^{t}=\coprod_{i} \alpha_{i}^{t} \Gamma$. Thus (1) follows from Lemma 2.7.7. Hence we may put $\Gamma \alpha \Gamma=\coprod_{i} \Gamma \alpha_{i}=\coprod_{i} \alpha_{i} \Gamma$, and $\Gamma \beta \Gamma=\coprod_{j} \Gamma \beta_{j}=\coprod_{j} \beta_{j} \Gamma$. Let

$$
\Gamma \alpha \Gamma \cdot \Gamma \beta \Gamma=\sum_{\gamma} c_{\gamma} \Gamma \hat{\gamma} \Gamma, \quad \Gamma \beta \Gamma \cdot \Gamma \alpha \Gamma=\sum_{\gamma} c_{\gamma}^{\prime} \Gamma \gamma \Gamma,
$$

then

$$
\begin{aligned}
c_{\gamma} & =\#\left\{(i, j) \mid \Gamma x_{i} \beta_{j}=\Gamma \gamma\right\} \\
& =\#\left\{(i, j) \mid \Gamma \alpha_{i} \beta_{j} \Gamma=\Gamma \gamma \Gamma\right\} /|\Gamma \backslash \Gamma \gamma \Gamma| \\
& =\#\left\{(i, j) \mid \Gamma \beta_{i}^{l} \alpha_{j}^{l} \Gamma=\Gamma \gamma^{l} \Gamma\right\} /\left|\Gamma \backslash \Gamma \gamma^{l} \Gamma\right| \\
& =\#\left\{(i, j) \mid \Gamma \beta_{j}^{l} \alpha_{i}^{l}=\Gamma \gamma^{l}\right\} \\
& =c_{\gamma}^{\prime} .
\end{aligned}
$$

Therefore we obtain $\Gamma \alpha \Gamma \cdot \Gamma \beta \Gamma=\Gamma \beta \Gamma \cdot \Gamma \alpha \Gamma$.

## $\S$ 2.8. Hecke Operators on the Space of Automorphic Forms

In the previous section, we defined the Hecke algebra in the general framework. Now we are going to let Hecke algebras act on the spaces of automorphic forms.

Let $\Gamma$ be a Fuchsian group, and $\chi$ a character of $\Gamma$ of finite order. Considering $\Gamma$ as a subgroup of $G L_{2}^{+}(\mathbb{R})$, we put

$$
\tilde{\Gamma}=\left\{g \in G L_{2}^{+}(\mathbb{R}) \mid g \Gamma g^{-1} \approx \Gamma\right\}
$$

Let $\Delta$ be a subsemigroup of $\tilde{\Gamma}$ such that $\tilde{\Gamma} \supset \Delta \supset \Gamma$. Assume that $\chi$ can be extended to a character of $\Delta$, which we denote by the same symbol $\chi$, and that the following condition is satisfied:
(2.8.1) if $\alpha \gamma \alpha^{-1} \in \Gamma(\gamma \in \Gamma, \alpha \in \Delta)$, then $\chi\left(\alpha \gamma \alpha^{-1}\right)=\chi(\gamma)$.

Now let $\Xi$ be a set of all subgroups of $\Gamma$ of finite index. For $\Gamma_{1}, \Gamma_{2} \in \Xi$ and $\alpha \in \Delta$, put $\Gamma_{1} \alpha \Gamma_{2}=\coprod_{v=1}^{d} \Gamma_{1} \alpha_{v}$. Then for any element $f(z)$ of $\mathscr{A}_{k}\left(\Gamma_{1}, \chi\right)$, we put

$$
\begin{align*}
\left(f \mid \Gamma_{1} \alpha \Gamma_{2}\right)(z) & =\operatorname{det}(\alpha)^{k / 2-1} \sum_{v=1}^{d} \overline{\chi\left(\alpha_{v}\right)}\left(\left.f\right|_{k} \alpha_{v}\right)(z)  \tag{2.8.2}\\
& =\operatorname{det}(\alpha)^{k-1} \sum_{v=1}^{d} \overline{\chi\left(\alpha_{v}\right)} j\left(\alpha_{v}, z\right)^{-k} f\left(\alpha_{v} z\right)
\end{align*}
$$

Theorem 2.8.1. (1) The above definition is independent of the choice of the representatives $\alpha_{v}$, and

$$
f \mid \Gamma_{1} \alpha \Gamma_{2} \in \mathscr{A}_{k}\left(\Gamma_{2}, \chi\right)
$$

Moreover if $f \in \mathscr{G}_{k}\left(\Gamma_{1}, \chi\right)$ (resp. $\in \mathscr{S}_{k}\left(\Gamma_{1}, \chi\right)$ ), then $f \mid \Gamma_{1} \propto \Gamma_{2} \in \mathscr{G}_{k}\left(\Gamma_{2}, \chi\right)$ (resp. $\in \mathscr{S}_{k}$ $\left.\left(\Gamma_{2}, \chi\right)\right)$.
(2) If $\Gamma_{1}, \Gamma_{2}, \Gamma_{3} \in \Xi$ and $\alpha, \beta \in \Delta$, then

$$
\left(f \mid \Gamma_{1} \alpha \Gamma_{2}\right)\left|\Gamma_{2} \beta \Gamma_{3}=f\right|\left(\Gamma_{1} \alpha \Gamma_{2} \cdot \Gamma_{2} \beta \Gamma_{3}\right) .
$$

(3) Under the above action, $\mathscr{A}_{k}(\Gamma, \chi)$ is a right $\mathscr{R}(\Gamma, \Delta)$-module, and both $\mathscr{G}_{k}(\Gamma, \chi)$ and $\mathscr{S}_{k}(\Gamma, \chi)$ are its $\mathscr{R}(\Gamma, \Delta)$-submodules.

Proof. Put

$$
\mathscr{A}_{k}=\bigcup_{\Gamma^{\prime} \in \Xi} \mathscr{A}_{k}\left(\Gamma^{\prime}, \chi\right), \quad \mathscr{G}_{k}=\bigcup_{\Gamma^{\prime} \in \Xi} \mathscr{G}_{k}\left(\Gamma^{\prime}, \chi\right), \quad \mathscr{S}_{k}=\bigcup_{\Gamma^{\prime} \in \Xi} \mathscr{S}_{k}\left(\Gamma^{\prime}, \chi\right)
$$

Since

$$
\mathscr{A}_{k}\left(\Gamma_{1}, \chi\right) \cup \mathscr{A}_{k}\left(\Gamma_{2}, \chi\right) \subset \mathscr{A}_{k}\left(\Gamma_{1} \cap \Gamma_{2}, \chi\right)
$$

for $\Gamma_{1}, \Gamma_{2} \in \Xi, \mathscr{A}_{k}$ is a vector space over $\mathbb{C}$. Similarly, both $\mathscr{G}_{k}$ and $\mathscr{S}_{k}$ are subspaces of $\mathscr{A}_{k}$. We define the action of an element $\alpha$ of $\Delta$ on $\mathscr{A}_{k}$ by

$$
f^{\alpha}=\operatorname{det}(\alpha)^{k / 2-1} \overline{\chi(\alpha)}\left(\left.f\right|_{k} \alpha\right), \quad f \in \mathscr{A}_{k}
$$

Since by (2.8.1) $f^{\alpha}$ belongs to $\mathscr{A}_{k}\left(\Gamma_{1} \cap \alpha^{-1} \Gamma_{1} \alpha, \chi\right)$ provided $f$ does to $\mathscr{A}_{k}\left(\Gamma_{1}, \chi\right)$ $\left(\Gamma_{1} \in \Xi\right)$, " $f \mapsto f^{\alpha "}$ is a linear mapping of $\mathscr{A}_{k}$ into itself. It is obvious that $\left(f^{\alpha}\right)^{\beta}=f^{\alpha \beta}$ for any $\alpha, \beta \in \Delta$. Thus $\Delta$ acts on $\mathscr{A}_{k}$ and $\mathscr{A}_{k}^{\Gamma_{1}}=\mathscr{A}_{k}\left(\Gamma_{1}, \chi\right)$ for any $\Gamma_{1} \in \Xi$. Furthermore if $f \in \mathscr{A}_{k}\left(\Gamma_{1}, \chi\right)$ and $\Gamma_{1} \alpha \Gamma_{2}=\coprod_{v} \Gamma_{1} \alpha_{v}(\alpha \in \Delta)$, then we have

$$
f \mid \Gamma_{1} \alpha \Gamma_{2}=\sum_{v} f^{\alpha_{v}}
$$

Hence by Lemma 2.7.2, the above definition is independent of the choice of the representatives $\alpha_{v}$, and $f \mid \Gamma_{1} \alpha \Gamma_{2}$ belongs $\mathscr{A}_{k}\left(\Gamma_{2}, \chi\right)$. A similar argument is also applicable to the latter half of the first assertion. Assertions (2) and (3) are special cases of Lemma 2.7.4(1) and (4), respectively.

A linear mapping of $\mathscr{A}_{k}\left(\Gamma_{1}, \chi\right)$ into $\mathscr{A}_{k}\left(\Gamma_{2}, \chi\right)$ induced by $\Gamma_{1} \alpha \Gamma_{2}(\alpha \in \Delta)$ is called a Hecke operator.

Remark 2.8.1. Since the action of $\Gamma_{1} \alpha \Gamma_{2}$ on $\mathscr{A}_{k}\left(\Gamma_{1}, \chi\right)$ depends on $k$ and $\chi$, we should distinguish an element of $\mathscr{R}\left(\Gamma_{1}, \Gamma_{2} ; \Delta\right)$ from the Hecke operator. We use, however, the same symbol for simplicity, since the action of $\Gamma_{1} \alpha \Gamma_{2}$ is determined uniquely.

Remark 2.8.2. When $\chi$ is the identity character, we can take as $\Delta$ any semigroup satisfying $\tilde{\Gamma} \supset \Delta \supset \Gamma$. In particular, $\mathscr{R}(\Gamma, \tilde{\Gamma})$ acts on $\mathscr{A}_{k}(\Gamma), \mathscr{G}_{k}(\Gamma)$, and $\mathscr{S}_{k}(\Gamma)$.

Let (, ) be the Petersson inner product. Then we have

Theorem 2.8.2. For $\alpha \in G L_{2}^{+}(\mathbb{R})$, we put $\alpha^{\prime}=\operatorname{det}(\alpha) \alpha^{-1}$.
(1) Assume $\Gamma_{1} \approx \Gamma_{2}$. Then for $\alpha \in \tilde{\Gamma}_{1}\left(=\tilde{\Gamma}_{2}\right)$,

$$
\left(\left.f\right|_{k} \alpha, g\right)=\left(f,\left.g\right|_{k} \alpha^{\prime}\right), \quad f(z) \in \mathscr{S}_{k}\left(\Gamma_{1}\right), \quad g(z) \in \mathscr{G}_{k}\left(\Gamma_{2}\right)
$$

(2) For $\alpha \in \tilde{\Gamma}$,

$$
(f \mid \Gamma \alpha \Gamma, g)=\left(f, g \mid \Gamma \alpha^{\prime} \Gamma\right), \quad f(z) \in \mathscr{S}_{k}(\Gamma), \quad g(z) \in \mathscr{G}_{k}(\Gamma) .
$$

Proof. (1): Put $\Gamma=\alpha^{-1} \Gamma_{1} \alpha \cap \Gamma_{2}$. Since $\left.f\right|_{k} \alpha \in \mathscr{P}_{k}\left(\alpha^{-1} \Gamma_{1} \alpha\right)$, we see

$$
\begin{aligned}
\left(\left.f\right|_{k} \alpha, g\right) & =v(\Gamma \backslash \mathbf{H})^{-1} \int_{\Gamma \backslash \mathbf{H}} \operatorname{det}(\alpha)^{k / 2} j(\alpha, z)^{-k} f(\alpha z) \overline{g(z)} \operatorname{Im}(z)^{k} d v(z) \\
& =v(\Gamma \backslash \mathbf{H})^{-1} \int_{\alpha \Gamma \alpha^{-1} \backslash \mathbf{H}} \operatorname{det}(\alpha)^{k / 2} f(z) \overline{g\left(\alpha^{-1} z\right)} j\left(\alpha, \alpha^{-1} z\right)^{-k} \operatorname{Im}\left(\alpha^{-1} z\right)^{k} d v(z) .
\end{aligned}
$$

Since $\quad \alpha^{-1} z=\alpha^{\prime} z, \quad j\left(\alpha, \alpha^{-1} z\right)=j\left(\alpha, \alpha^{\prime} z\right)=\operatorname{det}(\alpha) j\left(\alpha^{\prime}, z\right)^{-1}, \quad \operatorname{Im}\left(\alpha^{-1} z\right)=\operatorname{Im}\left(\alpha^{\prime} z\right)$ $=\operatorname{det}\left(\alpha^{\prime}\right)\left|j\left(\alpha^{\prime}, z\right)\right|^{-2} \operatorname{Im}(z), \operatorname{det}(\alpha)=\operatorname{det}\left(\alpha^{\prime}\right)$, and $v(\Gamma \backslash \mathbf{H})=v\left(\alpha \Gamma \alpha^{-1} \backslash \mathbf{H}\right)$, we get

$$
\begin{aligned}
\left(\left.f\right|_{k} \alpha, g\right) & =v\left(\alpha \Gamma \alpha^{-1} \backslash \mathbf{H}\right)^{-1} \int_{\alpha \Gamma x} \int_{\mathbf{H}} f(z) \operatorname{det}\left(\alpha^{\prime}\right)^{k / 2} \overline{j\left(\alpha^{\prime}, z\right)^{-k}} g\left(\alpha^{\prime} z\right) \operatorname{Im}(z)^{k} d v(z) \\
& =\left(f,\left.g\right|_{k} \alpha^{\prime}\right) .
\end{aligned}
$$

(2): Noting that $-1 \in \Gamma$ if and only if $-1 \in \alpha^{-1} \Gamma \alpha$, we see

$$
\begin{aligned}
{\left[\Gamma: \Gamma \cap \alpha^{-1} \Gamma \alpha\right] } & =v\left(\left(\Gamma \cap \alpha^{-1} \Gamma \alpha\right) \backslash \mathbf{H}\right) / v(\Gamma \backslash \mathbf{H}) \\
& =v\left(\left(\alpha \Gamma \alpha^{-1} \cap \Gamma\right) \backslash \mathbf{H}\right) / v(\Gamma \backslash \mathbf{H}) \\
& =\left[\Gamma: \Gamma \cap \alpha \Gamma \alpha^{-1}\right] .
\end{aligned}
$$

Thus Lemma 2.7.1(4) implies $|\Gamma \backslash \Gamma \alpha \Gamma|=|\Gamma \alpha \Gamma / \Gamma|$, so that both $\Gamma \backslash \Gamma \alpha \Gamma$ and $\Gamma \alpha \Gamma / \Gamma$ has a common set of representatives by Lemma 2.7.7. We may put $\Gamma \alpha \Gamma=\coprod_{v} \Gamma \alpha_{v}=\coprod_{v} \alpha_{v} \Gamma$ for some $\left\{\alpha_{v}\right\}$, then we have $\Gamma \alpha^{-1} \Gamma=\coprod_{v} \Gamma \alpha_{v}^{-1}$ and $\Gamma \alpha^{\prime} \Gamma=\coprod_{v} \Gamma \alpha_{v}^{\prime}$. Therefore we obtain

$$
\begin{aligned}
(f \mid \Gamma \alpha \Gamma, g) & =\operatorname{det}(\alpha)^{k / 2-1} \sum_{v}\left(\left.f\right|_{k} \alpha_{v}, g\right) \\
& =\operatorname{det}(\alpha)^{k / 2-1} \sum_{v}\left(f,\left.g\right|_{k} \alpha_{v}^{\prime}\right) \\
& =\left(f, g \mid \Gamma \alpha^{\prime} \Gamma\right)
\end{aligned}
$$

Corollary 2.8.3. Let $\chi$ and $\psi$ be two characters of $\Gamma$ of finite order. If $\chi \neq \psi$, then $(f, g)=0$ for $f \in \mathscr{S}_{k}(\Gamma, \chi)$ and $g \in \mathscr{G}_{k}(\Gamma, \psi)$.
Proof. Let $\gamma$ be an element of $\Gamma$ such that $\chi(\gamma) \neq \psi(\gamma)$. Then

$$
\chi(\gamma)(f, g)=\left(\left.f\right|_{k} \gamma, g\right)=\left(f,\left.g\right|_{k} \gamma^{-1}\right)=\psi(\gamma)(f, g)
$$

This implies $(f, g)=0$.

Corollary 2.8.4. If $f \in \mathscr{N}_{k}(\Gamma)$, then $f \mid \Gamma \alpha \Gamma \in \mathscr{I}_{k}(\Gamma)$ for any $\alpha \in \tilde{\Gamma}$.
Proof. This is obvious from Theorem 2.8.2(2).
We now explain the geometrical meaning of Hecke operators. We assume elementary knowledge of algebraic geometry. Let $\mathfrak{R}$ be a compact Riemann surface. Then $\mathfrak{R}$ is isomorphic to a nonsingular algebraic curve as complex manifolds. We define a subgroup of the divisor group of $\mathfrak{\Re}$ by

$$
\operatorname{Div}_{0}(\mathfrak{R})=\{\mathbf{a} \in \operatorname{Div}(\mathfrak{R}) \mid \operatorname{deg}(\mathbf{a})=0\}
$$

then from (2.2.8), we have $\operatorname{Div}_{l}(\mathfrak{R}) \subset \operatorname{Div}_{0}(\Re)$. The quotient group

$$
J=\operatorname{Div}_{0}(\mathfrak{R}) / \operatorname{Div}_{l}(\mathfrak{R})
$$

has a natural structure of a complex manifold which is an abelian variety. We call the abelian variety $J$ the jacobian variety of $\mathfrak{R}$. We denote by $D_{0}^{1}(J)$ the space of holomorphic differentials on $J$, then

$$
D_{0}^{1}(\mathfrak{R}) \simeq D_{0}^{1}(J)
$$

Let now $\Gamma$ be a Fuchsian group of the first kind. For $\alpha \in \tilde{\Gamma}$, the mapping

$$
\mathbf{H}^{*} \ni z \mapsto(z, \alpha z) \in \mathbf{H}^{*} \times \mathbf{H}^{*}
$$

induces an imbedding of $\mathfrak{R}_{\Gamma \cap \alpha{x^{-1}}^{1}}$ into $\mathfrak{R}_{\Gamma} \times \mathfrak{R}_{\Gamma}$. We denote by $T(\Gamma \alpha \Gamma)$ the image of $R_{\Gamma \cap \alpha \alpha^{-1}}$ in $\mathfrak{R}_{\Gamma} \times \mathfrak{R}_{\Gamma}$. Then $T(\Gamma \alpha \Gamma)$ is an algebraic correspondence of $\mathfrak{R}_{I}$ into itself. Put $\Gamma \alpha \Gamma \cdot \Gamma \beta \Gamma=\sum_{\delta} c_{\delta} \Gamma \delta \Gamma$ for $\alpha, \beta \in \tilde{\Gamma}$, then

$$
T(\Gamma \alpha \Gamma) T(\Gamma \beta \Gamma)=\sum_{\delta} c_{\delta} T(\Gamma \delta \Gamma)
$$

as algebraic correspondences. Moreover let $\pi: \mathbf{H}^{*} \rightarrow \mathfrak{R}_{\Gamma}$ be the canonical mapping, and $\Gamma \alpha \Gamma=\coprod_{v} \Gamma \alpha_{v}$. Then

$$
\begin{equation*}
T(\Gamma \alpha \Gamma)(\pi(z))=\sum_{v} \pi\left(\alpha_{v} z\right) \tag{2.8.3}
\end{equation*}
$$

We call $T(\Gamma \alpha \Gamma)$ a modular correspondence. By (2.8.3), $T(\Gamma \alpha \Gamma)$ induces an endomorphism $\tau(\Gamma \alpha \Gamma)$ of the jacobian variety $J_{\Gamma}$ of $\mathfrak{R}_{\Gamma}$. The following diagram is commutative:

$$
\begin{array}{ccc}
\mathscr{S}_{2}(\Gamma) & \xrightarrow{\Gamma \alpha \Gamma} & \mathscr{S}_{2}(\Gamma) \\
\| \chi & & \| २ \\
D_{0}^{1}\left(\Re_{I}\right) & & D_{0}^{1}\left(\mathfrak{R}_{\Gamma}\right) \\
\| \chi & & \| \chi \\
D_{0}^{1}\left(J_{\Gamma}\right) \xrightarrow{\tau(\Gamma \alpha \Gamma)} & D_{0}^{1}\left(J_{\Gamma}\right)
\end{array}
$$

In particular, take a congruence modular group for $\Gamma$. Then both $\Re_{\Gamma}$ and $J_{\Gamma}$ are defined over $\mathbb{Q}$ or over a cyclotomic field. In the investigation of $\mathfrak{R}_{\Gamma}$ and $J_{\Gamma}$, in
particular in the arithmetical investigation, for example, of Hasse zeta functions or field extensions generated by section points of $J_{\Gamma}$, etc., the modular correspondences $T(\Gamma \alpha \Gamma)$ and the Hecke operators $\Gamma \alpha \Gamma$ play important roles. See [Shimura 2, 3, 4, 6], etc., for these theories. We shall study the Hecke algebra of modular groups in Chapter 4 and calculate the traces of Hecke operators on the spaces of cusp forms in Chapter 6. They are of course important in themselves. However, applications of them to number theory are always in our mind.

## Chapter 3. L-Functions

In this chapter, we summarize basic facts of number theory and Dirichlet series for the succeeding chapters. Most of the important theorems are stated without proof. Readers who have number theoretical backgrounds can skip this chapter.

## §3.1. Dirichlet Characters

Let $N$ be a positive integer, and $\tilde{\chi}$ a character of $(\mathbb{Z} / N \mathbb{Z})^{\times}$. For any integer $n$, we put

$$
\chi(n)= \begin{cases}\tilde{\chi}(n \bmod N) & \text { if } \quad(n, N)=1,  \tag{3.1.1}\\ 0 & \text { if } \quad(n, N) \neq 1,\end{cases}
$$

then $\chi$ is a mapping of $\mathbb{Z}$ into $\mathbb{C}$ satisfying
(i) $\chi(m n)=\chi(m) \chi(n)$;
(ii) $\chi(m)=\chi(n)$ if $m \equiv n \bmod N$;
(iii) $\chi(n) \neq 0$ if and only if $(n, N)=1$.

The characters $\tilde{\chi}$ of $(\mathbb{Z} / N \mathbb{Z})^{\times}$and the mappings $\chi$ of $\mathbb{Z}$ into $\mathbb{C}$ satisfying conditions (i) through (iii) correspond bijectively through (3.1.1). We call such a mapping $\chi$ of $\mathbb{Z}$ into $\mathbb{C}$ a Dirichlet character $\bmod N$, or simply a character $\bmod N$. We call $N$ the modulus of $\chi$. We call the Dirichlet character corresponding to the trivial character of $(\mathbb{Z} / N \mathbb{Z})^{\times}$the trivial character $\bmod N$. Further we denote by $\chi_{0}$ the trivial character mod 1 and call it the principal character.

For a Dirichlet character $\chi \bmod N$, we define the complex conjugate $\bar{\chi}$ by

$$
\begin{equation*}
\bar{\chi}(n)=\overline{\chi(n)} \quad(n \in \mathbb{Z}), \tag{3.1.2}
\end{equation*}
$$

which is also a character $\bmod N$. For a multiple $M$ of $N$, we put

$$
\chi^{\prime}(n)=\left\{\begin{array}{lll}
\chi(n) & \text { if } & (n, M)=1 \\
0 & \text { if } & (n, M) \neq 1
\end{array}\right.
$$

Then $\chi^{\prime}$ is a character $\bmod M$. We call it the character $\bmod M$ induced from $\chi$.
For a character $\chi \bmod N$, let $\mathbf{M}_{\chi}$ be the set of positive integers $m$ satisfying the following condition:

$$
\begin{equation*}
\text { if }(n, N)=1 \quad \text { and } \quad n \equiv 1 \bmod m, \quad \text { then } \quad \chi(n)=1 \tag{3.1.3}
\end{equation*}
$$

Since $N$ belongs to $M_{\chi}, M_{\chi}$ is not empty. For any two elements $m_{1}, m_{2}$ of $M_{\chi}$, the greatest common divisor of $m_{1}$ and $m_{2}$ also belongs to $\mathrm{M}_{\chi}$. Therefore the smallest integer $m_{\chi}$ contained in $M_{\chi}$ is a divisor of all elements of $M_{x}$. We call $m_{\chi}$ the conductor of $\chi$. When $N=m_{\chi}, \chi$ is called a primitive character $\bmod N$. If an integer $n$ is prime to $m_{\chi}$, then we can take an integer $n^{\prime}$ so that $\left(n^{\prime}, N\right)=1$ and $n^{\prime} \equiv n \bmod m_{\chi}$. We put

$$
\chi^{0}(n)= \begin{cases}\chi\left(n^{\prime}\right) & \text { if } \quad\left(n, m_{\chi}\right)=1 \\ 0 & \text { if } \quad\left(n, m_{\chi}\right) \neq 1\end{cases}
$$

then $\chi^{0}$ is a primitive character $\bmod m_{\chi}$. We call $\chi^{0}$ the primitive character associated with $\chi$ and $\chi$ is induced from $\chi^{0}$.

For two Dirichlet characters $\chi \bmod N$ and $\psi \bmod M$, we put

$$
(\chi \psi)(n)=\chi(n) \psi(n) \quad(n \in \mathbb{Z})
$$

then $\chi \psi$ is a character $\bmod L$ for the least common multiple $L$ of $N$ and $M$. Let now $\chi$ be a character $\bmod N$, and $N=\prod_{p} p^{e}$ the decomposition as the product of primes. Fix a prime factor $p$. For an integer $n$ prime to $p$, take a positive integer $m$ so that

$$
m \equiv \begin{cases}n & \bmod p^{e} \\ 1 & \bmod N / p^{e}\end{cases}
$$

We put

$$
\chi_{p}(n)=\left\{\begin{array}{lll}
\chi(m), & \text { if } & (n, p)=1 \\
0, & \text { if } & (n, p) \neq 1
\end{array}\right.
$$

Then it is independent of the choice of $m$, and $\chi_{p}$ is a character mod $p^{e}$. Furthermore we have

$$
\begin{equation*}
\chi(n)=\prod_{p \mid N} \chi_{p}(n) \quad(n \in \mathbb{Z}) \tag{3.1.4}
\end{equation*}
$$

For a primitive Dirichlet character $\chi$ with conductor $m$, we define the Gauss sum of $\chi$ by

$$
\begin{equation*}
W(\chi)=\sum_{a=0}^{m-1} \chi(a) e^{2 \pi i a / m} \tag{3.1.5}
\end{equation*}
$$

The following lemma is fundamental.
Lemma 3.1.1. Let $\chi$ be a primitive Dirichlet character $\bmod m$.
(1) $\sum_{a=0}^{m-1} \chi(a) e^{2 \pi i a b / m}=\bar{\chi}(b) W(\chi)$ for any integer $b$.
(2) $W(\chi) W(\bar{\chi})=\chi(-1) m$.
(3) $\overline{W(\chi)}=\chi(-1) W(\bar{\chi})$.
(4) $|W(\chi)|^{2}=m$.

Proof. (1): First assume that $b$ is prime to $m$. Since $\chi(a)=\chi(a b) \bar{\chi}(b)$, we see

$$
\sum_{a=0}^{m-1} \chi(a) e^{2 \pi i a b / m}=\bar{\chi}(b) \sum_{a=0}^{m-1} \chi(a b) e^{2 \pi i a b / m}=\bar{\chi}(b) W(\chi) .
$$

Next suppose $(b, m) \neq 1$, and put $n=m /(b, m)$. Define a subgroup $H$ of $(\mathbb{Z} / m \mathbb{Z})^{\times}$by

$$
H=\left\{d \in(\mathbb{Z} / m \mathbb{Z})^{\times} \mid \quad d \equiv 1 \bmod n\right\},
$$

and let $(\mathbb{Z} / m \mathbb{Z})^{\times}=\coprod_{c} H c$ be a coset decomposition. Since $\chi$ is primitive, the restriction of $\chi$ on $H$ is not trivial. In addition, $b d \equiv b \bmod m$ for any $d \in H$. Thus we see

$$
\begin{aligned}
\sum_{a} \chi(a) e^{2 \pi i a b / m} & =\sum_{c} \sum_{d \in H} \chi(d c) e^{2 \pi i b c d / m} \\
& =\sum_{c} \chi(c) e^{2 \pi i b c / m} \sum_{d \in H} \chi(d)=0 .
\end{aligned}
$$

(2): By (1), we see

$$
\begin{aligned}
W(\chi) W(\bar{\chi}) & =\sum_{b=0}^{m-1} W(\chi) \bar{\chi}(b) e^{2 \pi i b / m} \\
& =\sum_{b=0}^{m-1} \sum_{a=0}^{m-1} \chi(a) e^{2 \pi i a b / m} e^{2 \pi i b / m} \\
& =\sum_{a=0}^{m-1} \chi(a) \sum_{b=0}^{m-1} e^{2 \pi i b(a+1) / m}
\end{aligned}
$$

Since $\sum_{b=0}^{m-1} e^{2 \pi i b(a+1) / m}$ is equal to $m$ if $a+1 \equiv 0 \bmod m$, and to 0 otherwise, we get $W(\chi) W(\bar{\chi})=\chi(-1) m$. Since $\chi(-1)= \pm 1$, we see

$$
\overline{W(\chi)}=\sum_{a=0}^{m-1} \bar{\chi}(a) e^{-2 \pi i a / m}=\bar{\chi}(-1) W(\bar{\chi})=\chi(-1) W(\bar{\chi}),
$$

so that

$$
W(\chi) \overline{W(\chi)}=W(\chi) W(\bar{\chi}) \chi(-1)=m .
$$

Thus (3) and (4) are proved.
Lemma 3.1.2. Let $\chi, \psi$ be primitive Dirichlet characters, and $m_{\chi}, m_{\psi}$ their conductors. If $\left(m_{x}, m_{\psi}\right)=1$, then

$$
W(\chi \psi)=\chi\left(m_{\psi}\right) \psi\left(m_{\chi}\right) W(\chi) W(\psi) .
$$

Proof. Put $m=m_{\chi}$ and $n=m_{\psi}$. By the assumption, for any integer $a$, there exist integers $b, c$ such that

$$
a=b n+c m
$$

The integers $b, c$ are uniquely determined modulo $m$ and $n$, respectively, and when $a$ runs over all the representatives of $\mathbb{Z} / m n \mathbb{Z}$, so does the pair $(b, c)$ over the representatives of $\mathbb{Z} / m \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}$. Therefore we see

$$
\begin{aligned}
W(\chi \psi) & =\sum_{a=0}^{m n-1}(\chi \psi)(a) e^{2 \pi i a / m n} \\
& =\left(\sum_{b=0}^{m-1} \chi(b n) e^{2 \pi i b / m}\right)\left(\sum_{c=0}^{n-1} \psi(c m) e^{2 \pi i c / n}\right) \\
& =\chi\left(m_{\psi}\right) \psi\left(m_{\chi}\right) W(\chi) W(\psi) .
\end{aligned}
$$

Lemma 3.1.3. (1) Let $\chi$ be a Dirichlet character mod $m$. Then for any integers $l(>0)$ and $q$, we have

$$
\sum_{a=0}^{l m-1} \chi(a) e^{2 \pi i a q / l m}= \begin{cases}0 & \text { if } l \nmid q, \\ l \sum_{a=0}^{m-1} \chi(a) e^{2 \pi i a r / m} & (r=q / l) \\ \text { if } l \mid q .\end{cases}
$$

(2) Let $\chi$ be a primitive Dirichlet character $\bmod m$, and $\chi^{\prime}$ the Dirichlet character $\bmod l m$ induced from $\gamma$. Then for an integer $q$, we have

$$
\sum_{a=0}^{I m-1} \chi^{\prime}(a) e^{2 \pi i a q / l m}=W(\chi) \sum_{0<c \mid(1, q)} c \mu(l / c) \chi(l / c) \bar{\chi}(q / c),
$$

where $\mu$ is the Möbius function.
Proof. We see that

$$
\begin{aligned}
\sum_{a=0}^{l m-1} \chi(a) e^{2 \pi i a / m} & =\sum_{d=0}^{m-1} \chi(d) e^{2 \pi i d q / l m} \sum_{b=0}^{l-1} e^{2 \pi i b q / l} \quad(a=b m+d) \\
& =\left\{\begin{array}{lll}
0 & \text { if } & l \mid q q, \\
l \sum_{d=0}^{m-1} \chi(d) e^{2 \pi i d r / m} & \text { if } & l \mid q .
\end{array}\right.
\end{aligned}
$$

This implies (1). Furthermore if $\chi$ is primitive, then we see by Lemma 3.1.1 that

$$
\sum_{a=0}^{l m-1} \chi(a) e^{2 \pi i a q / l m}=\left\{\begin{array}{lll}
0 & \text { if } l \psi q,  \tag{3.1.6}\\
l W(\chi) \bar{\chi}(q / l) & \text { if } l \mid q .
\end{array}\right.
$$

Now we see

$$
\begin{aligned}
\sum_{a=0}^{I m-1} \chi^{\prime}(a) e^{2 \pi i a q / m m} & =\sum_{a=0}^{l m-1}\left(\sum_{0<d \mid(a, l)} \mu(d)\right) \chi(a) e^{2 \pi i a q / l m} \\
& =\sum_{0<d \mid l} \mu(d) \chi(d) \sum_{n=0}^{m c-1} \chi(n) e^{2 \pi i n q / m c},
\end{aligned}
$$

where $l=c d, a=n d$. Applying (3.1.6) to the last sum, we obtain (2).
Let $p$ be an odd prime number. For integers $n$, we put

$$
\binom{n}{p}=\left\{\begin{array}{rll}
1 & \text { if } & p \nmid n  \tag{3.1.7}\\
-1 & \text { if } & p \nmid n \\
0 & \text { and } & x^{2} \equiv n \bmod p \text { is solvable in } \mathbb{Z}, \\
x^{2} \equiv n \bmod p \text { is unsolvable in } \mathbb{Z}, \\
& \text { if } &
\end{array}\right.
$$

We call $\left(\frac{n}{p}\right)$ the quadratic residue symbol, or the Legendre symbol. The mapping " $n \mapsto\left(\frac{n}{p}\right)$ " is a Dirichlet character $\bmod p$. We generalize the quadratic residue symbol and define $\left(\frac{a}{b}\right)$ for integers $a$ and $b((a, b) \neq(0,0))$. When $b$ is an odd prime
number, we define $\left(\frac{a}{b}\right)$ by (3.1.7). Next if $b$ is $2, \pm 1$, or 0 , we put

$$
\begin{gather*}
\left(\frac{a}{2}\right)=\left\{\begin{aligned}
1 & \text { if } a \equiv 1 \bmod 8, \\
-1 & \text { if } a \equiv 5 \bmod 8, \\
0 & \text { otherwise },
\end{aligned}\right. \\
\left(\frac{a}{-1}\right)=\left\{\begin{array}{rll}
1 & \text { if } & a \geqq 0, \\
-1 & \text { if } & a<0,
\end{array}\right.  \tag{3.1.8}\\
\left(\frac{a}{1}\right)=1, \\
\left(\frac{a}{0}\right)=\left\{\begin{array}{lll}
1 & \text { if } & a=1, \\
0 & \text { if } & a \neq 1 .
\end{array}\right.
\end{gather*}
$$

In general, let $b$ be a nonzero integer. Express $b$ as the product of $\pm 1$ and prime numbers

$$
b=\varepsilon \Pi p \quad(\varepsilon= \pm 1, \quad p \text { : prime })
$$

and put

$$
\begin{equation*}
\left(\frac{a}{b}\right)=\left(\frac{a}{\varepsilon}\right) \prod_{p}\left(\frac{a}{p}\right) \tag{3.1.9}
\end{equation*}
$$

We call $\left(\frac{a}{b}\right)$ the Kronecker symbol. The following theorem on quadratic fields is well known (see, for example, [Borevich-Shafarevich]).

Theorem 3.1.4. Let $F=\mathbb{Q}(\sqrt{m})$ be a quadratic field with a square-free integer $m$. For any prime number $p$, we have:
(1) if $\left(\frac{m}{p}\right)=1$, then $p$ splits in $F$;
(2) if $\left(\frac{m}{p}\right)=-1$, then $p$ remains prime in $F$;
(3) if $\left(\frac{m}{p}\right)=0$, then $p$ ramifies in $F$.

Now let $F=\mathbb{Q}(\sqrt{m})$ be a quadratic field as in Theorem 3.1.4, and $d$ the discriminant of $F$ (for the definition of the discriminant, see §3.3). Then we have

$$
d=\left\{\begin{array}{rll}
m & \text { if } & m \equiv 1 \bmod 4 \\
4 m & \text { if } & m \not \equiv 1 \bmod 4
\end{array}\right.
$$

so that $\left(\frac{m}{p}\right)=\left(\frac{d}{p}\right)$ for odd $p$. We note that when $d$ is the discriminant of some quadratic field, $\left(\frac{d}{b}\right)$ coincides with the classical one. The following properties are well known.
(3.1.10) For any integer $d(\neq 0)$, the mapping " $n \mapsto\left(\frac{d}{n}\right)$ " is a Dirichlet character, and ifd is the discriminant of a quadratic field, then " $n \mapsto\left(\frac{d}{n}\right)$ " is a primitive Dirichlet character of conductor $|d|$.
(3.1.11) If $p$ is a prime number, -1 , or -2 , then we put

$$
p^{*}=\left\{\begin{aligned}
p & \text { if } p \equiv 1 \bmod 4 \\
-p & \text { if } \quad p \equiv-1 \bmod 4 \quad \text { and } p \neq-1 \\
-4 & \text { if } p=-1 \\
8 & \text { if } p=2 \\
-8 & \text { if } \quad p=-2
\end{aligned}\right.
$$

Then an integer $d$ is the discriminant of a quadratic field if and only if $d$ is a product of distinct $p^{* \prime} s$. In this case, if $d=\Pi p^{*}$, then

$$
\left(\frac{d}{a}\right)=\Pi\left(\frac{p^{*}}{a}\right) \quad(a \in \mathbb{Z})
$$

(3.1.12) If $p$ is an odd prime, then $\left(\frac{p^{*}}{a}\right)=\left(\frac{a}{p}\right)$ for any integer $a$.

The last property is called the Gaussian reciprocity law.

## §3.2. The Riemann Zeta-Function

For a sequence $\left\{a_{n}\right\}_{n=1}^{\infty}$ of complex numbers, we put

$$
\phi(s)=\sum_{n=1}^{\infty} a_{n} n^{-s} \quad(s \in \mathbb{C})
$$

and call it a Dirichlet series. In particular, when $a_{n}=1$ for all $n \geqq 1$, we write

$$
\zeta(s)=\sum_{n=1}^{\infty} n^{-s}
$$

and call it the Riemann zeta-function. Since for any $\varepsilon>0$,

$$
\sum_{n=1}^{\infty}\left|n^{-s}\right| \leqq 1+\int_{1}^{\infty} x^{-(1+\varepsilon)} d x<\infty
$$

provided $\operatorname{Re}(s) \geqq 1+\varepsilon, \zeta(s)$ is convergent absolutely and uniformly on $\operatorname{Re}(s) \geqq 1+\varepsilon$. Hence $\zeta(s)$ is holomorphic on $\operatorname{Re}(s)>1$. Let us show that $\zeta(s)$ has the infinite product expansion

$$
\zeta(s)=\prod_{p}\left(1-p^{-s}\right)^{-1}
$$

where $p$ runs over all prime numbers. In fact, let $\varepsilon$ be a positive number. Then for any positive integer $m$, we see

$$
\left|\zeta(s)-\prod_{p<m}\left(1-p^{-s}\right)^{-1}\right| \leqq \sum_{n \geqq m} n^{-(1+\varepsilon)}
$$

on $\operatorname{Re}(s) \geqq 1+\varepsilon$. Since the right-hand side converges to 0 when $m \rightarrow \infty$, $\prod_{p<m}\left(1-p^{-s}\right)^{-1}$ converges to $\zeta(s)$ on $\operatorname{Re}(s) \geqq 1+\varepsilon$. Since $\varepsilon$ is arbitrary, the infinite product expansion holds on $\operatorname{Re}(s)>1$. More generally, if a Dirichlet series $\phi(s)$ is convergent on a complex domain and has an infinite product expansion of the form

$$
\phi(s)=\prod_{p} \phi_{p}(s),
$$

with a meromorphic function $\phi_{p}(s)$ of $p^{-s}$, we say that $\phi(s)$ has an Euler product.
Lemma 3.2.1. Assume that both $\sum_{n=1}^{\infty} a_{n} n^{-s}$ and $\sum_{n=1}^{\infty} b_{n} n^{-s}$ are absolutely convergent at $s=\sigma_{0}(>0)$. If $\sum_{n=1}^{\infty} a_{n} n^{-s}=\sum_{n=1}^{\infty} b_{n} n^{-s}$ on $\operatorname{Re}(s) \geqq \sigma_{0}$, then $a_{n}=b_{n}$ for all $n$.

Proof. It is sufficient to show that if $\sum_{n=1}^{\infty} a_{n} n^{-s}=0$, then $a_{n}=0$ for all $n$. Since $\sum_{n=1}^{\infty} a_{n} n^{-s}$ is absolutely convergent at $s=\sigma_{0}$, it converges absolutely and uniformly on $\operatorname{Re}(\mathrm{s}) \geqq \sigma_{0}$. Let $m$ be the smallest integer such that $a_{m} \neq 0$. Since we have ( $\mathrm{n} / m)^{-\sigma}<n^{-\sigma / 2}$ for $n>m^{2}$ and $\sigma>0$, we see

$$
\begin{aligned}
\left|a_{m}\right| & \leqq \sum_{n=m+1}^{\infty}\left|a_{n}\right|(n / m)^{-\sigma} \\
& \leqq \sum_{n=m+1}^{m^{2}}\left|a_{n}\right|(n / m)^{-\sigma}+\sum_{n=m^{2}+1}^{\infty}\left|a_{n}\right| n^{-\sigma / 2} \quad\left(\sigma \geqq \sigma_{0}\right) .
\end{aligned}
$$

Take a sufficiently large $N$ so that

$$
\sum_{n=N+1}^{\infty}\left|a_{n}\right| n^{-\sigma_{0}} \leqq\left|a_{m}\right| / 3
$$

and take $\sigma>2 \sigma_{0}$ so that

$$
\sum_{n=m+1}^{m^{2}}\left|a_{n}\right|(n / m)^{-\sigma}+\sum_{n=m^{2}+1}^{N}\left|a_{n}\right| n^{-\sigma / 2} \leqq\left|a_{m}\right| / 3 .
$$

Then $\left|a_{m}\right| \leqq \frac{2}{3}\left|a_{m}\right|$; this is a contradiction.
Let now $K$ be any commutative ring, and $\tilde{K}$ the ring of all formal power series over $K$ with variables $u_{p}$ for all prime numbers $p$, or

$$
\tilde{K}=K\left[\left[u_{p} \mid p: \text { prime numbers }\right]\right] .
$$

We call elements of $\tilde{K}$ formal Dirichlet series. For the prime factor decomposition $n=\prod_{p} p^{e}$, write

$$
n^{-s}=\prod_{p} u_{p}^{e}, \quad 1^{-s}=1 .
$$

Then any element of $\tilde{K}$ can be expressed as

$$
\phi(s)=\sum_{n=1}^{\infty} a_{n} n^{-s}
$$

with a sequence $\left\{a_{n}\right\}$ of $K$. Let $\phi_{p}(s)$ be an element in $K\left[\left[u_{p}\right]\right]$ for each $p$. Assume

$$
\phi_{p}(s)=1+\left(\text { a formal power series in } u_{p} \text { of degree } \geqq 1\right)
$$

for almost all $p$. Then the product $\prod_{p} \phi_{p}(s)$ is meaningful in $K$. When a formal Dirichlet series $\phi(s)$ can be written as the product

$$
\phi(s)=\prod_{p} \phi_{p}(s) \quad\left(\phi_{p}(s) \in K\left[\left[u_{p}\right]\right]\right)
$$

in $\tilde{K}$, we say that $\phi(s)$ has a formal Euler product. Formal Dirichlet series and formal Euler products are useful to state relations among numbers $a_{n}$.

In general, Dirichlet series appearing in number theory can be analytically continued to the whole complex plane and satisfy functional equations. We study these for the Riemann zeta-function. For $s \in \mathbb{C}$ such that $\operatorname{Re}(s)>0$, we put

$$
\Gamma(s)=\int_{0}^{\infty} e^{-t} t^{s-1} d t
$$

When $\operatorname{Re}(s) \geqq \varepsilon, 1>\varepsilon>0$, we see

$$
e^{-t} t^{s-1}= \begin{cases}O\left(e^{-(1-\varepsilon) t}\right) & (t \rightarrow \infty) \\ O\left(t^{s-1}\right) & (t \rightarrow 0)\end{cases}
$$

Then $\Gamma(s)$ is convergent absolutely and uniformly on $\operatorname{Re}(s) \geqq \varepsilon$. Hence $\Gamma(s)$ is a holomorphic function on $\operatorname{Re}(s)>0$. By definition, $\Gamma(s+1)=s \Gamma(s)$ on $\operatorname{Re}(s)>0$. Therefore by putting

$$
\Gamma(s)=s^{-1} \Gamma(s+1) \quad(\operatorname{Re}(s)>-1)
$$

$\Gamma(s)$ becomes a meromorphic function defined on $\operatorname{Re}(s)>-1$. Repeating this procedure, $\Gamma(s)$ is continued to a meromorphic function on the whole s-plane. We call $\Gamma(s)$ the $\Gamma$-function. For complex numbers $z(\neq 0)$ and $s$, we put

$$
\begin{equation*}
z^{s}=e^{s(\log |z|+i \arg (z))} \quad(-\pi<\arg (z) \leqq \pi) \tag{3.2.1}
\end{equation*}
$$

The following properties of $\Gamma(s)$ are well known (for the proofs, see, for example, [Ahlfors]):

$$
\begin{equation*}
\Gamma(s+1)=s \Gamma(s), \quad \Gamma(n)=(n-1)!\quad(n \geqq 1) \tag{3.2.2}
\end{equation*}
$$

(3.2.3) $\quad \Gamma(s)$ is entire except for simple poles $s=-n(n=0,1, \ldots)$ with residue $(-1)^{n} / n!$, and has no zeros;

$$
\begin{equation*}
\Gamma(s) \Gamma(1-s)=\pi / \sin (\pi s), \quad \Gamma(1 / 2)=\sqrt{\pi} \tag{3.2.4}
\end{equation*}
$$

(3.2.5) for $a, s \in \mathbb{C}$ such that $\operatorname{Re}(a)>0, \operatorname{Re}(s)>0$,

$$
\int_{0}^{\infty} e^{-a t} t^{s-1} d t=a^{-s} \Gamma(s)
$$

(3.2.6) (Legendre's relation) $2^{2 s-1} \Gamma(s) \Gamma\left(s+\frac{1}{2}\right)=\sqrt{\pi} \Gamma(2 s)$;
(3.2.7) (Stirling's formula) $\Gamma(s)=\sqrt{2 \pi} s^{s-1 / 2} e^{-s+\mu(s)}$, where $\mu(s)$ is a function such that

$$
\mu(s) \rightarrow 0 \quad(|s| \rightarrow \infty)
$$

uniformly on $\operatorname{Re}(s) \geqq \sigma_{0}>0$;

$$
\begin{equation*}
\text { (Stirling's estimate) } \Gamma(s) \sim \sqrt{2 \pi} \tau^{\sigma-1 / 2} e^{-\pi|\tau| / 2} \quad(s=\sigma+i \tau, \quad|\tau| \rightarrow \infty) \tag{3.2.8}
\end{equation*}
$$ uniformly on any vertical strip $v_{1} \leqq \sigma \leqq v_{2}$;

(3.2.9) (Euler-Gauss) $\Gamma(s)=\lim _{n \rightarrow \infty} \frac{n!n^{s}}{s(s+1) \cdots(s+n)} \quad(0<s \in \mathbb{R})$.

Theorem 3.2.2. (1) Put

$$
\Lambda(s)=\pi^{-s / 2} \Gamma(s / 2) \zeta(s)
$$

Then $\Lambda(s)+\frac{1}{s}+\frac{1}{1-s}$ can be holomorphically continued to the whole s-plane, and we have the functional equation

$$
\Lambda(s)=\Lambda(1-s)
$$

(2) $\zeta(s)-\frac{1}{s-1}$ is entire.

Proof. By definition, we see, on $\operatorname{Re}(s)>1$,

$$
\begin{align*}
\Lambda(2 s) & =\sum_{n=1}^{\infty}\left(\pi n^{2}\right)^{-s} \int_{0}^{\infty} e^{-t} t^{s-1} d t  \tag{3.2.10}\\
& =\sum_{n=1}^{\infty} \int_{0}^{\infty} e^{-\pi n^{2} t} t^{s-1} d t \\
& =\int_{0}^{\infty}\left(\sum_{n=1}^{\infty} e^{-\pi n^{2} t}\right) t^{s-1} d t
\end{align*}
$$

Here we can exchange the order of integration and summation since $\sum_{n=1}^{\infty} e^{-\pi n^{2} t}\left|t^{s-1}\right|$ is integrable. Since for $f(x)=e^{-\pi x^{2} t}, \sum_{n=-\infty}^{\infty} f(x+n)$ is uniformly convergent, the Poisson summation formula implies

$$
\sum_{n=-\infty}^{\infty} e^{-\pi n^{2} t}=\frac{1}{\sqrt{t}} \sum_{n=-\infty}^{\infty} e^{-\pi n^{2} / t}
$$

Put $\omega(t)=\sum_{n=-\infty}^{\infty} e^{-\pi n^{2} t}$, then $\omega(t)=\frac{1}{\sqrt{t}} \omega(1 / t)$, so that

$$
\begin{aligned}
\Lambda(2 s) & =\int_{0}^{\infty} \frac{1}{2}(\omega(t)-1) t^{s-1} d t \\
& =\int_{0}^{1} \frac{1}{2}\left(\frac{1}{\sqrt{t}} \omega(1 / t)-1\right) t^{s-1} d t+\int_{1}^{\infty} \frac{1}{2}(\omega(\dot{t})-1) t^{s-1} d t \\
& =\int_{1}^{\infty} \frac{1}{2}\left(t^{1 / 2-s}+t^{s}\right)(\omega(t)-1) t^{-1} d t-\frac{1}{2 s}-\frac{1}{1-2 s} .
\end{aligned}
$$

Since $\omega(t)-1=O\left(e^{-\pi t}\right)(t \rightarrow \infty)$, the last integral is convergent uniformly on any compact subset of the $s$-plane. Therefore it is an entire function of $s$. Defining $\Lambda(2 s)$ for any $s$ by the last integral, we obtain the analytic continuation of $\Lambda(s)$. In particular, $\Lambda(s)+\frac{1}{s}+\frac{1}{1-s}$ is holomorphic on the whole $s$-plane. Moreover the last integral is invariant under the transformation " $s \mapsto 1 / 2-s$ ". Therefore we obtain the functional equation. The second assertion follows from (1) and (3.2.3).

More generally, for a function $f(t)$ on $\mathbb{R}_{+}=\{x \in \mathbb{R} \mid x>0\}$, put

$$
\begin{equation*}
\lambda(s)=\int_{0}^{\infty} f(t) t^{s-1} d t \tag{3.2.11}
\end{equation*}
$$

If this integral is convergent on some domain, we call $\lambda(s)$ the Mellin transform of $f(t)$. By (3.2.10), $\Lambda(2 s)$ is the Mellin transform of $\frac{1}{2}(\omega(t)-1)$. Let now $t=e^{x}$, and put $s=\sigma+i \tau$, then we can rewrite

$$
\lambda(\sigma+i \tau)=\int_{-\infty}^{\infty} f\left(e^{x}\right) e^{(\sigma+i \tau) x} d x
$$

that is, $\lambda(\sigma+i \tau)$ is nothing but the Fourier transform of $f\left(e^{x}\right) e^{a x}$ for a fixed $\sigma$. Therefore the Mellin transform of $f(t)$ is meaningful for $\sigma$ such that $F(x)=f\left(e^{x}\right) e^{\sigma x}$ is a Schwarz function; in other words, $F(x)$ is a $C^{\infty}$-function and satisfies for any positive integers $m$ and $n$,

$$
\begin{equation*}
\sup _{x}\left|x^{n} \frac{d^{m} F(x)}{d x^{m}}\right|<\infty \tag{3.2.12}
\end{equation*}
$$

Conversely, $f(t)$ can be obtained by the Mellin inverse transform

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi i} \int_{\operatorname{Re}(s)=\sigma} \lambda(s) t^{-s} d s \tag{3.2.13}
\end{equation*}
$$

by the general theory of the Fourier transform. Now take $e^{-t}$ for $f(t)$. Since $f\left(e^{x}\right) e^{\sigma x}$ is a Schwarz function for $\sigma>0$, we have

$$
\begin{equation*}
e^{-t}=\frac{1}{2 \pi i_{\mathrm{Re}(s)=\sigma}} \int \Gamma(s) t^{-s} d s \quad(\sigma>0) \tag{3.2.14}
\end{equation*}
$$

Also by taking $\frac{1}{2}(\omega(t)-1)$ for $f(t)$, by (3.2.10), we have

$$
\begin{equation*}
\frac{1}{2}(\omega(t)-1)=\frac{1}{2 \pi i} \int_{\operatorname{Re}(s)=\sigma} \Lambda(2 s) t^{-s} d s \quad(\sigma>1) . \tag{3.2.15}
\end{equation*}
$$

Hence $\frac{1}{2}(\omega(t)-1)$ corresponds to $\Lambda(2 s)$ by the Mellin transform.
We now define the theta function $\theta(z)$ by

$$
\begin{equation*}
\theta(z)=\sum_{n=-\infty}^{\infty} e^{2 \pi i n^{2} z} \quad(z \in \mathbf{H}) \tag{3.2.16}
\end{equation*}
$$

Since the right-hand side of (3.2.16) is convergent uniformly on any compact subset of $\mathbf{H}, \theta(z)$ is a holomorphic function on $\mathbf{H}$. By the equality $\omega(t)=\frac{1}{\sqrt{t}} \omega(1 / t)$ and the holomorphy of $\theta(z)$, we have the transformation formula

$$
\begin{equation*}
\theta(-1 / 4 z)=(2 z / i)^{1 / 2} \theta(z) \tag{3.2.17}
\end{equation*}
$$

As was shown above, this transformation formula is equivalent to the functional equation of the Riemann zeta-function. Hecke generalized this equivalence to the equivalence between functional equations of Dirichlet series and automorphy of functions on $\mathbf{H}$, which is one of the main topics in Chapter 4.

We conclude this section by calculating the values of $\zeta(s)$ at positive even integers, which we need later. Put

$$
F(t)=\frac{t e^{t}}{e^{t}-1}
$$

and let

$$
\begin{equation*}
F(t)=\sum_{m=0}^{\infty} \frac{B_{m}}{m!} t^{m} \tag{3.2.18}
\end{equation*}
$$

be its Taylor expansion. The coefficient $B_{m}$ is called the $m$-th Bernoulli number. It is obvious that

$$
B_{m} \in \mathbb{Q}, \quad B_{0}=1
$$

Since $F(-t)=F(t)-t$, we see

$$
\begin{aligned}
& B_{1}=1 / 2 \\
& B_{m}=0 \quad \text { if } m(>1) \text { is odd. }
\end{aligned}
$$

Now we see easily

$$
\begin{equation*}
z \cot (z)=i z \frac{e^{i z}+e^{-i z}}{e^{i z}-e^{-i z}}=i z+\frac{2 i z e^{-2 i z}}{1-e^{-2 i z}} \tag{3.2.19}
\end{equation*}
$$

Comparing this with the well known partial fraction expansion

$$
\begin{equation*}
\cot (z)=\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2} \pi^{2}} \tag{3.2.20}
\end{equation*}
$$

and putting $t=-2 i z$, we have

$$
F(t)=1+\frac{t}{2}+2 \sum_{n=1}^{\infty} \frac{t^{2}}{t^{2}+(2 \pi n)^{2}} \quad(t \neq 2 n \pi i, \quad n \in \mathbb{Z}) .
$$

Since

$$
\frac{t^{2}}{t^{2}+(2 \pi n)^{2}}=\sum_{m=1}^{\infty}(-1)^{m-1}\left(\frac{t}{2 \pi n}\right)^{2 m}
$$

we have

$$
F(t)=1+\frac{t}{2}+2 \sum_{n=1}^{\infty} \sum_{m=1}^{\infty}(-1)^{m-1} \frac{t^{2 m}}{(2 \pi n)^{2 m}} .
$$

The right-hand side is absolutely convergent, and therefore, we can exchange the order of summation. Thus we see

$$
F(t)=1+\frac{t}{2}+\sum_{m=1}^{\infty}(-1)^{m-1} \frac{2 \zeta(2 m)}{(2 \pi)^{2 m}} t^{2 m} .
$$

Comparing this with (3.2.18), we know the values of $\zeta(2 m)$. This combined with the functional equation implies

Theorem 3.2.3. For an integer $m$, we have

$$
\zeta(2 m)=\frac{-(2 \pi i)^{2 m}}{2(2 m)!} B_{2 m} \quad(m \geqq 0)
$$

and

$$
\zeta(1-2 m)=-B_{2 m} / 2 m \quad(m \geqq 1)
$$

We give the values of the first eight Bernoulli numbers $B_{m}$ for even $m$ (see [Washington]):

$$
\begin{aligned}
& B_{2}=\frac{1}{6} \quad B_{4}=-\frac{1}{30} \quad B_{6}=\frac{1}{42} \quad B_{8}=-\frac{1}{30} \quad B_{10}=\frac{5}{66} \\
& B_{12}=-\frac{691}{2730} \quad B_{14}=\frac{7}{6} \quad B_{16}=-\frac{3617}{510} .
\end{aligned}
$$

## §3.3. Hecke $L$-Functions

In this section, we recall some results from number fields and Hecke $L$-functions which are necessary later. Let $F$ be a number field of degree $g$, and $\tau_{1}, \ldots, \tau_{g}$ all the isomorphisms of $F$ into $\mathbb{C}$, and put $F_{v}=F^{\tau_{v}}, a_{v}=a^{\tau_{v}}$ for any $a \in F$. The isomorphism $\tau_{v}$ is called real or imaginary, if $F_{v} \subset \mathbb{R}$ or not, respectively. Hereafter we assume that
(i) if $v \leqq r_{1}$, then $\tau_{v}$ is real,
(ii) if $r_{1}+1 \leqq v$, then $\tau_{v}$ is imaginary, and $a_{v}=\bar{a}_{v+r_{2}}$ for $a \in F\left(r_{1}+1\right.$ $\left.\leqq v \leqq r_{1}+r_{2}\right)$.

Here $g=r_{1}+2 r_{2}$. We say that $F$ is totally real if $r_{1}=g$, and that $F$ is totally imaginary if $r_{1}=0$. Let $\mathfrak{r}_{F} \subset F$ be the ring of integers of $F, I$ the group of fractional ideals of $F$, and $P$ the subgroup of $I$ consisting of all principal ideals. Then the quotient group $I / P$ is of finite order and is called the ideal class group of $F$. We denote the order of $I / P$ by $h(F)$ and call it the class number of $F$. For a non-zero integral ideal $m$ of $\mathfrak{r}_{F}$, we put

$$
\begin{aligned}
I(\mathfrak{m}) & =\{\mathfrak{a} \in I \mid(\mathfrak{a}, \mathfrak{m})=1\} \\
P(\mathfrak{m}) & =\left\{(a) \in P \mid a \equiv 1 \bmod ^{\times} \mathfrak{m}\right\}
\end{aligned}
$$

where $\bmod ^{\times}$indicates the multiplicative congruence. Let $\xi$ be a character of $I(\mathfrak{m})$ into $\mathbb{C}^{1}$. We call $\xi$ a Hecke character $\bmod m$ if

$$
\begin{equation*}
\xi((a))=\prod_{v=1}^{r_{1}+r_{2}}\left(a_{v} /\left|a_{v}\right|\right)^{u_{v}}\left|a_{v}\right|^{i_{v}} \quad \text { for } \quad(a) \in P(m) \tag{3.3.1}
\end{equation*}
$$

with real numbers $u_{v}, v_{v}\left(1 \leqq v \leqq r_{1}+r_{2}\right)$ such that

$$
u_{v} \in \begin{cases}\{0,1\} & \left(v \leqq r_{1}\right)  \tag{i}\\ \mathbb{Z} & \left(r_{1}+1 \leqq v\right)\end{cases}
$$

(ii) $\sum_{v=1}^{r_{1}+r_{2}} v_{v}=0$.

For a Hecke character $\xi \bmod m$, put

$$
\mathrm{M}=\{\mathrm{n}: \text { integral ideal of } F \mid \text { (3.3.1) holds for }(a) \in P(\mathrm{n}) \cap I(\mathrm{~m})\} .
$$

We call the greatest common ideal $\mathfrak{m}_{\xi}$ of elements of $M$ the conductor of $\xi$. When $\mathfrak{m}=\mathfrak{m}_{\xi}, \xi$ is called primitive. For any Hecke character $\xi \bmod \mathfrak{m}$, there uniquely exists a primitive Hecke character $\xi^{0} \bmod \mathfrak{m}_{\xi}$ satisfying

$$
\begin{equation*}
\xi^{0}(\mathfrak{n})=\xi(\mathfrak{n}) \quad \text { if } \quad \mathfrak{n} \in I(\mathfrak{m}) \tag{3.3.2}
\end{equation*}
$$

Furthermore when $u_{v}$ and $v_{v}$ satisfy the additional conditions
(iii) $u_{v}=0 \quad\left(r_{1}+1 \leqq \nu \leqq r_{1}+r_{2}\right)$,
(iv) $v_{v}=0 \quad\left(1 \leqq v \leqq r_{1}+r_{2}\right)$,
a Hecke character $\xi$ is called a class character. We can extend a Hecke character $\xi$ to a mapping of $I$ into $\mathbb{C}$ by defining $\xi(\mathfrak{a})=0$ if $\mathfrak{a} \notin I(\mathfrak{m})$.

Now we define the Hecke L-function for $\xi$ by

$$
\begin{equation*}
L(s, \xi)=\sum_{\mathfrak{a}} \xi(\mathfrak{a}) N(\mathfrak{a})^{-s} \quad(s \in \mathbb{C}), \tag{3.3.3}
\end{equation*}
$$

where $\mathfrak{a}$ runs over all non-zero integral ideals of $\mathfrak{r}_{F}$, and $N(\mathfrak{a})=N_{F}(\mathfrak{a})$ is the (absolute) norm of $\mathfrak{a}$, namely, $N_{F}(\mathfrak{a})=\left|\mathfrak{r}_{F} / \mathfrak{a}\right|$. Using the convergence of the Riemann zeta-function, we see easily that $L(s, \xi)$ is convergent absolutely and uniformly on the set $\operatorname{Re}(s) \geqq 1+\varepsilon$, for any $\varepsilon>0$, and has the Euler product

$$
\begin{equation*}
L(s, \xi)=\prod_{\mathfrak{p}}\left(1-\xi(\mathfrak{p}) N(\mathfrak{p})^{-s}\right)^{-1} \tag{3.3.4}
\end{equation*}
$$

where $\mathfrak{p}$ runs over all prime ideals of $\mathrm{r}_{\boldsymbol{F}}$. In particular, when $\xi$ is the trivial character $\xi_{0}$, we write

$$
\begin{equation*}
\zeta_{\boldsymbol{F}}(s)=L\left(s, \xi_{0}\right)=\sum_{\mathfrak{a}} N(\mathfrak{a})^{-s}=\prod_{\mathfrak{p}}\left(1-N(\mathfrak{p})^{-s}\right)^{-1} \tag{3.3.5}
\end{equation*}
$$

and call it the Dedekind zeta-function of $F$. When $F=\mathbb{Q}$, it is nothing but the Riemann zeta-function.

Hecke obtained the functional equation for any Hecke $L$-function by generalizing the proof for the Riemann zeta-function described in the previous section ([Hecke]). Before we state the functional equation, let us define the Gauss sum of a Hecke character. We denote by $\operatorname{tr}=\operatorname{tr}_{F}$ the trace mapping of $F$ into $\mathbb{Q}$, and put

$$
\mathfrak{D}^{-1}=\left\{a \in F \mid \operatorname{tr}(a b) \in \mathbb{Z} \quad \text { for all } \quad b \in \mathfrak{r}_{F}\right\}
$$

Then $\mathfrak{D}^{-1}$ is a fractional ideal of $F$ and the inverse $\mathfrak{D}=\mathfrak{D}(F)$ of $\mathfrak{D}^{-1}$ is an integral ideal. We call $\mathcal{D}(F)$ the different of $F$. For a basis $\left\{\alpha_{1}, \ldots, \alpha_{g}\right\}$ of $\mathrm{r}_{F}$ over $\mathbb{Z}$, we put

$$
d_{F}=\operatorname{det}\left[\operatorname{tr}\left(\alpha_{v} \alpha_{\mu}\right)\right] \quad(\in \mathbb{Z}),
$$

and call it the discriminant of $F$.
Now let $\xi$ be a primitive Hecke character of conductor $m$ with $u_{v}, v_{v}$. We put, for $a \in F(a \neq 0)$,

$$
\begin{align*}
\xi_{\infty}(a) & =\left.\prod_{v=1}^{r_{1}+r_{2}}\left(a_{v} /\left|a_{v}\right|\right)^{u_{v}}\left|a_{v}\right|\right|_{v}  \tag{3.3.6}\\
\xi_{f}(a) & =\xi((a)) \xi_{\infty}(a)^{-1} \tag{3.3.7}
\end{align*}
$$

If $a \equiv b \bmod \mathfrak{m}$, then $\xi_{f}(a)=\xi_{f}(b)$. Let $c$ be an integral ideal of $F$ such that $\operatorname{Dmc}$ is principal and $(\mathfrak{m}, \mathfrak{c})=1$. Take an element $b$ of $\mathfrak{r}_{F}$ so that $\operatorname{Ditc}=(b)$, and define the Gauss sum $W(\xi)$ of $\xi$ by

$$
\begin{equation*}
W(\xi)=\frac{\xi_{\infty}(b)}{\xi(\mathrm{c})} \sum_{a} \xi_{f}(a) e^{2 \pi i \operatorname{tr}(a / b)} \tag{3.3.8}
\end{equation*}
$$

where $a$ runs over a complete set of representatives for $c / \mathrm{mc}$. The value $W(\xi)$ is independent of the choice of $c, b$ and a set of representatives. By a similar argument as in Lemma 3.1.1, we have:

$$
\begin{equation*}
|W(\xi)|^{2}=N(m) \tag{3.3.9}
\end{equation*}
$$

(3.3.10) let $\xi, \eta$ be two primitive Hecke characters of conductor $m$ and $n$, respectively. If $(\mathrm{m}, \mathrm{n})=1$, then

$$
\begin{equation*}
W(\xi \eta)=\xi(\mathfrak{n}) \eta(\mathrm{m}) W(\xi) W(\eta) \tag{3.3.11}
\end{equation*}
$$

For a Hecke character $\xi \bmod m$, we put

$$
\bar{\xi}(\mathfrak{a})=\overline{\xi(\mathfrak{a})} \quad(\mathfrak{a} \in I)
$$

then $\bar{\xi}$ is also a Hecke character $\bmod m$. To state the functional equation for a

Hecke $L$-function $L(s, \xi)$, we put

$$
\begin{equation*}
\Lambda(s, \xi)=\left(\frac{2^{r_{1}}\left|d_{F}\right| N(\mathbf{m})}{(2 \pi)^{g}}\right)^{s / 2} \prod_{\nu=1}^{r_{1}+r_{2}} \Gamma\left(\frac{n_{\nu} s+\left|u_{\nu}\right|+i v_{\nu}}{2}\right) L(s, \xi) \tag{3.3.12}
\end{equation*}
$$

where

$$
n_{v}= \begin{cases}1 & \left(v \leqq r_{1}\right), \\ 2 & \left(r_{1}+1 \leqq v\right)\end{cases}
$$

Now the functional equation for a Hecke $L$-function is as follows.

Theorem 3.3.1. Let $\xi$ be a primitive Hecke character of conductor $\mathbf{m}$.
(1) $\Lambda(s, \xi)$ is analytically continued to a meromorphic function on the whole $s$-plane, and satisfies the functional equation

$$
\Lambda(1-s, \xi)=T(\xi) \Lambda(s, \bar{\xi}),
$$

where

$$
\begin{aligned}
T(\xi) & =2^{i v} i^{-u} W(\xi) / N(\mathrm{~m})^{1 / 2} \\
u & =\sum_{v=1}^{r_{1}+r_{2}} u_{v}, \quad v=\sum_{v=1}^{r_{1}+r_{2}} v_{v} .
\end{aligned}
$$

(2) If $\xi$ is the trivial character, then $\Lambda(s, \xi)$ is holomorphic except for simple poles at $s=0$ and $s=1$; otherwise $\Lambda(s, \xi)$ is entire. The function $\Lambda(s, \xi)$ is bounded on any set of the form

$$
\{s \in \mathbb{C}|a \leqq \operatorname{Re}(s) \leqq b,|\operatorname{Im}(s)| \geqq c\} \quad(a<b, c>0) .
$$

(3) $L(s, \xi)$ is entire if $\xi$ is not trivial. If $\xi$ is trivial, then it is holomorphic except for a simple pole at $s=1$ with residue

$$
\frac{2^{r_{1}+r_{2}} \pi^{r_{2}} R h(F)}{w \sqrt{\left|d_{F}\right|}}
$$

where $w$ is the number of roots of unity contained in $F$, and $R$ the regulator of $F$.
Now we consider particularly the case when $F=\mathbb{Q}$. Let $\chi$ be a Dirichlet character $\bmod m$. For a fractional ideal $a=(a)(b)^{-1}(a, b \in \mathbb{Z}, a, b>0)$, we put

$$
\hat{\chi}(\mathfrak{a})=\chi(a) \overline{\chi(b)} .
$$

Then $\hat{\chi}$ is a Hecke character and a class character. Any Hecke character of $\mathbb{Q}$ is obtained from a Dirichlet character in this way. We identify them. For a Dirichlet character $\chi \bmod N$, the Hecke $L$-function of $\chi$

$$
\begin{equation*}
L(s, \chi)=\sum_{n=1}^{\infty} \chi(n) n^{-s}=\prod_{p}\left(1-\chi(p) p^{-s}\right)^{-1} \tag{3.3.13}
\end{equation*}
$$

is called the Dirichlet $L$-function of $\chi$. We also write the $L$-function as $L_{N}(s, \chi)$ in place of $L(s, \chi)$, when we wish to emphasize the modulus $N$ of $\chi$. If $\chi^{0}$ is the primitive
character associated with $\chi$, then

$$
\begin{equation*}
L_{N}(s, \chi)=\prod_{p \mid N}\left(1-\chi^{0}(p) p^{-s}\right) \cdot L\left(s, \chi^{0}\right) . \tag{3.3.14}
\end{equation*}
$$

We restate the functional equation of Theorem 3.3.1 for Dirichlet $L$-functions. This is necessary in Chapter 4. For a Dirichlet character $\chi$, we let

$$
\delta_{\chi}= \begin{cases}0 & \text { if } \chi(-1)=1  \tag{3.3.15}\\ 1 & \text { if } \chi(-1)=-1 .\end{cases}
$$

Corollary 3.3.2. Let $\chi$ be a primitive Dirichlet character of conductor $m$, and $\delta=\delta_{\chi}$. Put

$$
\Lambda(s, \chi)=(\pi / m)^{-s / 2} \Gamma\left(\frac{s+\delta}{2}\right) L(s, \chi)
$$

Then $\Lambda(s, \chi)$ is meromorphic on the whole s-plane and is bounded on any set of the form

$$
\{s \in \mathbb{C}|a \leqq \operatorname{Re}(s) \leqq b,|\operatorname{Im}(s)| \geqq c\} \quad(a<b, 0<c)
$$

Moreover, $\Lambda(s, \chi)$ satisfies the functional equation

$$
\Lambda(1-s, \chi)=\frac{W(\chi)}{i^{\delta} \sqrt{m}} \Lambda(s, \bar{\chi})
$$

If $\chi$ is not the trivial character, $\Lambda(s, \chi)$ is entire.
We can restate Theorem 3.1.4 by using Dirichlet $L$-functions and Dedekind zeta-functions as follows.
Theorem 3.3.3. Let $F=\mathbb{Q}(\sqrt{d})$ be a quadratic field with discriminant $d$, and $\chi_{d}=\left(\frac{d}{}\right)$ the Kronecker symbol. Then we have

$$
\zeta_{F}(s)=\zeta(s) L\left(s, \chi_{d}\right)
$$

In the previous section, we calculated the values of the Riemann zeta-function at positive even integers using Bernoulli numbers. Leopoldt generalized it to Dirichlet $L$-functions. Let $\chi$ be a primitive Dirichlet character of conductor $m$. We put

$$
F_{\chi}(t)=\sum_{a=1}^{m} \frac{\chi(a) t e^{a t}}{e^{m t}-1}
$$

and let

$$
F_{\chi}(t)=\sum_{n=0}^{\infty} \frac{B_{n, x}}{n!} t^{n}
$$

be the Taylor expansion. We call the coefficient $B_{n, \chi}$ the $n$-th generalized Bernoulli number associated with $\chi$. It is obvious that

$$
B_{n, \chi} \in \mathbb{Q}(\chi)=\mathbb{Q}(\chi(a) \mid a \in \mathbb{Z}) .
$$

When $\chi$ is the principal character, $B_{n, \chi}$ is nothing but the Bernoulli number $B_{n}$.

Theorem 3.3.4. Let $\chi$ be a primitive Dirichlet character of conductor $m$ and $\delta=\delta_{\chi}$. Let $k$ be a positive integer.
(1) If $k \equiv \delta \bmod 2$, then

$$
L(k, \chi)=(-1)^{1+(k-\delta) / 2} \frac{W(\chi)}{2 i^{\delta}}(2 \pi / m)^{)^{2}} \frac{B_{k, \overline{\bar{\chi}}}}{k!},
$$

and

$$
L(1-k, \chi)=-B_{k, \chi} / k
$$

(2) If $k \not \equiv \delta \bmod 2$, then $L(1-k, \chi)=0$ except for $m=1$ and $\chi=1$.

For the proof and further results, see [Iwasawa], or [Washington].

## Chapter 4. Modular Groups and Modular Forms

In this chapter, we explain the general theory of modular forms. In §4.1, we discuss the full modular group $S L_{2}(\mathbb{Z})$ and modular forms with respect to $S L_{2}(\mathbb{Z})$, as an introduction to the succeeding sections. We define and study congruence modular groups in $\S 4.2$. In $\S 4.3$, we explain the relation between modular forms and Dirichlet series obtained by Hecke and Weil. As an application of $\S 4.3$, we prove the transformation equation of $\eta(z)$ in $\S 4.4$. We explain Hecke's theory of Hecke operators in $\S 4.5$ and define primitive forms in $\S 4.6$. In $\S 4.7$ and $\S 4.8$, we construct Eisenstein series and some cusp forms from Dirichlet series of number fields. In $\S 4.9$, we explain theta functions which are also useful for constructing modular forms.

## §4.1. $S L_{2}(\mathbb{Z})$

We call $S L_{2}(\mathbb{Z})$ and its subgroups of finite index modular groups. We call $S L_{2}(\mathbb{Z})$ the full modular group. In this section, we restrict ourselves to $S L_{2}(\mathbb{Z})$ and give concrete examples of automorphic forms to provide a transparent prospect for the succeeding sections. In this section, we assume $\Gamma=S L_{2}(\mathbb{Z})$.

Theorem 4.1.1. $S L_{2}(\mathbb{Z})$ is generated by two elements $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ and $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$.
Proof. Put $\tau=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right], \omega=\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$, and let $\Lambda$ be the subgroup of $S L_{2}(\mathbb{Z})$ generated by $\tau$ and $\omega$. Suppose $\Lambda \neq S L_{2}(\mathbb{Z})$. Since

$$
\omega \tau^{-1} \omega^{-1}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right] \quad \text { and } \quad \omega^{2}=-1
$$

all elements of the form $\left[\begin{array}{ll}a & 0 \\ c & d\end{array}\right]$ of $S L_{2}(\mathbb{Z})$ are contained in $\Lambda$. Therefore if we put

$$
b_{0}=\min \left\{|b| \left\lvert\,\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z})-\Lambda\right.\right\}
$$

then $b_{0} \neq 0$. Take an element $\gamma_{0}=\left[\begin{array}{ll}a_{0} & b_{0} \\ c_{0} & d_{0}\end{array}\right]$ of $S L_{2}(\mathbb{Z})-\Lambda$, and an integer $n$ so
that $\left|a_{0}-n b_{0}\right|<b_{0}$. Since

$$
\gamma_{0} \omega^{-1} \tau^{n}=\left[\begin{array}{ll}
-b_{0} & a_{0}-n b_{0} \\
-d_{0} & c_{0}-n d_{0}
\end{array}\right]
$$

we get $\gamma_{0} \omega^{-1} \tau^{n} \in \Lambda$ by the assumption on $b_{0}$. Hence $\gamma_{0} \in \Lambda$; this is a contradiction.

Theorem 4.1.2. (1) The set

$$
F=\{z \in \mathbf{H}|\quad| z \mid \geqq 1 \quad \text { and } \quad|\operatorname{Re}(z)| \leqq 1 / 2\}
$$

is a fundamental domain of $\Gamma$. (See Figure 4.1.1.)
(2) We have $v(\Gamma \backslash \mathbf{H})=\pi / 3$. In particular, $\Gamma$ is a Fuchsian group of the first kind.

Proof. (1): Let $z$ be any point of $\mathbf{H}$, and put $L=\{c z+d \mid c, d \in \mathbb{Z}\}$. Since $L$ is a lattice in $\mathbb{C}$, any non-empty subset of $L$ contains an element which has the minimal absolute value. In particular, there exists the minimal value among in the set $\{|j(\gamma, z)| \mid \gamma \in \Gamma\}$. Since $\operatorname{Im}(\gamma z)=\operatorname{Im}(z) /|j(\gamma, z)|^{2}$, there exists a point $z_{0}$ of $\mathbf{H}$ which is equivalent to $z$ by an element of $\Gamma$ and satisfies that

$$
\begin{equation*}
\operatorname{Im}\left(z_{0}\right) \geqq \operatorname{Im}\left(\gamma z_{0}\right) \quad \text { for all } \gamma \in \Gamma . \tag{4.1.1}
\end{equation*}
$$

Put $\tau=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$, then $\tau^{m} z=z+m$ for any integer $m$. Replacing $z_{0}$ with $\tau^{m} z_{0}$, if necessary, we may assume $\left|\operatorname{Re}\left(z_{0}\right)\right| \leqq 1 / 2$. Take $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$ as $\gamma$ in (4.1.1), then

$$
\operatorname{Im}\left(z_{0}\right) \geqq \operatorname{Im}\left(-1 / z_{0}\right)=\operatorname{Im}\left(z_{0}\right) /\left|z_{0}\right|^{2}
$$

so that $\left|z_{0}\right| \geqq 1$. This implies $z_{0} \in F$. Therefore $\mathbf{H}=\bigcup_{\gamma \in \Gamma} \gamma F$. Next put

$$
U=\{z \in \mathbf{H}|\quad| z \mid>1 \quad \text { and } \quad|\operatorname{Re}(z)|<1 / 2\} .
$$



Fig. 4.1.1

Then $\bar{U}=F$. We are going to verify $\gamma U \cap U=\varnothing$ for $\gamma \neq \pm 1$. Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ be an element of $\Gamma$ such that $\gamma U \cap U \neq \varnothing$, and take an element $z \in U$ so that $\gamma z \in U$. We may assume $\operatorname{Im}(\gamma z) \geqq \operatorname{Im}(z)$ by taking $\gamma^{-1}$ in place of $\gamma$, if necessary. Then

$$
\begin{equation*}
|c| \operatorname{Im}(z) \leqq|c z+d| \leqq 1 \tag{4.1.2}
\end{equation*}
$$

Since $z$ belongs to $U$, we have $\operatorname{Im}(z)>\sqrt{3} / 2$. Thus we get $|c| \leqq 1$ noting that $c$ is an integer. Suppose $|c|=1$. Then $|z \pm d| \leqq 1$ by (4.1.2). On the other hand, we have $|z \pm d|>1$ for any integer $d$, since $z \in U$. This is a contradiction; thus $c=0$, $\gamma= \pm\left[\begin{array}{ll}1 & b \\ 0 & 1\end{array}\right]$, and $\gamma z=z+b$. For an integer $b$, both $z$ and $z+b$ belong to $U$ if and only if $b=0$. This implies $\gamma= \pm\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$. Consequently, $F$ is a fundamental domain of $\Gamma$. (2): Since $v(\Gamma \backslash \mathbf{H})=v(F)$, we get $v(\Gamma \backslash \mathbf{H})=\pi / 3$ by Lemma 1.4.4.

Theorem 4.1.3. (1) Any elliptic point of $\Gamma$ is equivalent to $i=\sqrt{-1}$ or $\zeta=e^{\pi i / 3}$. The point $i$ is an elliptic point of order 2 and

$$
\Gamma_{i}=\left\{ \pm\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad \pm\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]\right\}
$$

The point $\zeta$ is an elliptic point of order 3 and

$$
\Gamma_{\zeta}=\left\{ \pm\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad \pm\left[\begin{array}{rr}
1 & -1 \\
1 & 0
\end{array}\right], \quad \pm\left[\begin{array}{ll}
0 & -1 \\
1 & -1
\end{array}\right]\right\}
$$

(2) The set $P_{\Gamma}$ of the cusps of $\Gamma$ is $\mathbb{Q} \cup\{\infty\}$, and all cusps of $\Gamma$ are equivalent.
(3) The genus of $\mathfrak{\Re}_{\Gamma}$ is equal to 0 .

Proof. (1): It is obvious that interior points of a fundamental domain are ordinary points. Thus any elliptic point must be equivalent to a boundary point of the fundamental domain $F$ defined in Theorem 4.1.2. Since $\Gamma$ contains

$$
\tau=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right] \quad \text { and } \quad \omega=\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]
$$

the boundary points of $F$, other than the three points $i, \zeta$, and $\zeta^{\prime}\left(=e^{2 \pi i / 3}\right)$, are also ordinary points. Observing that the interior angle of $F$ at $i$ is $\pi$, we see the order of $i$ is at most 2 . Since $\omega i=i$, and $\omega^{2}=-1$, the point $i$ is indeed an elliptic point of order 2 . Since $\tau \zeta^{\prime}=\zeta$ and the interior angles of $F$ at $\zeta$ and $\zeta^{\prime}$ are both $\pi / 3$, the order of $\zeta$ is at most 3 . Now we note

$$
\tau \omega=\left[\begin{array}{rr}
1 & -1 \\
1 & 0
\end{array}\right], \quad(\tau \omega)^{2}=\left[\begin{array}{ll}
0 & -1 \\
1 & -1
\end{array}\right], \quad \text { and } \quad(\tau \omega)^{3}=-1
$$

Since $\tau \omega$ fixes $\zeta, \zeta$ is an elliptic point of order 3 , and $\zeta^{\prime}$ is equivalent to $\zeta$. (2): It is obvious that the point $\infty$ is a cusp of $\Gamma$. Let $x(\neq \infty)$ be a cusp of $\Gamma$. Since $x$ is a
double root of a quadratic equation with rational coefficients, $x$ is a rational number. Conversely, let $x$ be a rational number, and $x=a / c$ its reduced fractional expression. Then we can take integers $b, d$ so that $a d-b c=1$. Put $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$, then $\gamma \in \Gamma$ and $\gamma \infty=x$. Therefore $x$ is $\Gamma$-equivalent to $\infty$. This proves (2). (3): Let $g$ be the genus of $\mathfrak{R}_{\Gamma}$. By Theorem 2.4.3, Theorem 4.1.2(2) and above (1) and (2), we have

$$
1 / 6=2 g-2+(1-1 / 2)+(1-1 / 3)+1
$$

so that $g=0$.
We can calculate the dimensions of $\mathscr{G}_{k}(\Gamma)$ and $\mathscr{S}_{k}(\Gamma)$ using Theorem 2.5.2 and Theorem 4.1.3.

Corollary 4.1.4. For an even integer $k \geqq 2$, we have

$$
\begin{aligned}
& \operatorname{dim} \mathscr{S}_{k}(\Gamma)= \begin{cases}0 & \text { if } k=2, \\
{[k / 12]-1} & \text { if } k \equiv 2 \bmod 12, \quad k>2, \\
{[k / 12]} & \text { if } k \not \equiv 2 \bmod 12,\end{cases} \\
& \operatorname{dim} \mathscr{G}_{k}(\Gamma)= \begin{cases}{[k / 12]} & \text { if } k \equiv 2 \bmod 12 \\
{[k / 12]+1} & \text { if } k \not \equiv 2 \bmod 12 .\end{cases}
\end{aligned}
$$

Here $[x]$ denotes the largest integer $\leqq x$.
We are going to construct elements of $\mathscr{G}_{k}(\Gamma)$. For an even integer $k \geqq 4$, we put

$$
\begin{equation*}
E_{k}(z)=\sum_{\substack{m, n \\(m, n) \neq-\infty \\(0,0)}}^{\infty}(m z+n)^{-k} \quad(z \in \mathbf{H}) \tag{4.1.3}
\end{equation*}
$$

We will prove below that $E_{k}(z)$ is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$, and is an automorphic form of weight $k$ with respect to $\Gamma$.

Lemma 4.1.5. The correspondence " $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \mapsto(c, d)$ " gives a bijection between $\Gamma_{\infty} \backslash \Gamma$ and the set

$$
\{(c, d) \in \mathbb{Z} \times \mathbb{Z} \mid(c, d)=1\} /\{ \pm 1\}
$$

Proof. The surjectivity is obvious, while the injectivity is proved by (2.1.4).
Using the Poincaré series in $\S 2.6$, we put for an even integer $k \geqq 4$,

$$
\begin{equation*}
G_{k}(z)=F_{k}\left(z ; \phi_{0}, \chi_{0}, \Gamma_{\infty}, \Gamma\right) \tag{4.1.4}
\end{equation*}
$$

where $\phi_{0}=1$ and $\chi_{0}$ is the trivial character of $\Gamma$. Then by Lemma 4.1.5,

$$
\begin{equation*}
G_{k}(z)=\frac{1}{2} \sum_{\substack{m, n \in \mathbb{Z} \\(m, n)=1}}(m z+n)^{-k}, \quad z \in \mathbf{H} \tag{4.1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{k}(z)=2 \zeta(k) G_{k}(z) \tag{4.1.6}
\end{equation*}
$$

where $\zeta(s)$ is the Riemann zeta-function.
Lemma 4.1.6. Let $k$ be an even integer $\geqq 4$.
(1) $E_{k}(z)$ is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$, and belongs to $\mathscr{G}_{k}(\Gamma)$.
(2) $E_{k}(z)$ has the following Fourier expansion at $\infty$ :

$$
E_{k}(z)=2 \zeta(k)+2 \frac{(2 \pi i)^{k}}{(k-1)!} \sum_{n=1}^{\infty} \sigma_{k-1}(n) e^{2 \pi i n z}
$$

where

$$
\sigma_{k-1}(n)=\sum_{0<d \mid n} d^{k-1}
$$

Proof. Though the first assertion follows from (4.1.4) and the convergence of the Poincaré series, we here give a direct proof. Let $z$ be any point of $\mathbf{H}$, and put $L=\{c z+d \mid c, d \in \mathbb{Z}\}$. For a positive integer $n$, let $M_{n}$ be the boundary of the parallelogram with the vertices $\pm n z \pm n$, and $r(z)$ be the distance from the origin 0 to the set $M_{1}$. Then $r(z)$ is a continuous function of $z$. Since $\left|L \cap M_{n}\right|=8 n$, we see

$$
\begin{equation*}
\sum_{\substack{m, n=-\infty \\(m, n) \neq(0,0)}}^{\infty}|m z+n|^{-k}=\sum_{n=1}^{\bar{\omega}} \sum_{\omega \in L \cap M_{n}}|\omega|^{-k} \leqq 8 \zeta(k-1) r(z)^{-k} \tag{4.1.7}
\end{equation*}
$$

so that $E_{k}(z)$ is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$. Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma$, then

$$
\begin{equation*}
m(\gamma z)+n=\{(a m+c n) z+(b m+d n)\}(c z+d)^{-1} \tag{4.1.8}
\end{equation*}
$$

When the pair ( $m, n$ ) runs over all $\mathbb{Z} \times \mathbb{Z}-\{(0,0)\}$, so does the pair (am+cn, $b m+d n)$. This proves the automorphy of $E_{k}(z)$. Next let us show (2) and the holomorphy of $E_{k}(z)$ at $\infty$. Now we can rewrite (3.2.20) into

$$
\begin{equation*}
\pi \cot (\pi z)=z^{-1}+\sum_{n=1}^{\infty}\left\{(z+n)^{-1}+(z-n)^{-1}\right\} \tag{4.1.9}
\end{equation*}
$$

Moreover, by (3.2.19) we have

$$
\begin{equation*}
\pi \cot (\pi z)=\pi i\left(1-2 \sum_{n=0}^{\infty} e^{2 \pi i n z}\right) \tag{4.1.10}
\end{equation*}
$$

Differentiating (4.1.9) and (4.1.10) $k-1$ times, we get

$$
\begin{align*}
& (-1)^{k}(k-1)!\left\{z^{-k}+\sum_{n=1}^{\infty}\left((z+n)^{-k}+(z-n)^{-k}\right)\right\}  \tag{4.1.11}\\
& =(2 \pi i)^{k} \sum_{n=1}^{\infty} n^{k-1} e^{2 \pi i n z}
\end{align*}
$$

Since $\sum_{n=-\infty}^{\infty}(z+n)^{-k}$ is absolutely convergent, we can exchange the order of summation on the left-hand side and rewrite it as

$$
\begin{equation*}
(-1)^{k}(k-1)!\sum_{n=-\infty}^{\infty}(z+n)^{-k}=(2 \pi i)^{k} \sum_{n=1}^{\infty} n^{k-1} e^{2 \pi i n z} . \tag{4.1.12}
\end{equation*}
$$

Therefore we obtain

$$
\begin{aligned}
E_{k}(z) & =2 \sum_{n=1}^{\infty} n^{-k}+2 \sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty}(m z+n)^{-k} \\
& =2 \zeta(k)+\frac{2(2 \pi i)^{k}}{(k-1)!} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} n^{k-1} e^{2 \pi i m n z} .
\end{aligned}
$$

This proves (2).
It follows from Corollary 4.1.4 and (4.1.6) that

$$
\begin{equation*}
\mathscr{N}_{k}(\Gamma)=\mathbb{C} \cdot E_{k}(z) \quad(k: \text { even }, \geqq 4) . \tag{4.1.13}
\end{equation*}
$$

Furthermore, for the study of $\mathscr{G}_{k}(\Gamma)$, it is useful to define

$$
\begin{align*}
& \Delta(z)=12^{-3}\left(G_{4}(z)^{3}-G_{6}(z)^{2}\right),  \tag{4.1.14}\\
& J(z)=G_{4}(z)^{3} / \Delta(z) . \tag{4.1.15}
\end{align*}
$$

It is obvious that $\Delta(z) \in \mathscr{G}_{12}(\Gamma)$ and $J(z) \in \mathscr{A}_{0}(\Gamma)$. We note that in relation to elliptic functions and elliptic curves, it is more useful to consider the functions

$$
\begin{equation*}
g_{2}(z)=60 E_{4}(z), \quad g_{3}(z)=140 E_{6}(z) . \tag{4.1.16}
\end{equation*}
$$

Then

$$
\begin{align*}
& (2 \pi)^{12} \Delta(z)=g_{2}(z)^{3}-27 g_{3}(z)^{2}  \tag{4.1.17}\\
& (2 \pi)^{12} J(z)=12^{3} g_{2}(z)^{3} / \Delta(z) \tag{4.1.18}
\end{align*}
$$

Theorem 4.1.7. (1) $\Delta(z)$ belongs to $\mathscr{S}_{12}(\Gamma)$. Let $\Delta(z)=\sum_{n=1}^{\infty} \tau_{n} e^{2 \pi i n z}$ be the Fourier expansion, then $\tau_{n} \in \mathbb{Z}$ and $\tau_{1}=1$.
(2) $\Delta(z)$ has no zeros on $\mathbf{H}$.
(3) $\mathscr{A}_{0}(\Gamma)=\mathbb{C}(J)$ and $J(z)$ has the following Fourier expansion at $\infty$ :

$$
J(z)=e^{-2 \pi i z}+\sum_{n=0}^{\infty} c_{n} e^{2 \pi i n z}, \quad c_{n} \in \mathbb{Z}
$$

Proof. (1): We have only to study the Fourier expansion of $\Delta(z)$ at $\infty$. For even integers $k \geqq 2$,

$$
\zeta(k)=\frac{-(2 \pi i)^{k}}{2 k!} B_{k}
$$

by Theorem 3.2.3. Since $B_{4}=-1 / 30$ and $B_{6}=1 / 42$, we have

$$
\begin{align*}
& G_{4}(z)=1+240 e^{2 \pi i z}+\cdots,  \tag{4.1.19}\\
& G_{6}(z)=1-504 e^{2 \pi i z}+\cdots . \tag{4.1.20}
\end{align*}
$$

Therefore, putting $\Delta(z)=\sum_{n=0}^{\infty} \tau_{n} e^{2 \pi i n z}$, we get

$$
\begin{aligned}
& 12^{3} \tau_{0}=1-1=0 \\
& 12^{3} \tau_{1}=3 \cdot 240+2 \cdot 504=1728=12^{3}
\end{aligned}
$$

Thus $\Delta \in \mathscr{S}_{12}(\Gamma)$ and $\tau_{1}=1$. We postpone the proofs of the integrality of $\tau_{n}$ and (2) until Theorem 4.4.2. (3): The Fourier expansion of $J(z)$ at $\infty$ follows from (1) and (4.1.20). By (2), $J(z)$ has, as a function on $\mathfrak{R}_{\Gamma}$, a pole of order 1 at the cusp. Since $K\left(\Re_{\Gamma}\right)$ is isomorphic to $\mathscr{A}_{0}(\Gamma)$ by the canonical correspondence, we obtain $\left[\mathscr{A}_{0}(\Gamma): \mathbb{C}(J)\right]=n_{\infty}(J)=1$ by (1.8.6).

Theorem 4.1.8. Let $k \geqq 4$ be an even integer. Then $\mathscr{G}_{k}(\Gamma)$ has a basis

$$
\left\{G_{4}(z)^{m} G_{6}(z)^{n} \mid 4 m+6 n=k, \quad m, n \geqq 0\right\} .
$$

Proof. It is obvious that if $4 m+6 n=k$, and $m, n \geqq 0$, then $G_{4}(z)^{m} G_{6}(z)^{n} \in \mathscr{G}_{k}(\Gamma)$. An easy calculation shows

$$
\begin{align*}
& \#\{(m, n) \mid 4 m+6 n=k, \quad m, n \geqq 0\}  \tag{4.1.21}\\
& = \begin{cases}{[k / 12]} & \text { if } k \equiv 2 \bmod 12, \\
{[k / 12]+1} & \text { if } k \not \equiv 2 \bmod 12,\end{cases} \\
& =\operatorname{dim} \mathscr{G}_{k}(\Gamma) .
\end{align*}
$$

Thus we have only to prove that $G_{4}(z)^{m} G_{6}(z)^{n}(4 m+6 n=k, m, n \geqq 0)$ are linearly independent. Suppose they are not so, and let

$$
\begin{equation*}
\sum_{4 m+6 n=k} c_{m, n} G_{4}^{m} G_{6}^{n}=0 \quad\left(c_{m, n} \in \mathbb{C}\right) \tag{4.1.22}
\end{equation*}
$$

be a non-trivial linear relation. We define a polynomial of two variables $X, Y$ by

$$
\begin{equation*}
F(X, Y)=\sum_{4 m+6 n=k} c_{m, n} X^{m} Y^{n} . \tag{4.1.23}
\end{equation*}
$$

By assumption, $F\left(G_{4}, G_{6}\right)=0$. Take two complex numbers $b_{4}, b_{6}$ so that $F\left(b_{4}, b_{6}\right) \neq 0$ and $b_{4}^{3}-b_{6}^{2} \neq 0$. Since for any complex number $a, J(z)-a$ has a zero by (1.8.6), there exists a point $z_{0}$ of $\mathbf{H}$ such that

$$
\begin{equation*}
J\left(z_{0}\right)=\frac{12^{3} b_{4}^{3}}{b_{4}^{3}-b_{6}^{2}} \tag{4.1.24}
\end{equation*}
$$

Now we are going to show the existence of a complex number $c$ satisfying

$$
c^{2} b_{4}=G_{4}\left(z_{0}\right), \quad c^{3} b_{6}=G_{6}\left(z_{0}\right)
$$

First assume $b_{4}=0$. Then $b_{6} \neq 0$, hence we can take a complex number $c$ so that $c^{3} b_{6}=G_{6}\left(z_{0}\right)$. On the other hand, $G_{4}\left(z_{0}\right)=0$ by (4.1.24) and $\Delta\left(z_{0}\right) \neq 0$. This implies $c^{2} b_{4}=G_{4}\left(z_{0}\right)$. Next suppose $b_{4} \neq 0$. Take a complex number $c$ so that $c^{2} b_{4}=G_{4}\left(z_{0}\right)$. Then we get $c^{3} b_{6}= \pm G_{6}\left(z_{0}\right)$ by (4.1.24). Replacing $c$ with $-c$, if necessary, we obtain $c^{3} b_{6}=G_{6}\left(z_{0}\right)$. Now, since $\Delta\left(z_{0}\right)=12^{-3} c^{6}\left(b_{4}^{3}-b_{6}^{2}\right) \neq 0$, we
get $c \neq 0$, so that

$$
F\left(G_{4}\left(z_{0}\right), G_{6}\left(z_{0}\right)\right)=c^{k / 2} F\left(b_{4}, b_{6}\right) \neq 0
$$

this is a contradiction.
We conclude this section with a remark on $E_{k}(z)$. We have

$$
\begin{equation*}
c E_{k}(z)=-\frac{B_{k}}{2 k}+\sum_{n=1}^{\infty} \sigma_{k-1}(n) e^{2 \pi i n z}, \quad c=(k-1)!/ 2(2 \pi i)^{k} . \tag{4.1.25}
\end{equation*}
$$

Using the Fourier coefficients of (4.1.25), we put

$$
\begin{equation*}
L_{k}(s)=\sum_{n=1}^{\infty} \sigma_{k-1}(n) n^{-s} . \tag{4.1.26}
\end{equation*}
$$

Then we see easily that it is a product of two Riemann zeta-functions

$$
\begin{equation*}
L_{k}(s)=\zeta(s) \zeta(s-k+1) \tag{4.1.27}
\end{equation*}
$$

and therefore, $L_{k}(s)$ is convergent on $\operatorname{Re}(s)>k$, and has an Euler product

$$
L_{k}(s)=\prod_{p}\left[\left(1-p^{-s}\right)\left(1-p^{k-1-s}\right)\right]^{-1}
$$

The analytical continuity and the functional equation of $\zeta(s)$ induce those of $L_{k}(s)$.

## §4.2. Congruence Modular Groups

For a positive integer $N$, we define subgroups $\Gamma_{0}(N), \Gamma_{1}(N)$ and $\Gamma(N)$ of $S L_{2}(\mathbb{Z})$ by

$$
\begin{aligned}
\Gamma_{0}(N) & =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N\right\}, \\
\Gamma_{1}(N) & =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0, \quad a \equiv d \equiv 1 \bmod N\right\}, \\
\Gamma(N) & =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, b \equiv c \equiv 0, \quad a \equiv d \equiv 1 \bmod N\right\} .
\end{aligned}
$$

We note

$$
S L_{2}(\mathbb{Z})=\Gamma_{0}(1)=\Gamma_{1}(1)=\Gamma(1),
$$

and

$$
S L_{2}(\mathbb{Z}) \supset \Gamma_{0}(N) \supset \Gamma_{1}(N) \supset \Gamma(N) .
$$

Further if $M \mid N$, then

$$
\Gamma_{0}(M) \supset \Gamma_{0}(N), \quad \Gamma_{1}(M) \supset \Gamma_{1}(N), \quad \Gamma(M) \supset \Gamma(N) .
$$

These subgroups are modular groups since $[\Gamma(1): \Gamma(N)]<\infty$, which will be proved below. We call $\Gamma(N)$ a principal congruence modular group, and $\Gamma_{0}(N)$ and
$\Gamma_{1}(N)$ modular groups of Hecke type. We call $N$ the level of $\Gamma_{0}(N), \Gamma_{1}(N)$, and $\Gamma(N)$. A modular group containing a principal congruence modular group is called a congruence modular group. For an element $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in M_{2}(\mathbb{Z})$, we define an element $\lambda_{N}(\gamma)$ or $\gamma \bmod N$ of $M_{2}(\mathbb{Z} / N \mathbb{Z})$ by

$$
\lambda_{N}(\gamma)=\gamma \bmod N=\left[\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right],
$$

where $\bar{a}=a \bmod N, \bar{b}=b \bmod N, \bar{c}=c \bmod N, \bar{d}=d \bmod N$. Then $\lambda_{N}$ induces a homomorphism of $S L_{2}(\mathbb{Z})$ into $S L_{2}(\mathbb{Z} / N \mathbb{Z})$. We note that for integers $m, n$,
(4.2.1) if $(m, n, N)=1$, then there exist integers $m^{\prime}, n^{\prime}$ such that

$$
m^{\prime} \equiv m \bmod N, \quad n^{\prime} \equiv n \bmod N \quad \text { and } \quad\left(m^{\prime}, n^{\prime}\right)=1
$$

This can be easily shown, for example, by the Dirichlet theorem on arithmetic progression.

Theorem 4.2.1. Let $\lambda_{N}$ be the homomorphism of $S L_{2}(\mathbb{Z})$ into $S L_{2}(\mathbb{Z} / N \mathbb{Z})$ defined above.
(1) $\lambda_{N}$ is surjective.
(2) $\operatorname{Ker}\left(\lambda_{N}\right)=\Gamma(N)$; in particular, $\Gamma(N)$ is a normal subgroup of $\Gamma(1)$.

Proof. (2) is obvious. Let us show (1). Let $\left[\begin{array}{ll}\bar{a} & \bar{b} \\ \bar{c} & \bar{d}\end{array}\right]$ be an element of $S L_{2}(\mathbb{Z} / N \mathbb{Z})$, and take integers $a_{1}, b_{1}, c_{1}, d_{1}$ so that

$$
\left[\begin{array}{ll}
a_{1} & b_{1} \\
c_{1} & d_{1}
\end{array}\right] \bmod N=\left[\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right]
$$

Then $a_{1} d_{1}-b_{1} c_{1} \equiv 1 \bmod N$, so that $\left(c_{1}, d_{1}, N\right)=1$. By (4.2.1), we may assume $\left(c_{1}, d_{1}\right)=1$. Let $n$ be an integer such that

$$
a_{1} d_{1}-b_{1} c_{1}=1+n N
$$

Since $\left(c_{1}, d_{1}\right)=1$, we can take integers $a_{2}, b_{2}$ so that $a_{2} d_{1}-b_{2} c_{1}=-n$. Putting

$$
\begin{gathered}
a=a_{1}+a_{2} N, \quad b=b_{1}+b_{2} N, \\
c=c_{1}, \quad d=d_{1}
\end{gathered}
$$

we see $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z})$, and $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \bmod N=\left[\begin{array}{ll}\bar{a} & \bar{b} \\ \bar{c} & \bar{d}\end{array}\right]$.

Corollary 4.2.2. The mapping " $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \mapsto d \bmod N \in(\mathbb{Z} / N \mathbb{Z})^{\times "}$ induces an isomorphism

$$
\Gamma_{0}(N) / \Gamma_{1}(N) \simeq(\mathbb{Z} / N \mathbb{Z})^{\times} .
$$

Proof. For two elements $\gamma=\left[\begin{array}{ll}* & * \\ c & d\end{array}\right]$, and $\gamma^{\prime}=\left[\begin{array}{ll}* & b^{\prime} \\ * & d^{\prime}\end{array}\right]$ of $\Gamma_{0}(N)$, we see that

$$
\gamma \gamma^{\prime}=\left[\begin{array}{cc}
* & * \\
* & c b^{\prime}+d d^{\prime}
\end{array}\right]
$$

and

$$
c b^{\prime}+d d^{\prime} \equiv d d^{\prime} \bmod N
$$

Therefore the mapping is a homomorphism. The latter part is straightforward from Theorem 4.2.1.

We note that we can take a complete set of representatives of $\Gamma_{0}(N) / \Gamma_{1}(N)$ consisting of the elements $\gamma$ of the form

$$
\gamma \bmod N=\left[\begin{array}{ll}
* & 0 \\
0 & *
\end{array}\right] .
$$

Now let $N=\prod_{p} p^{e}$ be the expression as a product of prime numbers. Then $\mathbb{Z} / N \mathbb{Z}$ is isomorphic to $\prod_{p}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$ by the correspondence " $a \mapsto \prod_{p}\left(a \bmod p^{e}\right)$ ", so that

$$
M_{2}(\mathbb{Z} / N \mathbb{Z}) \simeq \prod_{p} M_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)
$$

through the correspondence:

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \mapsto \prod_{p}\left(\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \bmod p^{e}\right) .
$$

It is obvious that if $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z})$, then $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \bmod p^{e} \in S L_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$. Conversely, suppose $\left[\begin{array}{ll}a & b \\ b & c\end{array}\right] \bmod p^{e} \in S L_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$ for all prime factors $p$ of $N$. Then $a d-b c \equiv 1 \bmod p^{e}$, so that $a d-b c \equiv 1 \bmod N$. Therefore we get the following

Lemma 4.2.3. Let $N$ be a positive integer, and $N=\prod_{p} p^{e}$ the expression as a product of prime numbers. Then

$$
S L_{2}(\mathbb{Z} / N \mathbb{Z}) \simeq \prod_{p} S L_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)
$$

Theorem 4.2.4. For a positive integer $N$, we have:
(1) $\left|G L_{2}(\mathbb{Z} / N \mathbb{Z})\right|=\phi(N)\left|S L_{2}(\mathbb{Z} / N \mathbb{Z})\right| ;$
(2) $\left|S L_{2}(\mathbb{Z} / N \mathbb{Z})\right|=N^{3} \prod_{p \mid N}\left(1-1 / p^{2}\right)$.

Here $\phi$ is the Euler function.

Proof. The first assertion is obvious. We have only to verify (2) for a prime power $N=p^{e}$ by Lemma 4.2.3. First suppose $e=1$. Then $\mathbb{Z} / p \mathbb{Z}$ is a field, so that $\left|G L_{2}(\mathbb{Z} / p \mathbb{Z})\right|$ is equal to the number of all ordered basis of the two dimensional vector space $\mathbb{Z} / p \mathbb{Z} \oplus \mathbb{Z} / p \mathbb{Z}$ over $\mathbb{Z} / p \mathbb{Z}$. Then it is given by $p(p-1)\left(p^{2}-1\right)$, thus, (1) implies

$$
\left|S L_{2}(\mathbb{Z} / p \mathbb{Z})\right|=p\left(p^{2}-1\right)=p^{3}\left(1-1 / p^{2}\right) .
$$

Next assume $e>1$. Let

$$
\lambda^{\prime}: S L_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right) \rightarrow S L_{2}(\mathbb{Z} / p \mathbb{Z})
$$

be the canonical homomorphism. Then $\lambda^{\prime}$ is surjective by Theorem 4.2.1(1) and

$$
\operatorname{Ker}\left(\lambda^{\prime}\right)=\left\{\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right) \left\lvert\,\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \equiv\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \bmod p\right.\right\}
$$

For any elements $b, c, d$ of $\mathbb{Z} / p^{e} \mathbb{Z}$ such that $b \equiv c \equiv 0 \bmod p, d \equiv 1 \bmod p$, there exists a unique element $a$ of $\mathbb{Z} / p^{e} \mathbb{Z}$ such that $a d-b c=1$. Therefore $\left|\operatorname{Ker}\left(\lambda^{\prime}\right)\right|=p^{3(e-1)}$, and

$$
\left|S L_{2}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)\right|=p^{3 e}\left(1-1 / p^{2}\right) .
$$

For a modular group $\Gamma$, we write

$$
\bar{\Gamma}=\imath(\Gamma) \subset \operatorname{Aut}(\mathbf{H})
$$

where $l$ is the homomorphism of $S L_{2}(\mathbb{Z})$ onto Aut $(\mathbf{H})$ defined in $\S 1.1$. Then $\bar{\Gamma} \simeq \Gamma / Z(\Gamma)$. We also write, for the stabilizers $\Gamma_{z}(z \in \mathbf{H} \cup \mathbb{R} \cup\{\infty\})$,

$$
\bar{\Gamma}_{z}=t\left(\Gamma_{z}\right) \quad\left(\simeq \Gamma_{z} / Z(\Gamma)\right)
$$

Theorem 4.2.5. For an integer $N \geqq 2$, we have:
(1) $[\bar{\Gamma}(1): \bar{\Gamma}(N)]= \begin{cases}\frac{1}{2}[\Gamma(1): \Gamma(N)]=\frac{1}{2} N^{3} \prod_{p \mid N}\left(1-1 / p^{2}\right) & (N>2), \\ {[\Gamma(1): \Gamma(2)]=6} & (N=2) .\end{cases}$
(2) $\left[\bar{\Gamma}(1): \bar{\Gamma}_{0}(N)\right]=\left[\Gamma(1): \Gamma_{0}(N)\right]=N \prod_{p \mid N}(1+1 / p)$.
(3) $\left[\bar{\Gamma}_{0}(N): \bar{\Gamma}_{1}(N)\right]= \begin{cases}\frac{1}{2}\left[\Gamma_{0}(N): \Gamma_{1}(N)\right]=\phi(N) / 2 & (N>2), \\ {\left[\Gamma_{0}(2): \Gamma_{1}(2)\right]=1} & (N=2) .\end{cases}$

Here $\phi$ is the Euler function.
Proof. Since $\Gamma(2) \ni-1$ and $\Gamma(N) \nexists-1$ for $N>2$, we see

$$
[\bar{\Gamma}(1): \bar{\Gamma}(N)]= \begin{cases}\frac{1}{2}[\Gamma(1): \Gamma(N)] & (N>2) \\ {[\Gamma(1): \Gamma(2)]} & (N=2)\end{cases}
$$

Thus we obtain (1) by Theorem 4.2.1 and Theorem 4.2.4. Since $\operatorname{Ker}\left(\lambda_{N}\right)$ $=\Gamma(N) \subset \Gamma_{1}(N)$, we see that

$$
\left[\Gamma(1): \Gamma_{0}(N)\right]=\left[S L_{2}(\mathbb{Z} / N \mathbb{Z}): \lambda_{N}\left(\Gamma_{0}(N)\right)\right]
$$

and

$$
\left[\Gamma_{0}(N): \Gamma_{1}(N)\right]=\left[\lambda_{N}\left(\Gamma_{0}(N)\right): \lambda_{N}\left(\Gamma_{1}(N)\right)\right] .
$$

Furthermore

$$
\lambda_{N}\left(\Gamma_{0}(N)\right)=\left\{\left.\left[\begin{array}{ll}
a & b \\
0 & a^{-1}
\end{array}\right] \in S L_{2}(\mathbb{Z} / N \mathbb{Z}) \right\rvert\, a \in(\mathbb{Z} / N \mathbb{Z})^{\times}, b \in \mathbb{Z} / N \mathbb{Z}\right\}
$$

and

$$
\lambda_{N}\left(\Gamma_{1}(N)\right)=\left\{\left.\left[\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right] \in S L_{2}(\mathbb{Z} / N \mathbb{Z}) \right\rvert\, b \in \mathbb{Z} / N \mathbb{Z}\right\} .
$$

Therefore $\left|\lambda_{N}\left(\Gamma_{0}(N)\right)\right|=N \phi(N)$ and $\left|\lambda_{N}\left(\Gamma_{1}(N)\right)\right|=N$. Noting that $-1 \in \Gamma_{0}(N)$, $-1 \in \Gamma_{1}(2)$ and $-1 \notin \Gamma_{1}(N)$ for $N>2$, we obtain (2) and (3).

Lemma 4.2.6. If $\Gamma$ is a modular group, then any elliptic element of $\Gamma$ is of order 2 or 3.
Proof. Though the assertion is obvious from Theorem 4.1.3, we give here an algebraic proof. We may assume $\Gamma \ni-1$ by taking $\Gamma \cdot\{ \pm 1\}$ in place of $\Gamma$. Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ be an elliptic element of $\Gamma$, and $z$ a point of $\mathbf{H}$ such that $\gamma z=z$. By definition, we see $|a+d|<2$, so that the characteristic polynomial of $\gamma$ is $X^{2}+1$ or $X^{2} \pm X+1$. Hence $\gamma^{4}=1$ or $\gamma^{6}=1$. Since the stabilizer $\Gamma_{z}$ is cyclic by Theorem 1.5.4, and $\Gamma_{z} \ni-1, \bar{\Gamma}_{z}$ is a cyclic group of order 2 or 3 .

We are going to study elliptic points and cusps of modular groups. For a modular group $\Gamma$, we denote by $v_{2}(\Gamma)\left(\right.$ resp. $\left.v_{3}(\Gamma)\right)$ the number of inequivalent elliptic points of $\Gamma$ of order 2 (resp. 3), and by $v_{\infty}(\Gamma)$ the number of inequivalent cusps of $\Gamma$. Let $P_{\Gamma}$ be the set of the cusps of $\Gamma$. By Corollary 1.5 .5 and Theorem 4.1.3, we see

$$
P_{\Gamma}=P_{\Gamma(1)}=\mathbb{Q} \cup\{\infty\} .
$$

Since all points of $\mathbb{Q} \cup\{\infty\}$ are $\Gamma(1)$-equivalent,
(4.2.2) the correspondence " $\Gamma(1) \ni \alpha \mapsto \alpha \infty \in P_{\Gamma}$ " induces a bijection of $\Gamma \backslash \Gamma(1)$ / $\Gamma(1)_{\infty}$ onto $\Gamma \backslash P_{\Gamma}$.

In particular,

$$
\begin{equation*}
\left|\Gamma \backslash P_{\Gamma}\right|=\left|\Gamma \backslash \Gamma(1) / \Gamma(1)_{\infty}\right| . \tag{4.2.3}
\end{equation*}
$$

Next we assume $-1 \notin \Gamma$. To distinguish regular and irregular cusps of $\Gamma$, we put

$$
\Gamma(1)_{\infty}^{+}=\left\{\left.\left[\begin{array}{ll}
1 & n  \tag{4.2.4}\\
0 & 1
\end{array}\right] \right\rvert\, n \in \mathbb{Z}\right\} \subset \Gamma(1)_{\infty},
$$

and define a mapping

$$
\eta: \Gamma \backslash \Gamma(1) / \Gamma(1)_{\infty}^{+} \longrightarrow \Gamma \backslash \Gamma(1) / \Gamma(1)_{\infty}
$$

$$
\begin{equation*}
\Gamma \alpha \Gamma(1)_{\infty}^{+} \quad \longmapsto \Gamma \alpha \Gamma(1)_{\infty} . \tag{4.2.5}
\end{equation*}
$$

Since $\left[\Gamma(1)_{\infty}: \Gamma(1)_{\infty}^{+}\right]=2$, the number of the inverse image by $\eta$ of each element of $\Gamma \backslash \Gamma(1) / \Gamma(1)_{\infty}$ is 1 or 2 . Let $\gamma$ be an element of $\Gamma(1)$, then we see that

$$
\begin{align*}
\left|\eta^{-1}\left(\Gamma \gamma \Gamma(1)_{\infty}\right)\right|=1 & \Leftrightarrow \Gamma \gamma \Gamma(1)_{\infty}=\Gamma \gamma \Gamma(1)_{\infty}^{+}  \tag{4.2.6}\\
& \Leftrightarrow\left(\gamma^{-1} \Gamma \gamma\right) \Gamma(1)_{\infty}^{+} \supset \Gamma(1)_{\infty} \\
& \Leftrightarrow \gamma^{-1} \Gamma \gamma \ni\left[\begin{array}{rr}
-1 & h \\
0 & -1
\end{array}\right] \text { with } h>0 \\
& \Leftrightarrow \gamma \infty \text { is an irregular cusp. }
\end{align*}
$$

Now we shall calculate $v_{2}(\Gamma)$ and $v_{3}(\Gamma)$ for $\Gamma=\Gamma_{0}(N), \Gamma_{1}(N)$ and $\Gamma(N)$.

Theorem 4.2.7. For $N \geqq 2$, we have:

$$
\begin{aligned}
& v_{2}\left(\Gamma_{0}(N)\right)= \begin{cases}0 & \text { if } 4 \mid N, \\
\prod_{p \mid N}\left(1+\left(\frac{-1}{p}\right)\right) & \text { if } 4 \nmid N,\end{cases} \\
& v_{3}\left(\Gamma_{0}(N)\right)= \begin{cases}0 & \text { if } 9 \mid N, \\
\prod_{p \mid N}\left(1+\left(\frac{-3}{p}\right)\right) & \text { if } 9 \nmid N,\end{cases} \\
& v_{\infty}\left(\Gamma_{0}(N)\right)=\sum_{0<d \mid N} \phi((d, N / d)) \\
&=\prod_{p \mid N}\left\{\sum_{f=0}^{e} \phi\left(p^{\min (f, e-f)}\right)\right\} \quad\left(N=\prod_{p} p^{e}\right) .
\end{aligned}
$$

Here $\phi$ is the Euler function; (-) denotes the quadratic residue symbol (see §3.1).
Proof. Put $v_{i}=v_{i}\left(\Gamma_{0}(N)\right)$ for $i=2,3$ and $\infty$. First we calculate $v_{3}$. Let $z_{0}$ be an elliptic point of $\Gamma_{0}(N)$ of order 3 . Since $-1 \in \Gamma_{0}(N), \Gamma_{0}(N)_{z_{0}}$ is a cyclic group of order 6. By Lemma 1.3.5(1), there exist exactly two elements of $\Gamma_{0}(N)_{z_{0}}$ of order 6, which are not conjugate. Therefore,

$$
v_{3}=\frac{1}{2} \#\left\{\Gamma_{0}(N) \text {-conjugacy classes of the elements of order } 6 \text { in } \Gamma_{0}(N)\right\} .
$$

On the other hand, $\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right]$ belongs to the normalizer of $\Gamma_{0}(N)$, and the
conjugate of an elliptic element of $\Gamma_{0}(N)$ by $\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right]$ is also an elliptic element of the same order. Put

$$
\Gamma_{0}^{ \pm}(N)=\Gamma_{0}(N) \cup \Gamma_{0}(N)\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right]
$$

then by Lemma 1.3.5(1),
$v_{3}=\#\left\{\Gamma_{0}^{ \pm}(N)\right.$-conjugacy classes of the elements of order 6 in $\left.\Gamma_{0}(N)\right\}$.
Put $\zeta=e^{\pi i / 3}$, and let $\alpha$ be an element of $\Gamma_{0}(N)$ of order 6. Put

$$
L=\left\{\left.\left[\begin{array}{l}
a \\
b
\end{array}\right] \right\rvert\, a, b \in \mathbb{Z}\right\} \quad\left(\simeq \mathbb{Z}^{2}\right)
$$

We define the action of $\mathbb{Z}[\zeta]$ on $L$ by

$$
(a+b \zeta)\left[\begin{array}{l}
u \\
v
\end{array}\right]=a\left[\begin{array}{l}
u \\
v
\end{array}\right]+b \alpha\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

Then $L$ is a left $\mathbb{Z}[\zeta]$-module. Since $\alpha \in \Gamma_{0}(N)$, the subgroup

$$
L_{0}=\left\{\left.\left[\begin{array}{c}
a \\
N b
\end{array}\right] \right\rvert\, a, b \in \mathbb{Z}\right\}
$$

of $L$ is stable under the action of $\mathbb{Z}[\zeta]$. Since $\mathbb{Z}[\zeta]$ is a principal ideal domain, $L$ is isomorphic to a direct sum of copies of $\mathbb{Z}[\zeta]$. Therefore comparing the ranks of $L$ and $\mathbb{Z}[\zeta]$ over $\mathbb{Z}$, we see that $L$ is isomorphic to $\mathbb{Z}[\zeta]$ as $\mathbb{Z}[\zeta]$-modules. We denote this isomorphism by $\rho$, and put

$$
I_{\alpha}=\rho^{-1}\left(L_{0}\right)
$$

Since $L_{0}$ is a $\mathbb{Z}[\zeta]$-submodule of $L, I_{\alpha}$ is an ideal of $\mathbb{Z}[\zeta]$. Since any $\mathbb{Z}[\zeta]$ automorphism of $\mathbb{Z}[\zeta]$ is obtained by the multiplication of a unit of $\mathbb{Z}[\zeta], I_{\alpha}$ is independent of the choice of $\rho$. Moreover

$$
\begin{equation*}
\mathbb{Z}[\zeta] / I_{\alpha} \simeq L / L_{0} \simeq \mathbb{Z} / N \mathbb{Z} \tag{4.2.7}
\end{equation*}
$$

Let $\beta$ be an element of $\Gamma_{0}(N)$ conjugate to $\alpha$ by an element of $\Gamma_{0}^{ \pm}(N)$. Since $L_{0}$ is stable under the left multiplication of any element of $\Gamma_{0}^{ \pm}(N)$, we get $I_{\alpha}=I_{\beta}$. Conversely, if $I$ is an ideal of $\mathbb{Z}[\zeta]$ satisfying

$$
\begin{equation*}
\mathbb{Z}[\zeta] / I \simeq \mathbb{Z} / N \mathbb{Z}, \tag{4.2.8}
\end{equation*}
$$

then there exists a basis $\left\{w_{1}, w_{2}\right\}$ of $\mathbb{Z}[\zeta]$ over $\mathbb{Z}$ such that

$$
\begin{equation*}
\left\{w_{1}, N w_{2}\right\} \text { is a basis of I over } \mathbb{Z} \tag{4.2.9}
\end{equation*}
$$

Let $\alpha \in M_{2}(\mathbb{Z})$ be the representation matrix for $\zeta$ with respect to the basis $\left\{w_{1}, w_{2}\right\}$, namely

$$
\begin{equation*}
\left(\zeta w_{1}, \zeta w_{2}\right)=\left(w_{1}, w_{2}\right) \alpha \tag{4.2.10}
\end{equation*}
$$

Since the minimal polynomial of $\zeta$ over $\mathbb{Q}$ is $X^{2}-X+1$, we see $\operatorname{det}(\alpha)=1$. Furthermore since $I$ is an ideal of $\mathbb{Z}[\zeta]$ and $\left\{w_{1}, N w_{2}\right\}$ is a basis of $I$, we see
$\alpha \in \Gamma_{0}(N)$. Next take another basis $\left\{w_{1}^{\prime}, w_{2}^{\prime}\right\}$ of $\mathbb{Z}[\zeta]$ satisfying condition (4.2.9), and let $\alpha^{\prime}$ be an element of $\Gamma_{0}(N)$ determined by a basis $\left\{w_{1}^{\prime}, w_{2}^{\prime}\right\}$ as above. Let $\gamma$ be the element of $M_{2}(\mathbb{Z})$ such that

$$
\left(w_{1}^{\prime}, w_{2}^{\prime}\right)=\left(w_{1}, w_{2}\right) \gamma .
$$

Then by the choice of $\left\{w_{1}, w_{2}\right\}$ and $\left\{w_{1}^{\prime}, w_{2}^{\prime}\right\}$, we see

$$
\gamma \in \Gamma_{0}^{ \pm}(N)
$$

and $\alpha^{\prime}=\gamma^{-1} \alpha \gamma$. Consequently, the set of $\Gamma_{0}^{ \pm}(N)$-conjugacy classes of elements of $\Gamma_{0}(N)$ of order 6 corresponds bijectively to the set of the ideals $I$ of $\mathbb{Z}[\zeta]$ satisfying (4.2.8). Thus

$$
v_{3}=\#\{\text { ideals } I \text { of } \mathbb{Z}[\zeta] \text { such that } \mathbb{Z}[\zeta] / I \simeq \mathbb{Z} / N \mathbb{Z}\}
$$

By Theorem 3.1.4,

$$
= \begin{cases}0 & \text { if } 9 \mid N \\ \prod_{p \mid N}\left(1+\left(\frac{-3}{p}\right)\right) & \text { if } 9 \nmid N\end{cases}
$$

A similar calculation is also applicable to $v_{2}$.
We shall calculate $v_{\infty}$. Let $M_{N}$ be the set of all elements of order $N$ in $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$. We note that for $(m, n) \in \mathbb{Z} \times \mathbb{Z}$

$$
(\bar{m}, \bar{n}) \in M_{N} \Leftrightarrow(m, n, N)=1
$$

where $\bar{m}=m \bmod N$, and $\bar{n}=n \bmod N$. By (4.2.1), we see that
(4.2.11) the mapping of $\Gamma(1)$ into $M_{N}$ defined by " $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \mapsto(\bar{a}, \bar{c})$ " is surjective.

We define an equivalence relation on $M_{N}$ by

$$
\begin{aligned}
(\bar{a}, \bar{c}) \sim\left(\bar{a}^{\prime}, \bar{c}^{\prime}\right) \Leftrightarrow\left(\bar{a}^{\prime}, \bar{c}^{\prime}\right)= & \pm\left(\bar{m} \bar{a}+\bar{n} \bar{c}, \bar{m}^{-1} \bar{c}\right) \\
& \left(\bar{m} \in(\mathbb{Z} / N \mathbb{Z})^{\times}, \bar{n} \in \mathbb{Z} / N \mathbb{Z}\right) .
\end{aligned}
$$

Then the mapping in (4.2.11) induces a bijection:

$$
\Gamma_{0}(N) \backslash \Gamma(1) / \Gamma(1)_{\infty} \rightarrow M_{N} / \sim .
$$

Then $M_{N}=\prod_{p} M_{p^{e}}$ and the equivalence relations on $M_{N}$ and $M_{p^{e}}$ are compatible with the product decomposition. In particular, $\left|M_{N} / \sim\right|=\prod_{p}\left|M_{p^{e}} / \sim\right|$, and therefore, we have only to calculate $v_{\infty}$ when $N=p^{e}$. Any element ( $\bar{a}, \bar{c}$ ) of $M_{p^{e}}$ is equivalent to an element of the form $\left(*, \overline{p^{f}}\right)(0 \leqq f \leqq e)$, and $f$ is uniquely determined. If $f>0$, then $\bar{a} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{x}$, and

$$
\left(\bar{a}, \overline{p^{f}}\right) \sim\left(\bar{a}^{\prime}, \overline{p^{f}}\right) \Leftrightarrow \bar{a} \equiv \bar{a}^{\prime} \bmod p^{\min (f, e-f)}
$$

If $f=0$, then all elements of $\left\{(\bar{a}, \overline{1}) \mid \bar{a} \in \mathbb{Z} / p^{e} \mathbb{Z}\right\}$ are equivalent to each other.

Therefore we obtain

$$
\left|M_{p^{\circ}}\right| \sim \mid=\sum_{f=0}^{e} \phi\left(p^{\min (f, e-f)}\right)
$$

Next we study elliptic points and cusps of $\Gamma_{1}(N)$ and $\Gamma(N)$.
Lemma 4.2.8. Let $\Gamma$ be a Fuchsian group, and $\Gamma^{\prime}$ a normal subgroup of $\Gamma$ of finite index. For a cusp $x$ of $\Gamma$, the number of $\Gamma^{\prime}$-inequivalent cusps which are $\Gamma$-equivalent to $x$ is equal to

$$
\left[\bar{\Gamma}: \Gamma^{\prime}\right] /\left[\bar{\Gamma}_{x}: \bar{\Gamma}_{x}^{\prime}\right]
$$

Proof. Since $\bar{\Gamma}^{\prime}$ is a normal subgroup of $\bar{\Gamma}, \bar{\Gamma}^{\prime} \cdot \bar{\Gamma}_{x}$ is a subgroup of $\bar{\Gamma}$ and the number is given by $\left|\bar{\Gamma}^{\prime} \backslash \bar{\Gamma} / \bar{\Gamma}_{x}\right|=\left|\bar{\Gamma} / \bar{\Gamma}^{\prime} \cdot \bar{\Gamma}_{x}\right|$. Since

$$
\begin{aligned}
{\left[\bar{\Gamma}: \bar{\Gamma}^{\prime}\right] } & =\left[\bar{\Gamma}: \bar{\Gamma}^{\prime} \cdot \bar{\Gamma}_{x}\right]\left[\bar{\Gamma}^{\prime} \cdot \bar{\Gamma}_{x}: \bar{\Gamma}^{\prime}\right] \\
& =\left[\bar{\Gamma}: \bar{\Gamma}^{\prime} \cdot \bar{\Gamma}_{x}\right]\left[\bar{\Gamma}_{x}: \bar{\Gamma}_{x}^{\prime}\right]
\end{aligned}
$$

we obtain the result.
Theorem 4.2.9. (1) $\Gamma_{1}(N)(N \geqq 4)$ has no elliptic elements.
(2) $v_{\infty}\left(\Gamma_{1}(N)\right)=\left\{\begin{array}{lll}\frac{1}{2} \sum_{0<d \mid N} \phi(d) \phi(N / d) \quad \text { (all cusps are regular) } & (N \geqq 5), \\ 3 & \text { (2 regular cusps and } 1 \text { irregular cusp) } & (N=4) .\end{array}\right.$
(We note that $\bar{\Gamma}_{1}(N)=\bar{\Gamma}_{0}(N)$ if $N=2,3$.)
Proof. (1): Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ be an elliptic element of $\Gamma_{1}(N)$. By definition, $|a+d|<2$ and $a+d \equiv 2 \bmod N$. So there is no such element if $N \geqq 4$.
(2): Let $M_{N}$ be the set of all elements of order $N$ of $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$. Define two equivalence relations $\sim$ and $\dot{\sim}$ on $M_{N}$ by

$$
\begin{array}{ll}
(\bar{a}, \bar{c}) \sim\left(\bar{a}^{\prime}, \bar{c}^{\prime}\right) \Leftrightarrow\left(\bar{a}^{\prime}, \bar{c}^{\prime}\right)= \pm(\bar{a}+\bar{n} \bar{c}, \bar{c}) & (\bar{n} \in \mathbb{Z} / N \mathbb{Z}), \\
(\bar{a}, \bar{c}) \sim\left(\bar{a}^{\prime}, \bar{c}^{\prime}\right) \Leftrightarrow\left(\bar{a}^{\prime}, \bar{c}^{\prime}\right)=(\bar{a}+\bar{n} \bar{c}, \bar{c}) & (\bar{n} \in \mathbb{Z} / N \mathbb{Z}) .
\end{array}
$$

Then we have the commutative diagram:


Here the horizontal mappings are the bijections induced by the correspondence $" \Gamma(1) \ni\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \mapsto(a \bmod N, c \bmod N) \in M_{N} "$, and the vertical mappings $\eta$ and $\xi$
are the natural mappings. First suppose $N \geqq 5$. Then $\xi$ is a two fold covering and

$$
\left|M_{N} / \sim\right|=\frac{1}{2}\left|M_{N} / \sim\right| .
$$

Then all cusps of $\Gamma_{1}(N)$ are regular by (4.2.6). By an argument similar to the case of $\Gamma_{0}(N)$, the calculation of $\left|M_{N} / \mathcal{\sim}\right|$ reduces to the case $N=p^{e}$. Let $\bar{c} \in \mathbb{Z} / p^{e} \mathbb{Z}$, and $f$ be the largest integer such that $0 \leqq f \leqq e$, and $\vec{c} \equiv 0 \bmod p^{f}$. Then

$$
(\bar{a}, \bar{c}) \sim\left(\bar{a}^{\prime}, \bar{c}\right) \Leftrightarrow \bar{a} \equiv \bar{a}^{\prime} \bmod p^{f} .
$$

Thus, for a fixed $\bar{c}$, the number of inequivalent $(\bar{a}, \bar{c})$ is $\phi\left(p^{f}\right)$. Consequently, we obtain

$$
\left|M_{p^{e}} / \mathcal{L}\right|=\sum_{f=0}^{e} \phi\left(p^{e-f}\right) \phi\left(p^{f}\right) .
$$

Next let $N=4$. Then the set $\{( \pm 1,0),(0, \pm 1),(1,2)\}$ is a complete set of representatives of $M_{4} / \sim$. Since $(1,0) \sim(-1,0)$ and $(0,1) \sim(0,-1)$, we get $\left|M_{4} / \sim\right|=3$, and first two classes are regular and the rest is irregular by (4.2.6).

Theorem 4.2.10. (1) $\Gamma(N)(N \geqq 2)$ has no elliptic elements.
(2) $\quad v_{\infty}(\Gamma(N))=\left\{\begin{array}{cc}\frac{1}{2} N^{2} \prod_{p \mid N}\left(1-1 / p^{2}\right) & (N \geqq 3), \\ 3 & (N=2) .\end{array}\right.$

When $N \geqq 3$, all cusps are regular.
(3) We can take as a complete set of representatives of inequivalent cusps the set

$$
\left\{m / n \in \mathbb{Q} \cup\{\infty\} \mid(m, n)=1, \quad(m \bmod N, n \bmod N) \in M_{N} /\{ \pm 1\}\right\}
$$

where $M_{N}$ is the set of elements of order $N$ in $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$.
Proof. (1): Since $\Gamma(N)$ is a normal subgroup of $\Gamma(1)$, any $\Gamma(1)$-conjugate of an element of $\Gamma(N)$ belongs to $\Gamma(N)$. By Theorem 4.1.3, any elliptic element of $\Gamma(1)$ is conjugate to

$$
\pm\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right], \quad \pm\left[\begin{array}{rr}
1 & -1 \\
1 & 0
\end{array}\right], \quad \pm\left[\begin{array}{ll}
0 & -1 \\
1 & -1
\end{array}\right]
$$

and none of them belongs to $\Gamma(N)$ if $N \geqq 2$. Therefore, $\Gamma(N)(N \geqq 2)$ has no elliptic elements. (2): By Lemma 4.2.8,

$$
v_{\infty}(\Gamma(N))=[\bar{\Gamma}(1): \bar{\Gamma}(N)] /\left[\bar{\Gamma}(1)_{\infty}: \bar{\Gamma}(N)_{\infty}\right] .
$$

Therefore, the assertion is straightforward from Theorem 4.2 .5 and the definition of regular cusps. (3): Connecting the mappings in (4.2.2) and in (4.2.11), we easily obtain a bijection:

$$
\Gamma(N) \backslash P_{\Gamma(N)} \rightarrow \Gamma(N) \backslash \Gamma(1) / \Gamma(1)_{\infty} \rightarrow M_{N} /\{ \pm 1\} .
$$

Thus we obtain (3).
Now the genus of $\Re_{\Gamma}$ for a modular group $\Gamma$ is given by the following

Theorem 4.2.11. Let $\Gamma$ be a modular group, and $g$ the genus of $\mathfrak{R}_{\Gamma}$. Then

$$
g=1+\frac{\mu}{12}-\frac{v_{2}}{4}-\frac{v_{3}}{3}-\frac{v_{\infty}}{2}
$$

where $v_{2}=v_{2}(\Gamma), v_{3}=v_{3}(\Gamma), v_{\infty}=v_{\infty}(\Gamma)$, and $\mu=[\bar{\Gamma}(1): \bar{\Gamma}]$.
Proof. Since $\mathbf{H}_{\Gamma}^{*}=\mathbf{H}_{\Gamma(1)}^{*}$, there exists a natural mapping

$$
F: \mathfrak{R}_{\Gamma}=\Gamma \backslash \mathbf{H}_{\Gamma}^{*} \longrightarrow \mathfrak{R}_{\Gamma(1)}=\Gamma(1) \backslash \mathbf{H}_{\Gamma(1)}^{*} .
$$

We put $\mathbf{H}^{*}=\mathbf{H}_{\Gamma}^{*}=\mathbf{H}_{\Gamma(1)}^{*}$, and $\mathfrak{R}=\mathfrak{\Re}_{\Gamma(1)}$. Let $\pi_{\Gamma}: \mathbf{H}^{*} \rightarrow \mathfrak{R}_{\Gamma}$, and $\pi: \mathbf{H}^{*} \rightarrow \mathfrak{R}$ be the natural mappings. For any point b of $\mathfrak{R}_{\Gamma}$, take a point $z \in \mathbf{H}^{*}$ so that $\pi_{\Gamma}(z)=\mathrm{b}$. Let $U_{z}^{*}$ be a neighborhood of $z$ in $\mathbf{H}^{*}$ given in $\S 1.8$. Since $F{ }^{\circ} \pi_{\Gamma}=\pi$, the following diagram is commutative:


Hence $\left\{\mathfrak{R}_{\Gamma}, F\right\}$ is a covering of $\mathfrak{R}$ of degree $\mu$. Let $e_{\mathrm{b}}=e_{\mathrm{b}, F}$ be the ramification index of the covering at $b$, and put $F(b)=a$. Let $a_{2}, a_{3}$ and $a_{\infty}$ be the elliptic points of order 2 and 3 , and the cusp on $\mathfrak{R}$, respectively. If $a \neq a_{2}, a_{3}, a_{\infty}$, then $b$ is an ordinary point, so that $\pi$ and $\pi_{\Gamma}$ are homeomorphisms on $U_{z}^{*}$, and $e_{\mathrm{b}}=1$. Suppose $\mathrm{a}=\mathrm{a}_{2}$, then $e_{\mathrm{b}}=1$ or 2 . We see

$$
\begin{aligned}
e_{\mathrm{b}}=1 & \Leftrightarrow F \text { induces a homeomorphism of } \pi_{\Gamma}\left(U_{z}^{*}\right) \text { on to } \pi\left(U_{z}^{*}\right) \\
& \Leftrightarrow z \text { is an elliptic point of } \Gamma .
\end{aligned}
$$

Put

$$
t=\#\left\{\mathrm{~b} \in \mathfrak{R}_{\Gamma} \mid F(\mathrm{~b})=\mathrm{a}_{2}\right\}
$$

then $\mu=v_{2}+2\left(t-v_{2}\right)$. Therefore

$$
\begin{equation*}
\Sigma_{2}\left(e_{\mathrm{b}}-1\right)=\mu-t=\left(\mu-v_{2}\right) / 2 \tag{4.2.13}
\end{equation*}
$$

where $\Sigma_{2}$ is the summation over the points $b$ such that $F(b)=a_{2}$. A similar argument implies

$$
\begin{equation*}
\Sigma_{3}\left(e_{\mathrm{b}}-1\right)=2\left(\mu-v_{3}\right) / 3 \tag{4.2.14}
\end{equation*}
$$

where $\Sigma_{3}$ is the summation over the points $b$ such that $F(b)=a_{3}$. Next assume $F(b)=a_{\infty}$. Then $b$ is a cusp on $\mathfrak{R}_{\Gamma}$, and

$$
v_{\infty}=\#\left\{b \in \mathfrak{R}_{\Gamma} \mid F(b)=a_{\infty}\right\} .
$$

Denote by $\Sigma_{\infty}$ the summation over the cusps b such that $F(b)=a_{\infty}$. Then $\Sigma_{\infty} e_{b}=\mu$, so that

$$
\begin{equation*}
\Sigma_{\infty}\left(e_{\mathrm{b}}-1\right)=\mu-v_{\infty} . \tag{4.2.15}
\end{equation*}
$$

Consequently, the formula of the genus follows from (4.2.13), (4.2.14), (4.2.15) and the Hurwitz formula (1.8.8).

## §4.3. Modular Forms and Dirichlet Series

Automorphic functions and automorphic forms for modular groups are called modular functions and modular forms, respectively. They are closely connected with number theory.

Let $\Gamma$ be a congruence modular group. By definition, there exists a positive integer $N$ such that $\Gamma \supset \Gamma(N)$, so that

$$
\mathscr{G}_{\boldsymbol{k}}(\Gamma) \subset \mathscr{G}_{k}(\Gamma(N)) .
$$

Therefore the investigation of $\mathscr{G}_{k}(\Gamma)$ is reduced to that of $\mathscr{G}_{k}(\Gamma(N))$. Furthermore, we see

$$
\begin{align*}
& {\left[\begin{array}{ll}
N & 0 \\
0 & 1
\end{array}\right]^{-1} \Gamma(N)\left[\begin{array}{ll}
N & 0 \\
0 & 1
\end{array}\right]}  \tag{4.3.1}\\
& =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N^{2}, \quad a \equiv d \equiv 1 \bmod N\right\} \\
& \supset \Gamma_{1}\left(N^{2}\right)
\end{align*}
$$

Hence, if $f(z) \in \mathscr{G}_{k}(\Gamma(N))$, then

$$
f(N z)=N^{-k / 2}\left(\left.f\right|_{k}\left[\begin{array}{ll}
N & 0 \\
0 & 1
\end{array}\right]\right)(z) \in \mathscr{G}_{k}\left(\Gamma_{1}\left(N^{2}\right)\right)
$$

We note that if $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z / N}$ is the Fourier expansion at $\infty$, then

$$
f(N z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}
$$

Therefore the Fourier coefficients of $f(N z)$ essentially coincide with those of $f(z)$. Consequently, the study of modular forms with respect to congruence modular groups is reduced to that of $\mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$.

Let $\chi$ be a Dirichlet character $\bmod N$. We define a character $\chi$ of $\Gamma_{0}(N)$ by

$$
\chi(\gamma)=\chi(d), \quad \gamma=\left[\begin{array}{ll}
a & b  \tag{4.3.2}\\
c & d
\end{array}\right] \in \Gamma_{0}(N)
$$

Lemma 4.3.1. For a positive integer $N$, we have

$$
\begin{aligned}
& \mathscr{G}_{k}\left(\Gamma_{1}(N)\right)=\bigoplus_{\chi} \mathscr{G}_{k}\left(\Gamma_{0}(N), \chi\right), \\
& \mathscr{S}_{k}\left(\Gamma_{1}(N)\right)=\bigoplus_{\chi} \mathscr{P}_{k}\left(\Gamma_{0}(N), \chi\right), \\
& \mathscr{N}_{k}\left(\Gamma_{1}(N)\right)=\bigoplus_{\chi} \mathscr{N}_{k}\left(\Gamma_{0}(N), \chi\right),
\end{aligned}
$$

where $\chi$ runs over all Dirichlet characters $\bmod N$.

Proof. Since $\Gamma_{1}(N)$ is a normal subgroup of $\Gamma_{0}(N), \Gamma_{0}(N)$ acts on $\mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$ by " $\left.\mathrm{f} \mapsto f\right|_{k} \gamma$ ", $\left(\gamma \in \Gamma_{0}(N)\right)$. This action induces a representation of $\Gamma_{0}(N) / \Gamma_{1}(N)$ on $\mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$. Since $\Gamma_{0}(N) / \Gamma_{1}(N) \simeq(\mathbb{Z} / N \mathbb{Z})^{\times}$, all irreducible representations of $\Gamma_{0}(N) / \Gamma_{1}(N)$ are induced by Dirichlet characters $\bmod N$ as above. Therefore we obtain the lemma by decomposing the above representation into irreducible representations. A similar argument is applicable to other cases.

By the above lemma, we shall consider exclusively $\mathscr{G}_{k}\left(\Gamma_{0}(N), \chi\right), \mathscr{S}_{k}\left(\Gamma_{0}(N), \chi\right)$ and $\mathscr{N}_{k}\left(\Gamma_{0}(N), \chi\right)$. Hereafter we simply write

$$
\begin{aligned}
\mathscr{G}_{k}(N, \chi) & =\mathscr{G}_{k}\left(\Gamma_{0}(N), \chi\right) \\
\mathscr{S}_{k}(N, \chi) & =\mathscr{S}_{k}\left(\Gamma_{0}(N), \chi\right) \\
\mathscr{N}_{k}(N, \chi) & =\mathscr{N}_{k}\left(\Gamma_{0}(N), \chi\right)
\end{aligned}
$$

Let $M$ be a multiple of $N$. We also express the character $\bmod M$ induced by a Dirichlet character $\chi \bmod N$ by the same symbol $\chi$. Then

$$
\mathscr{G}_{k}(N, \chi) \subset \mathscr{G}_{k}(M, \chi), \quad \mathscr{S}_{k}(N, \chi) \subset \mathscr{S}_{k}(M, \chi),
$$

and by Theorem 2.1.7(2),

$$
\mathscr{N}_{k}(N, \chi) \subset \mathscr{N}_{k}(M, \chi)
$$

For a modular form $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z} \in \mathscr{G}_{k}(N, \chi)$, we put

$$
\begin{equation*}
f_{\rho}(z)=\sum_{n=0}^{\infty} \bar{a}_{n} e^{2 \pi i n z}, \tag{4.3.3}
\end{equation*}
$$

where $\bar{a}_{n}$ is the complex conjugate of $a_{n}$.
We put, for a positive integer $N$,

$$
\omega_{N}=\omega(N)=\left[\begin{array}{lr}
0 & -1 \\
N & 0
\end{array}\right]
$$

Lemma 4.3.2. Let $\chi$ be a Dirichlet character $\bmod N$.
(1) If $\chi(-1) \neq(-1)^{k}$, then $\mathscr{G}_{k}(N, \chi)=\{0\}$.
(2) The correspondence " $\left.f \mapsto f\right|_{k} \omega_{N}$ " induces the isomorphisms:

$$
\begin{aligned}
\mathscr{G}_{k}(N, \chi) & \simeq \mathscr{G}_{k}(N, \bar{\chi}) \\
\mathscr{S}_{k}(N, \chi) & \simeq \mathscr{S}_{k}(N, \bar{\chi}) \\
\mathscr{N}_{k}(N, \chi) & \simeq \mathscr{N}_{k}(N, \bar{\chi}) .
\end{aligned}
$$

(3) If $f(z) \in \mathscr{G}_{k}(N, \chi)\left(\right.$ resp. $\left.\mathscr{S}_{k}(N, \chi), \mathscr{N}_{k}(N, \chi)\right)$, then

$$
f_{\rho}(z)=\overline{f(-\bar{z})}
$$

and it belongs to $\mathscr{G}_{k}(N, \bar{\chi})\left(\right.$ resp. $\left.\mathscr{S}_{k}(N, \bar{\chi}), \mathscr{N}_{k}(N, \bar{\chi})\right)$.
Proof. The first assertion is obvious from (2.1.27). (2): For $f(z) \in \mathscr{G}_{k}(N, \chi)$, we put $g=\left.f\right|_{k} \omega_{N}$. For $\gamma=\left[\begin{array}{ll}a & b \\ c N & d\end{array}\right] \in \Gamma_{0}(N)$, we have

$$
\omega_{N} \gamma \omega_{N}^{-1}=\left[\begin{array}{rr}
d & -c  \tag{4.3.4}\\
-b N & a
\end{array}\right], \quad \omega_{N}^{2}=-N
$$

Therefore

$$
\omega_{N} \Gamma_{0}(N) \omega_{N}^{-1}=\Gamma_{0}(N)
$$

and

$$
\left.g\right|_{k} \gamma=\chi(a) g=\bar{\chi}(\gamma) g .
$$

This implies the automorphy condition. The rest of (2) follows from (2.1.31) and Theorem 2.8.2. (3): The first part is obvious. For an element $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z})$, we put

$$
\gamma^{\prime}=\left[\begin{array}{rr}
a & -b \\
-c & d
\end{array}\right] .
$$

Then

$$
\begin{equation*}
\left.f_{\rho}\right|_{k} \gamma=\left(\left.f\right|_{k} \gamma^{\prime}\right)_{\rho}, \quad \gamma \in S L_{2}(\mathbb{Z}) \tag{4.3.5}
\end{equation*}
$$

by the first part. In particular, if $\gamma \in \Gamma_{0}(N)$, then $\left.f_{\rho}\right|_{k} \gamma=\bar{\chi}(\gamma) f_{\rho}$. The conditions at cusps are also verified by (4.3.5). Now for $f(z) \in \mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$ and $g(z) \in \mathscr{S}_{k}\left(\Gamma_{1}(N)\right)$, we see easily

$$
\begin{equation*}
\left(f_{\rho}, g\right)=\overline{\left(f, g_{\rho}\right)} \tag{4.3.6}
\end{equation*}
$$

This implies that if $f(z) \in \mathscr{N}_{k}(N, \chi)$, then $f_{\rho}(z) \in \mathscr{N}_{k}(N, \bar{\chi})$.
Any element $f(z)$ of $\mathscr{G}_{k}(N, \chi)$ has a Fourier expansion of the form

$$
f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}
$$

Nevertheless a holomorphic function $f(z)$ on $\mathbf{H}$ with a Fourier expansion is not necessarily a modular form. If $f(z)$ is an Eisenstein series with respect to $\Gamma(1)$, then the Dirichlet series defined in (4.1.26) by using the Fourier coefficients is a product of two Riemann zeta-functions. We analogously define a Dirichlet series $\phi(s)$ using the Fourier coefficients of $f(z)$ by

$$
\phi(s)=\sum_{n=1}^{\infty} a_{n} n^{-s} .
$$

If $f(z)$ is a cusp form of weight $k$, then we have $a_{n}=O\left(n^{k / 2}\right)$ by Corollary 2.1.6. Hence $\phi(s)$ is convergent absolutely and uniformly on any compact subset of $\operatorname{Re}(s)>k / 2+1$. In the rest of this section, we shall show an outstanding equivalence obtained by Hecke and Weil between the automorphy of $f(z)$ and certain functional equations satisfied by $\phi(s)$ and its 'twisted' Dirichlet series by Dirichlet characters.

Let $f(z)$ be a holomorphic function on $\mathbf{H}$ satisfying the following conditions:

## $f(z)$ has a Fourier expansion

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z} \tag{4.3.7}
\end{equation*}
$$

which converges absolutely and uniformly on any compact subset of H. Further there exists $v>0$ such that

$$
f(z)=O\left(\operatorname{Im}(z)^{-v}\right) \quad(\operatorname{Fm}(z) \rightarrow 0)
$$

uniformly on $\operatorname{Re}(z)$.
Then by a similar argument as in Corollary 2.1.6, we have

$$
\begin{equation*}
a_{n}=O\left(n^{v}\right) \tag{4.3.8}
\end{equation*}
$$

Conversely we obtain

Lemma 4.3.3. For a sequence $\left\{a_{n}\right\}_{n=0}^{\infty}$ of complex numbers, put

$$
f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z} \quad(z \in \mathbf{H}) .
$$

If $a_{n}=O\left(n^{v}\right)$ with some $v>0$, then the right-hand side is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$, and $f(z)$ is holomorphic on $\mathbf{H}$. Moreover,

$$
\begin{aligned}
f(z) & =O\left(\operatorname{Im}(z)^{-v-1}\right) & & (\operatorname{Im}(z) \rightarrow 0), \\
f(z)-a_{0} & =O\left(e^{-2 \pi \operatorname{Im}(z)}\right) & & (\operatorname{Im}(z) \rightarrow \infty)
\end{aligned}
$$

uniformly on $\operatorname{Re}(z)$.
Proof. By (3.2.9), we have for $v>0$,

$$
\lim _{n \rightarrow \infty} n^{v} /(-1)^{n}\binom{-v-1}{n}=\Gamma(v+1) .
$$

Hence there exists $L>0$ such that

$$
\left|a_{n}\right| \leqq L(-1)^{n}\binom{-v-1}{n}
$$

for all $n \geqq 0$. Put $z=x+i y$, then

$$
\begin{align*}
\sum_{n=0}^{\infty}\left|a_{n}\right|\left|e^{2 \pi i n z}\right| & \leqq L\left(\sum_{n=0}^{\infty}(-1)^{n}\binom{-v-1}{n} e^{-2 \pi n y}\right)  \tag{4.3.9}\\
& =L\left(1-e^{-2 \pi y}\right)^{-v-1}
\end{align*}
$$

This implies that $f(z)$ is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$. Since $\left(1-e^{-2 \pi y}\right)=O(y)$ as $y \rightarrow 0$, we see $|f(z)|=O\left(y^{-v-1}\right)$. Moreover (4.3.9) implies that $f(z)$ is bounded when $y \rightarrow \infty$. Put

$$
g(z)=\sum_{n=0}^{\infty} a_{n+1} e^{2 \pi i n z}
$$

Since $g(z)$ also satisfies the assumption, it is bounded on a neighborhood of $\infty$. Therefore we obtain

$$
f(z)-a_{0}=e^{2 \pi i z} g(z)=O\left(e^{-2 \pi y}\right) \quad(y \rightarrow \infty) .
$$

By the above lemma, all holomorphic functions $f(z)$ on $\mathbf{H}$ satisfying (4.3.7) correspond bijectively to all sequences $\left\{a_{n}\right\}_{n=0}^{\infty}$ of complex numbers such that $a_{n}=O\left(n^{\nu}\right)$ with $v>0$.

As a preliminary to Hecke's theorem, we shall prove the following

Lemma 4.3.4. (Phragmen-Lindelöf) For two real numbers $\nu_{1}, v_{2}\left(v_{1}<v_{2}\right)$, put

$$
F=\left\{s \in \mathbb{C} \mid v_{1} \leqq \operatorname{Re}(s) \leqq v_{2}\right\}
$$

Let $\phi$ be a holomorphic function on a domain containing $F$ satisfying

$$
|\phi(s)|=O\left(e^{|\tau|^{\delta}}\right) \quad(|\tau| \rightarrow \infty), \quad s=\sigma+i \tau
$$

uniformly on $F$ with $\delta>0$. For a real number $b$, if

$$
|\phi(s)|=O\left(|\tau|^{b}\right) \quad(|\tau| \rightarrow \infty) \quad \text { on } \operatorname{Re}(s)=v_{1} \text { and } \operatorname{Re}(s)=v_{2}
$$

then

$$
|\phi(s)|=O\left(|\tau|^{b}\right) \quad(|\tau| \rightarrow \infty) \quad \text { uniformly on } F
$$

Proof. By assumption, there exists $L>0$ such that $|\phi(s)| \leqq L e^{\left.|\tau|\right|^{\delta} \text {. First we con- }}$ sider the case when $b=0$. Then there exists $M>0$ such that $|\phi(s)| \leqq M$ on the lines $\operatorname{Re}(\mathrm{s})=v_{1}$ and $\operatorname{Re}(s)=v_{2}$. Let $m$ be a positive integer such that $m \equiv 2 \bmod 4$. Put $s=\sigma+i \tau$. Since $\operatorname{Re}\left(s^{m}\right)=\operatorname{Re}\left((\sigma+i \tau)^{m}\right)$ is a polynomial of $\sigma$ and $\tau$, and the highest term of $\tau$ is $-\tau^{m}$, we have

$$
\begin{equation*}
\operatorname{Re}\left(s^{m}\right)=-\tau^{m}+O\left(|\tau|^{m-1}\right) \quad(|\tau| \rightarrow \infty) \tag{4.3.10}
\end{equation*}
$$

uniformly on $F$, so that $\operatorname{Re}\left(s^{m}\right)$ has an upper bound on $F$. Taking $m$ and $N$ so that $m>\delta$ and $\operatorname{Re}\left(s^{m}\right) \leqq N$, we have, for any $\varepsilon>0$,

$$
\left|\phi(s) e^{\varepsilon s^{m}}\right| \leqq M e^{\varepsilon N} \text { on } \operatorname{Re}(s)=v_{1} \quad \text { and } \quad \operatorname{Re}(s)=v_{2}
$$

and

$$
\left|\phi(s) e^{\varepsilon s^{m}}\right|=O\left(e^{|\tau|^{\delta}-\varepsilon \tau^{m}+K \mid \tau \tau^{m-1}}\right) \rightarrow 0, \quad(|\tau| \rightarrow \infty)
$$

uniformly on $F$. By the maximum principle, we see

$$
\left|\phi(s) e^{\varepsilon s^{m}}\right| \leqq M e^{\varepsilon N}, \quad(s \in F)
$$

Letting $\varepsilon$ tend to 0 , we obtain $|\phi(s)| \leqq M$, namely, $\phi(s)=O\left(|\tau|^{0}\right)$. Next assume $b \neq 0$. We define a holomorphic function $\psi(s)$ by

$$
\psi(s)=\left(s-v_{1}+1\right)^{b}=e^{b \log \left(s-v_{1}+1\right)}
$$

where $\log$ takes the principal value. Since

$$
\operatorname{Re}\left(\log \left(s-v_{1}+1\right)\right)=\log \left|s-v_{1}+1\right|
$$

we have uniformly on $F$

$$
|\psi(s)|=\left|s-v_{1}+1\right|^{b} \sim|\tau|^{b} \quad(|\tau| \rightarrow \infty) .
$$

Put $\phi_{1}(s)=\phi(s) / \psi(s)$. Then $\phi_{1}(s)$ satisfies the same assumptions as $\phi$ with $b=0$, so that by the above result, $\phi_{1}(s)$ is bounded on $F$. Therefore we obtain $|\phi(s)|=O\left(|\tau|^{b}\right)(|\tau| \rightarrow \infty)$.

As we already mentioned in $\S 3.2$, Hecke generalized the proof of Theorem 3.2.2 and proved that a transformation of a function $f(z)$ is equivalent to a functional equation of the corresponding Dirichlet series. For a holomorphic function

$$
f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}
$$

on $\mathbf{H}$ satisfying (4.3.7), we put

$$
\begin{equation*}
L(s ; f)=\sum_{n=1}^{\infty} a_{n} n^{-s} . \tag{4.3.11}
\end{equation*}
$$

Since $a_{n}=O\left(n^{n}\right), L(s ; f)$ converges absolutely and uniformly on any compact subset of $\operatorname{Re}(s)>1+v$, so that it is holomorphic on $\operatorname{Re}(s)>1+v$. We call $L(s ; f)$ the Dirichlet series associated with $f$. For $N>0$, we put

$$
\begin{equation*}
\Lambda_{N}(s ; f)=(2 \pi / \sqrt{N})^{-s} \Gamma(s) L(s ; f) . \tag{4.3.12}
\end{equation*}
$$

Theorem 4.3.5. (Hecke) Let $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} e^{2 \pi i n z}$ be holomorphic functions on $\mathbf{H}$ satisfying (4.3.7). For positive numbers $k$ and $N$, the following conditions $(A)$ and $(B)$ are equivalent.
(A) $g(z)=(-i \sqrt{N} z)^{-k} f(-1 / N z)$.
(B) Both $\Lambda_{N}(s ; f)$ and $\Lambda_{N}(s ; g)$ can be analytically continued to the whole $s$-plane, satisfy the functional equation

$$
\Lambda_{N}(s ; f)=\Lambda_{N}(k-s ; g),
$$

and

$$
\Lambda_{N}(s ; f)+\frac{a_{0}}{s}+\frac{b_{0}}{k-s}
$$

is holomorphic on the whole s-plane and bounded on any vertical strip.
Proof. (A) $\Rightarrow$ (B): Since there exists $v>0$ such that $a_{n}=O\left(n^{v}\right)$ and $b_{n}=O\left(n^{v}\right)$,

$$
\sum_{n=1}^{\infty}\left|a_{n}\right| e^{-2 \pi n t / \sqrt{N}} \quad(t>0)
$$

and

$$
\sum_{n=1}^{\infty} \int_{0}^{\infty}\left|a_{n}\right| t^{\sigma} e^{-2 \pi n t / \sqrt{N}} t^{-1} d t \quad(\sigma>v+1)
$$

are convergent. Therefore we see, for $\operatorname{Re}(s)>v+1$,

$$
\begin{aligned}
\Lambda_{N}(s ; f) & =\sum_{n=1}^{\infty} a_{n}(2 \pi n / \sqrt{N})^{-s} \int_{0}^{\infty} e^{-t} t^{s-1} d t \\
& =\sum_{n=1}^{\infty} \int_{0}^{\infty} a_{n} t^{s} e^{-2 \pi n t / \sqrt{N}} t^{-1} d t \\
& =\int_{0}^{\infty} t^{s}\left(\sum_{n=1}^{\infty} a_{n} e^{-2 \pi n t / \sqrt{N}}\right) t^{-1} d t \\
& =\int_{0}^{\infty} t^{s}\left(f(i t / \sqrt{N})-a_{0}\right) t^{-1} d t \\
& =-\frac{a_{0}}{s}+\int_{1}^{\infty} t^{-s} f(i / \sqrt{N} t) t^{-1} d t+\int_{1}^{\infty} t^{s}\left(f(i t / \sqrt{N})-a_{0}\right) t^{-1} d t .
\end{aligned}
$$

Since $g(z)=(-i \sqrt{N} z)^{-k} f(-1 / N z)$, we obtain

$$
\begin{align*}
\Lambda_{N}(s ; f)= & -\frac{a_{0}}{s}-\frac{b_{0}}{k-s}+\int_{1}^{\infty} t^{k-s}\left(g(i t / \sqrt{N})-b_{0}\right) t^{-1} d t  \tag{4.3.13}\\
& +\int_{1}^{\infty} t^{s}\left(f(i t / \sqrt{N})-a_{0}\right) t^{-1} d t
\end{align*}
$$

on $\operatorname{Re}(s)>\operatorname{Max}\{k, v+1\}$. By Lemma 4.3.3, when $t$ tends to $\infty$, we have

$$
\begin{aligned}
& f(i t)-a_{0}=O\left(e^{-2 \pi t}\right) \\
& g(i t)-b_{0}=O\left(e^{-2 \pi t}\right)
\end{aligned}
$$

so that

$$
\int_{1}^{\infty} t^{s}\left(f(i t / \sqrt{N})-a_{0}\right) t^{-1} d t
$$

and

$$
\int_{1}^{\infty} t^{k-s}\left(g(i t / \sqrt{N})-b_{0}\right) t^{-1} d t
$$

are convergent absolutely and uniformly on any vertical strip. Therefore they are holomorphic on the whole $s$-plane. If we define $\Lambda_{N}(s ; f)$ for any $s \in \mathbb{C}$ by (4.3.13), it is a meromorphic function on the whole $s$-plane, and

$$
\Lambda_{N}(s ; f)+\frac{a_{0}}{s}+\frac{b_{0}}{k-s}
$$

is an entire function and bounded on any vertical strip. Similarly $\Lambda_{N}(s ; g)$ is also analytically continued to the whole $s$-plane, and satisfies

$$
\begin{align*}
\Lambda_{N}(k-s ; g)= & -\frac{a_{0}}{s}-\frac{b_{0}}{k-s}+\int_{1}^{\infty} t^{k-s}\left(g(i t / \sqrt{N})-b_{0}\right) t^{-1} d t  \tag{4.3.14}\\
& +\int_{1}^{\infty} t^{s}\left(f(i t / \sqrt{N})-a_{0}\right) t^{-1} d t
\end{align*}
$$

Comparing (4.3.13) and (4.3.14), we obtain $\Lambda_{N}(s ; f)=\Lambda_{N}(k-s ; g) .(\mathrm{B}) \Rightarrow(\mathrm{A})$ : By (3.2.14), we have

$$
f(i y)=\frac{1}{2 \pi i} \sum_{n=1}^{\infty} a_{n} \int_{\operatorname{Re}(s)=\alpha}(2 \pi n y)^{-s} \Gamma(s) d s+a_{0}
$$

for any $\alpha>0$. If $\alpha>v+1$, then $L(s ; f)=\sum_{n=1}^{\infty} a_{n} n^{-s}$ is uniformly convergent and bounded on $\operatorname{Re}(s)=\alpha$, so that by Stirling's estimate (3.2.8), $\Lambda_{N}(s ; f)=$ $(2 \pi / \sqrt{N})^{-s} \Gamma(s) L(s ; f)$ is absolutely integrable. Therefore we can exchange the order of summation and integration, and

$$
f(i y)=\frac{1}{2 \pi i} \int_{\mathrm{Re}(s)=\alpha}(\sqrt{N} y)^{-s} \Lambda_{N}(s ; f) d s+a_{0}
$$

Since $L(s ; f)$ is bounded on $\operatorname{Re}(s)=\alpha$, we see, for any $\mu>0$,

$$
\begin{equation*}
\left|\Lambda_{N}(s ; f)\right|=O\left(|\operatorname{Im}(s)|^{-\mu}\right) \quad(|\operatorname{Im}(s)| \rightarrow \infty) \tag{4.3.15}
\end{equation*}
$$

on $\operatorname{Re}(s)=\alpha$ by Stirling's estimate. Next take $\beta$ so that $k-\beta>v+1$. A similar argument implies that for any $\mu>0$,

$$
\left|\Lambda_{N}(s ; f)\right|=\left|\Lambda_{N}(k-s ; g)\right|=O\left(|\operatorname{Im}(s)|^{-\mu}\right) \quad(|\operatorname{Im}(s)| \rightarrow \infty)
$$

on $\operatorname{Re}(s)=\beta$. By assumption,

$$
\Lambda_{N}(s ; f)+\frac{a_{0}}{s}+\frac{b_{0}}{k-s}
$$

is bounded on the domain $\beta \leqq \operatorname{Re}(s) \leqq \alpha$. Hence for any $\mu>0$, we see by Lemma 4.3.4,
(4.3.15) holds uniformly on the domain $\beta \leqq \operatorname{Re}(s) \leqq \alpha$.

Furthermore we assume that $\alpha>k$ and $\beta<0$. Since $(\sqrt{N} y)^{-s} \Lambda_{N}(s ; f)$ has simple poles at $s=0$ and $s=k$ with the residues $-a_{0}$ and $(\sqrt{N} y)^{-k} b_{0}$, respectively, we can change the integral paths from $\operatorname{Re}(s)=\alpha$ to $\operatorname{Re}(s)=\beta$ using (4.3.16) and obtain

$$
f(i y)=\frac{1}{2 \pi i} \int_{\cdot \mathbf{R e}(s)=\beta}(\sqrt{N} y)^{-s} \Lambda_{N}(s ; f) d s+(\sqrt{N} y)^{-k} b_{0}
$$

By the functional equation,

$$
\begin{aligned}
f(i y) & =\frac{1}{2 \pi i} \int_{\operatorname{Re}(s)=\beta}(\sqrt{N} y)^{-s} \Lambda_{N}(k-s ; g) d s+(\sqrt{N} y)^{-k} b_{0} \\
& =\frac{1}{2 \pi i} \int_{\operatorname{Re}(s)=k-\beta}(\sqrt{N} y)^{s-k} \Lambda_{N}(s ; g) d s+(\sqrt{N} y)^{-k} b_{0} \\
& =(\sqrt{N} y)^{-k} g(-1 / i N y)
\end{aligned}
$$

Since $f(z)$ and $g(z)$ are holomorphic on $\mathbf{H}$, we obtain

$$
f(z)=(\sqrt{N} z / i)^{-k} g(-1 / N z)
$$

or

$$
g(z)=(-i \sqrt{N} z)^{-k} f(-1 / N z)
$$

As a special case, we let $k=1 / 2, N=4$ and

$$
f(z)=g(z)=\frac{1}{2} \theta(z)=\frac{1}{2}+\sum_{n=1}^{\infty} e^{2 \pi i n^{2} z} .
$$

Then (A) is nothing but the theta transformation formula (3.2.17), so that the functional equation of the Riemann zeta-function in $\S 3.2$ is the special case of the part $(A) \Rightarrow(B)$ of the above theorem.

For latter use, we restate the above theorem.
Theorem 4.3.6. Let $k$ and $N$ be positive integers. For two holomorphic functions $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} e^{2 \pi i n z}$ on $\mathbf{H}$ satisfying (4.3.7), the following conditions are equivalent:
(A) $g(z)=(\sqrt{N} z)^{-k} f(-1 / N z) \quad\left(=\left(\left.f\right|_{k} \omega_{N}\right)(z)\right)$.
(B) Both $\Lambda_{N}(s, f)$ and $\Lambda_{N}(s ; g)$ can be analytically continued to the whole s-plane, satisfy the functional equation

$$
\Lambda_{N}(s ; f)=i^{k} \Lambda_{N}(k-s ; g),
$$

and the function

$$
\Lambda_{N}(s ; f)+\frac{a_{0}}{s}+\frac{i^{k} b_{0}}{k-s}
$$

is holomorphic on the whole s-plane and bounded on any vertical strip.
Since any element $f(z)$ of $\mathscr{S}_{k}(N, \chi)$ satisfies (4.3.7), we obtain the following
Corollary 4.3.7. For any element $f(z)$ of $\mathscr{S}_{k}(N, \chi), \Lambda_{N}(s, f)$ is holomorphic on the whole $s$-plane and satisfies the functional equation

$$
\Lambda_{N}(s ; f)=i^{k} \Lambda_{N}\left(k-s ;\left.f\right|_{k} \omega_{N}\right) .
$$

We note that the functional equation in Corollary 4.3.7 is also satisfied for any element of $\mathscr{G}_{k}(N, \chi)$ (see §4.7). It is unknown for an arbitrary Fuchsian group whether a non-cusp form $f(z)$ satisfies (4.3.7) or not. For modular groups, we will construct elements of the space of Eisenstein series $\mathscr{N}_{k}(N, \chi)$ using Dirichlet $L$-functions in §4.7. Therefore we can prove the functional equation for any element of $\mathscr{G}_{k}(N, \chi)$.

Since $\Gamma(1)$ is generated by two elements $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ and $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$, we can easily characterize an element $f(z)$ of $\mathscr{G}_{k}(\Gamma(1))$ by the functional equation of $L(s, f)$ and obtain

Theorem 4.3.8. Let $k$ be an even integer $\geqq 2$. Assume a holomorphic function $f(z)$ on $\mathbf{H}$ satisfies (4.3.7). Then $f(z)$ belongs to $\mathscr{G}_{k}(\Gamma(1))$ if and only if $\Lambda(s, f)=(2 \pi)^{-s} \Gamma(s) L(s ; f)$ can be analytically continued to the whole s-plane,

$$
\Lambda(s, f)+\frac{a_{0}}{s}+\frac{(-1)^{k / 2} a_{0}}{k-s}
$$

is holomorphic on $\mathbf{H}$ and bounded on any vertical strip, and satisfies the functional equation:

$$
\Lambda(s ; f)=(-1)^{k / 2} \Lambda(k-s ; f) .
$$

Moreover if $a_{0}=0$, then $f(z)$ is a cusp form.
The situation for $\mathscr{G}_{k}(N, \chi)$ is much more complicated, since $\Gamma_{0}(N)$ has many generators. For a holomorphic function $f(z)$ satisfying (4.3.7) and a Dirichlet character $\psi$, we put

$$
\begin{equation*}
f_{\psi}(z)=\sum_{n=0}^{\infty} \psi(n) a_{n} e^{2 \pi i n z}, \tag{4.3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
L(s ; f, \psi)=\sum_{n=1}^{\infty} \psi(n) a_{n} n^{-s} . \tag{4.3.18}
\end{equation*}
$$

This is an analogue of the Dirichlet $L$-function to the Riemann zeta-function. It is obvious that $f_{\psi}(z)$ also satisfies (4.3.7) by (4.3.8) and Lemma 4.3.3. Let $m=m_{\psi}$ be the conductor of $\psi$, and put

$$
\begin{equation*}
\Lambda_{N}(s ; f, \psi)=(2 \pi / m \sqrt{N})^{-s} \Gamma(s) L(s ; f, \psi) . \tag{4.3.19}
\end{equation*}
$$

By definition,

$$
\begin{align*}
L\left(s ; f_{\psi}\right) & =L(s ; f, \psi),  \tag{4.3.20}\\
\Lambda_{N m^{2}}\left(s ; f_{\psi}\right) & =\Lambda_{N}(s ; f, \psi) .
\end{align*}
$$

Lemma 4.3.9. Let $f(z)$ and $g(z)$ be two holomorphic functions on $\mathbf{H}$ satisfying (4.3.7), and $\psi$ a primitive Dirichlet character of conductor $m(>1)$. Then the following conditions $\left(A_{\psi}\right)$ and $\left(B_{\psi}\right)$ are equivalent.

$$
\left.f_{\psi}\right|_{k} \omega\left(N m^{2}\right)=C_{\psi} g_{\bar{\psi}}
$$

$\left(B_{\psi}\right) \Lambda_{N}(s ; f, \psi)$ can be holomorphically continued to the whole s-plane, bounded on any vertical strip, and satisfies the functional equation:

$$
A_{N}(s ; f, \psi)=i^{k} C_{\psi} \Lambda_{N}(k-s ; g, \bar{\psi})
$$

for a constant $C_{\psi}$.
Proof. Apply Theorem 4.3 .6 for $f_{\psi}, C_{\psi} g_{\bar{\psi}}$, and $N m^{2}$ in place of $f, g$, and $N$, respectively. Then we obtain the theorem by (4.3.20).

We put

$$
\alpha(a)=\left[\begin{array}{ll}
1 & a \\
0 & 1
\end{array}\right] \quad(a \in \mathbb{R})
$$

Lemma 4.3.10. (1) Let $f$ be a holomorphic function on $\mathbf{H}$ satisfying (4.3.7), and $\psi$ a primitive Dirichlet character of conductor $m$. Then for an integer $k>0$, we have

$$
f_{\psi}=W(\bar{\psi})^{-1} \sum_{u=1}^{m} \vec{\psi}(u)\left(\left.f\right|_{k} \alpha(u / m)\right)
$$

where $W(\bar{\psi})$ is the Gauss sum of $\bar{\psi}$.
(2) Let $f(z)$ be an element of $\mathscr{G}_{k}(N, \chi), m_{\chi}$ the conductor of $\chi, \psi$ a primitive Dirichlet character of conductor $m_{\psi}$, and $M$ the least common multiple of $N, m_{\psi}^{2}$, and $m_{\psi} m_{\chi}$. Then $f_{\psi}$ belongs to $\mathscr{G}_{k}\left(M, \chi \psi^{2}\right)$. Moreover if fis a cusp form, so is $f_{\psi}$.
Proof. (1): Since for an integer $u$, we have

$$
\left(\left.f\right|_{k} \alpha(u / m)\right)(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n u / m} e^{2 \pi i n z}
$$

we see by Lemma 3.1.1(1)

$$
\begin{align*}
\sum_{u=1}^{m} \bar{\psi}(u)\left(\left.f\right|_{k} \alpha(u / m)\right)(z) & =\sum_{n=0}^{\infty}\left(\sum_{u=1}^{m} \bar{\psi}(u) e^{2 \pi i n u / m}\right) a_{n} e^{2 \pi i n z}  \tag{4.3.21}\\
& =W(\bar{\psi}) f_{\psi}(z)
\end{align*}
$$

(2): Assume $f \in \mathscr{G}_{k}(N, \chi)$ and put $m=m_{\psi}$. Since

$$
\alpha(u / m)^{-1} \Gamma_{0}(N) \alpha(u / m) \supset \Gamma\left(N m^{2}\right),
$$

$\left.f\right|_{k} \alpha(u / m)$ belongs to $\mathscr{G}_{k}\left(\Gamma\left(N m^{2}\right)\right)$. By (1) we see $f_{\psi} \in \mathscr{G}_{k}\left(\Gamma\left(N m^{2}\right)\right)$. Therefore we have only to prove that $\left.f_{\psi}\right|_{k} \gamma=\left(\chi \psi^{2}\right)(\gamma) f_{\psi}$ for all $\gamma \in \Gamma_{0}(M)$. Let $\gamma=\left[\begin{array}{cc}a & b \\ c M & d\end{array}\right] \in \Gamma_{0}(M)$ and put

$$
\gamma^{\prime}=\alpha(u / m) \gamma \alpha\left(d^{2} u / m\right)^{-1}
$$

then $\gamma^{\prime} \in \Gamma_{0}(M) \subset \Gamma_{0}(N)$. Writing $\gamma^{\prime}=\left[\begin{array}{ll}a^{\prime} & b^{\prime} \\ c^{\prime} & d^{\prime}\end{array}\right]$, we have

$$
d^{\prime}=d-c d^{2} u M / m \equiv d \quad \bmod m_{x}
$$

so that

$$
\left.f\right|_{k} \alpha(u / m) \gamma=\left.\chi(d) f\right|_{k} \alpha\left(d^{2} u / m\right)
$$

Hence by (4.3.21), we obtain

$$
\left.f_{\psi}\right|_{k} \gamma=\chi(d) \psi\left(d^{2}\right) f_{\psi}
$$

A similar argument is applicable to cusp forms.

Theorem 4.3.11. Let $f(z)$ be an element of $\mathscr{G}_{k}(N, \chi)$, and $\psi$ a primitive Dirichlet character of conductor $m$. If $(m, N)=1$, then

$$
\left.f_{\psi}\right|_{k} \omega\left(N m^{2}\right)=C_{\psi} g_{\bar{\psi}},
$$

where $g=\left.f\right|_{k} \omega_{N}$ and

$$
\begin{aligned}
C_{\psi}=C_{N, \psi} & =\chi(m) \psi(-N) W(\psi) / W(\bar{\psi}) \\
& =\chi(m) \psi(N) W(\psi)^{2} / m
\end{aligned}
$$

Proof. For an integer $u$ prime to $m$, take integers $n, v$ so that $n m-N u v=1$. Then

$$
\alpha(u / m) \omega\left(N m^{2}\right)=m \cdot \omega(N)\left[\begin{array}{rr}
m & -v  \tag{4.3.22}\\
-u N & n
\end{array}\right] \alpha(v / m)
$$

Since $g=\left.f\right|_{k} \omega_{N}$ belongs to $\mathscr{G}_{k}(N, \bar{\chi})$ by Lemma 4.3.2, (4.3.22) implies

$$
\left.f\right|_{k} \alpha(u / m) \omega\left(N m^{2}\right)=\left.\chi(m) g\right|_{k} \alpha(v / m)
$$

so that

$$
\begin{aligned}
\left.W(\bar{\psi}) f_{\psi}\right|_{k} \omega\left(N m^{2}\right) & =\left.\sum_{u=1}^{m} \bar{\psi}(u) f\right|_{k} \alpha(u / m) \omega\left(N m^{2}\right) \\
& =\left.\chi(m) \sum_{v=1}^{m} \psi(-N v) g\right|_{k} \alpha(v / m) \\
& =\left.\chi(m) \psi(-N) \sum_{v=1}^{m} \psi(v) g\right|_{k} \alpha(v / m) \\
& =\chi(m) \psi(-N) W(\psi) g_{\bar{\psi}} .
\end{aligned}
$$

By this theorem and Lemma 4.3.9, we obtain the following
Theorem 4.3.12. Let $f(z)$ be an element of $\mathscr{S}_{k}(N, \chi)$, and $\psi$ a primitive Dirichlet character of conductor $m$. If $(m, N)=1$, then $\Lambda_{N}(s ; f, \psi)$ can be holomorphically continued to the whole s-plane, is bounded on any vertical strip, and satisfies the functional equation:

$$
\Lambda_{N}(s ; f, \psi)=i^{k} C_{\psi} \Lambda_{N}\left(k-s ;\left.f\right|_{k} \omega_{N}, \bar{\psi}\right)
$$

where $C_{\psi}$ is the constant in Theorem 4.3.11.
To prove the converse of this theorem is the purpose of the rest of this section. For two integers $m, v$ such that $(m, v N)=1$, take integers $n, u$ so that $m n-u v N=1$, and put

$$
\gamma(m, v)=\left[\begin{array}{rr}
m & -v \\
-u N & n
\end{array}\right] \in \Gamma_{0}(N)
$$

Though $\gamma(m, v)$ is not uniquely determined, $u \bmod m$ is uniquely determined, and

$$
\begin{equation*}
\alpha(u / m) \omega\left(N m^{2}\right)=m \cdot \omega(N) \gamma(m, v) \alpha(v / m) . \tag{4.3.23}
\end{equation*}
$$

We now extend the action of $G L_{2}^{+}(\mathbb{R})$ on functions on $\mathbf{H}$ linearly to the group algebra $\mathbb{C}\left[G L_{2}^{+}(\mathbb{R})\right]$. For a function $f(z)$ on $\mathbf{H}$, we put

$$
\begin{equation*}
\left.f\right|_{k} \beta=\left.\sum_{\alpha} a_{\alpha} f\right|_{k} \alpha \quad \text { for } \quad \beta=\sum_{\alpha} a_{\alpha} \alpha \in \mathbb{C}\left[G L_{2}^{+}(\mathbb{R})\right] \tag{4.3.24}
\end{equation*}
$$

In the following two lemmas, $k$ and $N$ are positive integers, $\chi$ is a Dirichlet character $\bmod N$ satisfying $\chi(-1)=(-1)^{k}$, and $f(z)$ and $g(z)$ are holomorphic functions on $H$ satisfying (4.3.7) and condition (A) of Theorem 4.3.6.

Lemma 4.3.13. Let $m$ be an odd prime number or 4 prime to $N$. Iff(z) and $g(z)$ satisfy condition $\left(A_{\psi}\right)$ in Lemma 4.3.9 for all primitive Dirichlet characters $\psi \bmod m$ with the constant

$$
C_{\psi}=\chi(m) \psi(-N) W(\psi) / W(\bar{\psi}),
$$

then

$$
\left.g\right|_{k}(\chi(m)-\gamma(m, u)) \alpha(u / m)=\left.g\right|_{k}(\chi(m)-\gamma(m, v)) \alpha(v / m)
$$

for any integers $u$ and $v$ prime to $m$.
Proof. By the assumption $\left(A_{\psi}\right)$ and Lemma 4.3.10, we see

$$
\begin{equation*}
\left.\sum_{u=1}^{m} \bar{\psi}(u) f\right|_{k} \alpha(u / m) \omega\left(N m^{2}\right)=\left.\chi(m) \psi(-N) \sum_{u=1}^{m} \psi(u) g\right|_{k} \alpha(u / m) . \tag{4.3.25}
\end{equation*}
$$

For each integer $u$ prime to $m$, take an integer $v$ so that $-u v N \equiv 1 \bmod m$. Then we have by (4.3.23)

$$
\begin{equation*}
\left.f\right|_{k} \alpha(u / m) \omega\left(N m^{2}\right)=\left.g\right|_{k} \gamma(m, v) \alpha(v / m) . \tag{4.3.26}
\end{equation*}
$$

Since the left-hand side is independent of the choice of a representative of $u \bmod m$, so is the right-hand side of the choice of $\gamma(m, v)$. Using (4.3.26), we rewrite (4.3.25) into

$$
\begin{equation*}
\left.\sum_{v} \psi(v) g\right|_{k}(\chi(m)-\gamma(m, v)) \alpha(v / m)=0 \tag{4.3.27}
\end{equation*}
$$

Here $v$ runs over a complete set of representatives of $\mathbb{Z} / m \mathbb{Z}$. We note that (4.3.27) is independent of the choice of representatives of $\mathbb{Z} / m \mathbb{Z}$. Let $v_{1}, v_{2}$ be two integers prime to $m$. Multiply both sides of (4.3.27) by $\bar{\psi}\left(v_{1}\right)-\bar{\psi}\left(v_{2}\right)$ and take the summations with respect to all nontrivial Dirichlet characters $\psi \bmod m$. Noting that $\bar{\psi}\left(v_{1}\right)-\bar{\psi}\left(v_{2}\right)=0$ if $\psi$ is trivial, we obtain

$$
\left.g\right|_{k}\left(\chi(m)-\gamma\left(m, v_{1}\right)\right) \alpha\left(v_{1} / m\right)=\left.g\right|_{k}\left(\chi(m)-\gamma\left(m, v_{2}\right)\right) \alpha\left(v_{2} / m\right) .
$$

Lemma 4.3.14. Let $m$ and $n$ be odd prime numbers or 4. Assume both $m$ and $n$ are prime to $N$. If $f(z)$ and $g(z)$ satisfy condition $\left(A_{\psi}\right)$ in Lemma 4.3 .9 with the constant $C_{\psi}=\chi\left(m_{\psi}\right) \psi(-N) W(\psi) / W(\psi)$ for any primitive Dirichlet character $\psi$ whose conductor $m_{\psi}=m$ or $n$, then

$$
\left.g\right|_{k} \gamma=\bar{\chi}(\gamma) g
$$

for all $\gamma \in \Gamma_{0}(N)$ of the form $\gamma=\left[\begin{array}{rr}m & -v \\ -u N & n\end{array}\right]$.
Proof. Put $\gamma^{\prime}=\left[\begin{array}{rr}m & v \\ u N & n\end{array}\right]$. Since we can take $\gamma$ and $\gamma^{\prime}$ for $\gamma(m, v)$ and $\gamma(m,-v)$ in Lemma 4.3.13, respectively, we have

$$
\left.g\right|_{k}\left(\chi(m)-\gamma^{\prime}\right) \alpha(-v / m)=\left.g\right|_{k}(\chi(m)-\gamma) \alpha(v / m)
$$

so that

$$
\begin{equation*}
\left.g\right|_{k}\left(\chi(m)-\gamma^{\prime}\right) \alpha(-2 v / m)=\left.g\right|_{k}(\chi(m)-\gamma) . \tag{4.3.28}
\end{equation*}
$$

We can also take $\gamma^{\prime-1}=\left[\begin{array}{cc}n & -v \\ -u N & m\end{array}\right]$ and $\gamma^{-1}=\left[\begin{array}{cc}n & v \\ u N & m\end{array}\right]$ for $\gamma(n, v)$ and $\gamma(n,-v)$, and obtain.

$$
\begin{equation*}
\left.g\right|_{k}\left(\chi(n)-\gamma^{\prime-1}\right)=\left.g\right|_{k}\left(\chi(n)-\gamma^{-1}\right) \alpha(-2 v / n) . \tag{4.3.29}
\end{equation*}
$$

Since $\chi(n) \chi(m)=1$, we see

$$
\begin{align*}
& \chi(n)-\gamma^{\prime-1}=-\chi(n)\left(\chi(m)-\gamma^{\prime}\right) \gamma^{\prime-1}, \\
& \left(\chi(n)-\gamma^{-1}\right) \alpha(-2 v / n)=-\chi(n)(\chi(m)-\gamma) \gamma^{-1} \alpha(-2 v / n) \tag{4.3.30}
\end{align*}
$$

as elements of $\mathbb{C}\left[G L_{2}^{+}(\mathbb{R})\right]$. Rewriting (4.3.29) by using (4.3.30), we have

$$
\begin{equation*}
\left.g\right|_{k}\left(\chi(m)-\gamma^{\prime}\right)=\left.g\right|_{k}(\chi(m)-\gamma) \gamma^{-1} \alpha(-2 v / n) \gamma^{\prime}, \tag{4.3.31}
\end{equation*}
$$

so that from (4.3.28)

$$
\begin{equation*}
\left.g\right|_{k}(\chi(m)-\gamma)\left(1-\gamma^{-1} \alpha(-2 v / n) \gamma^{\prime} \alpha(-2 v / m)\right)=0 . \tag{4.3.32}
\end{equation*}
$$

Put

$$
h=\left.g\right|_{k}(\chi(m)-\gamma)=\chi(m) g-\left.g\right|_{k} \gamma .
$$

The function $h(z)$ is holomorphic on $\mathbf{H}$ and satisfies

$$
\begin{gather*}
\left.h\right|_{k} \beta=h,  \tag{4.3.33}\\
\beta=\gamma^{-1} \alpha(-2 v / n) \gamma^{\prime} \alpha(-2 v / m)=\left[\begin{array}{cr}
1 & -2 v / m \\
2 u N / n & 4 / m n-3
\end{array}\right] .
\end{gather*}
$$

Since $|\operatorname{tr}(\beta)|=|4 / m n-2|<2$, and $|\operatorname{tr}(\beta)| \neq 0,1$ by the assumption on $m$ and $n, \beta$ is elliptic and any eigenvalue of $\beta$ is not a root of unity. In fact, since the entries of $\beta$ are all rational numbers, the eigenvalues of $\beta$ belong to a quadratic field. Hence if an eigenvalue of $\beta$ is a root of unity, then it must be $\pm 1, \pm i, \pm e^{\pi i / 3}$ or $\pm e^{2 \pi i / 3}$, so that $\operatorname{tr}(\beta)=0, \pm 1$, or $\pm 2$, which is a contradiction. Let now $z_{0}$ be a point of $\mathbf{H}$ fixed by $\beta$. Put

$$
\begin{aligned}
& \rho=\left(z_{0}-\bar{z}_{0}\right)^{-1}\left[\begin{array}{ll}
1 & -z_{0} \\
1 & -\bar{z}_{0}
\end{array}\right] \in G L_{2}(\mathbb{C}) \\
& p(w)=\left(\left.h\right|_{k} \rho^{-1}\right)(w)=j\left(\rho^{-1}, w\right)^{-k} h\left(\rho^{-1} w\right) \quad(w \in \mathbf{K}) .
\end{aligned}
$$

Then $p(w)$ is holomorphic on $\mathbf{K}$. Since we can write $\rho \beta \rho^{-1}=\left[\begin{array}{cc}\zeta & 0 \\ 0 & \zeta^{-1}\end{array}\right]$ with $\zeta \in \mathbb{C}$, we see by (4.3.33)

$$
\begin{equation*}
p\left(\zeta^{2} w\right)=\zeta^{-k} p(w) \tag{4.3.34}
\end{equation*}
$$

Let $p(w)=\sum_{n=0}^{\infty} a_{n} w^{n}$ be the Taylor expansion at $w=0$, then we get

$$
\zeta^{2 n} a_{n}=\zeta^{-k} a_{n}
$$

for all $n$. Since $\zeta$ is an eigenvalue of $\beta$ which is not a root of unity, we obtain $a_{n}=0$ for all $n$. Therefore $h(z)=0$, so that $\left.g\right|_{k} \gamma=\chi(m) g=\bar{\chi}(\gamma) g$.

Now we are ready to state the main theorem in this section. For two coprime positive integers $a$ and $b$, we put

$$
\begin{equation*}
A(a, b)=\{a+n b \mid n \in \mathbb{Z}\} . \tag{4.3.35}
\end{equation*}
$$

Let $M$ be a set of odd prime numbers or 4 satisfying the following two conditions:
(i) any element of M is prime to $N$;
(ii) $\mathrm{M} \cap A(a, b) \neq \varnothing$ for any $A(a, b)$.

There exists such a set $M$. We can take as $M$, for example, the set of all odd prime numbers prime to $N$ by Dirichlet's theorem on arithmetic progression.

Theorem 4.3.15. (Weil) Let $k$ and $N$ be two positive integers, and $\chi$ a Dirichlet character $\bmod N$ such that $\chi(-1)=(-1)^{k}$. For two sequences $\left\{a_{n}\right\}_{n=0}^{\infty}$ and $\left\{b_{n}\right\}_{n=0}^{\infty}$ of complex numbers such that $a_{n}=O\left(n^{v}\right), b_{n}=O\left(n^{v}\right)(v>0)$, put

$$
f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}
$$

and

$$
g(z)=\sum_{n=0}^{\infty} b_{n} e^{2 \pi i n z} \quad(z \in \mathbf{H})
$$

Then $f(z) \in \mathscr{G}_{k}(N, \chi), g(z) \in \mathscr{G}_{k}(N, \bar{\chi})$ and $g=\left.f\right|_{k} \omega_{N}$, if the following two conditions are satisfied:
(1) $\Lambda_{N}(s ; f)$ and $\Lambda_{N}(s ; g)$ satisfy condition $(B)$ in Theorem 4.3.6;
(2) for any primitive Dirichlet character $\psi$ whose conductor $m_{\psi}$ belongs to M , $\Lambda_{N}(s, f, \psi)$ and $\Lambda_{N}(s, g, \psi)$ satisfy condition $\left(B_{\psi}\right)$ in Lemma 4.3.9 with the constant

$$
C_{\psi}=C_{N, \psi}=\chi\left(m_{\psi}\right) \psi(-N) W(\psi) / W(\bar{\psi}) .
$$

Moreover, if $L(s ; f)$ is absolutely convergent at $s=k-\delta$ for $\delta>0$, then $f(z)$ and $g(z)$ are cusp forms.
Proof. We shall prove that $\left.g\right|_{k} \gamma=\bar{\chi}(\gamma) g$ for $\gamma=\left[\begin{array}{cc}a & b \\ c N & d\end{array}\right] \in \Gamma_{0}(N)$. If $c=0$, then $a=d= \pm 1$, so that $\left.g\right|_{k} \gamma=\bar{\chi}(d) g=\bar{\chi}(\gamma) g$ since $\chi(-1)=(-1)^{k}$. Next assume $c \neq 0$. Since $(a, c N)=(d, c N)=1$, there exist integers $s, t$ such that $a+t c N \in M$, and $d+s c N \in \mathrm{M}$ by condition (ii). Put

$$
\begin{aligned}
m & =a+t c N, & & n=d+s c N \\
u & =-c, & v & =-(b+s m+s t u N+n t)
\end{aligned}
$$

then

$$
\left[\begin{array}{cc}
a & b \\
c N & d
\end{array}\right]=\left[\begin{array}{rr}
1 & -t \\
0 & 1
\end{array}\right]\left[\begin{array}{rr}
m & -v \\
-u N & n
\end{array}\right]\left[\begin{array}{rr}
1 & -s \\
0 & 1
\end{array}\right] .
$$

Hence Lemma 4.3.14 implies

$$
\left.g\right|_{k} \gamma=\bar{\chi}(n) g=\bar{\chi}(d) g=\bar{\chi}(\gamma) g
$$

Now $g(z)=O\left(y^{-v-1}\right)$ by Lemma 4.3.3, so that $g(z) \in \mathscr{G}_{k}(N, \bar{\chi})$ by Theorem 2.1.4. Since $f=\left.(-1)^{k} g\right|_{k} \omega_{N}$ by (1), we get $f(z) \in \mathscr{G}_{k}(N, \chi)$ by Lemma 4.3.2(2). This implies the first half of the assertion. Next assume that $L(s ; f)$ is absolutely convergent at
$s=k-\delta$ with $\delta>0$. Put

$$
\begin{aligned}
& c_{0}=0 \\
& c_{n}=\sum_{m=1}^{n}\left|a_{m}\right| \quad(n \geqq 1)
\end{aligned}
$$

then

$$
c_{n} \leqq n^{k-\delta}\left(\sum_{m=1}^{\infty}\left|a_{m}\right| m^{-k+\delta}\right),
$$

so that $c_{n}=O\left(n^{k-\delta}\right)$. By Lemma 4.3.3, $\sum_{n=0}^{\infty} c_{n} e^{-2 \pi n y}$ is convergent and $\sum_{n=0}^{\infty} c_{n} e^{-2 \pi n y}=O\left(y^{-k+\delta-1}\right)(y \rightarrow 0)$. Since $\left|a_{n}\right|=c_{n}-c_{n-1}$, we see

$$
\left|f(z)-a_{0}\right| \leqq\left(1-e^{-2 \pi y}\right)\left(\sum_{n=1}^{\infty} c_{n} e^{-2 \pi n y}\right)
$$

so that $f(z)=O\left(y^{-k+\delta}\right)$. Therefore $f(z)$ is a cusp form by Theorem 2.1.4, and so is $g(z)$.

We note that when $N$ is not a prime number, $f(z)$ and $g(z)$ are not necessarily cusp forms even if $a_{0}=b_{0}=0$.

## §4.4. $\Delta(z)$ and $\eta(z)$

In this section, we give the proof of Theorem 4.1.7(2) which asserts that $\Delta(z)$ has no zeros on $\mathbf{H}$. First we define the function $\eta(z)$ on $\mathbf{H}$ by

$$
\eta(z)=e^{\pi i z / 12} \prod_{n=1}^{\infty}\left(1-e^{2 \pi i n z}\right) .
$$

Since $\sum_{n=1}^{\infty} e^{2 \pi i n z}$ converges absolutely and uniformly on any compact subset of $\mathbf{H}$, so does the above infinite product. We call $\eta(z)$ the Dedekind $\eta$-function.

Theorem 4.4.1. The function $\eta(z)$ satisfies the transformation formula

$$
\eta(-1 / z)=(z / i)^{1 / 2} \eta(z)
$$

Proof. We follow Weil's proof ([Weil 4]) which reduces a transformation formula for a holomorphic function on $\mathbf{H}$ to a functional equation of the corresponding Dirichlet series. Since $\eta(z)$ has no zeros on $\mathbf{H}$, the assertion is equivalent to saying that

$$
\begin{equation*}
\log \eta(-1 / z)=\log \eta(z)+\frac{1}{2} \log (z / i) \tag{4.4.1}
\end{equation*}
$$

By definition, we have

$$
\log \eta(z)=\pi i z / 12-\sum_{m, n=1}^{\infty} m^{-1} e^{2 \pi i m n z}
$$

Put

$$
f(z)=\sum_{m, n=1}^{\infty} m^{-1} e^{2 \pi i m n z}=\pi i z / 12-\log \eta(z)
$$

then $f(z)$ satisfies (4.3.7) and

$$
L(s ; f)=\zeta(s) \zeta(s+1)
$$

As in the previous section, put

$$
\Lambda(s ; f)=(2 \pi)^{-s} \Gamma(s) L(s ; f)
$$

and

$$
\Lambda(s)=\pi^{-s / 2} \Gamma(s / 2) \zeta(s)
$$

Since

$$
\Lambda(s ; f)=\frac{1}{2} \Lambda(s) \Lambda(s+1)
$$

Theorem 3.2.2 implies that $\Lambda(s ; f)$ can be analytically continued to the whole $s$-plane and satisfies the functional equation

$$
\Lambda(s ; f)=\Lambda(-s ; f)
$$

Moreover $\zeta(-1)=-1 / 12$, and

$$
\begin{equation*}
\Lambda(s ; f)-\frac{\pi}{12(s-1)}+\frac{\pi}{12(s+1)}+\frac{1}{2 s^{2}} \tag{4.4.2}
\end{equation*}
$$

is entire and bounded on any vertical strip. We note here that

$$
\Lambda(s)+\frac{1}{s}+\frac{1}{1-s}
$$

is bounded on any vertical strip by a similar argument as in the proof of Theorem 4.3.5. Now

$$
f(i y)=\frac{1}{2 \pi i_{\operatorname{Re}(s)=2}} \int y^{-s} \Lambda(s ; f) d s
$$

and we can change the integral paths from $\operatorname{Re}(s)=2$ to $\operatorname{Re}(s)=-2$. By the holomorphy of (4.4.2), $y^{-s} \Lambda(s ; f)$ has poles only at $s=1,0,-1$ with the residues $\pi / 12 y, \frac{1}{2} \log y,-\pi y / 12$, respectively. Hence

$$
\begin{aligned}
f(i y) & =\frac{1}{2 \pi i_{\mathrm{Re}(s)=-2}} \int^{-s} \Lambda(s ; f) d s+\pi / 12 y+\frac{1}{2} \log y-\pi y / 12 \\
& =\frac{1}{2 \pi i_{\mathrm{Re}(s)=2}} \int^{s} \Lambda(-s ; f) d s+\pi / 12 y+\frac{1}{2} \log y-\pi y / 12 \\
& =f(-1 / i y)+\pi / 12 y+\frac{1}{2} \log y-\pi y / 12
\end{aligned}
$$

by the functional equation for $\Lambda(s ; f)$. Therefore (4.4.1) holds on the imaginary axis. Since both sides are holomorphic on $\mathbf{H}$, (4.4.1) is satisfied everywhere on $\mathbf{H}$.

Now we consider $\eta^{24}(z)$. Since

$$
\begin{equation*}
\eta^{24}(z)=e^{2 \pi i z} \prod_{n=1}^{\infty}\left(1-e^{2 \pi i n z}\right)^{24} \tag{4.4.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
\eta^{24}(z+1)=\eta^{24}(z), \quad \eta^{24}(-1 / z)=z^{12} \eta^{24}(z) . \tag{4.4.4}
\end{equation*}
$$

As $\Gamma(1)$ is generated by $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ and $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$ and $\eta^{24}(z)$ vanishes at $\infty$ by (4.4.3),

$$
\eta^{24}(z) \in \mathscr{S}_{12}(\Gamma(1)) .
$$

Since $\operatorname{dim} \mathscr{S}_{12}(\Gamma(1))=1$, we see $\eta^{24}(z)=c \Delta(z)$ with a constant $c$. Comparing the first Fourier coefficients of $\eta^{24}(z)$ and $\Delta(z)$, we get $c=1$, hence

$$
\Delta(z)=\eta^{24}(z) .
$$

Thus we obtain the following
Theorem 4.4.2. The function $\Delta(z)$ has no zeros on $\mathbf{H}$ and has the infinite product expansion

$$
\Delta(z)=e^{2 \pi i z} \prod_{n=1}^{\infty}\left(1-e^{2 \pi i n z}\right)^{24},
$$

which converges absolutely and uniformly on any compact subset of $\mathbf{H}$.
Theorem 4.4.2 also implies the integrality of the Fourier coefficients $\tau_{n}$ of $\Delta(z)$. The explicit forms of $\Delta(z)$ and $\eta(z)$ are quite useful to calculate modular forms. We can construct cusp forms of small level by using $\Delta(z)$ and $\eta(z)$. For example, we have ([Shimura], pp. 49-50):
$1^{\circ}$ If $N$ is $2,3,5$, or 11 , and $k=24 /(N+1)$, then $\mathscr{S}_{k}\left(\Gamma_{0}(N)\right)$ is one-dimensional and is generated by

$$
(\Delta(z) \Delta(N z))^{1 /(N+1)}=(\eta(z) \eta(N z))^{k} .
$$

$2^{\circ}$ If $N$ is $2,3,4,6$ or 12 , and $k=12 / N$, then $\mathscr{S}_{k}(\Gamma(N))$ is also one-dimensional and is generated by

$$
(\Delta(z))^{1 / N}=\eta^{2 k}(z) .
$$

## §4.5. Hecke Algebras of Modular Groups

Hecke operators play important roles in the study of modular forms. In this section, we explain, following Shimura, the relation between Fourier coefficients of modular forms and Hecke operators first obtained by Hecke. We begin by studying the structure of the Hecke algebras of modular groups. For a Fuchsian group $\Gamma$, we put

$$
\tilde{\Gamma}=\left\{g \in G L_{2}^{+}(\mathbb{R}) \mid g \Gamma g^{-1} \approx \Gamma\right) .
$$

Lemma 4.5.1. For any modular group $\Gamma$, we have

$$
\tilde{\Gamma}=\mathbb{R}^{\times} \cdot G L_{2}^{+}(\mathbb{Q}) .
$$

Proof. Since $\Gamma \approx \Gamma(1)$, we have only to prove the lemma for $\Gamma=\Gamma(1)$ by Lemma 2.7.1(3). Let $\alpha \in \mathbb{R}^{\times} \cdot G L_{2}^{+}(\mathbb{Q})$. Take $c \in \mathbb{R}^{\times}$so that $\beta=c \alpha \in M_{2}(\mathbb{Z})$. Then $\alpha^{-1} \Gamma(1) \alpha=\beta^{-1} \Gamma(1) \beta$. Put $m=\operatorname{det}(\beta)$, then $m \beta^{-1} \in M_{2}(\mathbb{Z})$. For any $\gamma \in \Gamma(m)$, we see

$$
\left(m \beta^{-1}\right) \gamma \beta \equiv\left(m \beta^{-1}\right) \beta \quad\left(=\left[\begin{array}{cc}
m & 0 \\
0 & m
\end{array}\right]\right) \quad \bmod m
$$

so that $\beta^{-1} \gamma \beta \in M_{2}(\mathbb{Z})$, and $\beta^{-1} \Gamma(m) \beta \subset \Gamma$. Therefore we have

$$
\dot{\alpha} \Gamma \alpha^{-1} \cap \Gamma=\beta \Gamma \beta^{-1} \cap \Gamma \supset \Gamma(m) .
$$

Since $[\Gamma: \Gamma(m)]<\infty, \alpha$ belongs to $\tilde{\Gamma}$. Conversely, assume $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \tilde{\Gamma}$. By Corollary 1.5.5, the cusps $\alpha \infty=a / c$ and $\alpha 0=b / d$ of $\alpha \Gamma \alpha^{-1}$ are also cusps of $\Gamma$. Since $\Gamma \approx^{t} \alpha^{-1} \Gamma^{t} \alpha$, the points ${ }^{t} \alpha \infty=a / b$ and ${ }^{t} \alpha 0=c / d$ are also cusps of $\Gamma$. As any cusp of $\Gamma$ is an element of $\mathbb{Q} \cup\{\infty\}$, the ratios of $a, b, c, d$ are all rational numbers, and therefore $\alpha \in \mathbb{R}^{\times} \cdot G L_{2}^{+}(\mathbb{Q})$.

We define the subsemigroups $\Delta_{0}(N)$ and $\Delta_{0}^{*}(N)$ of $G L_{2}^{+}(\mathbb{Q})$ by

$$
\Delta_{0}(N)=\left\{\left.\left[\begin{array}{ll}
a & b  \tag{4.5.1}\\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N,(a, N)=1, a d-b c>0\right\}
$$

and

$$
\Delta_{0}^{*}(N)=\left\{\left.\left[\begin{array}{ll}
a & b  \tag{4.5.2}\\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N,(d, N)=1, a d-b c>0\right\} .
$$

We see easily that

$$
\Delta_{0}(N) \cap \Delta_{0}^{*}(N)=\left\{\left[\begin{array}{ll}
a & b  \tag{4.5.3}\\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \left\lvert\, \begin{array}{l}
c \equiv 0 \bmod N,(a d-b c, N)=1, \\
a d-b c>0
\end{array}\right.\right\}
$$

We are going to study Hecke algebras $\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right)$ and $\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}^{*}(N)\right)$. We simply write

$$
\begin{align*}
& \mathscr{R}(N)=\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right),  \tag{4.5.4}\\
& \mathscr{R} *(N)=\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}^{*}(N)\right) . \tag{4.5.5}
\end{align*}
$$

Lemma 4.5.2. For any $\alpha \in \Delta_{0}(N)\left(\right.$ resp. $\left.\Delta_{0}^{*}(N)\right)$, there exist positive integers $l$ and $m$ such that $l \mid m,(l, N)=1$ and

$$
\begin{aligned}
\Gamma_{0}(N) \alpha \Gamma_{0}(N) & =\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N) \\
\left(\text { resp. } \Gamma_{0}(N) \alpha \Gamma_{0}(N)\right. & \left.=\Gamma_{0}(N)\left[\begin{array}{cc}
m & 0 \\
0 & l
\end{array}\right] \Gamma_{0}(N)\right)
\end{aligned}
$$

The pair $(l, m)$ is uniquely determined by $\alpha$.

Proof. Put

$$
L=\left\{\left.\left[\begin{array}{l}
u \\
v
\end{array}\right] \right\rvert\, u, v \in \mathbb{Z}\right\}, \quad L_{0}=\left\{\left.\left[\begin{array}{c}
u \\
N v
\end{array}\right] \right\rvert\, u, v \in \mathbb{Z}\right\} .
$$

Then $M_{2}(\mathbb{Z})$ acts on $L$ by left multiplication and $\alpha L_{0} \subset L_{0}$. Put $n=\operatorname{det}(\alpha)$, then

$$
\left[L: \alpha L_{0}\right]=[L: \alpha L]\left[\alpha L: \alpha L_{0}\right]=n N .
$$

By the fundamental theorem of abelian groups, there exists a basis $\left\{w_{1}, w_{2}\right\}$ of $L$ such that

$$
\alpha L_{0}=\mathbb{Z}\left(a w_{1}\right) \oplus \mathbb{Z}\left(b w_{2}\right)
$$

with positive integers $a$ and $b(a b=n N, a \mid b)$. Since $\alpha L_{0} \notin t L$ for any divisor $t(>1)$ of $N$, we see that $(a, N)=1$ and $N \mid b$. Then $\mathbb{Z} w_{1} \oplus \mathbb{Z}\left(N w_{2}\right)$ is a unique submodule of $L$ of index $N$ containing $\alpha L_{0}$, and therefore,

$$
L_{0}=\mathbb{Z} w_{1} \oplus \mathbb{Z}\left(N w_{2}\right) .
$$

Moreover if we put $l=a$ and $m=b / N$, then $\mathbb{Z}\left(l w_{1}\right) \oplus \mathbb{Z}\left(m w_{2}\right)$ is a unique submodule of $L$ of index $n$ containing $\alpha L_{0}$. Therefore we get

$$
\alpha L=\mathbb{Z}\left(l w_{1}\right) \oplus \mathbb{Z}\left(m w_{2}\right) .
$$

We define two elements $\gamma_{1}, \gamma_{2}$ of $M_{2}(\mathbb{Z})$ by

$$
\left(w_{1}, w_{2}\right)=\left(\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right]\right) \gamma_{1}, \quad\left(\alpha\left[\begin{array}{l}
1 \\
0
\end{array}\right], \alpha\left[\begin{array}{l}
0 \\
1
\end{array}\right]\right)=\left(l w_{1}, m w_{2}\right) \gamma_{2}
$$

Then

$$
\alpha=\gamma_{1}\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \gamma_{2}
$$

We may assume $\operatorname{det}\left(\gamma_{1}\right)=\operatorname{det}\left(\gamma_{2}\right)=1$ by taking $-w_{2}$ in place of $w_{2}$, if necessary. Since $w_{1} \in L_{0}$ and $\alpha\left[\begin{array}{l}1 \\ 0\end{array}\right] \in \alpha L_{0}$, we see $\gamma_{1}, \gamma_{2} \in \Gamma_{0}(N)$. Therefore we obtain

$$
\Gamma_{0}(N) \propto \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N)
$$

Since

$$
\begin{equation*}
L / \alpha L \simeq \mathbb{Z} / l \mathbb{Z} \oplus \mathbb{Z} / m \mathbb{Z} \tag{4.5.6}
\end{equation*}
$$

the pair ( $l, m$ ) is uniquely determined by the fundamental theorem of abelian groups. A similar argument is also applicable to $\Delta_{0}^{*}(N)$.

We note by (4.5.6),

$$
\text { if } l \mid m \text { and }(l m, N)=1, \text { then } \Gamma_{0}(N)\left[\begin{array}{cc}
l & 0  \tag{4.5.7}\\
0 & m
\end{array}\right] \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{cc}
m & 0 \\
0 & l
\end{array}\right] \Gamma_{0}(N) .
$$

Theorem 4.5.3. (1) Both Hecke algebras $\mathscr{R}(N)$ and $\mathscr{R}^{*}(N)$ are commutative.
(2) For any element $\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ of $\mathscr{R}(N) \cup \mathscr{R}^{*}(N)$, both $\Gamma_{0}(N) \backslash \Gamma_{0}(N) \alpha \Gamma_{0}(N)$ and $\Gamma_{0}(N) \propto \Gamma_{0}(N) / \Gamma_{0}(N)$ have a common set of representatives.

Proof. For an element $\alpha=\left[\begin{array}{rr}a & b \\ c N & d\end{array}\right] \in \Delta_{0}(N)$ (resp. $\Delta_{0}^{*}(N)$ ), we put

$$
\alpha^{1}=\left[\begin{array}{cc}
a & c \\
b N & d
\end{array}\right] \in \Delta_{0}(N) \quad\left(r e s p . \Delta_{0}^{*}(N)\right) .
$$

Then the correspondence " $\alpha \mapsto \alpha^{2}$ " satisfies the three conditions of Theorem 2.7.8. In fact, conditions (i) and (ii) are obvious by definition, and (iii) is proved by Lemma 4.5.2 and (i). Therefore $\mathscr{R}(N)$ and $\mathscr{R}^{*}(N)$ are commutative.

Now let $\chi$ be a Dirichlet character $\bmod N$. We put

$$
\chi(\alpha)=\overline{\chi(a)} \quad \text { for } \quad \alpha=\left[\begin{array}{ll}
a & b  \tag{4.5.8}\\
c & d
\end{array}\right] \in \Delta_{0}(N)
$$

Then $\chi$ is an extension of the character of $\Gamma_{0}(N)$ defined by (4.3.2) to $\Delta_{0}(N)$. To let Hecke algebra $\mathscr{R}(N)$ act on $\mathscr{G}_{\boldsymbol{k}}(N, \chi)$, we have to verify that $\chi$ satisfies (2.8.1), or

$$
\text { if } \quad \alpha \gamma \alpha^{-1} \in \Gamma_{0}(N) \quad\left(\gamma \in \Gamma_{0}(N), \quad \alpha \in \Delta_{0}(N)\right) \quad \text { then } \quad \chi\left(\alpha \gamma \alpha^{-1}\right)=\chi(\gamma) .
$$

In fact, by Lemma 4.5.2, we may assume $\alpha=\left[\begin{array}{cc}l & 0 \\ 0 & m\end{array}\right](l \mid m,(l, N)=1)$. Put $\gamma=\left[\begin{array}{cc}a & b \\ c N & d\end{array}\right] \in \Gamma_{0}(N)$, and $\gamma^{\prime}=\alpha \gamma \alpha^{-1}$. If $\gamma^{\prime} \in \Gamma_{0}(N)$, then $b l \equiv 0 \bmod m$ and

$$
\gamma^{\prime}=\left[\begin{array}{cc}
a & b l / m \\
c N m / l & d
\end{array}\right]
$$

so that $\chi(\gamma)=\chi\left(\gamma^{\prime}\right)$. Therefore by Theorem 2.8.1, $\mathscr{R}(N)$ acts on $\mathscr{G}_{k}(N, \chi)$. More precisely, if

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v}
$$

is an element of $\mathscr{R}(N)$, then

$$
\begin{equation*}
f\left|\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\operatorname{det}(\alpha)^{k / 2-1} \sum_{v} \overline{\chi\left(\alpha_{v}\right)} f\right|_{k} \alpha_{v} \quad\left(f \in \mathscr{G}_{k}(N, \chi)\right) \tag{4.5.9}
\end{equation*}
$$

Next we extend the character $\chi$ of $\Gamma_{0}(N)$ to $\Delta_{0}^{*}(N)$ by

$$
\chi^{*}(\alpha)=\chi(d) \quad\left(\alpha=\left[\begin{array}{ll}
a & b  \tag{4.5.10}\\
c & d
\end{array}\right] \in \Delta_{0}^{*}(N)\right)
$$

Similarly as above, this extension also satisfies (2.8.1), and $\mathscr{R}^{*}(N)$ also acts on $\mathscr{G}_{k}(N, \chi)$; namely, if $\Gamma_{0}(N) \alpha \Gamma_{0}(N) \in \mathscr{R}^{*}(N)$ and

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v}
$$

then

$$
\begin{equation*}
f\left|\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\operatorname{det}(\alpha)^{k / 2-1} \sum \overline{\chi^{*}\left(\alpha_{v}\right)} f\right|_{k} \alpha_{v} \quad\left(f \in \mathscr{G}_{k}(N, \chi)\right) \tag{4.5.11}
\end{equation*}
$$

We note that when $\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ is contained in $\mathscr{R}(N) \cap \mathscr{R}^{*}(N)$, the action of $\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ as an element of $\mathscr{R}(N)$ does not necessarily coincide with the action as an element of $\mathscr{R}^{*}(N)$. The difference will be clarified in Theorem 4.5.4. We only note here that

$$
\begin{gather*}
\omega_{N}^{-1} \Gamma_{0}(N) \omega_{N}=\Gamma_{0}(N), \\
\Delta_{0}(N) \simeq \Delta_{0}^{*}(N) \quad \text { by } \quad " \alpha \mapsto \omega_{N}^{-1} \alpha \omega_{N} ", \tag{4.5.12}
\end{gather*}
$$

and

$$
\begin{equation*}
\chi^{*}\left(\omega_{N}^{-1} \alpha \omega_{N}\right)=\overline{\chi(\alpha)} \quad\left(\alpha \in \Delta_{0}(N)\right) \tag{4.5.13}
\end{equation*}
$$

We define the elements $T(n)$ and $T(l, m)$ of $\mathscr{R}(N)$ by

$$
\begin{gather*}
T(l, m)=\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N) \quad(l \mid m,(l, N)=1),  \tag{4.5.14}\\
T(n)=\sum_{\operatorname{det}(\alpha)=n} \Gamma_{0}(N) \alpha \Gamma_{0}(N),
\end{gather*}
$$

where the summation is taken over all double cosets $\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ in $\mathscr{R}(N)$ with $\operatorname{det}(\alpha)=n$. Similarly we put

$$
T^{*}(m, l)=\Gamma_{0}(N)\left[\begin{array}{cc}
m & 0  \tag{4.5.15}\\
0 & l
\end{array}\right] \Gamma_{0}(N) \quad(l \mid m,(l, N)=1)
$$

$$
T^{*}(n)=\sum_{\operatorname{det}(\alpha)=n} \Gamma_{0}(N) \alpha \Gamma_{0}(N),
$$

where the summation is taken over all double cosets $\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ in $\mathscr{R}^{*}(N)$ with $\operatorname{det}(\alpha)=n$. When we emphasize the level $N$, we write

$$
{ }^{N} T(n),{ }^{N} T(l, m),{ }^{N} T^{*}(n), \quad \text { and } \quad{ }^{N} T^{*}(m, l),
$$

respectively. Now Lemma 4.5.2 implies

$$
T(n)=\sum_{l m=n} T(l, m),
$$

$$
\begin{equation*}
T^{*}(n)=\sum_{l m=n} T^{*}(m, l) \tag{4.5.16}
\end{equation*}
$$

and, in particular, for a prime number $p$ we have

$$
\begin{equation*}
T(p)=T(1, p), \quad T^{*}(p)=T^{*}(p, 1) \tag{4.5.17}
\end{equation*}
$$

Moreover, if $(n, N)=1$, then

$$
T(n, n)=\Gamma_{0}(N)\left[\begin{array}{ll}
n & 0 \\
0 & n
\end{array}\right] \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{cc}
n & 0 \\
0 & n
\end{array}\right]
$$

so that

$$
T(n, n) T(l, m)=T(n l, n m)
$$

$$
\begin{equation*}
T^{*}(n, n) T^{*}(m, l)=T^{*}(n m, n l) \tag{4.5.18}
\end{equation*}
$$

Theorem 4.5.4. (1) For any element $f(z)$ of $\mathscr{G}_{k}(N, \chi)$, we have

$$
\begin{array}{clll}
f \mid T^{*}(m, l) & =\bar{\chi}(l m)(f \mid T(l, m)) & & \text { if } \\
f \mid T^{*}(n) & =\bar{\chi}(n)(f \mid T(n)) & & \text { if } \quad(n, N)=1 .
\end{array}
$$

(2) $T(l, m)$ and $T^{*}(m, l)\left(\right.$ resp. $T(n)$ and $\left.T^{*}(n)\right)$ are the mutual adjoint operators with respect to the Petersson inner product on $\mathscr{S}_{k}(N, \chi)$.
(3) $\mathscr{S}_{k}(N, \chi)$ has a basis consisting of common eigenfunctions of all $T(n)$ and $T(l, m)((n, N)=1,(l m, N)=1)$.

Proof. (1): Assume ( $l m, N)=1$. Put

$$
\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v}
$$

By (4.5.7), we have

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{ll}
m & 0 \\
0 & l
\end{array}\right] \Gamma_{0}(N)
$$

and

$$
\chi^{*}(\alpha)=\chi(\operatorname{det}(\alpha)) \chi(\alpha)
$$

for any element $\alpha$ of $\Delta_{0}(N) \cap \Delta_{0}^{*}(N)$. Hence we see

$$
\begin{aligned}
f \mid T^{*}(m, l) & =(l m)^{k / 2-1} \sum_{v} \overline{\chi^{*}\left(\alpha_{v}\right)}\left(\left.f\right|_{k} \alpha_{v}\right) \\
& =\bar{\chi}(l m)(l m)^{k / 2-1} \sum_{v} \overline{\chi\left(\alpha_{v}\right)}\left(\left.f\right|_{k} \alpha_{v}\right) \\
& =\bar{\chi}(l m)(f \mid T(l, m)) .
\end{aligned}
$$

Moreover, by (4.5.16) we get that $f \mid T^{*}(n)=\bar{\chi}(n)(f \mid T(n))$ if $(n, N)=1$. (2): For an element $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ of $G L_{2}^{+}(\mathbb{R})$, we put

$$
\alpha^{\prime}=\operatorname{det}(\alpha) \alpha^{-1}=\left[\begin{array}{rr}
d & -b \\
-c & a
\end{array}\right] .
$$

The correspondence " $\alpha \mapsto \alpha^{\prime}$ " is an anti-isomorphism of $\Delta_{0}(N)$ onto $\Delta_{0}^{*}(N)$. By Theorem 4.5.3(2), we can take a complete set of representatives $\left\{\alpha_{v}\right\}$ so that

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
l & 0  \tag{4.5.19}\\
0 & m
\end{array}\right] \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v}=\coprod_{v} \alpha_{v} \Gamma_{0}(N) .
$$

Then

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
m & 0 \\
0 & l
\end{array}\right] \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v}^{\prime} .
$$

Let $T^{*}$ be the adjoint operator of $T(l, m)$ with respect to the Petersson inner product. Since $\chi\left(\alpha_{v}\right)=\overline{\chi^{*}\left(\alpha_{v}^{\prime}\right)}$, we see by Theorem 2.8.2(1)

$$
\begin{align*}
f \mid T^{*} & =(l m)^{k / 2-1} \sum_{v} \chi\left(\alpha_{v}\right)\left(\left.f\right|_{k} \alpha_{v}^{\prime}\right)  \tag{4.5.20}\\
& =(l m)^{k / 2-1} \sum_{v} \overline{\chi^{*}\left(\alpha_{v}^{\prime}\right)}\left(\left.f\right|_{k} \alpha_{v}^{\prime}\right) \\
& =f \mid T^{*}(m, l) .
\end{align*}
$$

Therefore $T(l, m)$ and $T^{*}(m, l)$ are adjoint to each other. By (4.5.16), so are $T(n)$ and $T^{*}(n)$. (3): By (1) and (2), if ( $\left.l m, N\right)=1$, then $T(n)$ and $T(l, m)$ are normal operators on $\mathscr{S}_{k}(N, \chi)$. Since $\mathscr{R}(N)$ is commutative, they are simultaneously diagonalizable.

As was shown in Lemma 4.3.2, $\mathscr{G}_{k}(N, \chi)$ is isomorphic to $\mathscr{G}_{k}(N, \bar{\chi})$ by the correspondence " $\left.f \mapsto f\right|_{k} \omega_{N}$ ".

Theorem 4.5.5. The following diagram is commutative:


Proof. We have only to prove the theorem for $T(l, m)$. Put $\Gamma_{0}(N)\left[\begin{array}{ll}l & 0 \\ 0 & m\end{array}\right] \Gamma_{0}(N)$ $=\coprod_{v} \Gamma_{0}(N) \alpha_{v}$. Then

$$
\Gamma_{0}(N)\left[\begin{array}{cc}
m & 0 \\
0 & l
\end{array}\right] \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N)\left(\omega_{N}^{-1} \alpha_{v} \omega_{N}\right),
$$

so that for an element $f(z)$ of $\mathscr{G}_{k}(N, \bar{\chi})$, we see by (4.5.13) that

$$
\begin{aligned}
\left.f\right|_{k} \omega_{N}^{-1} T(l, m) \omega_{N} & =(l m)^{k / 2-1} \sum_{v} \overline{\chi\left(\alpha_{v}\right)}\left(\left.f\right|_{k} \omega_{N}^{-1} \alpha_{v} \omega_{N}\right) \\
& =(l m)^{k / 2-1} \sum_{v} \chi^{*}\left(\omega_{N}^{-1} \alpha_{v} \omega_{N}\right)\left(\left.f\right|_{k} \omega_{N}^{-1} \alpha_{v} \omega_{N}\right) \\
& =f \mid T^{*}(m, l)
\end{aligned}
$$

Lemma 4.5.6. Let $p$ be a prime number, and e a non-negative integer.
(1) As a complete set of representatives of

$$
\Gamma_{0}(N) \backslash \Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & p^{e}
\end{array}\right] \Gamma_{0}(N),
$$

we may take the following set:

$$
\begin{cases}\left\{\left.\left[\begin{array}{ll}
p^{e-f} & m \\
0 & p^{f}
\end{array}\right] \right\rvert\, 0 \leqq f \leqq e, \quad 0 \leqq m<p^{f}, \quad\left(m, p^{f}, p^{e-f}\right)=1\right\} & \text { if } p \nmid N \\
\left\{\left.\left[\begin{array}{ll}
1 & m \\
0 & p^{e}
\end{array}\right] \right\rvert\, 0 \leqq m<p^{e}\right\} & \text { if } p \mid N\end{cases}
$$

(2) $\operatorname{deg}\left(\Gamma_{0}(N)\left[\begin{array}{ll}1 & 0 \\ 0 & p^{e}\end{array}\right] \Gamma_{0}(N)\right)= \begin{cases}p^{e}+p^{e-1} & \text { if } p \nmid N, \\ p^{e} & \text { if } p \mid N .\end{cases}$

Proof. First we are going to prove that for any element $\beta=\left[\begin{array}{ll}a & b \\ c N & d\end{array}\right]$ of $\Gamma_{0}(N)\left[\begin{array}{ll}1 & 0 \\ 0 & p^{e}\end{array}\right] \Gamma_{0}(N)$, there exists an element $\gamma$ of $\Gamma_{0}(N)$ such that

$$
\gamma \beta=\left[\begin{array}{ll}
p^{e-f} & m \\
0 & p^{f}
\end{array}\right] \quad\left(0 \leqq m<p^{f}\right)
$$

In fact, since $\operatorname{det}(\beta)=p^{e},(a, c N)$ is a power of $p$. Suppose $p \mid N$. Since $(a, N)=1$, we have $(a, c N)=1$, so that there exists an element $\gamma_{1}$ of $\Gamma_{0}(N)$ such that

$$
\gamma_{1}=\left[\begin{array}{cc}
* & * \\
-c N & a
\end{array}\right] .
$$

Then $\gamma_{1} \beta=\left[\begin{array}{ll}1 & n \\ 0 & p^{e}\end{array}\right]$ with some $n$. Let

$$
n=l p^{e}+m \quad\left(0 \leqq m<p^{e}\right)
$$

with integers $l$ and $m$, and put

$$
\gamma_{2}=\left[\begin{array}{rr}
1 & -l \\
0 & 1
\end{array}\right] \in \Gamma_{0}(N)
$$

Then

$$
\gamma_{2} \gamma_{1} \beta=\left[\begin{array}{ll}
1 & m \\
0 & p^{e}
\end{array}\right]
$$

Next assume $(p, N)=1$. Put $a^{\prime}=a /(a, c N)$ and $c^{\prime}=c /(a, c N)$. Since $(a, N)=1, c^{\prime}$ is integral and $\left(a^{\prime}, c^{\prime} N\right)=1$. Thus there exists an element $\gamma_{1}$ in $\Gamma_{0}(N)$ of the form

$$
\gamma_{1}=\left[\begin{array}{cc}
* & * \\
-c^{\prime} N & a^{\prime}
\end{array}\right]
$$

Then

$$
\gamma_{1} \beta=\left[\begin{array}{ll}
p^{e-f} & n \\
0 & p^{f}
\end{array}\right]
$$

with integers $f$ and $n$. Similarly as above, we can take an element $\gamma_{2}$ of $\Gamma_{0}(N)$ so that

$$
\gamma_{2} \gamma_{1} \beta=\left[\begin{array}{ll}
p^{e-f} & m \\
0 & p^{f}
\end{array}\right] \quad\left(0 \leqq m<p^{f}\right) .
$$

Consequently we get

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0  \tag{4.5.21}\\
0 & p^{e}
\end{array}\right] \Gamma_{0}(N) \subset\left\{\begin{array}{c}
\bigcup_{m=0}^{p^{e}-1} \Gamma_{0}(N)\left[\begin{array}{cc}
1 & m \\
0 & p^{e}
\end{array}\right] \quad \text { if } p \mid N, \\
\bigcup_{f=0}^{e} \bigcup_{m=0}^{p^{f}-1} \Gamma_{0}(N)\left[\begin{array}{cc}
p^{e-f} & m \\
0 & p^{f}
\end{array}\right] \text { if } p \nmid N .
\end{array}\right.
$$

Next we are going to prove that the right-hand sides of (4.5.21) are disjoint unions. Suppose

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
p^{e-f} & m \\
0 & p^{f}
\end{array}\right] \cap \Gamma_{0}(N)\left[\begin{array}{ll}
p^{e-g} & n \\
0 & p^{g}
\end{array}\right] \neq \varnothing .
$$

Then there exists an element $\gamma$ of $\Gamma_{0}(N)$ such that

$$
\gamma\left[\begin{array}{ll}
p^{e-f} & m  \tag{4.5.22}\\
0 & p^{f}
\end{array}\right]=\left[\begin{array}{ll}
p^{e-g} & n \\
0 & p^{g}
\end{array}\right] .
$$

An easy calculation shows that $\gamma$ is of the form $\left[\begin{array}{ll}1 & * \\ 0 & 1\end{array}\right]$ which implies $f=g$ and $m=n$. This proves the disjointness of the right-hand sides. First assume $p \mid N$. Since

$$
\left[\begin{array}{ll}
1 & m \\
0 & p^{e}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & p^{e}
\end{array}\right]\left[\begin{array}{ll}
1 & m \\
0 & 1
\end{array}\right] \in \Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & p^{e}
\end{array}\right] \Gamma_{0}(N),
$$

we get

$$
\Gamma_{0}(N)\left[\begin{array}{cc}
1 & 0 \\
0 & p^{e}
\end{array}\right] \Gamma_{0}(N)=\coprod_{m=0}^{p^{e}-1} \Gamma_{0}(N)\left[\begin{array}{ll}
1 & m \\
0 & p^{e}
\end{array}\right] .
$$

Next assume $(p, N)=1$. Put

$$
\alpha=\left[\begin{array}{ll}
p^{e-f} & m \\
0 & p^{f}
\end{array}\right]
$$

By Lemma 4.5.2, there exist two integers $a, b(0 \leqq a \leqq b, a+b=e)$ such that

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{cc}
p^{a} & 0 \\
0 & p^{b}
\end{array}\right] \Gamma_{0}(N) .
$$

Put

$$
\beta=\left[\begin{array}{cc}
p^{a} & 0 \\
0 & p^{b}
\end{array}\right]
$$

and

$$
L=\left\{\left.\left[\begin{array}{l}
u \\
v
\end{array}\right] \right\rvert\, u, v \in \mathbb{Z}\right\} .
$$

Since any element of $\Gamma_{0}(N)$ induces an automorphism of $L$, we have

$$
L / \alpha L \simeq L / \beta L \simeq \mathbb{Z} / p^{a} \mathbb{Z} \oplus \mathbb{Z} / p^{b} \mathbb{Z}
$$

Therefore,

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & p^{e}
\end{array}\right] \Gamma_{0}(N)
$$

if and only if $\alpha L \notin p L$. This is equivalent to saying that ( $p^{f}, p^{e-f}, m$ ) $=1$. This concludes the proof of (1). The second assertion follows from (1).

Lemma 4.5.7. Let $p$ be a prime number, and e a positive integer. Then we have:
(1) $T(p) T\left(1, p^{e}\right)=T\left(1, p^{e+1}\right)+\left\{\begin{array}{cl}(p+1) T(p, p) & \text { if } p \nmid N \text { and } e=1, \\ p T(p, p) T\left(1, p^{e-1}\right) & \text { if } p \nmid N \text { and } e>1, \\ 0 & \text { if } p \mid N .\end{array}\right.$
(2) $T(p) T\left(p^{e}\right)= \begin{cases}T\left(p^{e+1}\right)+p T(p, p) T\left(p^{e-1}\right) & \text { if } p \nmid N, \\ T\left(p^{e+1}\right) & \text { if } p \mid N .\end{cases}$

Proof. Let $T=\Gamma_{0}(N) \propto \Gamma_{0}(N)$ be a constituent of $T(p) T\left(1, p^{e}\right)$. By the definition of the multiplication, we can write

$$
\alpha=\alpha_{1} \alpha_{2} \quad\left(\alpha_{1} \in T(p), \quad \alpha_{2} \in T\left(1, p^{e}\right)\right)
$$

Put

$$
L=\left\{\left.\left[\begin{array}{l}
u \\
v
\end{array}\right] \right\rvert\, u, v \in \mathbb{Z}\right\} .
$$

Since $[L: \alpha L]=p^{e+1}$ and

$$
L / \alpha L \supset \alpha_{1} L / \alpha L \simeq L / \alpha_{2} L \simeq \mathbb{Z} / p^{e} \mathbb{Z}
$$

$T$ coincides with $T\left(1, p^{e+1}\right)$ or $T\left(p, p^{e}\right)$. Hence

$$
T(p) T\left(1, p^{e}\right)= \begin{cases}a T\left(1, p^{e+1}\right)+b T\left(p, p^{e}\right) & \text { if } p \nmid N \\ a^{\prime} T\left(1, p^{e+1}\right) & \text { if } p \mid N\end{cases}
$$

with integers $a, b$ and $a^{\prime}$. By Lemma 4.5.6(1) and the definition of the multiplication, we get $a=a^{\prime}=1$. Comparing the degrees of both sides using Lemma 4.5.6(2) and (2.7.7), we obtain

$$
b=\left\{\begin{array}{cl}
p+1 & \text { if } e=1 \\
p & \text { if } e>1
\end{array}\right.
$$

This proves (1). When $p \mid N$, we see $T\left(p^{e}\right)=T\left(1, p^{e}\right)$, so that (2) is nothing but the first assertion. Now assume that $(p, N)=1$. We prove the assertion by induction on $e$. First let $e=1$. Since $T(p)=T(1, p)$, we see by (1) that

$$
\begin{aligned}
T(p) T(p) & =T\left(1, p^{2}\right)+(p+1) T(p, p) \\
& =T\left(p^{2}\right)+p T(p, p) .
\end{aligned}
$$

Next assume $e \geqq 2$ and the assertion is true for all positive integers less than $e$. Applying (4.5.16) and (4.5.18) to $T\left(p^{e}\right)$, we see

$$
\begin{aligned}
T(p) T\left(p^{e}\right)= & T(p)\left\{T\left(1, p^{e}\right)+T(p, p) T\left(p^{e-2}\right)\right\} \\
= & T\left(1, p^{e+1}\right)+p T(p, p) T\left(1, p^{e-1}\right)+T(p, p) T(p) T\left(p^{e-2}\right) \\
= & T\left(1, p^{e+1}\right)+p T(p, p) T\left(1, p^{e-1}\right) \\
& +T(p, p)\left\{T\left(p^{e-1}\right)+p T(p, p) T\left(p^{e-3}\right)\right\} \\
= & T\left(1, p^{e+1}\right)+T(p, p) T\left(1, p^{e-1}\right) \\
& +p T(p, p)\left\{T\left(1, p^{e-1}\right)+T(p, p) T\left(p^{e-3}\right)\right\} \\
= & T\left(p^{e+1}\right)+p T(p, p) T\left(p^{e-1}\right) .
\end{aligned}
$$

Here we understand $T\left(p^{e}\right)=0$ if $e<0$. This is what we wanted to show.
Lemma 4,5.8. (1) If $\left(l m, l^{\prime} m^{\prime}\right)=1$, then

$$
T(l, m) T\left(l^{\prime}, m^{\prime}\right)=T\left(l l^{\prime}, m m^{\prime}\right) .
$$

(2) If $(m, n)=1$, then $T(m) T(n)=T(m n)$.

Proof. (1): Let $T=\Gamma_{0}(N) \alpha \Gamma_{0}(N)$ be any constituent of $T(l, m) T\left(l^{\prime}, m^{\prime}\right)$, then we can write $\alpha=\alpha_{1} \alpha_{2}$ with $\alpha_{1} \in T(l, m), \alpha_{2} \in T\left(l^{\prime}, m^{\prime}\right)$. Put

$$
L=\left\{\left.\left[\begin{array}{l}
u \\
v
\end{array}\right] \right\rvert\, u, v \in \mathbb{Z}\right\},
$$

then

$$
\begin{gathered}
L / \alpha_{1} L \simeq \mathbb{Z} / l \mathbb{Z} \oplus \mathbb{Z} / m \mathbb{Z}, \\
\alpha_{1} L / \alpha L \simeq L / \alpha_{2} L \simeq \mathbb{Z} / l^{\mathbb{Z}} \oplus \mathbb{Z} / m^{\prime} \mathbb{Z} .
\end{gathered}
$$

Since $\left(l m, l^{\prime} m^{\prime}\right)=1$, we get

$$
L / \alpha L \simeq \mathbb{Z} / l l^{\prime} \mathbb{Z} \oplus \mathbb{Z} / m m^{\prime} \mathbb{Z},
$$

namely $T=T\left(l l^{\prime}, m m^{\prime}\right)$. Therefore $T(l, m) T\left(l^{\prime}, m^{\prime}\right)=a T\left(l l^{\prime}, m m^{\prime}\right)$ with some integer $a$. We are going to prove $a=1$. Let

$$
\begin{gathered}
\alpha=\left[\begin{array}{cc}
l l^{\prime} & 0 \\
0 & m m^{\prime}
\end{array}\right], \\
\Gamma_{0}(N)\left[\begin{array}{ll}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N)=\coprod_{\mu} \Gamma_{0}(N) \alpha_{\mu},
\end{gathered}
$$

and

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
l^{\prime} & 0 \\
0 & m^{\prime}
\end{array}\right] \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \beta_{v} .
$$

We may assume

$$
\alpha_{1}=\left[\begin{array}{ll}
l & 0 \\
0 & m
\end{array}\right], \quad \beta_{1}=\left[\begin{array}{ll}
l^{\prime} & 0 \\
0 & m^{\prime}
\end{array}\right] .
$$

Now we assume $\Gamma_{0}(N) \alpha=\Gamma_{0}(N) \alpha_{\mu} \beta_{v}$, and let $\alpha=\gamma \alpha_{\mu} \beta_{v}$ with $\gamma \in \Gamma_{0}(N)$. Put

$$
M=\{[u, v] \mid u, v \in \mathbb{Z}\}
$$

and define the submodule $M_{0}$ of $M$ by

$$
M_{0}=\{[N u, v] \mid u, v \in \mathbb{Z}\} .
$$

We let $M_{2}(\mathbb{Z})$ act on $M$ by the right multiplication of matrices. Then

$$
\left(M \beta_{1}+M \beta_{v}\right) / M \beta_{1} \simeq M \beta_{v} /\left(M \beta_{1} \cap M \beta_{v}\right) .
$$

Since the left-hand side is a subgroup of $M / M \beta_{1}$, the order is a divisor of $\operatorname{det}\left(\beta_{1}\right)=l^{\prime} m^{\prime}$. On the other hand, the right-hand side is the quotient group of $M \beta_{v} / M \alpha$; hence the order is a divisor of $\operatorname{det}(\alpha) / \operatorname{det}\left(\beta_{v}\right)=l m$. Since $\left(l m, l^{\prime} m^{\prime}\right)=1$, we get $M \beta_{1}=M \beta_{v}$. Therefore there exists an element $\gamma_{1} \in G L_{2}(\mathbb{Z})$ such that $\gamma_{1} \beta_{1}=\beta_{v}$. Since $\operatorname{det}\left(\beta_{1}\right)=\operatorname{det}\left(\beta_{v}\right)$, we get $\gamma_{1} \in S L_{2}(\mathbb{Z})$. A similar argument for $M_{0}$ in place of $M$ implies $M_{0} \beta_{1}=M_{0} \beta_{v}$, so that $M_{0} \gamma_{1}=M_{0}$, namely $\gamma_{1} \in \Gamma_{0}(N)$. Since $\beta_{v}$ is a representative of left $\Gamma_{0}(N)$-cosets, we get $\gamma_{1}=1$ and $\beta_{v}=\beta_{1}$. Similarly we obtain $\alpha_{\mu}=\alpha_{1}$. Consequently $a=1$. The second assertion easily follows from (1).

Theorem 4.5.9. The Hecke algebra $\mathscr{R}(N)$ is the polynomial ring over $\mathbb{Z}$ generated by $T(p), T(p, p)$ with all prime numbers $p$ prime to $N$, and $T(q)$ with prime numbers $q$ dividing $N$; namely,

$$
\mathscr{R}(N)=\mathbb{Z}[T(p), T(p, p), T(q)|p \nmid N, q| N] .
$$

Proof. By Theorem 4.5.3, Lemma 4.5.7 and Lemma 4.5.8, $\mathscr{R}(N)$ is commutative and any element of $\mathscr{R}(N)$ can be expressed as a polynomial with rational integral coefficients in $T(p), T(p, p)$ and $T(q)$. Moreover it can be easily verified by Lemma 4.5 .7 and Lemma 4.5 .8 that $T(p), T(p, p)$ and $T(q)$ are algebraically independent over $\mathbb{Q}$.

Take two positive integers $l, m$ so that $l \mid m$ and $(l, N)=1$. Let $m / l=\prod_{p} p^{e}$ be the prime decomposition. By Lemma 4.5.8, we see

$$
\begin{equation*}
T(l, m)=T(l, l) T(1, m / l)=T(l, l) \prod_{p} T\left(1, p^{e}\right) \tag{4.5.23}
\end{equation*}
$$

where $p$ is taken over prime divisors of $m / l$, so that we obtain

$$
\begin{gather*}
T(l, m)=\coprod \Gamma_{0}(N)\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right] \quad(a d=l m, 0 \leqq b<d,(a, b, d)=l)  \tag{4.5.24}\\
T(n)=\coprod \Gamma_{0}(N)\left[\begin{array}{ll}
a & b \\
0 & d
\end{array}\right] \quad(a d=n, 0 \leqq b<d,(a, N)=1) \tag{4.5.25}
\end{gather*}
$$

by Lemma 4.5.6. Therefore we can express the action of $T(l, m)$ and $T(n)$ on $\mathscr{G}_{k}(N, \chi)$ explicitly. In particular, for $f(z) \in \mathscr{G}_{k}(N, \chi)$,

$$
\begin{equation*}
(f \mid T(n))(z)=n^{k-1} \sum_{\substack{0<d \mid n \\ a d=n}} \sum_{b=0}^{d-1} \chi(a) d^{-k} f((a z+b) / d), \tag{4.5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
(f \mid T(l, l))(z)=l^{k-2} \chi(l) f(z) \text { if }(l, N)=1 . \tag{4.5.27}
\end{equation*}
$$

We note that if $(a, N) \neq 1$, then $\chi(a)=0$. For a positive integer $n$, we write $n \mid N^{\infty}$ if all prime factors of $n$ divide $N$. We get the following relations between Hecke operators of modular groups of different levels.

Theorem 4.5.10. Let $M$ be a multiple of $N$, and $n$ a positive integer. If $n \mid N^{\infty}$ or $(n, M)=1$, then the following diagram is commutative:


Here $\chi$ is a Dirichlet character $\bmod N$ and the vertical arrows indicate the natural embeddings.

Now we are going to study relations between the Hecke algebras of modular groups of different levels as a preparation for the next section. Let $\chi$ be a Dirichlet character $\bmod N$, and $M$ a multiplẹ of $N$. If $\alpha \in \Delta_{0}(N)$, then

$$
\Gamma_{0}(M) \alpha \Gamma_{0}(N) \subset \Delta_{0}(N) .
$$

Therefore an element of $\mathscr{R}\left(\Gamma_{0}(M), \Gamma_{0}(N) ; \Delta_{0}(N)\right)$ induces a linear mapping of $\mathscr{G}_{k}(M, \chi)$ into $\mathscr{G}_{k}(N, \chi)$ by Lemma 2.7.2(2). We shall use the following lemma in §4.6.

Lemma 4.5.11. For a positive integer $N$ and a prime number $p$, we have

$$
\Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}(N)= \begin{cases}\coprod_{v=0}^{p-1} \Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v} & \text { if } p \mid N \\
\coprod_{v=0}^{p} \Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v} & \text { if } p \nmid N\end{cases}
$$

Here $\gamma_{v}(0 \leqq v<p)$ is an element of $\Gamma_{0}(N)$ such that

$$
\gamma_{v} \equiv\left[\begin{array}{ll}
1 & v \\
0 & 1
\end{array}\right] \quad \bmod p
$$

and $\gamma_{p}(p \nmid N)$ is an element of $\Gamma_{0}(N)$ such that

$$
\gamma_{p} \equiv \begin{cases}{\left[\begin{array}{rr}
0 & -a \\
a^{-1} & 0
\end{array}\right]} & \bmod p, \text { with an integer a prime to } p \\
{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod N .\end{cases}
$$

Proof. Put

$$
\begin{align*}
\Gamma^{\prime} & =\Gamma_{0}(N) \cap\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right]^{-1} \Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right]  \tag{4.5.28}\\
& =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in \Gamma_{0}(N) \right\rvert\, b \equiv 0 \bmod p\right\} .
\end{align*}
$$

By Lemma 2.7.1(4), we have only to get representatives of $\Gamma^{\prime} \backslash \Gamma_{0}(N)$. First suppose $(p, N)=1$. Since

$$
\Gamma_{0}(N) \supset \Gamma^{\prime} \supset \Gamma(p N)
$$

$\Gamma^{\prime} \backslash \Gamma_{0}(N)$ corresponds bijectively to $\lambda_{p N}\left(\Gamma^{\prime}\right) \backslash \lambda_{p N}\left(\Gamma_{0}(N)\right)$ where $\lambda_{p N}$ is the homomorphism of $S L_{2}(\mathbb{Z})$ onto $S L_{2}(\mathbb{Z} / p N \mathbb{Z})$ defined in $\S 4.2$. Through the isomorphism

$$
S L_{2}(\mathbb{Z} / p N \mathbb{Z}) \simeq S L_{2}(\mathbb{Z} / p \mathbb{Z}) \times S L_{2}(\mathbb{Z} / N \mathbb{Z})
$$

$\lambda_{p N}\left(\Gamma^{\prime}\right)$ corresponds to $\lambda_{p}\left(\Gamma^{\prime}\right) \times \lambda_{N}\left(\Gamma^{\prime}\right)$, and so does $\mathcal{\chi}_{p N}\left(\Gamma_{0}(N)\right)$ to $\lambda_{p}\left(\Gamma_{0}(N)\right)$ $\times \lambda_{N}\left(\Gamma_{0}(N)\right)$. Consequently $\Gamma^{\prime} \backslash \Gamma_{0}(N)$ corresponds bijectively to

$$
\lambda_{p}\left(\Gamma^{\prime}\right) \backslash \lambda_{p}\left(\Gamma_{0}(N)\right) \times \lambda_{N}\left(\Gamma^{\prime}\right) \backslash \lambda_{N}\left(\Gamma_{0}(N)\right)
$$

It can be easily verified that

$$
\lambda_{N}\left(\Gamma^{\prime}\right)=\lambda_{N}\left(\Gamma_{0}(N)\right)
$$

so that $\Gamma^{\prime} \backslash \Gamma_{0}(N)$ corresponds to $\lambda_{p}\left(\Gamma^{\prime}\right) \backslash \lambda_{p}\left(\Gamma_{0}(N)\right)$. Since

$$
\begin{aligned}
& \lambda_{p}\left(\Gamma_{0}(N)\right)=S L_{2}(\mathbb{Z} / p \mathbb{Z}) \\
& \lambda_{p}\left(\Gamma^{\prime}\right)=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z} / p \mathbb{Z}) \right\rvert\, b \equiv 0 \bmod p\right\}
\end{aligned}
$$

we get

$$
\lambda_{p}\left(\Gamma_{0}(N)\right)=\coprod_{v=0}^{p} \lambda_{p}\left(\Gamma^{\prime}\right) \alpha_{v}
$$

where $\alpha_{v}$ are the elements of $\lambda_{p}\left(\Gamma_{0}(N)\right)$ defined by

$$
\alpha_{v}= \begin{cases}{\left[\begin{array}{ll}
1 & \bar{v} \\
0 & 1
\end{array}\right]} & (0 \leqq v \leqq p-1), \\
{\left[\begin{array}{lr}
0 & -\bar{a} \\
\bar{a}^{-1} & 0
\end{array}\right]} & (v=p),\end{cases}
$$

and $\bar{v}=v \bmod p, \bar{a}$ is an element of $(\mathbb{Z} / p \mathbb{Z})^{x}$. Since $\lambda_{p}\left(\gamma_{v}\right)=\alpha_{v}$, we obtain

$$
\Gamma_{0}(N)=\coprod_{v=0}^{p} \Gamma^{\prime} \gamma_{v}
$$

Next assume that $p \mid N$. Then a direct calculation proves

$$
\Gamma_{0}(N)=\coprod_{v=0}^{p-1} \Gamma^{\prime} \gamma_{v}
$$

Hecke operators of modular groups have an important property that their eigenvalues coincide with Fourier coefficients of modular forms at $\infty$. It can be shown from this fact that if a modular form $f(z)$ is a common eigenfunction of Hecke operators, then the associated Dirichlet series $L(s ; f)$ has an Euler product. Before we explain this fact precisely, we state a general lemma.

Lemma 4.5.12. Let $K$ be a commutative ring with unity. Assume that two sequences $\{t(n)\}_{n=1}^{\infty}$ and $\{d(n)\}_{n=1}^{\infty}$ of elements of $K$ satisfy ${ }^{\circ}$ the two conditions:
(i) $t(1)=d(1)=1$;
(ii) $d(m n)=d(m) d(n)$ for any positive integers $m$ and $n$.

Then the following three conditions are equivalent.
(1) If $(m, n)=1$, then $t(m n)=t(m) t(n)$, and

$$
t(p) t\left(p^{e}\right)=t\left(p^{e+1}\right)+p d(p) t\left(p^{e-1}\right)
$$

for all prime numbers $p$ and all positive integers $e$.
(2) The formal Dirichlet series $\sum_{n=1}^{\infty} t(n) n^{-s}$ has the formal Euler product

$$
\sum_{n=1}^{\infty} t(n) n^{-s}=\prod_{p}\left(1-t(p) p^{-s}+p d(p) p^{-2 s}\right)^{-1}
$$

(3) For any positive integers $m$ and $n$,

$$
t(m) t(n)=\sum_{0<l \mid(m, n)} l d(l) t\left(m n / l^{2}\right)
$$

Proof. (1) $\Rightarrow$ (2): By the first condition of (1), we can write formally

$$
\begin{equation*}
\sum_{n=1}^{\infty} t(n) n^{-s}=\prod_{p}\left(\sum_{e=0}^{\infty} t\left(p^{e}\right) p^{-e s}\right) . \tag{4.5.29}
\end{equation*}
$$

Since

$$
\left(1-t(p) p^{-s}+p d(p) p^{-2 s}\right)\left(\sum_{e=0}^{\infty} t\left(p^{e}\right) p^{-e s}\right)=1
$$

by the second condition of (1), we obtain (2).
(2) $\Rightarrow(3)$ : It is obvious that if $(m, n)=1$, then $t(m n)=t(m) t(n)$. Let $m=\prod_{p} p^{e}$ and $n=\prod_{p} p^{f}$ be the expressions as powers of prime numbers. Then

$$
\sum_{0<l \mid(m, n)} l d(l) t\left(m n / l^{2}\right)=\prod_{p}\left(\sum_{0 \leqq g \leqq \min \{e, f\}} p^{g} d\left(p^{g}\right) t\left(p^{e+f-2 g}\right)\right) .
$$

Therefore we have only to prove (3) when $m$ and $n$ are powers of a prime $p$. By the assumption of (2), we have

$$
\begin{equation*}
\sum_{e=0}^{\infty} t\left(p^{e}\right) p^{-e s}=\left(1-t(p) p^{-s}+p d(p) p^{-2 s}\right)^{-1} \tag{4.5.30}
\end{equation*}
$$

Let $t^{\prime}(p)$ and $d^{\prime}(p)$ be two variables over $\mathbb{Q}$, and

$$
\psi: \mathbb{Z}\left[t^{\prime}(p), d^{\prime}(p)\right] \rightarrow K
$$

the ring homomorphism defined by

$$
\begin{equation*}
\psi(1)=1, \quad \psi\left(t^{\prime}(p)\right)=t(p), \quad \text { and } \quad \psi\left(d^{\prime}(p)\right)=d(p) \tag{4.5.31}
\end{equation*}
$$

We define the elements $t^{\prime}\left(p^{e}\right)$ and $d^{\prime}\left(p^{e}\right)$ of $\mathbb{Z}\left[t^{\prime}(p), d^{\prime}(p)\right]$ by

$$
\begin{equation*}
d^{\prime}\left(p^{e}\right)=d^{\prime}(p)^{e} \tag{4.5.32}
\end{equation*}
$$

and the formal power series

$$
\begin{equation*}
\sum_{e=0}^{\infty} t^{\prime}\left(p^{e}\right) p^{-e s}=\left(1-t^{\prime}(p) p^{-s}+p d^{\prime}(p) p^{-2 s}\right)^{-1} \tag{4.5.33}
\end{equation*}
$$

Then by (4.5.30) through (4.5.33), we have

$$
\begin{equation*}
\psi\left(t^{\prime}\left(p^{e}\right)\right)=t\left(p^{e}\right) \quad \text { and } \quad \psi\left(d^{\prime}\left(p^{e}\right)\right)=d\left(p^{e}\right) \tag{4.5.34}
\end{equation*}
$$

Let $u$ and $v$ be two variables over $\mathbb{Q}$, and

$$
\phi: \mathbb{Z}\left[t^{\prime}(p), d^{\prime}(p)\right] \rightarrow \mathbb{Q}[u, v]
$$

be the ring homomorphism defined by

$$
\phi\left(t^{\prime}(p)\right)=u+v \quad \text { and } \quad \phi\left(d^{\prime}(p)\right)=\frac{1}{p} u v
$$

Since $u+v$ and $u v / p$ are algebraically independent over $\mathbb{Q}, \phi$ is injective. Considering $\mathbb{Z}\left[t^{\prime}(p), d^{\prime}(p)\right]$ as a subring of $\mathbb{Q}[u, v]$, we have

$$
1-t^{\prime}(p) p^{-s}+p d^{\prime}(p) p^{-2 s}=\left(1-u p^{-s}\right)\left(1-v p^{-s}\right)
$$

Therefore by (4.5.33), we have

$$
\begin{align*}
t^{\prime}\left(p^{e}\right) & =\left(u^{e+1}-v^{e+1}\right) /(u-v)  \tag{4.5.35}\\
& =\sum_{i+j=e} u^{i} v^{j}
\end{align*}
$$

Assume $e \leqq f$. Then we see

$$
\begin{aligned}
t^{\prime}\left(p^{e}\right) t^{\prime}\left(p^{f}\right) & =\left(\sum_{i+j=e} u^{i} v^{j}\right) \cdot\left(u^{f+1}-v^{f+1}\right) /(u-v) \\
& =\left(u^{f+1} \sum_{j=0}^{e} u^{e-j} v^{j}-v^{f+1} \sum_{j=0}^{e} u^{j} v^{e-j}\right) /(u-v) \\
& =\sum_{g=0}^{e} u^{g} v^{g}\left(u^{e+f-2 g+1}-v^{e+f-2 g+1}\right) /(u-v) \\
& =\sum_{g=0}^{e} p^{g} d^{\prime}\left(p^{g}\right) t^{\prime}\left(p^{e+f-2 g}\right)
\end{aligned}
$$

Applying $\psi$ to both sides, we see by (4.5.34)

$$
t\left(p^{e}\right) t\left(p^{f}\right)=\sum_{g=0}^{e} p^{g} d\left(p^{g}\right) t\left(p^{e+f-2 g}\right)
$$

and we have proved (3) for $m=p^{e}$ and $n=p^{f}$.
$(3) \Rightarrow(1)$ : This is obvious since (1) is a special case of (3).
Applying the lemma for

$$
\begin{aligned}
K & =\mathscr{R}(N), \\
t(n) & =T(n),
\end{aligned}
$$

and

$$
d(n)=\left\{\begin{array}{cl}
T(n, n) & \text { if }(n, N)=1 \\
0 & \text { if }(n, N) \neq 1
\end{array}\right.
$$

we obtain by Lemma 4.5.7(2) and Lemma 4.5.8(2) the following
Theorem 4.5.13. (1)

$$
T(m) T(n)=\sum_{\substack{0<\\(l, N)=1}} l T(l, l) T\left(m n / l^{2}\right)
$$

(2) The formal Dirichlet series $\sum_{n=1}^{\infty} T(n) n^{-s}$ has the formal Euler product

$$
\sum_{n=1}^{\infty} T(n) n^{-s}=\prod_{p \nmid N}\left(1-T(p) p^{-s}+T(p, p) p^{1-2 s}\right)^{-1} \times \prod_{p \mid N}\left(1-T(p) p^{-s}\right)^{-1}
$$

Now we study the relation between Fourier coefficients of modular forms $f(z)$ and those of $(f \mid T(n))(z)$.

Lemma 4.5.14. Let $f(z)$ be an element of $\mathscr{G}_{k}(N, \chi)$, and

$$
\begin{array}{r}
f(z)=\sum_{n=0}^{\infty} c(n) e^{2 \pi i n z}, \\
(f \mid T(m))(z)=\sum_{n=0}^{\infty} b(n) e^{2 \pi i n z}
\end{array}
$$

be the Fourier expansions. Then

$$
b(n)=\sum_{0<d \mid(m, n)} \chi(d) d^{k-1} c\left(m n / d^{2}\right) .
$$

Proof. We note that

$$
f((a z+b) / d)=\sum_{n=0}^{\infty} c(n) e^{2 \pi i n(a z+b) / d} .
$$

Then by (4.5.26) and the equality

$$
\sum_{b=0}^{d-1} e^{2 \pi i n b / d}= \begin{cases}d & \text { if } d \mid n \\ 0 & \text { if } d \nmid n\end{cases}
$$

we get

$$
\begin{equation*}
b(n)=\sum_{0<a \mid(m, n)} \chi(a) a^{k-1} c(d n / a) . \tag{4.5.36}
\end{equation*}
$$

Since $a d=m$, we have $c(d n / a)=c\left(m n / a^{2}\right)$, so that we obtain the result.

Lemma 4.5.15. Let $f(z)=\sum_{n=0}^{\infty} c(n) e^{2 \pi i n z}$ be an element of $\mathscr{G}_{k}(N, \chi)$, and M a set of prime numbers $p$ satisfying

$$
f \mid T(p)=t(p) f \quad(t(p) \in \mathbb{C})
$$

Then we have:
(1) If all prime factors of a positive integer $m$ belong to $M$, then $f(z)$ is an eigenfunction of $T(m)$. Moreover put

$$
f \mid T(m)=t(m) f \quad(t(m) \in \mathbb{C})
$$

then

$$
c(m)=t(m) c(1) .
$$

(2) $L(s ; f)=\prod_{p \in M}\left(1-t(p) p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1} \times \sum_{n}^{\prime} c(n) n^{-s}$,
where the summation $\sum^{\prime}$ is taken over all positive integers prime to all elements of M . Proof. The first half of (1) is obvious. Let $n$ be a positive integer prime to $m$. Comparing the $n$-th Fourier coefficients of $f \mid T(m)$ and $t(m) f$, we obtain

$$
\begin{equation*}
t(m) c(n)=c(m n) \tag{4.5.37}
\end{equation*}
$$

by Lemma 4.5.14. In particular, taking $n=1$, we obtain the latter half of (1). By (4.5.37), we get formally

$$
\begin{equation*}
L(s ; f)=\left(\sum_{m}^{\prime \prime} t(m) m^{-s}\right) \times\left(\sum_{n}^{\prime} c(n) n^{-s}\right), \tag{4.5.38}
\end{equation*}
$$

where the summation $\sum^{\prime \prime}$ is taken over 1 and the positive integers whose prime factors are all contained in $M$, and $\sum^{\prime}$ is taken over the positive integers prime to all primes in M. By Theorem 4.5.13(1),

$$
t(n) t(m)=\sum_{\substack{0<l(m, n) \\(l, N)=1}} \chi(l) l^{k-1} t\left(m n / l^{2}\right)
$$

for two integers $m, n$ contained in $\sum^{\prime \prime}$, so that we get at least formally

$$
\begin{equation*}
\sum_{m}^{\prime \prime} t(m) m^{-s}=\prod_{p \in M}\left(1-t(p) p^{-s}+\chi(p) p^{k-.1-2 s}\right)^{-1} \tag{4.5.39}
\end{equation*}
$$

by a similar argument as in Lemma 4.5.12. Furthermore if

$$
\begin{equation*}
c(n)=O\left(n^{\alpha}\right) \tag{4.5.40}
\end{equation*}
$$

for some $\alpha$, then (4.5.39) holds on $\operatorname{Re}(s)>\alpha+1$. In fact, if $f(z)$ is a cusp form, then (4.5.40) was proved in Corollary 2.1 .6 with $\alpha=k / 2$. If $f(z)$ is not a cusp form, then we shall see (4.5.40) in $\S 4.7$.

By Theorem 4.5.4, the Hecke operators $T(n)((n, N)=1)$ are simultaneously diagonalizable on $\mathscr{S}_{k}(N, \chi)$. If an element $f(z) \in \mathscr{S}_{k}(N, \chi)$ is a common eigenfunction of Hecke operators $T(n)((n, N)=1)$, we can write by the above lemma

$$
L(s ; f)=\prod_{p \nmid N}\left(1-t(p) p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1} \times \sum_{n}^{\prime} c(n) n^{-s},
$$

where the summation $\Sigma^{\prime}$ is taken over 1 and the positive integers whose prime factors are all divisors of $N$. Moreover if $f(z)$ is a common eigenfunction of all Hecke operators $T(n)$, we can take as M the set of all prime numbers. In this case, we get the following

Theorem 4.5.16. Let $f(z)=\sum_{n=0}^{\infty} c(n) e^{2 \pi i n z}$ be a nonzero element of $\mathscr{G}_{k}(N, \chi)$. The following conditions are equivalent:
(1) $f(z)$ is a common eigenfunction of all Hecke operators $T(n)$;
(2) $c(1) \neq 0$ and

$$
L(s ; f)=c(1) \prod_{p}\left(1-t(p) p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1},
$$

where $p$ runs over all prime numbers.
Moreover if $f(z)$ satisfies the above conditions, then

$$
f \mid T(n)=t(n) f, \quad t(n)=c(n) / c(1)
$$

for all $n \geqq 1$.
Proof. (1) $\Rightarrow$ (2): Let $f \mid T(n)=t(n) f$. By Lemma 4.5.15, we have $c(n)=t(n) c(1)$ for $n \geqq 1$. Then if $c(1)=0$, then $f(z)=c(0)$. Since $k \geqq 1$, we get $f(z)=0$; which contradicts the assumption. Therefore $c(1) \neq 0$. The latter half follows from Lemma 4.5.15(2). (2) $\Rightarrow(1)$ : Put $t(n)=c(n) / c(1)$ for positive integers $n$. Then we see

$$
\sum_{n=1}^{\infty} t(n) n^{-s}=\prod_{p}\left(1-t(p) p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1}
$$

By Lemma 4.5.12,

$$
t(m) t(n)=\sum_{0<d(m, n)} d^{k-1} \chi(d) t\left(m n / d^{2}\right)
$$

Multiplying both sides by $c(1)$, we get

$$
t(m) c(n)=\sum_{0<d \mid(m, n)} d^{k-1} \chi(d) c\left(m n / d^{2}\right) .
$$

The right-hand side is equal to the $n$-th Fourier coefficient of $f \mid T(m)$ by Lemma 4.5.14. Let $b(0)$ be the constant term of the Fourier expansion of $f \mid T(m)$, then

$$
(f \mid T(m))(z)-t(m) f(z)=b(0)-c(0)
$$

Since $f \mid T(m)-t(m) f$ is an element of $\mathscr{G}_{k}(N, \chi)$ and $k \geqq 1$, we get $b(0)=c(0)$. Thus

$$
f \mid T(m)=t(m) f
$$

Let us consider the case when $N=1$ and $k=12$. Since $\operatorname{dim} \mathscr{S}_{12}(\Gamma(1))=1, \Delta(z)$ is a common eigenfunction of all Hecke operators $T(n)$. Hence, if we let

$$
\Delta(z)=\sum_{n=1}^{\infty} \tau_{n} e^{2 \pi i n z}
$$

be the Fourier expansion, then we obtain

$$
\Delta \mid T(n)=\tau_{n} \Delta
$$

and

$$
L(s ; \Delta(z))=\prod_{p}\left(1-\tau_{p} p^{-s}+p^{11-2 s}\right)^{-1}
$$

since $\tau_{1}=1$. Ramanujan conjectured by calculating the Fourier coefficients of $\Delta(z)$ that $L(s ; \Delta(z))$ has the Euler product as above, and further

$$
\left|\tau_{p}\right| \leqq 2 p^{11 / 2}
$$

which is the famous Ramanujan conjecture. Petersson generalized it as follows.

Theorem 4.5.17. (The Ramanujan-Petersson conjecture) Let

$$
f(z)=\sum_{n=1}^{\infty} a(n) e^{2 \pi i n z}
$$

be an element of $\mathscr{S}_{k}(N, \chi)$. If $(n, N)=1$, then

$$
a(n)=O\left(n^{(k-1) / 2}\right)
$$

We do not prove this theorem in this book. We only remark here that Theorem 4.5.17 is equivalent to saying that
(4.5.41) if a prime number $p$ does not divide $N$, then the absolute values of roots of the equation

$$
X^{2}-t(p) X+\chi(p) p^{k-1}=0
$$

are $p^{(k-1) / 2}$, where $t(p)$ is an eigenvalue of $T(p)$ on $\mathscr{S}_{k}(N, \chi)$.
It is easy to see Theorem 4.5 .17 from (4.5.41). Conversely, let $u$ and $v$ be solutions of the equation

$$
X^{2}-t(p) X+\chi(p) p^{k-1}=0
$$

then

$$
t\left(p^{e}\right)=\left(u^{e+1}-v^{e+1}\right) /(u-v), \quad|u v|=p^{k-1}
$$

Therefore Theorem 4.5.17 implies $|u|=|v|=p^{(k-1) / 2}$.
The generalized Ramanujan conjecture for $k=2$ was proved by [Eichler 2], [Shimura 2] and [Igusa]. They solved it as follows. If $\Gamma$ is a principal congruence modular group, then $\Re_{\Gamma}$ can be considered as an algebraic curve defined over $\mathbb{Q}$. By the congruence relation of Eichler-Shimura, it can be proved that the Hasse zetafunction of the algebraic curve $\mathfrak{R}_{\Gamma}$ is essentially the product of $L(s ; f)\left(f \in \mathscr{S}_{k}(\Gamma)\right)$. This reduces the Ramanujan conjecture to the Weil conjecture for congruence zetafunctions of algebraic curves defined over finite fields, which have been proved by Weil. Furthermore, this relation between Hasse zeta-functions and $L(s ; f)$ implies that the Hasse zeta-function of $\mathfrak{R}_{\Gamma}$ satisfies a certain functional equation. If $k>2$, then the conjecture is reduced to the Weil conjecture for congruence zeta-functions of higher dimensional algebraic varieties, which was proved by [Deligne 2]. In the case when $k=1$, [Deligne-Serre] solved the problem by proving that the Dirichlet
series is nothing but the Artin $L$-function with respect to a representation of degree 2 of the Galois group of a certain extension over $\mathbb{Q}$.

Now as we explained in the beginning of $\S 4.3$, the investigation of modular forms is reduced to that of $\mathscr{G}_{k}(N, \chi)$. However, sometimes it is necessary to consider $\mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$ and the Hecke operators acting on it. We shall study the Hecke algebra of $\Gamma_{1}(N)$ and the relation with the Hecke algebra for $\Gamma_{0}(N)$. Put

$$
\Delta_{1}(N)=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, a \equiv 1, \quad c \equiv 0 \bmod N, \quad a d-b c>0\right\}
$$

which is a subsemigroup of $G L_{2}(\mathbb{Q})$ containing $\Gamma_{1}(N)$.
Theorem 4.5.18. (1) $\mathscr{R}\left(\Gamma_{1}(N), \Lambda_{1}(N)\right)$ is isomorphic to $\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right)$ through the correspondence:

$$
\Gamma_{1}(N) \alpha \Gamma_{1}(N) \mapsto \Gamma_{0}(N) \alpha \Gamma_{0}(N) \quad\left(\alpha \in \Delta_{1}(N)\right) .
$$

(2) The correspondence defined in (1) is commutative with the natural embedding of $\mathscr{G}_{k}(N, \chi)$ into $\mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$; namely, for any element $\alpha$ of $\Delta_{1}(N)$, the following diagram is commutative:


Proof. We apply Theorem 2.7.6, taking $\Gamma_{1}(N), \Delta_{1}(N), \Gamma_{0}(N)$ and $\Delta_{0}(N)$ for $\Gamma, \Delta, U$ and $D$, respectively. We shall verify the three conditions there. Since conditions (i) and (iii) are satisfied obviously, we have only to prove the second condition, that is,

$$
\begin{equation*}
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\Gamma_{0}(N) \alpha \Gamma_{1}(N) \quad\left(\alpha \in \Delta_{1}(N)\right) \tag{4.5.42}
\end{equation*}
$$

First we prove (4.5.42) is satisfied for any element $\alpha=\left[\begin{array}{ll}l & 0 \\ 0 & m\end{array}\right]$. Put $n=l m$, then as was mentioned after Corollary 4.2.2, we can-choose a complete set of representatives of $\Gamma_{0}(N) / \Gamma_{1}(N)$ consisting of the elements $\gamma$ such that

$$
\gamma \equiv\left[\begin{array}{ll}
u & 0 \\
0 & v
\end{array}\right] \bmod n N
$$

Then $\alpha^{-1} \gamma \alpha \in S L_{2}(\mathbb{Z})$ and

$$
\alpha^{-1} \gamma \alpha \equiv\left[\begin{array}{ll}
u & 0 \\
0 & v
\end{array}\right] \bmod N,
$$

so that $\alpha \gamma \in \gamma \alpha \Gamma_{1}(N)$. Therefore we get

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\Gamma_{0}(N) \alpha \Gamma_{1}(N)
$$

We note that $\left[\begin{array}{cc}l & 0 \\ 0 & m\end{array}\right]$ is not necessarily contained in $\Delta_{1}(N)$. Next let $\alpha$ be any element of $\Delta_{1}(N)$. Since $\alpha \in \Delta_{0}(N)$, there exist integers $l$ and $m$ such that

$$
\Gamma_{0}(N) \propto \Gamma_{0}(N)=\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N)
$$

by Lemma 4.5.2. Therefore

$$
\begin{aligned}
\Gamma_{0}(N) \alpha \Gamma_{1}(N) & \subset \Gamma_{0}(N) \alpha \Gamma_{0}(N) \\
& =\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{0}(N) \\
& =\Gamma_{0}(N)\left[\begin{array}{ll}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{1}(N)
\end{aligned}
$$

and this implies

$$
\Gamma_{0}(N) \alpha \Gamma_{1}(N)=\Gamma_{0}(N)\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \Gamma_{1}(N)
$$

Therefore we obtain

$$
\Gamma_{0}(N) \alpha \Gamma_{0}(N)=\Gamma_{0}(N) \alpha \Gamma_{1}(N)
$$

Next let $\Gamma$ be a modular group such that

$$
\Gamma_{0}(N) \supset \Gamma \supset \Gamma_{1}(N)
$$

and put

$$
\Delta=\Delta_{1}(N) \cdot \Gamma \subset \Delta_{0}(N)
$$

From the proof of Theorem 4.5.18, we see easily

$$
\mathscr{R}(\Gamma, \Delta) \simeq \mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right)
$$

and this isomorphism commutes with the natural embedding of $\mathscr{G}_{k}(\Gamma)$ into $\mathscr{G}_{k}\left(\Gamma_{1}(N)\right)$. Hereafter we identify $\mathscr{R}\left(\Gamma_{1}(N), \Delta_{1}(N)\right), \mathscr{R}(\Gamma, \Delta)$ and $\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right)$, and write

$$
\mathscr{R}(N)=\mathscr{R}\left(\Gamma_{1}(N), \Delta_{1}(N)\right)=\mathscr{R}(\Gamma, \Delta)=\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right) .
$$

We quote from [Shimura]: Theorem 3.48 and Theorem 3.52 the following important

Theorem 4.5.19. Let $\Gamma$ be a modular group such that

$$
\Gamma_{0}(N) \supset \Gamma \supset \Gamma_{1}(N)
$$

Assume $k \geqq 2$.
(1) The Hecke algebra $\mathscr{R}(N)$ is representable on $\mathscr{S}_{\boldsymbol{k}}(\Gamma)$ by matrices with rational integral entries.
(2) There exists a basis of $\mathscr{S}_{k}(\Gamma)$ consisting of elements whose Fourier coefficients at $\infty$ are all rational integers.

Since by (4.3.1),

$$
\Gamma_{0}\left(N^{2}\right) \supset\left[\begin{array}{cc}
N & 0 \\
0 & 1
\end{array}\right]^{-1} \Gamma(N)\left[\begin{array}{cc}
N & 0 \\
0 & 1
\end{array}\right] \supset \Gamma_{1}\left(N^{2}\right)
$$

the investigation of the Hecke algebra of $\Gamma(N)$ is reduced to that of a modular group $\Gamma$ of above type.

## §4.6. Primitive Forms

We assume $k>0$ throughout this section. For a positive integer $l$, we put

$$
\delta_{l}=\left[\begin{array}{ll}
l & 0  \tag{4.6.1}\\
0 & 1
\end{array}\right] \in G L_{2}^{+}(\mathbb{R}) .
$$

Then for a function $f(z)$ on $\mathbf{H}$,

$$
\begin{equation*}
f(l z)=l^{-k / 2}\left(\left.f\right|_{k} \delta_{l}\right)(z) \tag{4.6.2}
\end{equation*}
$$

Lemma 4.6.1. If $f(z) \in \mathscr{G}_{k}(N, \chi)$, then for any positive integer $l$,

$$
f(l z)=l^{-k / 2}\left(\left.f\right|_{k} \delta_{l}\right)(z) \in \mathscr{G}_{k}(l N, \chi) .
$$

Moreover, if $f(z)$ is a cusp form, so is $f(l z)$.
Proof. Let $f(z) \in \mathscr{G}_{k}(N, \chi)$ (resp. $\mathscr{S}_{k}(N, \chi)$ ), and put $g=\left.f\right|_{k} \delta_{l}$. For any $\gamma=\left[\begin{array}{cc}a & b \\ c l N & d\end{array}\right] \in \Gamma_{0}(l N)$, we have

$$
\delta_{l} \gamma \delta_{l}^{-1}=\left[\begin{array}{cc}
a & b l \\
c N & d
\end{array}\right] \in \Gamma_{0}(N) .
$$

Therefore

$$
\begin{aligned}
\left.g\right|_{k} \gamma & =\left.\left(\left.f\right|_{k} \delta_{l} \gamma \delta_{l}^{-1}\right)\right|_{k} \delta_{l} \\
& =\chi(d)\left(\left.f\right|_{k} \delta_{l}\right) \\
& =\chi(\gamma) g .
\end{aligned}
$$

By Lemma 2.1.3, we see $f(l z) \in \mathscr{G}_{k}(l N, \chi)$ (resp. $\left.\mathscr{S}_{k}(l N, \chi)\right)$.
The Hecke operators $T(n)((n, N)=1)$ on $\mathscr{S}_{k}(N, \chi)$ are simultaneously diagonalizable. Furthermore, if $f(z)$ is a common eigenfunction of all Hecke operators $T(n)$, then the associated Dirichlet series $L(s ; f)$ has an Euler product. We naturally ask the question whether all Hecke operators $T(n)$ on $\mathscr{S}_{\boldsymbol{k}}(N, \chi)$ are simultaneously diagonalizable. In the case when $N=1$, it is obviously true. Hecke proved that it is true for the following cases:
$1^{\circ} \mathscr{S}_{k}\left(\Gamma_{0}(N)\right)$ when $N$ is prime, $k<12$ or $k=14$;
$2^{\circ} \mathscr{S}_{k}(N, \chi)$ when $\chi$ is a primitive Dirichlet character of conductor $N$.

On the other hand, [Shimura, Remark 3.59] implies that $\mathscr{S}_{k}(N, \chi)$ does not necessarily have a basis consisting of eigenfunctions of all Hecke operators $T(n)$. This phenomenon arises from the fact that

$$
\begin{equation*}
\text { if } f(z) \in \mathscr{S}_{k}(N, \chi), \quad \text { then } \quad f(z), f(l z) \in \mathscr{S}_{k}(l N, \chi) \tag{4.6.3}
\end{equation*}
$$

In the above cases $1^{\circ}$ and $2^{\circ}, \mathscr{S}_{k}(N, \chi)$ contains no cusp forms of smaller level. Thus we may expect that if we exclude cusp forms of lower levels, then all Hecke operators $T(n)$ are simultaneously diagonalizable on the complementary subspace. This is in fact true. We explain this result and some applications following [Atkin-Lehner] [Miyake], [Asai] and [Naganuma]. We start from the relation between Hecke operators and the embeddings.

Lemma 4.6.2. For a positive integer $l$, we put $\delta_{l}=\left[\begin{array}{ll}l & 0 \\ 0 & 1\end{array}\right]$. If $(n, l N)=1$, then the following diagram is commutative:


Proof. Let $f(z)$ be an element of $\mathscr{G}_{k}(N, \chi)$, and put $g=\left.f\right|_{k} \delta_{l}$. If $(n, l N)=1$, then

$$
f \mid T(n, n)=\chi(n) n^{k-2} f
$$

and

$$
g \mid T(n, n)=\chi(n) n^{k-2} g .
$$

Therefore we have only to prove the assertion for a prime number $p$ prime to $l N$. By Lemma 4.5.6, we may take the set

$$
\left\{\left[\begin{array}{cc}
1 & m \\
0 & p
\end{array}\right], \left.\left[\begin{array}{ll}
p & 0 \\
0 & 1
\end{array}\right] \right\rvert\, 0 \leqq m<p\right\}
$$

as a complete set of representatives of $\Gamma_{0}(l N) \backslash \Gamma_{0}(l N)\left[\begin{array}{ll}1 & 0 \\ 0 & p\end{array}\right] \Gamma_{0}(l N)$. Then

$$
\begin{aligned}
\left(\left.f\right|_{k} \delta_{l}\right) \mid T(p) & =p^{k / 2-1}\left\{\left.\sum_{m=0}^{p-1} f\right|_{k} \delta_{l}\left[\begin{array}{cc}
1 & m \\
0 & p
\end{array}\right]+\left.\chi(p) f\right|_{k} \delta_{l}\left[\begin{array}{ll}
p & 0 \\
0 & 1
\end{array}\right]\right\} \\
& =p^{k / 2-1}\left\{\left.\sum_{m=0}^{p-1} f\right|_{k}\left[\begin{array}{cc}
1 & l m \\
0 & p
\end{array}\right] \delta_{l}+\left.\chi(p) f\right|_{k}\left[\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right] \delta_{l}\right\} .
\end{aligned}
$$

Since $l$ and $p$ are coprime, the set

$$
\left\{\left[\begin{array}{cc}
1 & l m \\
0 & p
\end{array}\right], \left.\left[\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right] \right\rvert\, 0 \leqq m<p\right\}
$$

is a complete set of representatives of $\Gamma_{0}(N) \backslash \Gamma_{0}(N)\left[\begin{array}{ll}1 & 0 \\ 0 & p\end{array}\right] \Gamma_{0}(N)$, so that

$$
=\left.(f \mid T(p))\right|_{k} \delta_{l} .
$$

The following lemma used by Hecke in the cases $1^{\circ}$ and $2^{\circ}$ plays the fundamental role also in the general cases.

Lemma 4.6.3. (Hecke) Let $f(z)$ be an element of $\mathscr{G}_{k}(N, \chi)$. If there exists an element $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ of $\Delta_{0}(N)$ satisfying the following conditions, then $f(z)=0$.
(i) $\operatorname{det}(\alpha)>1,(\operatorname{det}(\alpha), N)=1,(a, b, c, d)=1$;
(ii) $\left.f\right|_{k} \alpha \in \mathscr{G}_{k}(N, \chi)$.

Proof. By Lemma 4.5.2, there exist two elements $\gamma_{1}, \gamma_{2}$ of $\Gamma_{0}(N)$ such that

$$
\gamma_{1} \alpha \gamma_{2}=\left[\begin{array}{cc}
l & 0 \\
0 & m
\end{array}\right] \quad(l \mid m, \quad m, l>0) .
$$

By $(\mathrm{i}),(l, m)=1$, so that $l=1$ and $m>1$. Since

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & m
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & m
\end{array}\right]^{-1}=\left[\begin{array}{cc}
1 & 1 / m \\
0 & 1
\end{array}\right] \notin \Gamma_{0}(N)
$$

we get

$$
\alpha \Gamma_{0}(N) \alpha^{-1} \not \subset \Gamma_{0}(N) .
$$

Let $\gamma$ be an element of $\Gamma_{0}(N)$ such that $\alpha \gamma \alpha^{-1} \notin \Gamma_{0}(N)$. Since

$$
\operatorname{det}(\alpha) \alpha^{-1}=\left[\begin{array}{rr}
d & -b \\
-c & a
\end{array}\right] \in \Delta_{0}(N)
$$

we see that $\operatorname{det}(\alpha) \alpha \gamma \alpha^{-1} \in A_{0}(N)$. Thus we can take elements $\gamma_{3}, \gamma_{4} \in \Gamma_{0}(N)$ so that

$$
\operatorname{det}(\alpha) \gamma_{3} \alpha \gamma \alpha^{-1} \gamma_{4}=\left[\begin{array}{ll}
u & 0  \tag{4.6.4}\\
0 & v
\end{array}\right] \quad(u \mid v, \quad u, v>0)
$$

by Lemma 4.5.2. We see $u v=\operatorname{det}(\alpha)^{2}$ by taking the determinants of both sides. If $u=v$, then $\alpha \gamma \alpha^{-1}=\gamma_{3}^{-1} \gamma_{4}^{-1} \in \Gamma_{0}(N)$; which contradicts the assumption on $\gamma$. Therefore $h=v / u>1$. Acting (4.6.4) on $f(z)$, we get

$$
C f(z)=f(z / h) \quad\left(C=h^{k / 2} \chi\left(\gamma_{3}\right) \chi(\gamma) \chi\left(\gamma_{4}\right) \neq 0\right)
$$

Let $f(z)=\sum_{n=0}^{\infty} a(n) e^{2 \pi i n z}$ be the Fourier expansion. Then

$$
a(n)=C^{-1} a(n / h)=C^{-t} a\left(n / h^{t}\right)
$$

for any positive integer $t$. Therefore we get $a(n)=0$ if $n>0$. Since $k>0$, we obtain $f(z)=0$.

Theorem 4.6.4. Let $l$ be a positive integer. If a holomorphic function $f(z)$ on $\mathbf{H}$ satisfies the two conditions:

$$
\text { (i) } f(z+1)=f(z), \quad \text { (ii) } f(l z) \in \mathscr{G}_{k}(N, \chi)
$$

then
(1) if $\operatorname{lm}_{x} \mid N$, then $f(z) \in \mathscr{G}_{k}(N / l, \chi)$;
(2) if $\operatorname{lm}_{x} \nmid N$, then $f(z)=0$.

Here $m_{\chi}$ is the conductor of $\chi$. Furthermore if $f(l z)$ is a cusp form, then so is $f(z)$.
Proof. We may assume that $l$ is a prime number. First let us show $f(z) \in \mathscr{G}_{k}(N, \chi)$. Put $g(z)=f(l z)$ and

$$
\Gamma^{\prime}=\left\{\left.\left[\begin{array}{cc}
a & b \\
c N & d
\end{array}\right] \in \Gamma_{0}(N) \right\rvert\, b \equiv 0 \bmod l\right\} .
$$

Take an element $\gamma=\left[\begin{array}{cc}a & b l \\ c N & d\end{array}\right]$ of $\Gamma^{\prime}$. Since

$$
\delta_{l}^{-1} \gamma \delta_{l}=\left[\begin{array}{cc}
a & b \\
c l N & d
\end{array}\right] \in \Gamma_{0}(N)
$$

we see

$$
\left.g\right|_{k} \delta_{l}^{-1} \gamma \delta_{l}=\chi(d) g
$$

or

$$
\left.f\right|_{k} \delta_{l} \delta_{l}^{-1} \gamma \delta_{l}=\left.\chi(d) f\right|_{k} \delta_{l}
$$

This implies $\left.f\right|_{k} \gamma=\chi(d) f$. Let $\Gamma^{\prime \prime}$ be the group generated by $\Gamma^{\prime}$ and $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$. Since

$$
\left[\Gamma^{\prime \prime}: \Gamma^{\prime}\right] \geqq l
$$

and

$$
\left[\Gamma_{0}(N): \Gamma^{\prime}\right]= \begin{cases}l & (l \mid N) \\ l+1 & (l \nmid N)\end{cases}
$$

we see that $\Gamma^{\prime \prime}=\Gamma_{0}(N)$ or $\Gamma_{0}(N)$ is generated by $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ over $\Gamma^{\prime}$. Therefore by (i), $f(z)$ belongs to $\mathscr{G}_{k}(N, \chi)$. Next suppose $l$ is prime to $N$. Then $f(z)=0$ by taking $\alpha=\delta_{l}$ in Lemma 4.6.3. Now we assume $l \mid N$. For any element $\gamma_{1}=\left[\begin{array}{cc}a & b \\ c N & d\end{array}\right] \in \Gamma_{0}(N)$, we see

$$
\left.f\right|_{k}\left[\begin{array}{cc}
a & b l \\
c N / l & d
\end{array}\right]=\left.f\right|_{k} \delta_{l} \gamma_{1} \delta_{l}^{-1}=\chi(d) f,
$$

and in particular,

$$
\left.f\right|_{k}\left[\begin{array}{cc}
1 & 0 \\
N / l & 1
\end{array}\right]=f .
$$

Therefore, if we put

$$
\gamma=\left[\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
N / l & 1
\end{array}\right]\left[\begin{array}{ll}
1 & n \\
0 & 1
\end{array}\right]
$$

then $\left.f\right|_{k} \gamma=f$. Let $n$ be any integer such that

$$
n N / l+1 \not \equiv 0 \bmod l .
$$

Then we can take an integer $m$ so that

$$
\begin{equation*}
n(1+m N / l)+m=n+m(n N / l+1) \equiv 0 \bmod l \tag{4.6.5}
\end{equation*}
$$

Then

$$
\delta_{l}^{-1} \gamma \delta_{l}=\left[\begin{array}{cc}
1+m N / l & \{n(1+m N / l)+m\} / l \\
N & n N / l+1
\end{array}\right] \in \Gamma_{0}(N),
$$

and hence

$$
\left.f\right|_{k} \gamma=\chi(1+n N / l) f
$$

Therefore if $f(z) \neq 0$, then $\chi(1+n N / l)=1$ for any integer $n$ satisfying $(n N / l+1, l)$ $=1$. This implies that $\chi$ is defined $\bmod N / l$, and $N$ is divisible by $\operatorname{lm}_{\chi}$. This implies
(2). Assume $l m_{\chi} \mid N$. Since $\Gamma_{0}(N / l)$ is generated by $\left[\begin{array}{cc}1 & 0 \\ N / l & 1\end{array}\right]$ over $\Gamma_{0}(N)$, we get $f(z) \in \mathscr{G}_{k}(N / l, \chi)$. The last assertion is obvious.

Lemma 4.6.5. Let $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$ be an element of $\mathscr{G}_{k}(N, \chi)$. For a positive integer $L$, we put

$$
g(z)=\sum_{(n, L)=1} a_{n} e^{2 \pi i n z}
$$

Then $g(z) \in \mathscr{G}_{k}(M, \chi)$ with

$$
M=N \prod_{\substack{p|L \\ p| N}} p \prod_{\substack{p \mid L \\ p \nmid N}} p^{2} .
$$

Furthermore if $f(z)$ is a cusp form, so is $g(z)$.
Proof. We have only to prove the assertion when $L$ is a prime number $p$. Put $N^{\prime}=N$ or $N^{\prime}=p N$ according as $p \mid N$ or not. Since $p \mid N^{\prime}$, we have

$$
\Gamma_{0}\left(N^{\prime}\right)\left[\begin{array}{ll}
1 & 0  \tag{4.6.6}\\
0 & p
\end{array}\right] \Gamma_{0}\left(N^{\prime}\right)=\coprod_{m=0}^{p-1} \Gamma_{0}\left(N^{\prime}\right)\left[\begin{array}{ll}
1 & m \\
0 & p
\end{array}\right]
$$

by Lemma 4.5.6. Since $\mathscr{G}_{k}(N, \chi) \subset \mathscr{G}_{k}\left(N^{\prime}, \chi\right)$, we get $\left.f\right|^{N^{\prime}} T(p) \in \mathscr{G}_{k}\left(N^{\prime}, \chi\right)$. By (4.6.6), we see

$$
\begin{aligned}
\left(\left.f\right|^{N^{\prime}} T(p)\right)(z) & =p^{-1} \sum_{n=0}^{\infty} a_{n} \sum_{m=0}^{p-1} e^{2 \pi i n(z+m) / p} \\
& =\sum_{n=0}^{\infty} a_{n p} e^{2 \pi i n z},
\end{aligned}
$$

so that

$$
\left(\left.f\right|^{N^{\prime}} T(p)\right)(p z)=\sum_{n=0}^{\infty} a_{n p} e^{2 \pi i n p z}
$$

which belongs to $\mathscr{G}_{k}\left(N^{\prime} p, \chi\right)$ by Lemma 4.6.1. Therefore we obtain

$$
g(z)=f(z)-\left(\left.f\right|^{N^{\prime}} T(p)\right)(p z) \in \mathscr{G}_{k}\left(N^{\prime} p, \chi\right) .
$$

The last assertion is obvious.

Lemma 4.6.6. Let $\chi$ be a Dirichlet character $\bmod N, l$ a positive integer, and $p$ a prime number prime to $l$. Put $M=l N$. Then the following diagrams are commutative:

Here the vertical arrows indicate the natural embeddings.


Similar results as above hold for cusp forms.
Proof. (1): By assumption, $p \mid N$ if and only if $p \mid M$. Therefore the assertion is obvious from Lemma 4.5.11. (2): Let $f(z)$ be an element of $\mathscr{G}_{k}(p N, \chi)$, and put $g=\left.f\right|_{k} \delta_{l}$. We put

$$
d= \begin{cases}p-1 & \text { if } p \mid M \\ p & \text { otherwise }\end{cases}
$$

and

$$
\gamma_{\nu}=\left[\begin{array}{ll}
1 & v \\
0 & 1
\end{array}\right] \quad(0 \leqq v \leqq p-1)
$$

If $d=p$, then take an element $\gamma_{p}$ of $\Gamma_{0}(M)$ as in Lemma 4.5.11. Then

$$
\Gamma_{0}(p M)\left[\begin{array}{ll}
1 & 0  \tag{4.6.7}\\
0 & p
\end{array}\right] \Gamma_{0}(M)=\coprod_{v=0}^{d} \Gamma_{0}(p M)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v}
$$

so that

$$
\begin{align*}
& p^{1-k / 2} g\left|\Gamma_{0}(p M)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}(M)=\sum_{v=0}^{d} g\right|_{k}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v}  \tag{4.6.8}\\
&=\left.\sum_{v=0}^{d} f\right|_{k} \delta_{l}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v} \\
&=\left.\sum_{v=0}^{d} f\right|_{k}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right]\left(\delta_{l} \gamma_{v} \delta_{l}^{-1}\right) \delta_{l}
\end{align*}
$$

Since

$$
\delta_{l} \gamma_{v} \delta_{l}^{-1}=\left[\begin{array}{cc}
1 & l v \\
0 & 1
\end{array}\right] \quad(0 \leqq v \leqq p-1)
$$

and

$$
\delta_{l} \gamma_{p} \delta_{l}^{-1} \equiv\left\{\begin{array}{cc}
{\left[\begin{array}{cc}
0 & -a l \\
(a l)^{-1} & 0
\end{array}\right]} & \bmod p \\
{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod N
\end{array}\right.
$$

provided $p \nmid N$, we see

$$
\Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}(N)=\coprod_{v=0}^{d} \Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right]\left(\delta_{l} \gamma_{v} \delta_{l}^{-1}\right)
$$

by Lemma 4.5.11. Therefore it follows from (4.6.8) that

$$
g\left|\Gamma_{0}(p M)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}(M)=\left(f \left\lvert\, \Gamma_{0}(p N)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}(N)\right.\right)\right|_{k} \delta_{l}
$$

Lemma 4.6.7. Let $l(>1)$ be a positive square-free integer, and $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$ an element of $\mathscr{G}_{k}(N, \chi)$. If $a_{n}=0$ for all $n$ prime to $l$, then we can express

$$
f(z)=\sum_{p \mid l} g_{p}(p z) \quad\left(g_{p}(z) \in \mathscr{G}_{k}\left(N l^{2}, \chi\right)\right),
$$

where $p$ runs over all prime factors of $l$. Furthermore if $l \mid N$, then we can take $g_{p}(z)$ from $\mathscr{G}_{k}(N l, \chi)$. If $f(z)$ is a cusp form, all $g_{p}(z)$ can be taken as cusp forms.

Proof. We prove the assertion by induction on the number of the prime factors of $l$. First suppose $l$ is prime. Then $g(z)=f(z / l)$ satisfies the conditions of Theorem 4.6.4, so that $g(z) \in \mathscr{G}_{k}(N / l, \chi)$ or $f(z)=g(z)=0$ according as $l m_{\chi} \mid N$ or not. Consequently $g(z) \in \mathscr{G}_{k}(N l, \chi)$ and

$$
f(z)=g(l z) .
$$

Next assume that $l$ is a composite number and the assertion is true for any proper divisor of $l$. Let $p$ be a prime factor of $l$ and $l^{\prime}=l / p$. Put

$$
h(z)=\sum_{(n, p)=1} a_{n} e^{2 \pi i n z}
$$

Then $h(z) \in \mathscr{G}_{k}\left(N p^{2}, \chi\right)$ by Lemma 4.6.5. Put

$$
f(z)-h(z)=\sum_{n=0}^{\infty} b_{n} e^{2 \pi i n z}
$$

Then if $(n, p)=1$, then $b_{n}=0$. Put

$$
g_{p}(z)=f(z / p)-h(z / p)
$$

then $g_{p}(z) \in \mathscr{G}_{k}(N p, \chi)$ by the induction assumption, and

$$
\begin{equation*}
f(z)=g_{p}(p z)+h(z) \tag{4.6.9}
\end{equation*}
$$

Moreover $h(z)$ satisfies the assumption of the lemma with $N p^{2}$ and $l^{\prime}$ in place of $N$ and $l$, respectively. Therefore we can find $g_{q}(z) \in \mathscr{G}_{k}\left(N p^{2} l^{\prime 2}, \chi\right)\left(=\mathscr{G}_{k}\left(N l^{2}, \chi\right)\right)$ for
each prime factor $q$ of $l^{\prime}$ satisfying

$$
h(z)=\sum_{q \mid l^{\prime}} g_{q}(q z)
$$

This combined with (4.6.9) implies the first half of the assertion. It is obvious from the above proof and Lemma 4.6 .5 that if $l \mid N$, then we can take $g_{p}(z)$ from $\mathscr{G}_{k}(N l, \chi)$. It is also obvious that we can take $g_{p}(z)$ from cusp forms when $f(z)$ is a cusp form.

The following theorem is a generalization of Theorem 4.6.4.
Theorem 4.6.8. Let $l$ be a positive integer, and $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$ an element of $\mathscr{G}_{k}(N, \chi)$. Let $m_{\chi}$ be the conductor of $\chi$. Assume $a_{n}=0$ for all $n$ prime to $l$.
(1) If $\left(l, N / m_{\chi}\right)=1$, then $f(z)=0$.
(2) If $\left(l, N / m_{\chi}\right) \neq 1$, then there exist $f_{p}(z) \in \mathscr{G}_{k}(N / p, \chi)$ for all prime factors $p$ of $\left(l, N / m_{\chi}\right)$ such that

$$
f(z)=\sum_{p \mid\left(l, N / m_{x}\right)} f_{p}(p z) .
$$

If $f(z)$ is a cusp form, then we can take $f_{p}(z)$ from cusp forms.
Proof. We may assume that $l$ is square-free. We prove the assertion by induction on the number of the factors of $l$. When $l$ is a prime number, the assertion is nothing but Theorem 4.6.4 for $f(z / l)$. Next assume that the assertion is true for any proper divisor of $l$. Let $p$ be a prime factor of $l$, and put $l^{\prime}=l / p$. We put

$$
\begin{gather*}
h(z)=\sum_{\left(n, l^{\prime}\right) \neq 1} a_{n} e^{2 \pi i n z},  \tag{4.6.10}\\
g(z)=f(z)-h(z)=\sum_{\left(n, l^{\prime}\right)=1} a_{n} e^{2 \pi i n z} . \tag{4.6.11}
\end{gather*}
$$

We see $h(z)$ and $g(z)$ belong to $\mathscr{G}_{k}\left(N l^{\prime 2}, \chi\right)$ by Lemma 4.6.5. If $(n, p)=1$, then the $n$-th Fourier coefficient of $g(z)$ vanishes. First assume $p m_{\chi} \nmid N$, then $p m_{\chi} \nmid N l^{\prime 2}$ and therefore $g(z)=0$ by Theorem 4.6.4, namely,

$$
f(z)=h(z)=\sum_{\left(n, l^{\prime}\right) \neq 1} a_{n} e^{2 \pi i n z}
$$

This implies that $f(z)$ satisfies the assumption for $l^{\prime}$ in place of $l$, and hence, the assertion is true by the induction assumption. Next assume $p m_{\chi} \mid N$ and put

$$
g_{p}(z)=g(z / p)
$$

Then $g_{p}(z) \in \mathscr{G}_{k}\left(N l^{\prime 2} / p, \chi\right)$ by Theorem 4.6.4. Put $d=p-1$ if $p^{2} \mid N$, or $d=p$ if $p^{2} \npreceq N$. Take elements $\gamma_{v}(0 \leqq v \leqq d)$ of $\Gamma_{0}\left(N l^{\prime 2} / p\right)$ so that

$$
\Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)=\coprod_{v=0}^{d} \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v}
$$

(see Lemma 4.5.11). Then we see

$$
\begin{aligned}
g \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{cc}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right. & =\left.p^{k / 2-1} \sum_{v=0}^{d} \overline{\chi\left(\gamma_{v}\right)} g\right|_{k}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \gamma_{v} \\
& =\left.p^{-1} \sum_{v=0}^{d} \overline{\chi\left(\gamma_{v}\right)} g_{p}\right|_{k} \gamma_{v} \\
& =(d+1) p^{-1} g_{p} .
\end{aligned}
$$

Thus we obtain

$$
\begin{align*}
g(z) & =g_{p}(p z)  \tag{4.6.12}\\
& =p(d+1)^{-1}\left(g \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right.\right)(p z) .
\end{align*}
$$

Put

$$
f_{p}(z)=p(d+1)^{-1}\left(f \left\lvert\, \Gamma_{0}(N)\left[\begin{array}{cc}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}(N / p)\right.\right)(z)
$$

Then $f_{p}(z) \in \mathscr{G}_{k}(N / p, \chi)$, and by Lemma 4.6.6(1),

$$
f_{p}(z)=p(d+1)^{-1}\left(\left(f \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right) \cdot\left[\begin{array}{ll}
1 & 0  \tag{4.6.13}\\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right.\right)(z) .\right.
$$

Let us show that $f(z)-f_{p}(p z)$ satisfies the assumption of the theorem for $l^{\prime}$. It is obvious that $f(z)-f_{p}(p z) \in \mathscr{G}_{k}(N, \chi)$. We see
(4.6.14) $f(z)-f_{p}(p z)=f(z)-f_{p}(p z)-g(z)+g_{p}(p z)$

$$
\begin{aligned}
= & (f(z)-g(z)) \\
& -p(d+1)^{-1}\left((f-g) \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right.\right)(p z) \\
= & h(z)-p(d+1)^{-1}\left(h \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right.\right)(p z) .
\end{aligned}
$$

Since the $n$-th Fourier coefficient of $h(z)$ vanishes if $n$ is prime to $l^{\prime}$, we can express

$$
h(z)=\sum_{q \mid l^{\prime}} h_{q}(q z) \quad\left(h_{q}(z) \in \mathscr{G}_{k}\left(N l^{\prime 3}, \chi\right)\right)
$$

by Lemma 4.6.7. Moreover for any prime factor $q$ of $l^{\prime}$, we have

$$
h\left|\Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)=h\right| \Gamma_{0}\left(N l^{\prime 3} q\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 3} q / p\right)
$$

by Lemma 4.6.6(1). This combined with Lemma 4.6.6(2) implies

$$
\begin{aligned}
& \left(h \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right.\right)(z) \\
& =\left(\left(\left.\sum_{q \mid l^{\prime}} q^{-k / 2} h_{q}\right|_{k} \delta_{q}\right) \left\lvert\, \Gamma_{0}\left(N l^{\prime 3} q\right)\left[\begin{array}{cc}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 3} q / p\right)\right.\right)(z) \\
& =\sum_{q \mid l^{\prime}}\left(h_{q} \left\lvert\, \Gamma_{0}\left(N l^{\prime 3}\right)\left[\begin{array}{cc}
1 & 0 \\
0 & p
\end{array}\right] \Gamma_{0}\left(N l^{\prime 3} / p\right)\right.\right)(q z),
\end{aligned}
$$

where $\quad \delta_{q}=\left[\begin{array}{ll}q & 0 \\ 0 & 1\end{array}\right]$. In particular, the $n$-th Fourier coefficient of $\left(h \left\lvert\, \Gamma_{0}\left(N l^{\prime 2}\right)\left[\begin{array}{ll}1 & 0 \\ 0 & p\end{array}\right] \Gamma_{0}\left(N l^{\prime 2} / p\right)\right.\right)(z)$ vanishes provided $\left(n, l^{\prime}\right)=1$. Consequently the $n$-th Fourier coefficients of $f(z)-f_{p}(p z)$ vanishes by (4.6.14). Therefore, by the induction assumption, we obtain that

$$
f(z)-f_{p}(p z)=\sum_{q} f_{q}(q z) \quad\left(f_{q}(z) \in \mathscr{G}_{k}(N / q, \chi)\right)
$$

where $q$ runs over all prime factors of $l^{\prime}$. This completes the proof of (2). If $f(z)$ is a cusp form, then the modular forms which appear in the proof can be taken as cusp forms.

Hereafter we consider only cusp forms. We denote by $\mathscr{S}_{k}^{1}(N, \chi)$ the subspace of $\mathscr{S}_{k}(N, \chi)$ generated by the set

$$
\bigcup_{M} \bigcup_{I}\left\{f(l z) \mid f(z) \in \mathscr{S}_{k}(M, \chi)\right\}
$$

Here $M$ runs over all positive integers such that $m_{\chi}|M, M| N$, and $M \neq N ; l$ runs over all positive divisors of $N / M$ (including both 1 and $N / M$ ); $m_{\chi}$ is the conductor of $\chi$. In other words, $\mathscr{S}_{k}^{1}(N, \chi)$ is the subspace of $\mathscr{S}_{k}(N, \chi)$ generated by cusp forms essentially of lower levels. Furthermore, we denote by $\mathscr{S}_{k}^{0}(N, \chi)$ the orthocomplement of $\mathscr{S}_{k}^{1}(N, \chi)$ in $\mathscr{S}_{k}(N, \chi)$ with respect to the Petersson inner product. Namely, $\mathscr{S}_{k}^{0}(N, \chi)=\mathscr{S}_{k}^{1}(N, \chi)^{\perp}$. We also write $\mathscr{S}_{k}^{0}\left(\Gamma_{0}(N)\right)=\mathscr{S}_{k}^{0}(N, \chi)$ and $\mathscr{S}_{k}^{1}\left(\Gamma_{0}(N)\right)=\mathscr{S}_{k}^{1}(N, \chi)$ with the trivial character $\chi \bmod N$. By definition, the following lemma is obvious.

Lemma 4.6.9. (1) If $\chi$ is a primitive Dirichlet character of conductor $N$, then $\mathscr{S}_{k}(N, \chi)=\mathscr{S}_{k}^{0}(N, \chi)$.
(2) If $m_{\chi}|M, M| N$ and $M \neq N$, then $\mathscr{S}_{k}(M, \chi) \subset \mathscr{S}_{k}^{1}(N, \chi)$.
(3) $\mathscr{S}_{k}(N, \chi)$ is generated by the set

$$
\bigcup_{M} \bigcup_{l}\left\{f(l z) \mid f(z) \in \mathscr{S}_{k}^{0}(M, \chi)\right\} .
$$

Here $M$ runs over all positive integers such that $m_{\chi} \mid M$ and $M \mid N ; l$ runs over all positive divisors of $N / M$ (including both 1 and $N / M$ ).

Lemma 4.6.10. $\mathscr{S}_{k}^{1}(N, \chi)$ and $\mathscr{S}_{k}^{0}(N, \chi)$ are stable under Hecke operators $T(n)$ $((n, N)=1)$.

Proof. Let $f(z) \in \mathscr{P}_{k}^{1}(N, \chi)$. By definition, we can write

$$
f(z)=\sum_{v} f_{v}\left(l_{v} z\right) \quad\left(f_{v}(z) \in \mathscr{S}_{k}\left(M_{v}, \chi\right), \quad l_{v} M_{v} \mid N, M_{v} \neq N\right)
$$

Put $g_{v}(z)=f_{v}\left(l_{v} z\right)$. Since $\left(n, l_{v} N\right)=1$, we see

$$
\begin{aligned}
(f \mid T(n))(z) & =\sum_{v}\left(g_{v} \mid T(n)\right)(z) \\
& =\sum_{v}\left(f_{v} \mid T(n)\right)\left(l_{v} z\right)
\end{aligned}
$$

by Theorem 4.5.10 and Lemma 4.6.2. Thus $(f \mid T(n))(z) \in \mathscr{S}_{k}^{1}(N, \chi)$, namely, $\mathscr{S}_{k}^{1}(N, \chi)$ is stable under $T(n)$. By Theorem 4.5.4, the adjoint operator of the Hecke operator $T(n)$ on $\mathscr{S}_{k}(N, \chi)$ is $\bar{\chi}(n) T(n)$, and therefore, $\mathscr{P}_{k}^{0}(N, \chi)$ is also stable under $T(n)$.

It follows from the above lemma that subspaces $\mathscr{S}_{k}^{0}(N, \chi)$ and $\mathscr{S}_{k}^{1}(N, \chi)$ of $\mathscr{S}_{k}(N, \chi)$ have a basis consisting of common eigenfunctions of all Hecke operators $T(n)((n, N)=1)$.

Lemma 4.6.11. Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be an element of $\mathscr{S}_{k}^{0}(N, \chi)$. If $f(z)$ is a common eigenfunction of Hecke operators $T(n)$ for all $n$ prime to some integer $L$, then $a_{1} \neq 0$.

Proof. Assume $a_{1}=0$. Then by Lemma 4.5.15(1), we see $a_{n}=0$ for all $n$ prime to $L$. Therefore $f(z) \in \mathscr{P}_{k}^{1}(N, \chi)$ by Theorem 4.6.8, which is a contradiction.

Theorem 4.6.12. Let $f(z)$ and $g(z)$ be elements of $\mathscr{S}_{k}^{0}(N, \chi)$ and $\mathscr{S}_{k}(N, \chi)$, respectively. If $f(z)$ and $g(z)$ are common eigenfunctions of $T(n)$ with the same eigenvalue for each $n$ prime to some integer $L$, then $g(z)$ is a constant multiple of $f(z)$.
Proof. Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be the Fourier expansion. Since $a_{1} \neq 0$ by Lemma 4.6.11, we may assume $a_{1}=1$. Furthermore we may assume $N \mid L$. Put

$$
g(z)=g^{(0)}(z)+g^{(1)}(z) \quad\left(g^{(0)}(z) \in \mathscr{S}_{k}^{0}(N, \chi), g^{(1)}(z) \in \mathscr{S}_{k}^{1}(N, \chi)\right)
$$

By Lemma 4.6.10, both $g^{(0)}(z)$ and $g^{(1)}(z)$ are common eigenfunctions of $T(n)$ with the same eigenvalue $a_{n}$ for each $n$ prime to $L$. Assume $g^{(0)}(z) \neq 0$, and put

$$
g^{(0)}(z)=\sum_{n=1}^{\infty} b_{n} e^{2 \pi i n z}
$$

By Lemma 4.6.11, we have $b_{1} \neq 0$. Let us show $g^{(0)}(z)=b_{1} f(z)$.
We put

$$
\begin{equation*}
g^{(0)}(z)-b_{1} f(z)=\sum_{n=1}^{\infty} c_{n} e^{2 \pi i n z} \tag{4.6.15}
\end{equation*}
$$

Since $b_{1} a_{n}=b_{n}$ for all $n$ prime to $L$ by Lemma 4.5.15(1), we get $c_{n}=0$ for all $n$ such that $(n, L)=1$. Applying Theorem 4.6.8, we see $g^{(0)}(z)-b_{1} f(z) \in \mathscr{S}_{k}^{1}(N, \chi)$, and

$$
g^{(0)}(z)=b_{1} f(z)
$$

Next we shall prove that $g^{(1)}(z)=0$. First suppose $N=m_{\chi}$, where $m_{\chi}$ is the conductor of $\chi$. Then $\mathscr{S}_{k}^{1}(N, \chi)=0$. In particular, $g^{(1)}(z)=0$. Next assume $N \neq m_{\chi}$. We separate the proof into two steps.
(i) If $g^{(1)}(z) \neq 0$, then there exist a proper divisor $M$ of $N$ satisfying $m_{\chi} \mid M$, and a non-zero element $h(z)$ of $\mathscr{S}_{k}^{0}(M, \chi)$ such that $h \mid T(n)=a_{n} h$ for all $n$ prime to $L$. In fact, by definition, we may write

$$
\begin{equation*}
g^{(1)}(z)=\sum_{v} h_{v}\left(l_{v} z\right), \quad\left(h_{v}(z) \in \mathscr{S}_{k}^{0}\left(M_{v}, \chi\right), l_{v} M_{v} \mid N, M_{v} \neq N\right) \tag{4.6.16}
\end{equation*}
$$

Since $M_{v}$ divides $N$, Lemma 4.6.10 implies that $\mathscr{S}_{k}^{0}\left(M_{v}, \chi\right)$ has a basis consisting of eigenfunctions of $T(n)$ for all $n$ prime to $L$, so we may assume that all $h_{v}(z)$ are common eigenfunctions of $T(n)$ for all $n$ prime to $L$. Lemma 4.6 .2 implies that $h_{v}\left(l_{v} z\right)$ are also common eigenfunctions of $T(n)$ for all $n$ prime to $L$. Since eigenfunctions with distinct eigenvalues are linearly independent, the summation on all $h_{v}\left(l_{v} z\right)$ whose eigenvalues for $T(n)$ are different from $a_{n}$ must vanish. Therefore, by removing such functions we may assume that all $h_{v}(z)$ appearing on the right-hand side of $(4.6 .16)$ satisfy

$$
h_{v} \mid T(n)=a_{n} h_{v} \quad((n, L)=1)
$$

Therefore we may take any $h_{v}(z)$ and $M_{v}$ as $h(z)$ and $M$, respectively.
(ii) Let $h(z)=c_{1}^{\prime} e^{2 \pi i z}+\cdots$ be the element of $\mathscr{S}_{k}^{0}(M, \chi)$ obtained in (i). Since $h \mid T(n)=a_{n} h$ for all $n$ prime to $L$, we see $c_{1}^{\prime} \neq 0$ by Lemma 4.6.11. Put

$$
h(z)-c_{1}^{\prime} f(z)=\sum_{n=1}^{\infty} d_{n} e^{2 \pi i n z}
$$

Then by Lemma 4.5.15(1) $d_{n}=0$ if $(n, L)=1$, and by Theorem 4.6.8

$$
h(z)-c_{1}^{\prime} f(z) \in \mathscr{S}_{k}^{1}(N, \chi)
$$

Therefore

$$
f(z)=-c_{1}^{\prime-1}\left(h(z)-c_{1}^{\prime} f(z)\right)+c_{1}^{\prime-1} h(z) \in \mathscr{S}_{k}^{1}(N, \chi)
$$

this contradicts the fact that $f(z)$ is a nonzero element of $\mathscr{S}_{k}^{0}(N, \chi)$. Consequently we obtain $g^{(1)}(z)=0$, and therefore,

$$
g(z)=g^{(0)}(z)=b_{1} f(z)
$$

We call an element $f(z) \in \mathscr{S}_{k}^{0}(N, \chi)$ a primitive form of conductor $N$ if the following conditions are satisfied:
(i) $f(z)$ is a common eigenfunction of all $T(n),((n, N)=1)$;
(ii) let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be the Fourier expansion, then $a_{1}=1$.

We also call $\mathscr{S}_{k}^{0}(N, \chi)$ the space of primitive forms of level $N$ with character $\chi$.

Theorem 4.6.13. (1) Primitive forms are common eigenfunctions of $\mathscr{R}(N) \cup \mathscr{R}^{*}(N)$.
(2) $\mathscr{S}_{k}^{0}(N, \chi)$ has a basis consisting of primitive forms.

Proof. (1): Let $f(z)$ be a primitive form in $\mathscr{P}_{k}^{0}(N, \chi)$, and $f \mid T(n)=a_{n} f$ for $n$ prime to $N$. Let $T$ and $T^{*}$ be elements of $\mathscr{R}(N)$ and $\mathscr{R}^{*}(N)$, respectively. Since $\mathscr{R}(N)$ is commutative, $T$ is commutative with $T(n)$. Furthermore since $f|T(n)=\chi(n) f| T^{*}(n)$ and $T^{*}$ is commutative with $T^{*}(n), T^{*}$ is also commutative with $T(n)$. Therefore $f \mid T$ and $f \mid T^{*}$ are also common eigenfunctions of $T(n)$ with the same eigenvalue $a_{n}$. Therefore Theorem 4.6 .12 implies that both $f \mid T$ and $f \mid T^{*}$ are constant multiples of $f(z)$, or

$$
f|T=c f, \quad f| T^{*}=c^{\prime} f
$$

(2): Since $\mathscr{S}_{k}^{0}(N, \chi)$ has a basis consisting of common eigenfunctions of all $T(n) \quad((n, N)=1)$ by Theorem 4.5.4(3) and Lemma 4.6.10, (2) follows from (1) and Lemma 4.6.11.

Corollary 4.6.14. Assume that there exists a common eigenfunction $f(z) \in \mathscr{S}_{k}(N, \chi)$ of $T(n)$ with eigenvalues $a_{n}$ for all $n$ prime to $N$. Then there exist a divisor $M$ of $N$ satisfying $m_{\chi} \mid M$ and a primitive form $g(z) \in \mathscr{S}_{k}^{0}(M, \chi)$ such that

$$
g \mid T(n)=a_{n} g
$$

for all $n$ prime to $N$. Moreover if $f(z) \notin \mathscr{S}_{k}^{0}(N, \chi)$, then $M \neq N$.
Proof. If $f(z) \in \mathscr{S}_{k}^{0}(N, \chi)$, then the assertion is obvious since $a_{1} \neq 0$ by Lemma 4.6.11. Suppose $f(z) \notin \mathscr{S}_{k}^{0}(N, \chi)$. Then by (i) in the proof of Theorem 4.6.12, we have a divisor $M$ of $N$ and an element $g(z)$ of $\mathscr{P}_{k}^{0}(M, \chi)$ such that $g \mid T(n)=a_{n} g$ for all $n$ prime to $N$. By Lemma 4.6.11, we can take a primitive form as $g(z)$. This proves the first half of the assertion. The latter part follows from Theorem 4.6.12.

Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$. Then by Lemma 4.5.15(1),

$$
f \mid T(n)=a_{n} f \text { for all } n
$$

Moreover since $f(z)$ is an eigenfunction of $T^{*}(n)$, and $T^{*}(n)$ is the adjoint operator of $T(n)$ with respect to the Petersson inner product by Theorem 4.5.4(2), we get

$$
f \mid T^{*}(n)=\bar{a}_{n} f
$$

Furthermore Theorem 4.5.4(1) implies that

$$
\begin{equation*}
\bar{a}_{n}=\bar{\chi}(n) a_{n} \quad \text { if } \quad(n, N)=1 \tag{4.6.17}
\end{equation*}
$$

Moreover we see by Theorem 4.5.5

$$
\begin{align*}
\left(\left.f\right|_{k} \omega_{N}\right) \mid T(n) & =\bar{a}_{n}\left(\left.f\right|_{k} \omega_{N}\right),  \tag{4.6.18}\\
\left(\left.f\right|_{k} \omega_{N}\right) \mid T^{*}(n) & =a_{n}\left(\left.f\right|_{k} \omega_{N}\right),
\end{align*}
$$

for all positive integers $n$.

Theorem 4.6.15. (1) By the action of $\omega_{N}, \mathscr{S}_{k}^{0}(N, \chi)$ and $\mathscr{S}_{k}^{1}(N, \chi)$ are isomorphic to $\mathscr{S}_{k}^{0}(N, \bar{\chi})$ and $\mathscr{S}_{k}^{1}(N, \bar{\chi})$, respectively.
(2) If $f(z)$ is a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$, then $f_{\rho}(z)$ is a primitive form of $\mathscr{S}_{k}^{0}(N, \bar{\chi})$ and

$$
\left.f\right|_{k} \omega_{N}=c f_{\rho}(z) \quad(c \in \mathbb{C})
$$

Proof. (1): First let us prove that $\omega_{N}$ maps $\mathscr{S}_{k}^{1}(N, \chi)$ into $\mathscr{S}_{k}^{1}(N, \bar{\chi})$. We have only to show that if

$$
f(z)=\left(\left.h\right|_{k} \delta_{l}\right)(z) \quad\left(h(z) \in \mathscr{S}_{k}(M, \chi), M \neq N, l M \mid N\right)
$$

then $\left.f\right|_{k} \omega_{N} \in \mathscr{S}_{k}^{1}(N, \bar{\chi})$. Put $l^{\prime}=N / l M$. Since

$$
\delta_{l} \omega_{N} \delta_{l^{\prime}}^{-1}=l \cdot \omega_{M}
$$

we see

$$
\begin{aligned}
\left.f\right|_{k} \omega_{N} & =\left.h\right|_{k}\left(\delta_{l} \omega_{N} \delta_{l^{\prime}}^{-1}\right) \delta_{l^{\prime}} \\
& =\left.\left(\left.h\right|_{k} \omega_{M}\right)\right|_{k} \delta_{l^{\prime}} .
\end{aligned}
$$

Since $\left.h\right|_{k} \omega_{M} \in \mathscr{S}_{k}(M, \bar{\chi})$, we get $\left.f\right|_{k} \omega_{N} \in \mathscr{S}_{k}^{1}(N, \bar{\chi})$. Next assume $f(z) \in \mathscr{S}_{k}^{0}(N, \chi)$. We see

$$
\left(\left.f\right|_{k} \omega_{N}, h\right)=\left(f,\left.(-1)^{k} h\right|_{k} \omega_{N}\right)=0
$$

for all $h(z) \in \mathscr{S}_{k}^{1}(N, \bar{\chi})$ by Theorem 2.8.2. Therefore $\left.f\right|_{k} \omega_{N} \in \mathscr{S}_{k}^{0}(N, \bar{\chi})$. Since $\mathscr{S}_{k}(N, \chi)$ is isomorphic to $\mathscr{S}_{k}(N, \bar{\chi})$ by $\omega_{N}$, we obtain $\mathscr{S}_{k}^{0}(N, \chi) \simeq \mathscr{S}_{k}^{0}(N, \bar{\chi})$ and $\mathscr{S}_{k}^{1}(N, \chi) \simeq \mathscr{S}_{k}^{1}(N, \bar{\chi})$, respectively. (2): Since $\left.f\right|_{k} \omega_{N}$ is an element of $\mathscr{S}_{k}^{0}(N, \bar{\chi})$ and it is a common eigenfunction of $\mathscr{R}(N)$, it is a constant multiple of a primitive form. On the other hand, $\left.f\right|_{k} \omega_{N}$ is also a constant multiple of $f_{\rho}(z)$ by (4.6.18), and $a_{1}=1$. Therefore $f_{\rho}(z)$ is a primitive form.

Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$. By Theorem 4.5.16, we have the Euler product

$$
\begin{aligned}
L(s ; f) & =\prod_{p}\left(1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1} \\
& =\prod_{p \nmid N}\left(1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1} \times \prod_{p \mid N}\left(1-a_{p} p^{-s}\right)^{-1} .
\end{aligned}
$$

We mentioned in Theorem 4.5 .17 without proof that if $p \nmid N$, then $\left|a_{p}\right| \leqq 2 p^{(k-1) / 2}$. We are going to give a similar estimate of $a_{p}$ for a prime factor $p$ of $N$. Let $p$ be any prime factor of $N, N_{p}$ the $p$-component of $N$, and $\chi_{p}$ the Dirichlet character $\bmod N_{p}$ defined by (3.1.4). Moreover for a prime factor $q$ of $N$, we put

$$
\chi_{q}^{\prime}=\prod_{p \neq q} \chi_{p} .
$$

Let $\gamma_{q}$ and $\gamma_{q}^{\prime}$ be two elements of $S L_{2}(\mathbb{Z})$ such that

$$
\gamma_{q} \equiv \begin{cases}{\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]} & \bmod N_{q}^{2}  \tag{4.6.19}\\
{\left[\begin{array}{lr}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod \left(N / N_{q}\right)^{2}\end{cases}
$$

and
(4.6.20)

$$
\gamma_{q}^{\prime} \equiv \begin{cases}{\left[\begin{array}{lr}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod N_{q}^{2} \\
{\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]} & \bmod \left(N / N_{q}\right)^{2}\end{cases}
$$

We put

$$
\eta_{q}=\eta_{q}^{(N)}=\gamma_{q}\left[\begin{array}{ll}
N_{q} & 0  \tag{4.6.21}\\
0 & 1
\end{array}\right], \quad \eta_{q}^{\prime}=\gamma_{q}^{\prime}\left[\begin{array}{cc}
N / N_{q} & 0 \\
0 & 1
\end{array}\right]
$$

Then

$$
\eta_{q} \equiv \begin{cases}{\left[\begin{array}{lr}
0 & -1 \\
N_{q} & 0
\end{array}\right]} & \bmod N_{q}^{2} \\
{\left[\begin{array}{lr}
N_{q} & 0 \\
0 & 1
\end{array}\right]} & \bmod \left(N / N_{q}\right)^{2}\end{cases}
$$

and

$$
\eta_{q}^{\prime} \equiv \begin{cases}{\left[\begin{array}{cc}
N / N_{q} & 0 \\
0 & 1
\end{array}\right]} & \bmod N_{q}^{2} \\
{\left[\begin{array}{cc}
0 & -1 \\
N / N_{q} & 0
\end{array}\right]} & \bmod \left(N / N_{q}\right)^{2}\end{cases}
$$

Since

$$
\eta_{q}\left[\begin{array}{cc}
a & b \\
c N & d
\end{array}\right] \eta_{q}^{-1} \equiv \begin{cases}{\left[\begin{array}{cc}
d & -\left(N / N_{q}\right) c \\
-N_{q} b & a
\end{array}\right]} & \bmod N_{q}^{2} \\
{\left[\begin{array}{cc}
a & N_{q} b \\
\left(N / N_{q}\right) c & d
\end{array}\right]} & \bmod \left(N / N_{q}\right)^{2}\end{cases}
$$

and

$$
\eta_{q}^{\prime}\left[\begin{array}{cc}
a & b \\
c N & d
\end{array}\right] \eta_{q}^{\prime-1} \equiv \begin{cases}{\left[\begin{array}{cc}
a & \left(N / N_{q}\right) b \\
N_{q} c & d
\end{array}\right]} & \bmod N_{q} \\
{\left[\begin{array}{cc}
d & -N_{q} c \\
-\left(N / N_{q}\right) b & a
\end{array}\right]} & \bmod N / N_{q}^{2}\end{cases}
$$

we see
and

$$
\eta_{q} \Gamma_{0}(N) \eta_{q}^{-1}=\Gamma_{0}(N), \quad \eta_{q}^{\prime} \Gamma_{0}(N) \eta_{q}^{\prime-1}=\Gamma_{0}(N)
$$

$$
\chi\left(\eta_{q} \gamma \eta_{q}^{-1}\right)=\left(\chi_{q}^{\prime} \bar{\chi}_{q}\right)(\gamma), \quad \chi\left(\eta_{q}^{\prime} \gamma \eta_{q}^{\prime-1}\right)=\left(\overline{\chi_{q}^{\prime}} \chi_{q}\right)(\gamma), \quad\left(\gamma \in \Gamma_{0}(N)\right)
$$

Therefore we get the isomorphisms

$$
\mathscr{S}_{k}(N, \chi) \simeq \mathscr{S}_{k}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right), \quad \mathscr{S}_{k}(N, \chi) \simeq \mathscr{S}_{k}\left(N, \overline{\chi_{q}^{\prime}} \chi_{q}\right)
$$

by the correspondences " $\left.f \mapsto f\right|_{k} \eta_{q} ",\left." f \mapsto f\right|_{k} \eta_{q}^{\prime} "$, respectively. By a similar argument as in the proof of Theorem 4.5.5, we obtain the following commutative diagrams:
(4.6.22) if $\left(n, N_{q}\right)=1$, then

(4.6.23) if $\left(n, N / N_{q}\right)=1$, then


In particular, if an element $f(z)$ of $\mathscr{S}_{k}(N, \chi)$ is a common eigenfunction of $T(n)$ for all $n$ prime to $N$, so are $\left.f\right|_{k} \eta_{q}$ and $\left.f\right|_{k} \eta_{q}^{\prime}$. Since for a prime divisor $l$ of $N$

$$
\delta_{l} \eta_{q}^{(N)}=c \gamma \eta_{q}^{(N / l)} \delta_{l^{\prime}} \quad \text { with } c \in \mathbb{Z}, \gamma \in \Gamma_{0}(N), \quad l^{\prime}= \begin{cases}1 & (l=q) \\ l & (l \neq q),\end{cases}
$$

a similar argument as in the proof of Theorem 4.6 .15 combined with these proves the first assertion of the following

Theorem 4.6.16. Under the same notation and assumptions as above, we have:
(1) $B y \eta_{q}$, we have the isomorphisms:

$$
\mathscr{S}_{k}^{0}(N, \chi) \simeq \mathscr{S}_{k}^{0}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right), \quad \mathscr{S}_{k}^{1}(N, \chi) \simeq \mathscr{S}_{k}^{1}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right)
$$

(2) $B y \eta_{q}^{\prime}$, we have the isomorphisms:

$$
\mathscr{S}_{k}^{0}(N, \chi) \simeq \mathscr{S}_{k}^{0}\left(N, \overline{\chi_{q}^{\prime}} \chi_{q}\right), \quad \mathscr{S}_{k}^{1}(N, \chi) \simeq \mathscr{S}_{k}^{1}\left(N, \overline{\chi_{q}^{\prime}} \chi_{q}\right)
$$

(3) $\left.f\right|_{k} \eta_{q}^{2}=\chi_{q}(-1) \overline{\chi_{q}^{\prime}}\left(N_{q}\right) f,\left.\quad f\right|_{k} \eta_{q}^{\prime 2}=\chi_{q}^{\prime}(-1) \bar{\chi}_{q}\left(N / N_{q}\right) f$, $\left.f\right|_{k} \eta_{q} \eta_{q}^{\prime}=\left.\overline{\chi_{q}^{\prime}}\left(N_{q}\right) f\right|_{k} \omega_{N}$,
for $f(z) \in \mathscr{S}_{k}(N, \chi)$.
(4) Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$.

Put

$$
\left(\left.f\right|_{k} \eta_{q}\right)(z)=c \sum_{n=1}^{\infty} b_{n} e^{2 \pi i n z} \quad\left(b_{1}=1\right)
$$

and

$$
g_{q}(z)=\sum_{n=1}^{\infty} b_{n} e^{2 \pi i n z}
$$

Then $g_{q}(z)$ is a primitive form of $\mathscr{S}_{k}^{0}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right)$ and

$$
b_{p}= \begin{cases}\bar{\chi}_{q}(p) a_{p} & \text { if } p \neq q \\ \chi_{q}^{\prime}(p) \bar{a}_{p} & \text { if } p=q\end{cases}
$$

for any prime number $p$.
Proof. (2): This can be proved similarly to (1). (3): We put $\gamma=\eta_{q} \eta_{q}^{\prime} \omega_{N}^{-1}$, then $\gamma \in \Gamma_{0}(N)$ and

$$
\gamma \equiv \begin{cases}{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod N_{q} \\
{\left[\begin{array}{cc}
N_{q} & 0 \\
0 & 1 / N_{q}
\end{array}\right]} & \bmod N / N_{q}\end{cases}
$$

Therefore we see

$$
\left.f\right|_{k} \eta_{q} \eta_{q}^{\prime}=\left.f\right|_{k} \gamma \omega_{N}=\left.\overline{\chi_{q}^{\prime}}\left(N_{q}\right) f\right|_{k} \omega_{N}
$$

Similarly, putting

$$
\delta=\eta_{q}^{2}\left[\begin{array}{ll}
N_{q} & 0 \\
0 & N_{q}
\end{array}\right]^{-1}
$$

we see $\delta \in \Gamma_{0}(N)$ and

$$
\delta \equiv \begin{cases}{\left[\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right]} & \bmod N_{q} \\
{\left[\begin{array}{cc}
N_{q} & 0 \\
0 & 1 / N_{q}
\end{array}\right]} & \bmod N / N_{q}\end{cases}
$$

and therefore,

$$
\begin{aligned}
\left.f\right|_{k} \eta_{q}^{2} & =\left.f\right|_{k} \delta\left[\begin{array}{cc}
N_{q} & 0 \\
0 & N_{q}
\end{array}\right] \\
& =\chi_{q}(-1) \overline{\chi_{q}^{\prime}}\left(N_{q}\right) f
\end{aligned}
$$

A similar argument is applicable to $\eta_{q}^{\prime 2}$. (4): By (4.6.22), if $(n, q)=1$, then

$$
\begin{align*}
\left(\left.f\right|_{k} \eta_{q}\right) \mid T(n) & =\left.\bar{\chi}_{q}(n)(f \mid T(n))\right|_{k} \eta_{q}  \tag{4.6.24}\\
& =\bar{\chi}_{q}(n) a_{n}\left(\left.f\right|_{k} \eta_{q}\right)
\end{align*}
$$

Similarly, if $\left(n, N / N_{q}\right)=1$, then

$$
\begin{equation*}
\left(\left.f\right|_{k} \eta_{q}^{\prime}\right) \mid T(n)=\overline{\chi_{q}^{\prime}}(n) a_{n}\left(\left.f\right|_{k} \eta_{q}^{\prime}\right) \tag{4.6.25}
\end{equation*}
$$

Since $\left.f\right|_{k} \eta_{q}$ belongs to $\mathscr{S}_{k}^{0}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right)$ by $(1),\left.f\right|_{k} \eta_{q}$ is a constant multiple of a primitive form, so that $g_{q}(z)$ is a primitive form. Taking a prime number $p$ as $n$ in (4.6.24), we get

$$
b_{p}=\bar{\chi}_{q}(p) a_{p}, \quad(p \neq q)
$$

It follows from (3) that

$$
\left.f\right|_{k} \eta_{q}=c\left(\left.f\right|_{k} \omega_{N} \eta_{q}^{\prime}\right) \quad\left(c=\chi_{q}^{\prime}(-1) \overline{\chi_{q}^{\prime}}\left(N_{q}\right) \chi_{q}\left(N / N_{q}\right)\right)
$$

Since $\left.f\right|_{k} \omega_{N} \in \mathscr{S}_{k}(N, \bar{\chi})$, we see by (4.6.23) that

$$
\begin{aligned}
\left(\left.f\right|_{k} \eta_{q}\right) \mid T(q) & =c\left(\left.f\right|_{k} \omega_{N} \eta_{q}^{\prime}\right) \mid T(q) \\
& =\left.c \chi_{q}^{\prime}(q)\left(\left(\left.f\right|_{k} \omega_{N}\right) \mid T(q)\right)\right|_{k} \eta_{q}^{\prime} \\
& =c \chi_{q}^{\prime}(q) \bar{a}_{q}\left(\left.f\right|_{k} \omega_{N} \eta_{q}^{\prime}\right) \\
& =\chi_{q}^{\prime}(q) \bar{a}_{q}\left(\left.f\right|_{k} \eta_{q}\right) .
\end{aligned}
$$

Therefore we obtain

$$
b_{q}=\chi_{q}^{\prime}(q) \bar{a}_{q}
$$

Theorem 4.6.17. Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$, and $m$ the conductor of $\chi$. For a prime factor $q$ of $N$, we denote by $N_{q}$ and $m_{q}$ the $q$-components of $N$ and $m$, respectively.
(1) If $N_{q}=m_{q}$, then $\left|a_{q}\right|=q^{(k-1) / 2}$.
(2) If $N_{q}=q$ and $m_{q}=1$, then $a_{q}^{2}=\chi_{q}^{\prime}(q) q^{k-2}$.
(3) Otherwise, namely, if $q^{2} \mid N_{q}$ and $N_{q} \neq m_{q}$, then $a_{q}=0$.

Proof. (1): Let $\gamma_{q}$ and $\eta_{q}$ be the elements of $G L_{2}(\mathbb{Q})$ defined by (4.6.19) and (4.6.21), respectively. Let $a$ be an integer prime to $N_{q}$. Taking an integer $b$ so that

$$
a b+1 \equiv 0 \bmod N_{q}, \quad a \equiv b \bmod N / N_{q}
$$

we put

$$
\gamma=\left[\begin{array}{ll}
1 & a \\
0 & N_{q}
\end{array}\right] \gamma_{q}\left[\begin{array}{ll}
1 & b \\
0 & N_{q}
\end{array}\right]^{-1}
$$

Then $\gamma \in S L_{2}(\mathbb{Z})$ and

$$
\gamma \equiv \begin{cases}{\left[\begin{array}{rr}
a & * \\
0 & -b
\end{array}\right]} & \bmod N_{q} \\
{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod N / N_{q}\end{cases}
$$

so that $\gamma \in \Gamma_{0}(N)$ and $\chi(\gamma)=\chi_{q}(-b)$. Therefore

$$
\left.f\right|_{k}\left[\begin{array}{ll}
1 & a \\
0 & N_{q}
\end{array}\right] \gamma_{q}=\left.\chi_{q}(-b) f\right|_{k}\left[\begin{array}{ll}
1 & b \\
0 & N_{q}
\end{array}\right]
$$

Consequently, taking the summation $\sum^{\prime}$ over a complete set of representatives of $\left(\mathbb{Z} / N_{q} \mathbb{Z}\right)^{\times}$, we see

$$
\begin{align*}
& \left.N_{q}^{k / 2-1}\left(\left.\sum_{a}^{\prime} f\right|_{k}\left[\begin{array}{ll}
1 & a \\
0 & N_{q}
\end{array}\right]\right)\right|_{k} ^{\eta_{q}}  \tag{4.6.26}\\
& =\left.N_{q}^{k / 2-1}\left(\left.\sum_{a}^{\prime} \chi_{q}(-a) f\right|_{k}\left[\begin{array}{ll}
1 & a \\
0 & N_{q}
\end{array}\right]\right)\right|_{k}\left[\begin{array}{ll}
N_{q} & 0 \\
0 & 1
\end{array}\right]
\end{align*}
$$

$$
\begin{aligned}
& =N_{q}^{k / 2-1} \chi_{q}(-1) \sum_{n=1}^{\infty}\left(\sum_{a}^{\prime} \chi_{q}(a) e^{2 \pi i n a / N_{q}}\right) a_{n} e^{2 \pi i n z} \\
& =N_{q}^{k / 2-1} W\left(\chi_{q}\right) \chi_{q}(-1) \sum_{n=1}^{\infty} \bar{\chi}_{q}(n) a_{n} e^{2 \pi i n z}
\end{aligned}
$$

with the Gauss sum $W\left(\chi_{q}\right)$. We note that $\chi_{q}$ is a primitive Dirichlet character of conductor $N_{q}$. On the other hand, Lemma 4.5.6 implies that
(4.6.27) $N_{q}^{k / 2-1}\left(\left.\sum_{a}^{\prime} f\right|_{k}\left[\begin{array}{ll}1 & a \\ 0 & N_{q}\end{array}\right]\right)=f\left|T\left(q^{e}\right)-q^{k / 2-1}\left(f \mid T\left(q^{e-1}\right)\right)\right|_{k}\left[\begin{array}{ll}1 & 0 \\ 0 & q\end{array}\right]$

$$
=a_{q}^{e} f-\left.q^{k / 2-1} a_{q}^{e-1} f\right|_{k}\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right]
$$

where $N_{q}=q^{e}$. Next put

$$
\delta=\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \eta_{q}\left(\eta_{q}\left[\begin{array}{ll}
q & 0 \\
0 & 1
\end{array}\right]\right)^{-1}
$$

Since $\delta \in \Gamma_{0}(N)$ and

$$
\delta \equiv \begin{cases}{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]} & \bmod N_{q} \\
{\left[\begin{array}{ll}
1 / q & 0 \\
0 & q
\end{array}\right]} & \bmod N / N_{q}\end{cases}
$$

we obtain

$$
\begin{align*}
& \left.N_{q}^{k / 2-1}\left(\left.\sum_{a}^{\prime} f\right|_{k}\left[\begin{array}{cc}
1 & a \\
0 & N_{q}
\end{array}\right]\right)\right|_{k} \eta_{q}  \tag{4.6.28}\\
& =\left.a_{q}^{e} f\right|_{k} \eta_{q}-\chi_{q}^{\prime}(q) q^{k / 2-1} a_{q}^{e-1}\left(\left.f\right|_{k} \eta_{q}\left[\begin{array}{cc}
q & 0 \\
0 & 1
\end{array}\right]\right)
\end{align*}
$$

Let $g(z)=\sum_{n=1}^{\infty} b_{n} e^{2 \pi i n z}$ be a primitive form of $\mathscr{S}_{k}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right)$ such that

$$
\left.f\right|_{k} \eta_{q}=c g, \quad(c \neq 0)
$$

Comparing the first and $q$-th Fourier coefficients of the right-hand sides of (4.6.26) and (4.6.28), respectively, we get

$$
\begin{equation*}
N_{q}^{k / 2-1} W\left(\chi_{q}\right) \chi_{q}(-1)=c a_{q}^{e}, \tag{4.6.29}
\end{equation*}
$$

and

$$
\begin{equation*}
c\left(a_{q}^{e} b_{q}-\chi_{q}^{\prime}(q) q^{k-1} a_{q}^{e-1}\right)=0 \tag{4.6.30}
\end{equation*}
$$

Since $b_{q}=\chi_{q}^{\prime}(q) \bar{a}_{q}$ by Theorem 4.6.16(4), we obtain

$$
\left|a_{q}\right|^{2}=q^{k-1}
$$

Furthermore it follows from (4.6.29) that

$$
\begin{equation*}
c=N_{q}^{k / 2-1} W\left(\chi_{q}\right) \chi_{q}(-1) / a_{q}^{e} . \tag{4.6.31}
\end{equation*}
$$

(2): Since $N_{q}=q$, we have, by Lemma 4.5.6 and Lemma 4.5.11,

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \Gamma_{0}(N / q)=\Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \Gamma_{0}(N) \cup \Gamma_{0}(N) \eta_{q} \quad \text { (disjoint union). }
$$

Moreover the assumption $m_{q}=1$ implies that $\chi_{q}$ is a trivial character. Therefore, putting

$$
g=f \left\lvert\, \Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \Gamma_{0}(N / q)\right.
$$

we have $g(z) \in \mathscr{S}_{k}\left(N / q, \chi_{q}^{\prime}\right)$ and

$$
g=f\left|T(q)+q^{k / 2-1} \chi_{q}^{\prime}(q) f\right|_{k} \eta_{q}
$$

Since $T(n)((n, N)=1)$ is commutative with $T(q)$, and also with $\eta_{q}$ by (4.6.22), $g(z)$ is a common eigenfunction of $T(n)$ for all $n$ prime to $N$ with the same eigenvalue as $f(z)$. Since $\mathscr{S}_{k}\left(N / q, \chi_{q}^{\prime}\right)$ is contained in $\mathscr{S}_{k}(N, \chi)$, Theorem 4.6.12 implies that

$$
g(z)=a f(z) \quad(a \in \mathbb{C})
$$

Since $f(z)$ is a primitive form of conductor $N$ and $g(z)$ belongs to $\mathscr{S}_{k}\left(N / q, \chi_{q}^{\prime}\right)$, we get $g(z)=0$, namely,

$$
\begin{equation*}
a_{q} f(z)=-\left.q^{k / 2-1} \chi_{q}^{\prime}(q) f\right|_{k} \eta_{q} \tag{4.6.32}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.f\right|_{k} \eta_{q}=-a_{q} \overline{\chi_{q}^{\prime}}(q) q^{1-k / 2} f . \tag{4.6.33}
\end{equation*}
$$

Acting $\eta_{q}$ on both sides, we obtain by Theorem 4.6.16(3),

$$
\begin{equation*}
a_{q}^{2}=\chi_{q}^{\prime}(q) q^{k-2} \tag{4.6.34}
\end{equation*}
$$

(3): By assumption, $q$ divides $N / q$, so that

$$
\Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \Gamma_{0}(N / q)=\Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \Gamma_{0}(N)
$$

by Lemma 4.5.6 and Lemma 4.5.11. A similar argument as in the proof of (2) combined with this implies

$$
f|T(q)=f| \Gamma_{0}(N)\left[\begin{array}{ll}
1 & 0 \\
0 & q
\end{array}\right] \Gamma_{0}(N / q)=0
$$

This proves (3).
We restate (4.6.31) and (4.6.33) as
Corollary 4.6.18. Under the notation and assumptions in Theorem 4.6 .16 and Theorem 4.6.17, we have:
(1) If $N_{q}=m_{q}$, then

$$
\left.f\right|_{k} \eta_{q}=c g_{q}, \quad c=N_{q}^{-k / 2} W\left(\chi_{q}\right) \chi_{q}(-1) \bar{a}_{q}^{e}, \quad\left(N_{q}=q^{e}\right)
$$

with a primitive form $g_{q}(z)$ of $\mathscr{S}_{k}^{0}\left(N, \chi_{q}^{\prime} \bar{\chi}_{q}\right)$.
(2) If $N_{q}=q$ and $m_{q}=1$, then

$$
\left.f\right|_{k} \eta_{q}=c f, \quad c=-q^{1-k / 2} \bar{a}_{q},
$$

and

$$
\bar{a}_{q}=\overline{\chi_{q}^{\prime}}(q) a_{q} .
$$

We are going to prove that two primitive forms are equal if almost all $a_{p}$ are equal. More precisely,

Theorem 4.6.19. Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$, and $g(z)=\sum_{n=1}^{\infty} b_{n} e^{2 \pi i n z}$ an element of $\mathscr{S}_{k}(M, \lambda)$. If $g(z)$ is a common eigenfunction of $\mathscr{R}(M) \cup \mathscr{R}^{*}(M), b_{1}=1$, and $a_{n}=b_{n}$ for all $n$ prime to some integer $L$, then $N=M$ and $f(z)=g(z)$.

Proof. We may assume that $L$ is a common multiple of $N$ and $M$. If $p$ is a prime number prime to $L$, then we see

$$
\begin{aligned}
\chi(p) p^{k-1} & =a_{p}^{2}-a_{p^{2}} \\
& =b_{p}^{2}-b_{p^{2}} \\
& =\lambda(p) p^{k-1}
\end{aligned}
$$

by Lemma 4.5.7(2), so that $\chi(p)=\lambda(p)$. Therefore $\chi(n)=\lambda(n)$ for all integers $n$ prime to $L$. Let us prove $M \mid N$. By Corollary 4.3.7, we have

$$
\begin{equation*}
\frac{\Lambda_{N}(s ; f)}{\Lambda_{M}(s ; g)}=\frac{\Lambda_{N}\left(k-s ;\left.f\right|_{k} \omega_{N}\right)}{\Lambda_{M}\left(k-s ;\left.g\right|_{k} \omega_{M}\right)} . \tag{4.6.35}
\end{equation*}
$$

Since $L(s ; f)$ and $L(s ; g)$ have Euler products by Theorem 4.5.16, we see

$$
\begin{equation*}
\frac{\Lambda_{N}(s ; f)}{\Lambda_{M}(s ; g)}=(\sqrt{N} / \sqrt{M})^{s} \prod_{p \mid L} \frac{1-b_{p} p^{-s}+\lambda(p) p^{k-1-2 s}}{1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}} \tag{4.6.36}
\end{equation*}
$$

on $\operatorname{Re}(s)>k / 2+1$. Since the right-hand side is a meromorphic function on the whole $s$-plane, (4.6.36) holds on the whole $s$-plane. On the other hand, $g \mid T(n)=b_{n} g$, and $g(z)$ is a common eigenfunction of $T^{*}(n)$ by assumption. Since $T^{*}(n)$ is the adjoint operator of $T(n)$, we see $g \mid T^{*}(n)=b_{n} g$, and

$$
\left(\left.g\right|_{k} \omega_{M}\right) \mid T(n)=\bar{b}_{n}\left(\left.g\right|_{k} \omega_{M}\right)
$$

by Theorem 4.5.5. Therefore Theorem 4.5.16 implies that $L\left(s ;\left.g\right|_{k} \omega_{M}\right)$ also has an Euler product. This combined with Theorem 4.6.15(2) implies

$$
\begin{equation*}
\frac{\Lambda_{N}\left(k-s ;\left.f\right|_{k} \omega_{N}\right)}{\Lambda_{M}\left(k-s ;\left.g\right|_{k} \omega_{M}\right)}=c(\sqrt{N} / \sqrt{M})^{k-s} \prod_{p \mid L} \frac{1-\bar{b}_{p} p^{s-k}+\bar{\lambda}(p) p^{2 s-k-1}}{1-\bar{a}_{p} p^{s-k}+\bar{\chi}(p) p^{2 s-k-1}} \tag{4.6.37}
\end{equation*}
$$

with a constant $c$. Thus by (4.6.35), we get

$$
\begin{aligned}
& (N / M)^{s} \prod_{p \mid L} \frac{1-b_{p} p^{-s}+\lambda(p) p^{k-1-2 s}}{1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}} \\
& =c(\sqrt{N} / \sqrt{M})^{k} \prod_{p \mid L} \frac{1-\bar{b}_{p} p^{s-k}+\bar{\lambda}(p) p^{2 s-k-1}}{1-\bar{a}_{p} p^{s-k}+\bar{\chi}(p) p^{2 s-k-1}} .
\end{aligned}
$$

We denote by $M_{p}$ and $N_{p}$ the $p$-components of $M$ and $N$, respectively. Then we see, for any prime factor $p$ of $L$,

$$
\begin{equation*}
\left(N_{p} / M_{p}\right)^{s} \frac{1-b_{p} p^{-s}+\lambda(p) p^{k-1-2 s}}{1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}}=c_{p} \frac{1-\bar{b}_{p} p^{s-k}+\bar{\lambda}(p) p^{2 s-k-1}}{1-\bar{a}_{p} p^{s-k}+\bar{\chi}(p) p^{2 s-k-1}} \tag{4.6.38}
\end{equation*}
$$

with a constant $c_{p}$ by Lemma 3.2.1. Let $u$ and $v$ be the degrees of

$$
1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}
$$

and

$$
1-b_{p} p^{-s}+\lambda(p) p^{k-1-2 s}
$$

as polynomials of $p^{-s}$, respectively. Then $0 \leqq u, v \leqq 2$. We are going to discuss each case separately. From now on we put
and

$$
x=p^{-s}
$$

$$
M_{p} / N_{p}=p^{e}
$$

$1^{\circ}$ If $u=v$, then $M_{p}=N_{p}$ by (4.6.38).
$2^{\circ}$ Suppose $u=1$ and $v=0$. We can rewrite (4.6.38) into

$$
c_{p}\left(1-a_{p} x\right)=x^{e}\left(1-\bar{a}_{p} p^{-k} x^{-1}\right), \quad a_{p} \neq 0
$$

so that $\left|a_{p}\right|^{2}=p^{k}$; which contradicts Theorem 4.6.17. If $u=0$ and $v=1$, then we see $N_{p}=p M_{p}$.
$3^{\circ}$ Suppose $u=2$ and $v=0$. Then (4.6.38) can be rewritten into

$$
\begin{equation*}
c_{p}\left(1-a_{p} x+\chi(p) p^{k-1} x^{2}\right)=x^{e}\left(1-\bar{a}_{p} p^{-k} x^{-1}+\bar{\chi}(p) p^{-k-1} x^{-2}\right) \tag{4.6.39}
\end{equation*}
$$

Comparing the degrees of both sides, we get $e=2$ and

$$
c_{p} \chi(p) p^{k-1}=1, \quad c_{p}=\bar{\chi}(p) p^{-k-1}
$$

so that $|\chi(p)|^{2}=p^{2}$; which is a contradiction. If $u=0$ and $v=2$, then we see easily $e=-2$, so that $N_{p}=p^{2} M_{p}$.
$4^{\circ}$ Suppose $u=2$ and $v=1$. We rewrite (4.6.38) into

$$
\begin{equation*}
c_{p} \frac{1-a_{p} x+\chi(p) p^{k-1} x^{2}}{1-b_{p} x}=x^{e} \frac{1-\bar{a}_{p} p^{-k} x^{-1}+\bar{\chi}(p) p^{-k-1} x^{-2}}{1-\bar{b}_{p} p^{-k} x^{-1}} \tag{4.6.40}
\end{equation*}
$$

Put $t=x^{-1}$. Then the absolute values of the roots of

$$
t^{2}-a_{p} t+\chi(p) p^{k-1}=0
$$

are $p^{(k-1) / 2}$ by (4.5.41) and the absolute values of the roots of

$$
\bar{\chi}(p) p^{-k-1} t^{2}-\bar{a}_{p} p^{-k} t+1=\bar{\chi}(p) p^{-k-1}\left(t^{2}-a_{p} p t+\chi(p) p^{k+1}\right)=0
$$

are $p^{(k+1) / 2}$. Therefore this case cannot happen. If $u=1$ and $v=2$, then we also see that $N_{p}={ }^{*} p M_{p}$.

Consequently, in any case we obtain that $M \mid N$, and $\chi$ is induced by $\lambda$. Therefore Theorem 4.6.12 implies that $f(z)=g(z)$, and so $N=M$.

This theorem combined with Corollary 4.6 .14 implies

Corollary 4.6.20. Let $f(z)$ be a nonzero element of $\mathscr{S}_{k}(N, \chi)$. If $f \mid T(n)=a_{n} f$ for all integers $n$ prime to $N$, then there uniquely exist a divisor $M$ of $N$ with $m_{\chi} \mid M$ and a primitive form $g(z)$ of $\mathscr{S}_{k}^{0}(M, \chi)$ such that $g \mid T(n)=a_{n} g$ for all $n$ prime to $N$. Moreover

$$
f(z) \in\langle g(l z)| l M|N\rangle
$$

Corollary 4.6.21. Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be a non-zero element of $\mathscr{S}_{k}(N, \chi)$. Then $f(z)$ is a constant multiple of a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$ if and only if $f(z)$ is a common eigenfunction of $\mathscr{R}(N)$ and $\mathscr{R}^{*}(N)$.

By Theorem 4.5.5 and 4.5.16, we see
Corollary 4.6.22. Let $f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}$ be an element of $\mathscr{S}_{k}(N, \chi)$ with $a_{1}=1$, and put

$$
\left(\left.f\right|_{k} \omega_{N}\right)(z)=c \sum_{n=1}^{\infty} b_{n} e^{2 \pi i n z}, \quad\left(b_{1}=1\right)
$$

Then $f(z)$ is a primitive form of $\mathscr{S}_{k}^{0}(N, \chi)$ if and only if $L(s ; f)$ and $L\left(s ;\left.f\right|_{k} \omega_{N}\right)$ have the following Euler products:

$$
\begin{aligned}
L(s ; f) & =\prod_{p}\left(1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}\right)^{-1}, \\
L\left(s ;\left.f\right|_{k} \omega_{N}\right) & =c \prod_{p}\left(1-b_{p} p^{-s}+\bar{\chi}(p) p^{k-1-2 s}\right)^{-1} .
\end{aligned}
$$

## §4.7. Dirichlet L-Functions and Modular Forms

In §4.3, we proved that integral forms are characterized by functional equations of the associated Dirichlet series. It is natural to ask what such Dirichlet series are. We showed in $\S 4.1$ that the Dirichlet series associated with Eisenstein series with respect to $S L_{2}(\mathbb{Z})$ are nothing but the products of two Riemann zeta-functions. In this section, we are going to generalize this and prove that elements of $\mathscr{N}_{k}(N, \chi)$ correspond to the products of two Dirichlet $L$-functions. This was proved by Hecke by constructing modular forms explicitly using Eisenstein series. Here we start from Dirichlet series and construct modular forms as an application of Weil's theorem. We shall discuss on Eisenstein series again in Chapter 7.

Now let $\chi_{1}$ and $\chi_{2}$ be Dirichlet characters $\bmod M_{1}$ and $\bmod M_{2}$, respectively. Put

$$
\phi(s)=L\left(s, \chi_{1}\right) L\left(s-k+1, \chi_{2}\right)
$$

for a positive integer $k$. Then

$$
\begin{aligned}
\phi(s) & =\prod_{p}\left[\left(1-\chi_{1}(p) p^{-s}\right)\left(1-\chi_{2}(p) p^{k-1} p^{-s}\right)\right]^{-1} \\
& =\sum_{n=1}^{\infty} a_{n} n^{-s}
\end{aligned}
$$

on $\operatorname{Re}(s)>k$. Here

$$
\begin{equation*}
a_{n}=\sum_{0<d \mid n} \chi_{1}(n / d) \chi_{2}(d) d^{k-1} \tag{4.7.1}
\end{equation*}
$$

We shall prove that $\phi(s)$ is a Dirichlet series associated with a modular form under suitable conditions on $\chi_{1}$ and $\chi_{2}$. Put

$$
\chi=\chi_{1} \chi_{2}
$$

and

$$
M=M_{1} M_{2} .
$$

Assume that $\chi(-1)=(-1)^{k}$ and
(4.7.2) $\quad \chi_{1}$ and $\chi_{2}$ satisfy one of the following conditions:
(i) if $k=2$, and both $\chi_{1}$ and $\chi_{2}$ are trivial, then $M_{1}=1$ and $M_{2}$ is a prime number;
(ii) otherwise, $\chi_{1}$ and $\chi_{2}$ are primitive characters.

First suppose that there exists an element $f(z)$ of $\mathscr{G}_{k}(M, \chi)$ such that $L(s ; f)=\phi(s)$, and we study the constant term of $f(z)$ by the functional equation of $L(s ; f)$. We put as in (4.3.12),

$$
\Lambda_{M}(s ; f)=(2 \pi / \sqrt{M})^{-s} \Gamma(s) L(s ; f)
$$

Case (ii): Let $\delta_{i}$ be 0 or 1 such that $\chi_{i}(-1)=(-1)^{\delta_{i}}$, and $\Lambda(s, \chi)$ be as in Corollary 3.3.2. Then

$$
\begin{equation*}
\Lambda\left(s, \chi_{1}\right) \Lambda\left(s-k+1, \chi_{2}\right)=2 \sqrt{\pi}\left(M_{2} / \pi\right)^{(1-k) / 2} \mu(s)^{-1} \Lambda_{M}(s ; f) \tag{4.7.3}
\end{equation*}
$$

$$
\mu(s)=\left\{\begin{array}{cl}
\left(\frac{s-k+1+\delta_{2}}{2}\right)\left(\frac{s-k+1+\delta_{2}}{2}+1\right) \cdots\left(\frac{s}{2}-1\right) & \text { if } k>2, \delta_{1}=1 \\
\left(\frac{s-k+1+\delta_{2}}{2}\right)\left(\frac{s-k+1+\delta_{2}}{2}+1\right) \cdots\left(\frac{s-1}{2}\right) & \text { if } k>1, \delta_{1}=0 \\
1 & \text { otherwise }
\end{array}\right.
$$

Therefore $\Lambda_{M}(s ; f)$ is holomorphic on the whole $s$-plane except for $s=0$ and $s=k$, and has poles of orders at most 1 at $s=0$ and $s=k$. More precisely, $\Lambda_{M}(s ; f)$ is holomorphic at $s=0$, if either
(a) $k \neq 1$ and $\chi_{1}$ is a non-trivial character,
or
(b) $k=1$ and both $\chi_{1}$ and $\chi_{2}$ are non-trivial.

In other cases, $\Lambda_{M}(s ; f)$ has the residue $-a_{0}$ at $s=0$, where

$$
\begin{equation*}
a_{0}=L(1-k, \chi) / 2 \tag{4.7.4}
\end{equation*}
$$

Case (i): Let

$$
\Lambda(s)=\pi^{-s / 2} \Gamma(s / 2) \zeta(s)
$$

with the Riemann zeta-function $\zeta(s)$ as in Theorem 3.2.2. We have

$$
\Lambda(s) \Lambda(s-1)=4 \pi(s-1)^{-1}\left(1-M^{1-s}\right)^{-1} M^{-s / 2} \Lambda_{M}(s ; f) .
$$

Hence $\Lambda_{M}(s ; f)$ is holomorphic on the whole $s$-plane except for $s=0$ and $s=2$, and has simple poles at $s=0$ and $s=2$. The residue at $s=0$ is given by $-a_{0}$, where

$$
\begin{equation*}
a_{0}=-(1-M) \zeta(-1) / 2 \tag{4.7.5}
\end{equation*}
$$

Thus we have determined the expected constant term $a_{0}$ of $f(z)$.

Theorem 4.7.1. Let $\chi_{1}$ and $\chi_{2}$ be Dirichlet characters $\bmod M_{1}$ and $\bmod M_{2}$, respectively, satisfying (4.7.2). Put $M=M_{1} M_{2}$ and $\chi=\chi_{1} \chi_{2}$. Then for a positive integer $k$ such that $\chi(-1)=(-1)^{k}$, there exists an element $f(z)$ of $\mathscr{G}_{k}(M, \chi)$ such that

$$
L(s ; f)=L\left(s, \chi_{1}\right) L\left(s-k+1, \chi_{2}\right) .
$$

Moreover if we write $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$, then

$$
a_{0}= \begin{cases}0, & \text { if } k \neq 1, \text { and } \chi_{1} \text { is non-trivial } \\ \frac{-1}{24}(1-M), & \text { if } k=2, \text { and both } \chi_{1} \text { and } \chi_{2} \text { are trivial, } \\ -{B_{k, \chi}}^{2} / 2 k, & \text { otherwise, }\end{cases}
$$

and

$$
a_{n}=\sum_{0<d \mid n} \chi_{1}(n / d) \chi_{2}(d) d^{k-1} \quad(n \geqq 1) .
$$

Proof. Let $a_{n}(n \geqq 0)$ be as in the theorem. Then

$$
L\left(s, \chi_{1}\right) L\left(s-k+1, \chi_{2}\right)=\sum_{n=1}^{\infty} a_{n} n^{-s}
$$

We put

$$
\begin{equation*}
f(z)=f_{k}\left(z ; \chi_{1}, \chi_{2}\right)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z} \tag{4.7.6}
\end{equation*}
$$

By Lemma 4.3.3, $f(z)$ satisfies (4.3.7). Using Weil's theorem (Theorem 4.3.15) we shall prove that $f(z)$ is an element of $\mathscr{G}_{k}(M, \chi)$. Let $\psi$ be any primitive Dirichlet character whose conductor $m$ is prime to $M$, and $L(s ; f, \psi)$ the Dirichlet series defined by (4.3.18). Then

$$
\begin{equation*}
L(s ; f, \psi)=L\left(s, \chi_{1} \psi\right) L\left(s-k+1, \chi_{2} \psi\right) \tag{4.7.7}
\end{equation*}
$$

First we consider case (ii) of (4.7.2). Putting $\delta_{i}^{\prime}=\delta_{\chi_{i} \psi}(i=1,2)$ (cf. (3.3.15) and Corollary 3.3.2), we see that

$$
\begin{equation*}
\Lambda\left(s, \chi_{1} \psi\right) \Lambda\left(s-k+1, \chi_{2} \psi\right)=2 \sqrt{\pi}\left(\frac{m M_{2}}{\pi}\right)^{(1-k) / 2} \mu(s)^{-1} \Lambda_{M}(s ; f, \psi) \tag{4.7.8}
\end{equation*}
$$

where
(4.7.9)
$\mu(s)= \begin{cases}\left(\frac{s-k+1+\delta_{2}^{\prime}}{2}\right)\left(\frac{s-k+1+\delta_{2}^{\prime}}{2}+1\right) \cdots\left(\frac{s}{2}-1\right) & \text { if } k>2, \delta_{1}^{\prime}=1, \\ \left(\frac{s-k+1+\delta_{2}^{\prime}}{2}\right)\left(\frac{s-k+1+\delta_{2}^{\prime}}{2}+1\right) \cdots\left(\frac{s-1}{2}\right) & \text { if } k>1, \delta_{1}^{\prime}=0, \\ 1 & \text { otherwise. }\end{cases}$
We put
(4.7.10)

$$
g(z)=C f\left(z ; \bar{\chi}_{2}, \bar{\chi}_{1}\right)
$$

where

$$
\begin{equation*}
C=(-1)^{k} \frac{W\left(\chi_{1}\right) W\left(\chi_{2}\right)}{\sqrt{M}}\left(M_{1} / M_{2}\right)^{(1-k) / 2} \tag{4.7.11}
\end{equation*}
$$

The functional equations of $\Lambda\left(s, \chi_{1} \psi\right)$ and $\Lambda\left(s, \chi_{2} \psi\right)$ combined with (4.7.8) imply the functional equation

$$
\begin{equation*}
\Lambda_{M}(s ; f, \psi)=i^{k} C_{\psi} \Lambda_{M}(k-s ; g, \bar{\psi}) \tag{4.7.12}
\end{equation*}
$$

where

$$
C_{\psi}=\frac{W(\psi)^{2} \chi(m) \psi(M)}{m}=\chi(m) \psi(-M) \frac{W(\psi)}{W(\bar{\psi})}
$$

Therefore $f(z) \in \mathscr{G}_{k}(M, \chi)$ by Theorem 4.3.15. Next we consider case (i). Then

$$
\begin{align*}
& \Lambda(s, \psi) \Lambda(s-1, \psi)  \tag{4.7.13}\\
& =2 \sqrt{\pi}(m / \pi)^{-1 / 2} \mu(s)^{-1}\left(1-\psi(M) M^{1-s}\right)^{-1} M^{-s / 2} \Lambda_{M}(s ; f, \psi)
\end{align*}
$$

where

$$
\mu(s)=\left\{\begin{array}{cll}
1 & \text { if } & \psi(-1)=-1  \tag{4.7.14}\\
\frac{s-1}{2} & \text { if } & \psi(-1)=1
\end{array}\right.
$$

By the functional equation of $\Lambda(s, \psi)$, we obtain the functional equation

$$
\begin{equation*}
\Lambda_{M}(s ; f, \psi)=-C_{\psi} \Lambda_{M}(2-s ;-f, \bar{\psi}) \tag{4.7.15}
\end{equation*}
$$

Thus $f(z) \in \mathscr{G}_{2}(M, \chi)$.
Hereafter we fix a positive integer $k$, and let $f_{k}\left(z: \chi_{1}, \chi_{2}\right)$ be the modular form $f(z)$ defined by (4.7.6). By Theorem 4.5.16, we note that
(4.7.16) $\quad f_{k}\left(z ; \chi_{1}, \chi_{2}\right)$ is a common eigenfunction of ${ }^{M} T(n)$ for all $n \geqq 1$.

For a Dirichlet character $\chi \bmod N$ satisfying $\chi(-1)=(-1)^{k}$, we put
(4.7.17) $\quad \mathscr{E}_{k}(N, \chi)=\left\langle f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)\right| l M_{1} M_{2} \mid N, \chi_{1} \chi_{2}=\chi$, and $\chi_{1}$ and $\chi_{2}$ satisfy (4.7.2)>.

We note that $\mathscr{E}_{k}(N, \chi)$ is stable by $T(n)((n, N)=1)$ and generated by common eigenfunctions of $T(n)((n, N)=1)$ by (4.7.16).

Theorem 4.7.2. $\mathscr{E}_{k}(N, \chi)=\mathscr{N}_{k}(N, \chi)$.
Proof. First we show that $\mathscr{E}_{k}(N, \chi) \subset \mathscr{N}_{k}(N, \chi)$. Let $g(z) \in \mathscr{E}_{k}(N, \chi)$ be a common eigenfunction of all $T(n)((n, N)=1)$ with eigenvalue $t_{n}$. Since

$$
\mathscr{S}_{k}(N, \chi)=\mathscr{S}_{k}(N, \chi) \oplus \mathscr{N}_{k}(N, \chi)
$$

we can write

$$
g=g_{1}+g_{2}, \quad\left(g_{1} \in \mathscr{S}_{k}(N, \chi), \quad g_{2} \in \mathscr{N}_{k}(N, \chi)\right) .
$$

By Corollary 2.8 .4 and Theorem 4.5.18, $\mathscr{S}_{k}(N, \chi)$ and $\mathscr{N}_{k}(N, \chi)$ are stable by $T(n)$. Therefore $g_{1} \mid T(n) \in \mathscr{S}_{k}(N, \chi)$, and hence,

$$
g_{1} \mid T(n)=t_{n} g_{1} .
$$

Now there exists $f(z)=f_{k}\left(z ; \chi_{1}, \chi_{2}\right)$ which has the same eigenvalues of $T(n)$ as those for $g(z)$ for all $n$ prime to $N$. On the other hand, by Corollary 4.6.14, there exist a divisor $N^{\prime}$ of $N$ and a primitive form $h(z)$ of $\mathscr{S}_{k}\left(N^{\prime}, \chi\right)$ such that $g_{1}(z), h(z)$ and $g(z)$ have the same eigenvalues for $T(n)((n, N)=1)$. Therefore $L(s ; f)$ and $L(s ; h)$ has the same Euler factors for all prime numbers prime to $N$. First assume that $\chi_{2}$ is trivial. Then

$$
\Gamma(s) L\left(s, \chi_{1}\right) L\left(s-k+1, \chi_{2}\right)
$$

has a simple pole at $s=k$. Since $h(z)$ is a cusp form, $\Gamma(s) L(s, h)$ is an entire function. Put

$$
L(s ; h)=\sum_{n=1}^{\infty} a_{n} n^{-s},
$$

then

$$
\frac{\Gamma(s) L\left(s, \chi_{1}\right) L\left(s-k+1, \chi_{2}\right)}{\Gamma(s) L(s ; h)}=\prod_{p \mid N} \frac{1-a_{p} p^{-s}+\chi(p) p^{k-1-2 s}}{\left(1-\chi_{1}(p) p^{-s}\right)\left(1-\chi_{2}(p) p^{k-1-s}\right)},
$$

and it has a pole at $s=k$. This is impossible from the form of the right-hand side. Next suppose that $\chi_{2}$ is not trivial. Then by taking the twisted modular form $g_{\bar{x}_{2}}$ in place of $g$, a similar argument is applicable. Consequently we obtain $g_{1}=0$ or $g \in \mathcal{N}_{k}(N, \chi)$. To prove that $\mathscr{E}_{k}(N, \chi)=\mathscr{N}_{k}(N, \chi)$, we shall calculate the dimension of $\mathscr{E}_{k}(N, \chi)$.
$1^{\circ}$ The case when either $k>2$ or $k=2$ and $\chi$ is non-trivial. Let us show that $f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)$ 's are linearly independent. Let

$$
\sum_{l, \chi_{1}, \chi_{2}} c\left(l, \chi_{1}, \chi_{2}\right) f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)=0, \quad\left(c\left(l, \chi_{1}, \chi_{2}\right) \in \mathbb{C}\right) .
$$

Here $l$ runs over all positive integers such that $l M \mid N$, and $\chi_{1}$ and $\chi_{2}$ run over all

Dirichlet characters such that $\chi_{1} \chi_{2}=\chi$. Put

$$
L\left(s, \chi_{1}\right) L\left(s-k+1, \chi_{2}\right)=\sum_{n=1}^{\infty} a_{n}\left(\chi_{1}, \chi_{2}\right) n^{-s} .
$$

Then $a_{n}\left(\chi_{1}, \chi_{2}\right)$ is the eigenvalue of $T(n)$ for $f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)$ provided $n$ is prime to $N$. Moreover if $a_{n}\left(\chi_{1}, \chi_{2}\right)=a_{n}\left(\psi_{1}, \psi_{2}\right)$ for all $n$ prime to $N$, then $\chi_{1}=\psi_{1}$ and $\chi_{2}=\psi_{2}$. Therefore, for any fixed pair $\left(\chi_{1}, \chi_{2}\right)$, we see

$$
\begin{equation*}
\sum_{l} c\left(l, \chi_{1}, \chi_{2}\right) f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)=0 \tag{4.7.18}
\end{equation*}
$$

Since the first Fourier coefficient of $f_{k}\left(z ; \chi_{1}, \chi_{2}\right)$ is equal to 1 , we get $c\left(l, \chi_{1}, \chi_{2}\right)=0$ for all $l$. This proves the linear independence of $f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)$. In particular,

$$
\operatorname{dim} \mathscr{E}_{k}(N, \chi)=\#\left\{\left(l, \chi_{1}, \chi_{2}\right)\left|l M_{1} M_{2}\right| N, \chi_{1}, \chi_{2} \text { are primitive and } \chi_{1} \chi_{2}=\chi\right\}
$$

The set of the right-hand side corresponds bijectively to the set of pairs $\left(\chi_{1}^{\prime}, \chi_{2}^{\prime}\right)$ of (not necessarily primitive) Dirichlet characters

$$
\left\{\left(\chi_{1}^{\prime}, \chi_{2}^{\prime}\right) \mid \chi_{1}^{\prime} \chi_{2}^{\prime}=\chi, \quad M_{1}^{\prime} M_{2}^{\prime}=N\right\},
$$

where $\chi_{i}^{\prime}$ is defined $\bmod M_{i}^{\prime}$. The correspondence is given by

$$
\left(l, \chi_{1}, \chi_{2}\right) \mapsto\left(\chi_{1}^{\prime}, \chi_{2}^{\prime}\right)
$$

where

$$
\begin{aligned}
\chi_{1}^{\prime} & =\text { the Dirichlet character defined } \bmod l M_{1} \text { induced by } \chi_{1} \\
\chi_{2}^{\prime} & =\text { the } . \text { Dirichlet character defined } \bmod N / l M_{1} \text { induced by } \chi_{2} .
\end{aligned}
$$

Thus we obtain

$$
\operatorname{dim} \mathscr{E}_{k}(N, \chi)=\#\left\{\left(\chi_{1}, \chi_{2}\right) \mid \chi_{1} \chi_{2}=\chi, \quad M_{1} M_{2}=N\right\}
$$

$2^{\circ}$ The case when $k=2$ and $\chi$ is the trivial character. Then $N>1$. By a similar argument as in $1^{\circ}, f_{k}\left(l z ; \chi_{1}, \chi_{2}\right)$ are linearly independent, and
$\operatorname{dim} \mathscr{E}_{2}(N, \chi)=\#\left\{\left(\chi_{1}, \chi_{2}\right) \mid \chi_{1} \chi_{2}=\chi, \quad M_{1} M_{2}=N, \quad\right.$ and if $\chi_{2}=\chi$, then $\left.M_{2} \neq 1\right\}$.
$3^{\circ}$ The case when $k=1$. If $\mathscr{G}_{1}(N, \chi) \neq\{0\}$, then $N \geqq 3$ and $\chi(-1)=-1$. Since $f_{k}\left(z ; \chi_{1}, \chi_{2}\right)=f_{k}\left(z ; \psi_{1}, \psi_{2}\right)$ if and only if $\left\{\chi_{1}, \chi_{2}\right\}=\left\{\psi_{1}, \psi_{2}\right\}$, we obtain

$$
\operatorname{dim} \mathscr{E}_{1}(N, \chi)=\frac{1}{2} \#\left\{\left(\chi_{1}, \chi_{2}\right) \mid \chi_{1} \chi_{2}=\chi, \quad M_{1} M_{2}=N\right\}
$$

by a similar argument as in $1^{\circ}$.
Now we put

$$
\begin{equation*}
\mathscr{E}_{k}\left(\Gamma_{1}(N)\right)=\underset{\chi}{\oplus} \mathscr{E}_{k}(N, \chi) \tag{4.7.19}
\end{equation*}
$$

where $\chi$ runs over all Dirichlet characters $\bmod N$ satisfying $\chi(-1)=(-1)^{k}$. Then by Theorem 2.1.7,

$$
\mathscr{E}_{k}\left(\Gamma_{1}(N)\right) \subset \mathscr{N}_{k}\left(\Gamma_{1}(N)\right)
$$

From $1^{\circ}, 2^{\circ}$ and $3^{\circ}$, we see

$$
\operatorname{dim} \mathscr{E}_{k}\left(\Gamma_{1}(N)\right)= \begin{cases}\frac{1}{2} \sum_{M \mid N} \phi(M) \phi(N / M), & \text { if } k \geqq 3, N \geqq 3, N \neq 4, \\ \frac{1}{2} \sum_{M \mid N} \phi(M) \phi(N / M)-1, & \text { if } k=2, N \geqq 3, N \neq 4, \\ \frac{1}{4} \sum_{M \mid N} \phi(M) \phi(N / M), & \text { if } k=1, N \geqq 3, N \neq 4, \\ 3 & \text { if } N=4, k \text { (even }) \geqq 4, \\ 2 & \text { if } N=4, k(\text { odd }) \geqq 3 \text { or } k=2 ; \\ 1 & \text { if } N=4, k=1 ; N=2, k=2 ; \\ 1 & N=1, k \text { (even } \geqq 3, \\ 0 & \text { otherwise }\end{cases}
$$

where $\phi$ is the Euler function. Therefore by Theorem 2.1.7(1), Theorem 4.2.9 and Theorem $\quad 2.5 .2, \quad \operatorname{dim} \mathscr{E}_{k}\left(\Gamma_{1}(N)\right)=\operatorname{dim} \mathscr{N}_{k}\left(\Gamma_{1}(N)\right)$. This implies $\quad \mathscr{E}_{k}\left(\Gamma_{1}(N)\right)$ $=\mathscr{N}_{k}\left(\Gamma_{1}(N)\right)$, and therefore, $\mathscr{E}_{k}(N, \chi)=\mathscr{N}_{k}(N, \chi)$.

Using explicit Fourier expansions (4.7.1), we obtain the following estimate of Fourier coefficients of any element of $\mathscr{E}_{\boldsymbol{k}}(N, \chi)$.

Theorem 4.7.3. Let $f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}$ be an element of $\mathscr{E}_{k}(N, \chi)$. Then

$$
a_{n}= \begin{cases}O\left(n^{k-1}\right), & \text { if } \quad k>2 \\ O\left(n^{k-1+\varepsilon}\right), & \text { if } \quad k=1,2\end{cases}
$$

for any $\varepsilon>0$.
Proof. For an integer $n$, we put

$$
\begin{equation*}
\sigma_{k-1}(n)=\sum_{0<d \mid n} d^{k-1} \tag{4.7.20}
\end{equation*}
$$

If $k-1 \geqq 2$, then

$$
\sigma_{k-1}(n)=n^{k-1} \sum_{o<d \mid n} d^{1-k}<n^{k-1} \zeta(k-1)
$$

so that

$$
\sigma_{k-1}(n)=O\left(n^{k-1}\right)
$$

If $k=2$, then

$$
\sigma_{1}(n)=n \sum_{0<d \mid n} d^{-1}<n \sum_{i=1}^{n} l^{-1}<n(1+\log n)
$$

so that

$$
\sigma_{1}(n)=O\left(n^{1+\varepsilon}\right)
$$

for any $\varepsilon>0$. Suppose $k=1$. Since $\sigma_{0}(n)$ is equal to the number of all the positive divisors of $n$, we have

$$
\begin{equation*}
\frac{\sigma_{0}(n)}{n^{\varepsilon}}=\prod_{i}\left(\frac{a_{i}+1}{p_{i}^{a_{i} \varepsilon}}\right), \quad\left(n=\prod_{i} p_{i}^{a_{i}}\right) \tag{4.7.21}
\end{equation*}
$$

for $\varepsilon>0$. Since

$$
a \varepsilon \log 2 \leqq 2^{a \varepsilon} \leqq p^{a \varepsilon}
$$

for any positive integer $a$, we see

$$
\begin{equation*}
\frac{a+1}{p^{a \varepsilon}} \leqq 1+\frac{a}{p^{a \varepsilon}} \leqq 1+\frac{1}{\varepsilon \log 2} \leqq e^{1 / \varepsilon \log 2} \tag{4.7.22}
\end{equation*}
$$

If $p \geqq 2^{1 / \varepsilon}$, then $p^{\varepsilon} \geqq 2$, so that

$$
\begin{equation*}
\frac{a+1}{p^{a \varepsilon}} \leqq \frac{a+1}{2^{a}} \leqq 1 \tag{4.7.23}
\end{equation*}
$$

By (4.7.22) or (4.7.23) according as $p_{i}<2^{1 / \varepsilon}$ or not, we see

$$
\frac{\sigma_{0}(n)}{n^{\varepsilon}} \leqq \prod_{p_{i}<2^{1 / \varepsilon}} e^{1 / \varepsilon \log 2} \leqq \exp \left(2^{1 / \varepsilon} / \varepsilon \log 2\right)
$$

so that

$$
\sigma_{0}(n)=O\left(n^{2}\right)
$$

These results combined with (4.7.1) prove the assertion.
Let us consider the special case when $N=1$ and $\chi_{1}=\chi_{2}=\chi_{0}$ (the principal character). Assume $k \geqq 4$. From the remark mentioned at the end of $\S 4.1$, we see

$$
f_{k}\left(z ; \chi_{0}, \chi_{0}\right)=c E_{k}(z) \quad\left(c=(k-1)!/ 2(2 \pi i)^{k}\right)
$$

where $E_{k}(z)$ is the Eisenstein series defined by (4.1.3). Even if $N>1$, it is known that if $k \geqq 3$, then $f_{k}\left(z ; \chi_{1}, \chi_{2}\right)$ can be expressed as a linear combination of series similarly defined as $E_{k}(z)$. In the case when $k=1$ or 2 , a modification is necessary. Eisenstein series will be explained in $\S 7.1$ and $\S 7.2$ again.

## §4.8. L-Functions of Quadratic Fields and Cusp Forms

In the previous section, we showed that $\mathscr{N}_{k}(N, \chi)$ is generated by modular forms associated with products of two Dirichlet $L$-functions. It is natural to ask what kind of Dirichlet series are associated with cusp forms. If an $L$-function of a number field corresponds to a cusp form, then the field must be a quadratic field from the forms of the Euler products. Let $K$ be a quadratic field, and $\xi$ a Hecke character of $K$ with $u_{v}, v_{v}$ defined by (3.3.1). Assume that $L(s-(k-1) / 2, \xi)$ corresponds to some cusp form. Then we see
(i) $K$ is imaginary,
or
(ii) $K$ is real, and $v_{v}=0(v=1,2), u=u_{1}+u_{2}=1$,
by comparing $\Gamma$-factors which appear in the functional equations in Theorem 3.3.1 and Corollary 4.3.7. Here we use the same notation as in §3.3. Under the above situation, Hecke proved that $L(s-(k-1) / 2, \xi)$ corresponds to a cusp form by
using theta functions which we shall discuss in the next section. We are, however, going to prove this again by Weil's theorem.

Let $K=\mathbb{Q}(\sqrt{d})$ be a quadratic field with discriminant $d, p$ a prime number with $(p, d)=1$, and $\psi$ a primitive Dirichlet character of conductor $p$. We denote by $r$ and $I$ the ring of integers and the group of fractional ideals of $K$, respectively. We define the Hecke character $\psi \circ N_{K}$ by

$$
\begin{equation*}
\left(\psi \circ N_{K}\right)(\mathfrak{a})=\psi\left(N_{K}(\mathfrak{a})\right) \quad(\mathfrak{a} \in I) \tag{4.8.1}
\end{equation*}
$$

where $N_{K}$ is the norm mapping of $I$ into $\mathbb{Q}^{\times}$. We note $\psi \circ N_{K}$ is a primitive character of conductor pr .

Lemma 4.8.1. Let $\chi_{d}=\left(\frac{d}{-}\right)$ be the Kronecker symbol.
(1) $W\left(\chi_{d}\right)= \begin{cases}\sqrt{d} & \text { if } d>0, \\ i \sqrt{|d|} & \text { if } d<0 .\end{cases}$
(2) If $(d, p)=1$, then $W\left(\psi \circ N_{K}\right)=\chi_{d}(p) \psi(|d|) W(\psi)^{2}$.

Proof. We use the notation in Theorem 3.3.1. Since

$$
\zeta_{K}(s)=\zeta(s) L\left(s, \chi_{d}\right),
$$

we get

$$
T\left(\chi_{d}\right)=1
$$

by comparing the functional equations of both sides. Since $\chi_{d}(-1)=1$ or -1 if $K$ is real or imaginary, respectively, this implies (1). Since

$$
L\left(s, \psi \circ N_{K}\right)=L(s, \psi) L\left(s, \psi \chi_{d}\right),
$$

we obtain

$$
T\left(\psi \circ N_{K}\right)=T(\psi) T\left(\psi \chi_{d}\right) .
$$

This combined with Lemma 3.1.2 and (1) implies (2).
Theorem 4.8.2. Let $K=\mathbb{Q}(\sqrt{d})$ be an imaginary quadratic field with discriminant $d$, and $\xi$ a Hecke character $\bmod n$ such that

$$
\xi((a))=(a /|a|)^{u} \quad(a \equiv 1 \bmod \mathfrak{n})
$$

with a non-negative integer $u$. We put

$$
f(z)=f(z ; \xi)=\sum_{\mathrm{a}} \xi(\mathrm{a}) N_{K}(\mathfrak{a})^{u / 2} e^{2 \pi i N_{K}(\mathrm{a})},
$$

where $\mathfrak{a}$ runs over all integral ideals of $K$. Then $f(z) \in \mathscr{G}_{u+1}(N, \chi)$ and further

$$
f(z) \in \mathscr{S}_{u+1}(N, \chi),
$$

unless $u=0$ and $\xi$ is induced from a Dirichlet character through $N_{K}$. Here $N=|d| N_{K}(\mathfrak{n})$, and $\chi$ is a Dirichlet character defined by

$$
\chi(m)=\chi_{d}(m) \xi((m)) \operatorname{sgn}(m)^{n} \quad(M \in \mathbb{Z}) .
$$

Moreover if $\xi$ is primitive, then $f(z)$ is a primitive form.

Proof. Let $\mathfrak{p}$ be a prime ideal. If $\xi^{\prime}$ is the character $\bmod \mathfrak{p n}$ induced by $\xi$. Then

$$
f\left(z, \xi^{\prime}\right)=f(z, \xi)-\xi(\mathfrak{p}) N_{k}(\mathfrak{p})^{u / 2} f\left(N_{k}(\mathfrak{p}) z ; \xi\right)
$$

Therefore we have only to prove the theorem for a primitive character $\xi$. By definition, $L(s ; f)=L(s-u / 2, \xi)$. Let $\psi$ be a primitive Dirichlet character of prime conductor $p$. Suppose $(p, N)=1$. Then since $L(s ; f, \psi)=L\left(s-u / 2, \xi\left(\psi \circ N_{K}\right)\right.$ ), we see from Theorem 3.3.1 and Lemma 4.8.1 that

$$
\begin{aligned}
\Lambda_{N}(s ; f, \psi)= & (p \sqrt{N} / 2 \pi)^{s} \Gamma(s) L\left(s-u / 2, \xi\left(\psi \circ N_{K}\right)\right) \\
= & (p \sqrt{N} / 2 \pi)^{u / 2} \Lambda\left(s-u / 2, \xi\left(\psi \circ N_{K}\right)\right) \\
= & (p \sqrt{N} / 2 \pi)^{u / 2} i^{-u} \frac{\xi((p)) \chi_{d}(p) \psi(N) W(\xi) W(\psi)^{2}}{p N_{K}(n)^{1 / 2}} \\
& \times \Lambda\left(1+u / 2-s, \bar{\xi}\left(\bar{\psi} \circ N_{K}\right)\right) \\
= & i^{u+1} C_{\psi} \Lambda_{N}(1+u-s ; g, \bar{\psi}),
\end{aligned}
$$

where

$$
\begin{aligned}
C_{\psi} & =\frac{\chi(p) \psi(N) W(\psi)^{2}}{p}=\chi(p) \psi(-N) \frac{W(\psi)}{W(\bar{\psi})} \\
g(z) & =i^{-2 u-1} \frac{W(\bar{\xi})}{N_{K}(\mathfrak{n})^{1 / 2}} \sum_{\mathfrak{a}} \bar{\xi}(\mathfrak{a}) N_{K}(\mathfrak{a})^{u / 2} e^{2 \pi i N_{K}(\mathfrak{a}) z}
\end{aligned}
$$

Therefore Theorem 4.3.15 implies that $f(z) \in \mathscr{G}_{u+1}(N, \chi)$, and $f(z)$ is a cusp form if $u>0$, since $L(s ; f)$ is convergent for $\operatorname{Re}(s)>(u+2) / 2$. Since $L(s ; f)$ has obviously the Euler product of the form in Theorem 4.5.16, f(z) is a common eigenfunction of all $T(n)$. Assume that $u=0$ and $f(z)$ is not a cusp form. Since $f(z)$ is a common eigenfunction of Hecke operators,

$$
L(s ; f)=L\left(s, \chi_{1}\right) L\left(s, \chi_{2}\right)
$$

with Dirichlet characters $\chi_{1}, \chi_{2}$ by the proof of Theorem 4.7.2. But this can happen only when $\xi$ is induced from a Dirichlet character. The last part of the assertion is obvious from Corollary 4.6.22.

For a real quadratic field $K$, a similar argument is applicable and we obtain
Theorem 4.8.3. Let $K=\mathbb{Q}(\sqrt{d})$ be a real quadratic field with discriminant d, and $\xi$ a Hecke character mod $n$ such that

$$
\xi((a))=a /|a|=\operatorname{sgn}(a) \quad(a \equiv 1 \bmod n)
$$

or

$$
\xi((a))=a^{\prime} /\left|a^{\prime}\right|=\operatorname{sgn}\left(a^{\prime}\right) \quad(a \equiv 1 \bmod \mathfrak{n})
$$

where $a^{\prime}$ is the conjugate of a over $\mathbb{Q}$. We put

$$
f(z)=f(z ; \xi)=\sum_{\mathfrak{a}} \xi(\mathfrak{a}) e^{2 \pi i N_{K}(\mathfrak{a}) z}
$$

where a runs over all integral ideals of $K$. Then

$$
f(z) \in \mathscr{S}_{1}(N, \chi),
$$

where $N=d N_{K}(\mathrm{n})$, and $\chi$ is a Dirichlet character defined by

$$
\chi(m)=\chi_{d}(m) \xi((m)) \quad(m \in \mathbb{Z}) .
$$

Furthermore if $\xi$ is primitive, then $f(z)$ is a primitive form.
Hereafter we assume that readers are familiar with Artin $L$-functions. Let us consider a special case when $\xi$ in Theorem 4.8 .2 and Theorem 4.8 .3 is a class character. Then $K$ is a real quadratic field or $K$ is an imaginary quadratic field and $\xi((a))=1$ provided $a \equiv 1 \bmod n$. Let $J$ be the subgroup of $I$ defined by

$$
J=\{\mathfrak{a} \in I \mid \xi(\mathfrak{a})=1\} .
$$

Let $M$ be the abelian extension of $K$ corresponding to $J$, and $L$ the minimal Galois extension of $\mathbb{Q}$ containing $M$. Then

$$
G(L / K) / G(L / M) \simeq G(M / K) \simeq I(n) / J,
$$

where $G(L / K)$ indicates the Galois group of an extension $L / K$, and

$$
I(\mathfrak{n})=\{\mathfrak{a} \in I \mid(\mathfrak{a}, \mathfrak{n})=1\} .
$$

Therefore $\xi$ induces a character $\tilde{\xi}$ of $G(L / K)$. Let $\rho$ be a representation of $G(L / \mathbb{Q})$ induced by $\tilde{\xi}$. Then we have

$$
L(s, \rho)=L(s, \xi)
$$

so that $L(s, \xi)$ is an Artin $L$-function over $\mathbb{Q}$. In other words, such an Artin $L$ function $L(s, \rho)$ corresponds to a cusp form of weight 1 . Therefore we may expect that there exists a correspondence between cusp forms of weight 1 and Artin $L$ functions associated with irreducible representations of degree 2 of Galois groups over $\mathbb{Q}$. Indeed, [Deligne-Serre] proved that cusp forms of weight 1 always correspond to such Artin $L$-functions. Conversely, it can be shown similarly to the above theorems that certain Artin $L$-functions satisfy functional equations of the type required in Weil's theorem. Therefore the above conjecture is equivalent to the Artin conjecture for such Artin $L$-functions.

## §4.9. Theta Functions

In $\S 2.6, \S 4.7$ and $\S 4.8$, we constructed modular forms by using Poincaré series or Dirichlet series. In this section, we give another way of constructing modular forms which is a generalization of the theta function defined by (3.2.16). The advantage of theta functions is that we can explicitly calculate Fourier coefficients of modular forms. Furthermore, theta functions play essential roles in the theory of quadratic forms. Throughout this section, we put

$$
e(z)=e^{2 \pi i z}
$$

Let $A$ be a symmetric matrix of size $r$ over $\mathbb{Z}$. Assume that $A$ is positive definite, namely, all the eigenvalues of $A$ are positive. We put

$$
A[x]={ }^{t} x A x
$$

for a column vector $x$ of size $r$, and put formally

$$
f(z)=\sum_{m \in \mathbb{Z}^{r}} e(A[m] z) \quad(z \in \mathbf{H}) .
$$

Hereafter we consider all elements of $\mathbb{C}^{r}, \mathbb{R}^{r}, \mathbb{Z}^{r}$ etc., as column vectors. For a nonnegative integer $n$, we put

$$
a(n, A)=\#\left\{m \in \mathbb{Z}^{r} \mid A[m]=n\right\} .
$$

Then

$$
f(z)=\sum_{n=0}^{\infty} a(n, A) e^{2 \pi i n z}
$$

We shall show that $f(z)$ is convergent and is an integral form provided $r$ is even. This gives an effective method of constructing integral forms. By this fact, we obtain an estimate of $a(n, A)$ from that of Fourier coefficients of modular forms. The aim of this section is to prove that $f(z)$, defined as above, is a modular form. We begin by defining theta functions from quadratic forms and studying the transformation formulae. The discussion below follows [Shimura 7].

We now define the differential operator $\Lambda_{A}$ by

$$
\Delta_{A}=\sum_{i, j=1}^{r} b_{i j} \partial^{2} / \partial x_{i} \partial x_{j}, \quad A^{-1}=\left[b_{i j}\right] .
$$

Let $P(x)$ be a homogeneous polynomial of degree $v$ with complex coefficients in variables $x_{1}, \ldots, x_{r}$. We call $P(x)$ a spherical function of degree $v$ with respect to $A$ if

$$
\Delta_{A} P(x)=0
$$

It is known that any spherical function of degree $v$ is given by

$$
P(x)= \begin{cases}\text { a constant } & (v=0), \\ { }^{t} q A x \quad\left(q \in \mathbb{C}^{r}\right) & (v=1), \\ \text { a linear combination of }\left({ }^{t} q A x\right)^{v} \quad\left(q \in \mathbb{C}^{r}, A[q]=0\right) & (v>1)\end{cases}
$$

We take an element $h \in \mathbb{Z}^{r}$ and a positive integer $N$ satisfying

$$
\begin{align*}
N A^{-1} & \in M_{r}(\mathbb{Z}) ;  \tag{4.9.1}\\
A h & \in N \mathbb{Z}^{r} . \tag{4.9.2}
\end{align*}
$$

For the above $A, N, h$, and a spherical function $P(x)$ of degree $v$ with respect to $A$, we put for $z \in \mathbf{H}$

$$
\begin{align*}
\theta(z ; h, A, N, P) & =\sum_{\substack{m \equiv h \bmod N \\
m \in \mathbb{Z}^{r}}} P(m) e\left(\frac{A[m]}{2 N^{2}} z\right)  \tag{4.9.3}\\
& =\sum_{n=0}^{\infty} a(n, h, A, N, P) e\left(\frac{n}{2 N^{2}} z\right)
\end{align*}
$$

where

$$
a(n, h, A, N, P)=\sum_{\substack{A[m]=n \\ m \equiv h \bmod N}} P(m) .
$$

Since $A$ is positive definite, there exist positive numbers $c_{1}$ and $c_{2}$ satisfying

$$
\begin{equation*}
c_{1}{ }^{t} x x \leqq A[x] \leqq c_{2}{ }^{t} x x, \quad \text { for all } x \in \mathbb{R}^{r} . \tag{4.9.4}
\end{equation*}
$$

Furthermore by Schwarz's inequality, there exists. $c_{3}>0$ such that

$$
\begin{equation*}
|P(x)| \leqq c_{3}\left({ }^{t} x x\right)^{v / 2}, \quad \text { for all } x \in \mathbb{R}^{r} . \tag{4.9.5}
\end{equation*}
$$

Therefore

$$
\sum_{\substack{A[m]=n \\ m \equiv h \bmod N}}|P(m)|=O\left(n^{(r+v) / 2}\right) .
$$

Hence by Lemma 4.3.3, $\theta(z ; h, A, N, P)$ is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$ and is holomorphic on $\mathbf{H}$. We call it a theta function. We put

$$
D=\operatorname{det}(A), \quad k=r / 2+v .
$$

Lemma 4.9.1. (The transformation formula)

$$
\theta(-1 / z ; h, A, N, P)=(-i)^{v} D^{-1 / 2}(-i z)^{k} \sum_{\substack{A l=0 \bmod N \\ l \in \mathbb{Z}^{r} / N \mathbb{Z}^{r}}} e\left({ }^{t} l A h / N^{2}\right) \theta(z ; l, A, N, P) .
$$

Proof. This is a generalization of (3.2.17), and is also proved by using the Poisson summation formula. For $x \in \mathbb{R}^{r}$ and $z \in \mathbf{H}$, we put

$$
\begin{equation*}
\theta(z, x)=\sum_{m \in \mathbb{Z}^{r}} e\left(\frac{A[m+x]}{2} z\right), \tag{4.9.6}
\end{equation*}
$$

and

$$
f(x)=e\left(\frac{A[x]}{2} z\right)
$$

We denote by $\hat{f}(u)$ the Fourier transform of $f(x)$. Then

$$
\hat{f}(u)=D^{-1 / 2}(z / i)^{-r / 2} e\left(-A^{-1}[u] / 2 z\right),
$$

and by (4.9.4), we can apply the Poisson summation formula and obtain

$$
\begin{align*}
\theta(z, x) & =\sum_{m \in \mathbb{Z}^{r}} \hat{f}(m) e\left(^{t} m x\right)  \tag{4.9.7}\\
& =D^{-1 / 2}(z / i)^{-r / 2} \sum_{m \in \mathbb{Z}^{r}} e\left(-A^{-1}[m] / 2 z+{ }^{t} m x\right) .
\end{align*}
$$

We have only to prove the assertion for $P(x)=\left({ }^{t} q A x\right)^{v}\left(q \in \mathbb{C}^{r}\right)$. Let $q={ }^{t}\left(q_{1}, \ldots, q_{r}\right)$ and define the differential operator $L$ by

$$
L=\sum_{i=1}^{r} q_{i} \partial / \partial x_{i}
$$

Acting $L^{\nu}$ on both sides of (4.9.7), we see

$$
\begin{align*}
& \sum_{m \in \mathbb{Z}^{r}} P(m+x) e\left(\frac{A[m+x]}{2} z\right)  \tag{4.9.8}\\
& =(-i)^{v} D^{-1 / 2}(z / i)^{-r / 2-v} \sum_{m \in \mathbb{Z}^{r}}\left({ }^{t} q m\right)^{v} e\left(-A^{-1}[m] / 2 z+{ }^{t} m x\right) \\
& =(-i)^{v} D^{-1 / 2}(z / i)^{-k} \sum_{m \in \mathbb{Z}^{r}} P\left(A^{-1} m\right) e\left(-A^{-1}[m] / 2 z+{ }^{t} m x\right) .
\end{align*}
$$

This is justified by the uniform convergence of $\theta(z ; h, A, N, P)$ on any compact subset of $\mathbf{H}$. Note that if $v>1$, then

$$
L^{2} A[x]={ }^{t} q A q=0
$$

Put $x=N^{-1} h$, and take $-1 / z$ in place of $z$. Then the left-hand side is nothing but $N^{-v} \theta(-1 / z ; h, A, N, P)$. Put $n=N A^{-1} m$. Then $m \in \mathbb{Z}^{r}$ if and only if $n \in \mathbb{Z}^{r}$ and $A n \equiv 0 \bmod N$. Thus we see

$$
\begin{aligned}
& \theta(-1 / z ; h, A, N, P) \\
& =(-i)^{v} D^{-1 / 2}(-i z)^{k} \sum_{\substack{A n \equiv 0 \bmod N \\
n \in \mathbb{Z}^{\prime}}} P(n) e\left(\left(A[n] / 2 N^{2}\right) z+{ }^{t} n A h / N^{2}\right) .
\end{aligned}
$$

Since $e\left({ }^{t} n A h / N^{2}\right)$ is determined by the class of $n \bmod N$, we see

$$
\begin{aligned}
& =(-i)^{v} D^{-1 / 2}(-i z)^{k} \sum_{\substack{A l \equiv 0 \bmod N \\
l \in \mathbb{Z}^{r} / N \mathbb{Z}^{r}}} e\left({ }^{t} l A h / N^{2}\right) \sum_{n \equiv l \bmod N} P(n) e\left(\left(A[n] / 2 N^{2}\right) z\right) \\
& =(-i)^{v} D^{-1 / 2}(-i z)^{k} \sum_{\substack{A l=0 \bmod N \\
l \in \mathbb{Z}^{r} / N \mathbb{Z}^{r}}} e\left({ }^{t} l A h / N^{2}\right) \theta(z ; l, A, N, P)
\end{aligned}
$$

Hereafter we fix $P(x)$ and write simply $\theta(z ; h, A, N)$ in place of $\theta(z ; h, A, N, P)$. The following equalities are obvious by definition:

$$
\begin{equation*}
\theta(z ; h, A, N)=\sum_{\substack{g \equiv h \bmod N \\ g \in \mathbb{Z} / c N \mathbb{Z}^{r}}} \theta(c z ; g, c A, c N) \tag{4.9.9}
\end{equation*}
$$

for any positive integer c;

$$
\begin{align*}
& \theta(z+2 ; h, A, N)=e\left(A[h] / N^{2}\right) \theta(z ; h, A, N)  \tag{4.9.10}\\
& \quad \theta(z ;-h, A, N)=(-1)^{v} \theta(z ; h, A, N) \tag{4.9.11}
\end{align*}
$$

Now let $\delta=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z})$. Suppose that $c>0$ and $a \equiv d \equiv 0 \bmod 2$. Since $c \delta z=a-(c z+d)^{-1}$, we obtain by applying (4.9.9), (4.9.10) and Lemma 4.9.1

$$
\begin{aligned}
& \theta(\delta z ; h, A, N) \\
& =(-i)^{v} D^{-1 / 2} c^{-r / 2}(-i(c z+d))^{k} \sum_{\substack{A l=0 \bmod N \\
l \in \mathbb{Z}^{\gamma} / c N \mathbb{Z}^{r}}} \Phi(h, l) \theta(c z ; l, c A, c N),
\end{aligned}
$$

where

$$
\Phi(h, l)=\sum_{\substack{g \equiv h \bmod N \\ g \in \mathbb{Z}^{\prime} / c N \mathbb{Z}^{\prime}}} e\left(\left(a A[g]+2^{t} l A g+d A[l]\right) / 2 c N^{2}\right) .
$$

Since we can express it as

$$
\Phi(h, l)=e\left(-b\left(d A[l]+2^{t} l A h\right) / 2 N^{2}\right) \Phi(h+d l, 0)
$$

it is determined by the class of $l \bmod N$. Therefore it follows from (4.9.9) that

$$
\begin{aligned}
& \theta(\delta z ; h, A, N) \\
& =(-i)^{v} D^{-1 / 2} c^{-r / 2}(-i(c z+d))^{k} \sum_{\substack{A l \equiv 0 \bmod N \\
l \in \mathbb{Z}^{r} / N \mathbb{Z}^{\prime}}} \Phi(h, l) \theta(z ; l, A, N) .
\end{aligned}
$$

Replacing $z$ with $-1 / z$, and applying Lemma 4.9.1, we see that

$$
\begin{aligned}
& \theta\left(\frac{b z-a}{d z-c} ; h, A, N\right) \\
& =D^{-1} c^{-r / 2}(-\operatorname{sgn}(d) i)^{r}(d z-c)^{k} \sum_{\substack{A n=0 \bmod N \\
n \in \mathbb{Z}^{r} / N \mathbb{Z}^{r}}} \Psi(n, h) \theta(z ; n, A, N),
\end{aligned}
$$

where

$$
\Psi(n, h)=\sum_{\substack{A l \equiv 0 \bmod N \\ l \in \mathbb{Z}^{r} / N \mathbb{Z}^{\prime}}} e\left({ }^{t} n A l / N^{2}\right) \Phi(h, l) .
$$

Here we understand $\operatorname{sgn}(d)=1$ when $d=0$. In addition, assume that $d \equiv 0 \bmod 2 N$. Then since

$$
\begin{equation*}
\Phi(h, l)=e\left(-b^{t} l A h / N^{2}\right) \Phi(h, 0) \tag{4.9.12}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\Psi(n, h) & =\Phi(h, 0) \sum_{\substack{A l \equiv 0 \bmod N \\
l \in \mathbb{Z}^{r} / N \mathbb{Z}^{r}}} e\left(^{t}(n-b h) A l / N^{2}\right)  \tag{4.9.13}\\
& =\left\{\begin{array}{cl}
\Phi(h, 0) D & \text { if } n \equiv b h \bmod N, \\
0 & \text { otherwise } .
\end{array}\right.
\end{align*}
$$

Therefore we see
(4.9.14) $\quad \theta\left(\frac{b z-a}{d z-c} ; \quad h, A, N\right)$

$$
=c^{-r / 2}(-\operatorname{sgn}(d) i)^{r}(d z-c)^{k} \Phi(h, 0) \theta(z ; b h, A, N)
$$

Rewriting (4.'.14), we obtain that
(4.9.15) if $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]\left(\in S L_{2}(\mathbb{Z})\right)$ is a matrix satisfying

$$
b \equiv 0 \bmod 2, \quad c \equiv 0 \bmod 2 N, \quad \text { and } \quad d<0
$$

then

$$
\theta(\gamma z ; h, A, N)=M(\gamma)(c z+d)^{k} \theta(z ; a h, A, N)
$$

where

$$
\begin{equation*}
M(\gamma)=|d|^{-r / 2}(-\operatorname{sgn}(c) i)^{r} \sum_{\substack{g \equiv h \bmod N \\ g \in \mathbb{Z}^{\prime} d N \mathbb{Z}^{r}}} e\left(-b A[g] / 2|d| N^{2}\right) \tag{4.9.16}
\end{equation*}
$$

Lemma 4.9.2. The notation being as above, we have

$$
M(\gamma)=e\left(a b A[h] / 2 N^{2}\right)\left(\frac{D}{d}\right)\left(\frac{2 c}{d}\right)^{r} \varepsilon_{d}^{-r}
$$

where

$$
\varepsilon_{d}= \begin{cases}1 & \text { if } d \equiv 1 \bmod 4 \\ i & \text { otherwise }\end{cases}
$$

Proof. Suppose $c=0$. Then $a=d=-1$, so that the assertion is obvious. Next assume $c \neq 0$. We shall reduce the lemma to the case when $-d$ is a prime number. Assume that the assertion is true when $-d$ is a prime number. Take an integer $n$ so that $p=-d-2 c n$ is a prime number, and put $\alpha(2 n)=\left[\begin{array}{cc}1 & 2 n \\ 0 & 1\end{array}\right]$. Since

$$
\gamma \alpha(2 n)=\left[\begin{array}{cc}
a & b+2 a n \\
c & -p
\end{array}\right]
$$

we see

$$
M(\gamma \alpha(2 n))=M(\gamma) e\left(a^{2} n A[h] / N^{2}\right)
$$

by (4.9.9) and (4.9.15). Since the assertion is true for $\gamma \alpha(2 n)$ by assumption, we get

$$
M(\gamma)=e\left(a b A[h] / 2 N^{2}\right)\left(\frac{D}{-p}\right)\left(\frac{2 c}{-p}\right)^{r} \varepsilon_{-p}^{-r}
$$

The character $\left(\frac{D}{-}\right)$ is defined $\bmod 4 N$, since $D$ is a divisor of $N^{r}$. Therefore we have

$$
\left(\frac{2 c}{-p}\right)=\left(\frac{2 c}{d}\right), \quad\left(\frac{D}{-p}\right)=\left(\frac{D}{d}\right) \quad \text { and } \quad \varepsilon_{-p}=\varepsilon_{d}
$$

since $d \equiv-p \bmod 2 c$ and $c$ is divisible by $2 N$. Consequently the assertion is true for $\gamma$. Now we shall prove the assertion when $p=-d$ is a prime number. For $g \in \mathbb{Z}^{r}$ satisfying $g \equiv h \bmod N$, we take $u \in \mathbb{Z}^{r}$ so that $g=a d h+N u$. Note that $a d \equiv 1 \bmod N$. Then the set of the classes of $g \bmod p N$ corresponds to the set of the classes of $u \bmod p$, so that

$$
\begin{equation*}
M(\gamma)=(-\operatorname{sgn}(c) i)^{r} e\left(a b A[h] / 2 N^{2}\right) p^{-r / 2} \sum_{u \in \mathbb{Z}^{r} / p \mathbb{Z}^{r}} e(-b A[u] / 2 p) . \tag{4.9.17}
\end{equation*}
$$

Since $(p, 2 D)=1$, there exists an element $S \in M_{r}(\mathbb{Z})$ such that $(\operatorname{det}(S), p)=1$ and ${ }^{t} S A S \bmod p$ is diagonal. Let $t_{1}, \ldots, t$ be the diagonal components of ${ }^{t} S A S$ and put $b^{\prime}=-b / 2$. Since it is easily verified by Lemma 3.1.1 that

$$
\sum_{i=1}^{p} e\left(a i^{2} / p\right)=\left(\frac{a}{p}\right) W((\bar{p}))
$$

for a prime number $p(p \neq 2,(p, a)=1)$, it follows from Lemma 4.8.1(1) that

$$
\begin{aligned}
p^{-r / 2} \sum_{u \in \mathbb{Z}^{r} / p \mathbb{Z}^{r}} e\left(b^{\prime} A[u] / p\right) & =p^{-r / 2} \prod_{i=1}^{r}\left(\sum_{j=1}^{p} e\left(b^{\prime} t_{i} j^{2} / p\right)\right) \\
& =\varepsilon_{p}^{r}\left(\frac{b^{\prime r} t_{1} \ldots t_{r}}{p}\right) \\
& =\varepsilon_{p}^{r}\left(\frac{b^{\prime r} D}{p}\right) .
\end{aligned}
$$

Since $2 b^{\prime} c-a p=1$, we have

$$
\left(\frac{b^{\prime}}{p}\right)=\left(\frac{2 c}{p}\right)=\operatorname{sgn}(c)\left(\frac{2 c}{-p}\right)
$$

By taking $\varepsilon_{p} \varepsilon_{-p}=i$ into account,

$$
\begin{aligned}
\varepsilon_{p}^{r}\left(\frac{b^{\prime r} D}{p}\right) & =(\operatorname{sgn}(c) i)^{r} \varepsilon_{-p}^{-r}\left(\frac{2 c}{-p}\right)^{r}\left(\frac{D}{-p}\right) \\
& =(\operatorname{sgn}(c) i)^{r} \varepsilon_{d}^{-r}\left(\frac{2 c}{d}\right)^{r}\left(\frac{D}{d}\right)
\end{aligned}
$$

This completes the proof.

Theorem 4.9.3. Assume that $A, h$ and $N$ satisfy (4.9.1) and (4.9.2). Let $P(x)$ be a spherical function of degree $v$ with respect to $A$. Then for an element $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ of $S L_{2}(\mathbb{Z})$ satisfying

$$
b \equiv 0 \bmod 2, \quad c \equiv 0 \bmod 2 N,
$$

we have

$$
\begin{aligned}
& \theta(\gamma z ; h, A, N, P) \\
& =e\left(a b A[h] / 2 N^{2}\right)\left(\frac{\operatorname{det}(A)}{d}\right)\left(\frac{2 c}{d}\right)^{r} \varepsilon_{d}^{-r}(c z+d)^{k} \theta(z ; a h, A, N, P),
\end{aligned}
$$

where $k=r / 2+v$, and

$$
\varepsilon_{d}= \begin{cases}1 & \text { if } d \equiv 1 \bmod 4, \\ i & \text { if } d \equiv 3 \bmod 4\end{cases}
$$

Proof. If $d<0$, then the assertion follows from (4.9.15) and Lemma 4.9.2. If $d>0$, then we may consider $-\gamma$ in place of $\gamma$.

If we impose some additional conditions on $A$, Theorem 4.9 .3 can be refined as follows:
$1^{\circ}$ Assume that all the diagonal components of $A$ are even, then

$$
\theta(z+1 ; h, A, N)=e\left(A[h] / 2 N^{2}\right) \theta(z ; h, A, N) .
$$

Note that $A[m]$ is even for any $m \in \mathbb{Z}^{r}$. Therefore by using this equality in place of (4.9.10),
the transformation formula of Theorem 4.9.3 holds for any element $\gamma$ of $\Gamma_{0}(2 N)$.
$2^{\circ}$ Suppose that all the diagonal components of $A$ and $N A^{-1}$ are even. Then (4.9.12) holds for any $d$ such that $d \equiv 0 \bmod N$, so that
the transformation formula of Theorem 4.9.3 holds for any element $\gamma$ of $\Gamma_{0}(N)$.
We consider the special cases when $r$ is even or $r=1$.
Corollary 4.9.4. The notation being as in Theorem 4.9.3, if $r$ is even, then

$$
\theta(2 z ; h, A, N, P) \in \mathscr{G}_{k}\left(\Gamma_{1}(4 N)\right)
$$

with $k=r / 2+\nu$. Furthermore, if $\nu \geqq 1$, then $\theta(2 z ; h, \dot{A}, N, P)$ is a cusp form.
Proof. The automorphy is straightforward from Theorem 4.9.3. Therefore we have only to verify the conditions at cusps. First consider the case when all the diagonal components of $A$ are even. Let $R$ be the space generated by

$$
\left\{\theta(z ; h, A, N, P) \mid h \in \mathbb{Z}^{r} / N \mathbb{Z}^{r}\right\}
$$

Lemma 4.9.1 and the above remark $1^{\circ}$ imply that $R$ is stable under $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ and $\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]$, and therefore, under $S L_{2}(\mathbb{Z})$. Since any element of $R$ is holomorphic (resp. has a zero if $v \geqq 1$ ) at $\infty$, and all cusps of $\Gamma(N)$ are $S L_{2}(\mathbb{Z})$-equivalent to $\infty$, any element of $R$ is holomorphic (resp. has zeros if $v \geqq 1$ ) at all cusps. The general case is reduced to the above case by (4.9.9) with $c=2$.

Corollary 4.9.5. The notation being as in Corollary 4.9.4, let

$$
\chi=\left(\frac{(-1)^{r / 2} \operatorname{det}(A)}{}\right)
$$

and put

$$
\theta(z ; A, P)=\sum_{m \in \mathbb{Z}^{\prime}} P(m) e\left(\frac{A[m]}{2} z\right) .
$$

Then
(1) $\theta(2 z ; A, P) \in \mathscr{G}_{k}(4 N, \chi)$;
(2) If all the diagonal components of $A$ are even, then $\theta(z ; A, P) \in \mathscr{G}_{k}(2 N, \chi)$;
(3) If all the diagonal components of $A$ and $N A^{-1}$ are even, then $\theta(z ; A, P) \in \mathscr{G}_{k}(N, \chi)$ and

$$
(\sqrt{N} z)^{-k} \theta(-1 / N z ; A, P)=\frac{\sqrt{N}^{k}}{\sqrt{D}} i^{r / 2}(-1)^{k} \theta\left(z ; A^{*}, P^{*}\right),
$$

where

$$
A^{*}=N A^{-1}, \quad P^{*}(x)=P\left(A^{-1} x\right) .
$$

If $v \geqq 1$, then $\theta(z ; A, P)$ is a cusp form.
Proof. All the assertions follow from Theorem 4.9.3, the remarks mentioned after that, and Corollary 4.9 .4 by taking $h=0$, except for the transformation formula in (3) which is obvious from (4.9.8).

As an application of theta functions to quadratic forms, we state the following

Corollary 4.9.6. Assume that $r$ is even. Then there exists a positive definite symmetric matrix $A$ in $M_{r}(\mathbb{Z})$ satisfying the following conditions if and only if $r \equiv 0 \bmod 8$.
(i) $\operatorname{det}(A)=1$;
(ii) all the diagonal components of $A$ and $A^{-1}$ are even.

Proof. We use the same notation as in Corollary 4.9.5. First let us prove the only-if part. For $P(x)=1$, we put

$$
\theta(z ; A)=\theta(z ; A, P)
$$

and

$$
\theta\left(z ; A^{-1}\right)=\theta\left(z ; A^{-1}, P\right)
$$

Since

$$
\theta(z ; A)=\theta\left(z ; A^{-1}\right)
$$

and $\theta(z ; A) \in \mathscr{G}_{k}(\Gamma(1))$ by Corollary 4.9.5(3), we get

$$
z^{-k} \theta(-1 / z ; A)=\theta(z ; A)
$$

so that comparing this with the transformation formula in Corollary 4.9.5(3), we obtain $i^{r / 2}=1$, namely, $r \equiv 0 \bmod 8$. Conversely, if $r=8$, then

$$
A=\left[\begin{array}{rrrrrrrr}
2 & 1 & & & & & & \\
1 & 2 & 1 & & & & 0 & \\
& 1 & 4 & 3 & & & & \\
& & 3 & 4 & 5 & & & \\
& & & 5 & 20 & 3 & & \\
& & & & 3 & 12 & 1 \\
& 0 & & & & 1 & 4 & 1 \\
& & & & & & 1 & 2
\end{array}\right] \quad\left(\in M_{8}(\mathbb{Z})\right)
$$

satisfies (i) and (ii) (Minkowski). Therefore $r \equiv 0 \bmod 8$ is the sufficient condition.

If $r$ is odd, then theta functions are not modular forms in the usual sense. We here state the explicit transformation formula only for the case when $r=1$.

Corollary 4.9.7. Let $\psi$ be a primitive Dirichlet character of conductor $N$, and $v=0$, or 1 such that $\psi(-1)=(-1)^{\nu}$. Put

$$
\theta_{\psi}(z)=\sum_{m=-\infty}^{\infty} \psi(m) m^{v} e^{2 \pi i m^{2} z},
$$

and

$$
J(\gamma, z)=\left(\frac{c}{d}\right) \varepsilon_{d}^{-1}(c z+d)^{1 / 2}
$$

for $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma_{0}(4)$. Then

$$
\begin{equation*}
\theta_{\psi}(\gamma z)=\psi(d)\left(\frac{-1}{d}\right)^{v} J(\gamma, z)^{2 v+1} \theta_{\psi}(z) \tag{1}
\end{equation*}
$$

for any $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma_{0}\left(4 N^{2}\right)$;

$$
\begin{equation*}
(2 N z / i)^{-v-1 / 2} \theta_{\psi}\left(-1 / 4 N^{2} z\right)=(-i)^{\nu} N^{-1 / 2} W(\psi) \theta_{\bar{\psi}}(z) . \tag{2}
\end{equation*}
$$

Proof. We get

$$
\theta_{\psi}(z)=\sum_{h \in \mathbb{Z} / N \mathbb{Z}} \psi(h) \theta(2 N z ; h, N, N, P)
$$

with $P(x)=x^{v}$ by taking $r=1, A=N$, so that the first assertion follows from Theorem 4.9.3. The second one is easily verified by (4.9.7).

Taking the principal character as $\psi$ in Corollary 4.9.7, and writing

$$
\theta(z)=\theta_{\psi}(z)
$$

we have

$$
\theta(\gamma z)=J(\gamma, z) \theta(z) \quad\left(\gamma \in \Gamma_{0}(4)\right)
$$

In particular,

$$
\begin{equation*}
J(\gamma \delta, z)=J(\gamma, \delta z) J(\delta, z) \quad\left(\gamma, \delta \in \Gamma_{0}(4)\right) \tag{4.9.18}
\end{equation*}
$$

Let $\Gamma$ be a Fuchsian group of the first kind, and $J(\gamma, z)$ a holomorphic function on $H$ without zeros for $\gamma \in \Gamma$. If $J(\gamma, z)$ satisfies (4.9.18), then we call $J(\gamma, z)$ an automorphic factor of $\Gamma$. For an automorphic factor of $\Gamma$, we can define similarly automorphic forms as in the case $j(\gamma, z)$. Corollary 4.9 .7 shows that $\theta_{\psi}(z)$ is an automorphic form with respect to the automorphic factor $\psi(d)\left(\frac{-1}{d}\right)^{v} J(\gamma, z)^{2 v+1}$. Such automorphic forms are called modular forms of half-integral weight, and are as important as modular forms of integral weight. They are closely connected with modular forms of integral weight. See [Shimura 7], [Shintani] and [Waldspurger]. Furthermore we can obtain again the functional equations of Dirichlet $L$-functions mentioned in $\S 3.3$ from Corollary 4.9.7 and Theorem 4.3.5. Theorem 4.8.2 can be also proved from Theorem 4.9.3.

## Chapter 5. Unit Groups of Quaternion Algebras

In the previous chapter, we studied modular groups and modular forms. The unit groups $\Gamma$ of orders of indefinite quaternion algebras defined over $\mathbb{Q}$ are also Fuchsian groups and they are generalizations of modular groups. Automorphic forms for such groups $\Gamma$ also play important roles in the algebraic geometrical theory of numbers. In this chapter, we recall fundamental properties of quaternion algebras, and study the structure of Hecke algebras of $\Gamma$. We quote some basic results on algebras and number theory from [Weil]. We follow [Eichler], [Shimizu 4] in §5.2, and [Shimura 3], [Shimizu 3] in §5.3, respectively. For a general reference, we mention also [Vignéras].

## § 5.1. Algebras over $\mathbb{Q}$ and Adelization

We call a ring $B$ with unity an algebra of dimension $n$ over a field $F$, if the following three conditions are satisfied:
$1^{\circ} F \subset B$, and the unity of $F$ coincides with the unity of $B$;
$2^{\circ}$ any element of $F$ commutes all elements of $B$;
$3^{\circ} B$ is a vector space over $F$ of dimension $n$.
Let $B$ be an algebra over $F$. We denote by $\operatorname{dim}_{F} B$ the dimension of $B$ over $F$. We put

$$
Z(B)=\{\beta \in B \mid \alpha \beta=\beta \alpha \quad \text { for any } \quad \alpha \in B\}
$$

and call it the center of $B$. When $F=Z(B)$, we call $B$ a central algebra over $F$. For two algebras $A, B$ over $F$, a ring homomorphism $f: A \rightarrow B$ is called an $F$-homomorphism (resp. $F$-isomorphism), if $f$ is also a homomorphism (resp. isomorphism) as vector spaces over $F$. We denote by $\mathrm{E}(B)$ the set of all endomorphisms of $B$ as a vector space over $F$. It is also an algebra over $F$. For an element $\alpha$ of $B$, we denote by $\rho(\alpha)$ the homomorphism " $B \ni \beta \mapsto \alpha \beta \in B$ ". The mapping $\rho$ of $B$ into $\mathrm{E}(B)$ is an injective $F$-homomorphism. We call $\rho$ the left regular representation of $B$. If $\rho(\alpha)$ is an automorphism of $B$, then there exists an element $\beta \in B$ such that $\rho(\alpha)(\beta)=\alpha \beta=1$. Then $\rho(\beta)=\rho(\alpha)^{-1}$, and therefore, $\rho(\alpha) \rho(\beta)=\rho(\beta) \rho(\alpha)=1$. Since $\rho$ is injective, we see that $\alpha \beta=\beta \alpha=1$, or $\alpha$ is invertible. Conversely, if $\alpha \in B^{\times}$, then $\rho(\alpha)$ is obviously an automorphism of $B$. Therefore, for an element $\alpha$ of $B$,
(5.1.1) $\alpha$ belongs to $B^{\times}$if and only if $\rho(\alpha)$ is an automorphism of $B$ as a vector space.

For each prime number $p$, we denote by $\mathbb{Q}_{p}$ and $\mathbb{Z}_{p}$ the field of $p$-adic numbers and the ring of $p$-adic integers, respectively. For a non-zero element $a$ of $\mathbb{Q}_{p}$, we put

$$
\operatorname{ord}_{p}(a)=\max \left\{m \in \mathbb{Z} \mid a \in p^{m} \mathbb{Z}_{p}\right\}
$$

and

$$
|a|_{p}=p^{-e} \quad\left(e=\operatorname{ord}_{p}(a)\right)
$$

We also put $|0|_{p}=0$. Moreover we put

$$
\mathbb{Q}_{\infty}=\mathbb{R},
$$

and for any element $a_{\infty}$ of $\mathbb{Q}_{\infty}$, we denote by $\left|a_{\infty}\right|_{\infty}$ the absolute value of $a_{\infty}$ in the usual sense. Hereafter we call $\mathbb{Q}_{p}$ and $\mathbb{Q}_{\infty}$ local fields, and denote by $v$ a prime number $p$ or $\infty$. We shall study algebras over local fields $\mathbb{Q}_{v}$. Let $B$ be an $n$-dimensional algebra over $\mathbb{Q}_{v}$. Since $B$ is isomorphic to the product $\mathbb{Q}_{v}^{n}$ of $\mathbb{Q}_{v}$ as vector spaces over $\mathbb{Q}_{v}$, we can induce a topology on $B$ under which $B$ is homeomorphic to $\mathbb{Q}_{v}^{n}$. This topology is independent of the isomorphism. Since $\mathbb{Q}_{v}$ is locally compact, so is $B$. Furthermore, since all the coordinates of the sum, the subtraction and the product of two elements $\alpha, \beta$ are polynomial functions of coordinates of $\alpha$ and $\beta$, they are continuous with respect to the topology of $B$, and $B$ is a topological ring. Since

$$
B^{\times}=\{\alpha \in B \mid \operatorname{det}(\rho(\alpha)) \neq 0\}
$$

by (5.1.1), $B^{\times}$is open in $B$, and therefore, it is a locally compact topological group with respect to the topology induced from $B$.

Let $F=\mathbb{Q}\left(\right.$ resp. $\left.\mathbb{Q}_{p}\right), \mathrm{r}=\mathbb{Z}$ (resp. $\mathbb{Z}_{p}$ ), and $B$ an algebra over $F$. A subset $R$ of $B$ is called an order of $B$, if the following two conditions are satisfied:•
(i) $R$ is a subring containing the unity of $B$;
(ii) $R$ is finitely generated over $\mathfrak{r}$, and contains a basis of $B$ over $F$.

By definition, orders of $B$ are commensurable as submodules of $B$. An order of $B$ is called maximal if it is maximal with respect to inclusion.

Lemma 5.1.1. (1) Let $B$ be an algebra over $\mathbb{Q}_{p}$, and $R$ an order of $B$. Then $R$ is compact and $R^{\times}$is a compact subgroup of $B^{\times}$.
(2) Let $B$ be an algebra over $\mathbb{Q}$, and $R$ an order of $B$. We put

$$
B_{p}=B \otimes_{\mathbb{Q}} \mathbb{Q}_{p}
$$

and let $R_{p}$ the closure of $R$ in $B_{p}$ for each prime number $p$. Then $R_{p}$ is an order of $B_{p}$.
Proof. (1): Since $R$ is finitely generated over $\mathbb{Z}_{p}$ and is a submodule of the vector space $B$, there exist $\alpha_{1}, \ldots, \alpha_{n} \in R$ such that

$$
R=\mathbb{Z}_{p} \alpha_{1} \oplus \cdots \oplus \mathbb{Z}_{p} \alpha_{n}
$$

by the elementary divisor theory, where $n=\operatorname{dim}_{\mathbb{Q}_{p}} B$. Therefore $R$ is homeomorphic to $\mathbb{Z}_{p}^{n}$ and is compact. By a similar argument as in (5.1.1) we obtain

$$
R^{\times}=\left\{\alpha \in R \mid \operatorname{det}(\rho(\alpha)) \in \mathbb{Z}_{p}^{\times}\right\},
$$

where $\rho$ is the left regular representation of $B$, so that $R^{\times}$is open and closed in $R$. Therefore $R^{\times}$is compact. (2): A similar argument as above implies that there exists a basis of $B$ such that

$$
R=\mathbb{Z} \alpha_{1} \oplus \cdots \oplus \mathbb{Z} \alpha_{n}
$$

so that

$$
R_{p}=\mathbb{Z}_{p} \alpha_{1} \oplus \cdots \oplus \mathbb{Z}_{p} \alpha_{n}
$$

Therefore $R_{p}$ is finitely generated over $\mathbb{Z}_{p}$. It is obvious that $R_{p}$ contains the unity of $B_{p}$ and a basis of $B_{p}$.

We denote by $\mathbb{Q}_{A}$ the adele ring of $\mathbb{Q}$. In other words, it is a locally compact topological ring defined by the following conditions:
(i) as a set,

$$
\mathbb{Q}_{A}=\left\{\left(a_{v}\right) \in \prod_{v} \mathbb{Q}_{v} \mid a_{p} \in \mathbb{Z}_{p} \quad \text { for almost all prime numbers } p\right\} ;
$$

(ii) the topology is defined by considering the subset $\mathbb{R} \times \prod_{p} \mathbb{Z}_{p}$ of $\mathbb{Q}_{A}$ open in $\mathbb{Q}_{A}$, and the induced topology on $\mathbb{R} \times \prod_{p} \mathbb{Z}_{p}$ coincides with the product topology. Let $\mathbb{Q}_{A}^{\times}$be the set of all invertible elements of $\mathbb{Q}_{A}$. For $a=\left(a_{v}\right) \in \mathbb{Q}_{A}^{\times}$, we put

$$
|a|_{A}=\prod_{v}\left|a_{v}\right|_{v}
$$

This is meaningful since $\left|a_{p}\right|_{p}=1$ for almost all prime numbers $p$ by (i). We consider $\mathbb{Q}$ as a subset of $\mathbb{Q}_{A}$ through the correspondence " $\mathbb{Q} \ni x \mapsto\left(x_{v}\right) \in \mathbb{Q}_{A}$ " with $x_{v}=x$ for all $v$. Then

$$
\mathbb{Q}^{\times} \subset \mathbb{Q}_{A}^{\times},
$$

and

$$
|x|_{A}=1 \quad\left(x \in \mathbb{Q}^{x}\right) .
$$

Let $a=\left(a_{v}\right) \in \mathbb{Q}_{A}^{\times}$. For each prime number $p$, put $e_{p}=\operatorname{ord}_{p}\left(a_{p}\right)$. Then

$$
a_{p} \mathbb{Z}_{p}=p^{e_{p}} \mathbb{Z}_{p}
$$

Since $e_{p}=0$ for almost all $p, m=\prod_{p} p^{e_{p}}$ is meaningful and is a rational number. We define the fractional ideal of $\mathbb{Q}$ by

$$
\operatorname{id}(a)=m \mathbb{Z}
$$

and call it the ideal associated with $a$.
For an algebra $B$ over $\mathbb{Q}$ of dimension $n$, we put

$$
\begin{equation*}
B_{A}=B \otimes_{\mathbb{Q}} \mathbb{Q}_{A} . \tag{5.1.2}
\end{equation*}
$$

Since $B_{A}$ is isomorphic to the product $\mathbb{Q}_{A}^{n}$ as a $\mathbb{Q}_{A}$-module through the coordinates with respect to a basis of $B$, we can induce the topology on $B_{A}$ under which $B_{A}$ is homeomorphic to the product space $\mathbb{Q}_{A}^{n}$. This topology is uniquely determined and $B_{A}$ is a topological ring. Since $\mathbb{Q}_{A}$ is locally compact, so is $B_{A}$. Since $\mathbb{Q}_{A}$ is a subset of the product $\prod_{v} \mathbb{Q}_{v}$, we can consider $B_{A}$ as a subset of the product $\prod_{v} B_{v}$ through the natural embedding, where $B_{v}=B \otimes_{\mathbb{Q}} \mathbb{Q}_{v}$. Let $R$ be an order of $B$, and $R_{p}$
the closure of $R$ in $B_{p}$ for each prime number $p$. Then we have

$$
\begin{equation*}
B_{A}=\left\{\left(\alpha_{v}\right) \in \prod_{v} B_{v} \mid \alpha_{p} \in R_{p} \quad \text { for almost all prime numbers } p\right\} \tag{5.1.3}
\end{equation*}
$$

and the induced topology of $B_{A}$ on the subset $B_{\infty} \times \prod_{p} R_{p}$ coincides with the product topology. We call $B_{A}$ the adelization of $B$. Next let $B_{A}^{\times}$be the set of all invertible elements of $B_{A}$, and induce on $B_{A}^{\times}$the weakest topology under which the natural injection: $B_{A}^{\times} \rightarrow B_{A}$ is continuous. Then $B_{A}^{\times}$is a topological group. We call $B_{A}^{\times}$the adelization of $B^{\times}$. As a set,

$$
\begin{equation*}
B_{A}^{\times}=\left\{\left(\alpha_{v}\right) \in \prod_{v} B_{v}^{\times} \mid \alpha_{p} \in R_{p}^{\times} \quad \text { for almost all prime numbers } p\right\} \tag{5.1.4}
\end{equation*}
$$

and the induced topology on the open subgroup $B_{\infty}^{\times} \times \prod_{p} R_{p}^{\times}$of $B_{A}^{\times}$coincides with the product topology. When $B=\mathbb{Q}, B_{A}^{\times}$is nothing but $\mathbb{Q}_{A}^{\times}$, which is called the idele group of $\mathbb{Q}$.

## §5.2. Quaternion Algebras

Let $B$ be an algebra over a field $F$. We call $B$ simple if $B$ is simple as a ring, namely, if $B$ has no two-sided ideals except for $\{0\}$ and $B$ itself. We call $B$ a division algebra if any nonzero element of $B$ is invertible. For an invertible element $\beta$ of $B$, the correspondence:

$$
B \ni \alpha \mapsto \beta \alpha \beta^{-1} \in B
$$

is an automorphism of $B$. Such an automorphism is called an inner automorphism of $B$.

Theorem 5.2.1. Let $B$ be a central simple algebra over a field $F$, and $C_{1}, C_{2}$ two simple subalgebras of $B$ over $F$. Then any $F$-isomorphism of $C_{1}$ onto $C_{2}$ can be extended to an inner automorphism of $B$. In particular, any automorphism of $B$ is derived from an inner automorphism of $B$.
Proof. Since left ideals of $B$ are vector spaces over $F$, the descending chain condition holds on left ideals. Let $M$ be a minimal left ideal of $B$. Then $M$ is a simple $B$-module. Since $B$ is simple, the action of $B$ on $M$ is faithful. Put

$$
D=\operatorname{End}_{B}(M)
$$

the ring of all endomorphisms of $M$ as a $B$-module. Then $D$ is a central simple algebra over $F$, and

$$
\operatorname{End}_{D}(M)=B
$$

([Weil, IX, Prop. 2]). Now let $f$ be an $F$-isomorphism of $C_{1}$ onto $C_{2}$. Since the actions of $C_{1}$ and $D$ on $M$ are mutually commutative, $M$ can be considered as a left $C_{1} \otimes_{F} D$-module. We denote by $M_{1}$ the $C_{1} \otimes_{F} D$-module $M$. Similarly, $M$ can also be considered as a left $C_{2} \otimes_{F} D$-module, so that we can consider $M$ as a left
$C_{1} \otimes_{F} D$-module through the isomorphism $f$ of $C_{1}$ onto $C_{2}$. We denote this $C_{1} \otimes_{F} D$-module $M$ by $M_{2}$. Let $K$ be the center of $C_{1}$. Then $K$ is a field, and

$$
C_{1} \otimes_{F} D=C_{1} \otimes_{K}\left(K \otimes_{F} D\right)
$$

so that $C_{1} \otimes_{F} D$ is simple ([Weil, IX, Prop. 3-Cor. 1, Cor. 4]). Therefore both $M_{1}$ and $M_{2}$ are isomorphic to direct sums of copies of a unique simple $C_{1} \otimes_{F} D$-module ([Weil, IX, Prop. 1]). By comparing the dimensions of $M_{1}$ and $M_{2}$ over $F$, we see that $M_{1}$ is isomorphic to $M_{2}$ as $C_{1} \otimes_{F} D$-modules. We denote by $\phi$ this isomorphism. Then, first $\phi$ is an $F$-automorphism of $M$ and is compatible with the action of $D$, so that $\phi$ is an element of $\operatorname{End}_{D}(M)$. Since $\operatorname{End}_{D}(M)=B$, there exists an element $\beta$ of $B^{\times}$such that

$$
\phi(m)=\beta m \quad(m \in M)
$$

Next for any $\gamma \in C_{1}$ and any $\psi \in D$, we see

$$
\phi((\gamma \otimes \psi) m)=(\gamma \otimes \psi) \phi(m) \quad(m \in M)
$$

namely,

$$
\beta \gamma \psi(m)=\gamma \psi(\beta m)=f(\gamma) \psi(\beta m)=f(\gamma) \beta \psi(m)
$$

Taking the identity mapping as $\psi$, we have $\beta \gamma m=f(\gamma) \beta m$ for any $m \in M$. Since the action of $B$ on $M$ is faithful, we get $\beta \gamma=f(\gamma) \beta$, namely,

$$
f(\gamma)=\beta \gamma \beta^{-1}
$$

for any $\gamma \in C_{1}$. Therefore the inner automorphism $g$ of $B$ defined by $g(\alpha)=\beta \alpha \beta^{-1}$ is an extension of $f$ over $B$. This proves the first half of the assertion; the latter half is obvious.

A central simple algebra $B$ of dimension 4 over a field $F$ is called a quaternion algebra over $F$. Furthermore, if $B$ is a division algebra, we call $B$ a division quaternion algebra.

Let $B$ be a quaternion algebra over a field $F$. By Wedderburn's theorem ([Weil, IX, Th. 1 and Prop. 3-Cor. 1]), we see
(5.2.1) $B$ is not a division quaternion algebra if and only if $B$ is isomorphic to $M_{2}(F)$.

If $F$ is algebraically closed, then $M_{2}(F)$ is a unique quaternion algebra over $F$ up to isomorphisms ([Weil, IX, Prop. 3-Cor. 2]).

Let $K$ be any extension over $F$. Then $B \otimes_{F} K$ is a quaternion algebra over $K$ ([Weil, IX, Prop. 3-Cor. 1]). We say that B is ramified or splits over $K$ if $B \otimes_{F} K$ is a division quaternion algebra or is isomorphic to $M_{2}(K)$, respectively. When $B$ splits over $K$, we call $K$ a splitting field of $B$. The first assertion of the following lemma can be seen in [Weil, IX, Th. 3-Cor. 3].

Lemma 5.2.2. Let $B$ be a quaternion algebra over a field $F$.
(1) A separable extension $K$ of degree 2 over $F$ is a splitting field of $B$ if and only if $B$ contains a subfield isomorphic to $K$.
(2) If two elements $\alpha, \beta$ of $B^{\times}$have the same minimal polynomials, then $\alpha$ and $\beta$ are $B^{\times}$-conjugate.
(3) If an element $\alpha$ of $B$ is not contained in $F$, then the set of the elements of $B$ commutative with $\alpha$ coincides with $F[\alpha]$.

Proof. (2): Let $f(X) \in F[X]$ be the minimal polynomial of both $\alpha$ and $\beta$. Then

$$
F[\alpha] \simeq F[X] /(f(X)) \simeq F[\beta] .
$$

First suppose $f(X)$ is irreducible. Then both $F[\alpha]$ and $F[\beta]$ are fields, so that the above isomorphism can be extended to an inner automorphism of $B$ by Theorem 5.2.1. Therefore $\alpha$ and $\beta$ are $B^{\times}$-conjugate. Next assume that $f(X)$ is reducible. Then $F[\alpha] \simeq F[X] /(f(X))$, and it is not a field, so that $B \simeq M_{2}(F)$ by (5.2.1). We may assume $B=M_{2}(F)$. Since $\alpha$ and $\beta$ have the same minimal polynomials, their Jordan's normal forms are the same, say $\gamma$. Since eigenvalues of $\alpha$ and $\beta$ belong to $F, \alpha$ and $\beta$ are conjugate to $\gamma$ by elements of $G L_{2}(F)$. Since $B^{\times}$ $=G L_{2}(F), \alpha$ and $\beta$ are $B^{\times}$-conjugate. (3): If $F[\alpha]$ is not a field, then $B \simeq M_{2}(F)$. Therefore by (2) we may assume that $\alpha$ is a Jordan's normal form. By a direct calculation, we obtain the result. Assume that $F[\alpha]$ is a field, and let $\beta$ be an element of $B$ commutative with $\alpha$. Since $F[\alpha, \beta]$ is an algebra over $F[\alpha]$, we see $\operatorname{dim}_{F} F[\alpha, \beta]=2$ or 4 . Since $B$ is not commutative, $F[\alpha, \beta]=F[\alpha]$.

Let $B$ be a quaternion algebra over a field $F$, and $\bar{F}$ the algebraic closure of $F$. Since $B \otimes_{F} \bar{F}$ is a quaternion algebra over the algebraically closed field $\bar{F}, B \otimes_{F} \bar{F}$ is isomorphic to $M_{2}(\bar{F})$. For an element $\beta$ of $B$, we put

$$
N_{B}(\beta)=\operatorname{det}(\beta), \quad \operatorname{tr}_{B}(\beta)=\operatorname{tr}(\beta),
$$

where $\operatorname{det}(\beta)$ and $\operatorname{tr}(\beta)$ are the determinant and the trace of $\beta$ as an element of $B \otimes_{F} \bar{F} \simeq M_{2}(\bar{F})$, respectively. When $B=M_{2}(F), N_{B}(\beta)$ and $\operatorname{tr}_{B}(\beta)$ are nothing but the determinant and the trace of $\beta$ as a matrix. We can prove that both $N_{B}(\beta)$ and $\operatorname{tr}_{B}(\beta)$ belong to $F$ ([Weil, IX, Prop. 6]). We call $N_{B}(\beta)$ and $\operatorname{tr}_{B}(\beta)$ the (reduced) norm and the (reduced) trace of $\beta$, respectively. If $F$ is an infinite field, then $N_{B}(\beta)$ is a polynomial function of the coordinates of $\beta$ with respect to a fixed basis of $B$ over $F$.

When $F=\mathbb{Q}, N_{B}$ and $\operatorname{tr}_{B}$ induce mappings from $B_{v}=B \otimes_{\mathbb{Q}} \mathbb{Q}_{v}$ into $\mathbb{Q}_{v}$ for any $v$ ( $=p$ or $\infty$ ), which are nothing but $N_{B_{v}}$ and $\operatorname{tr}_{B_{v}}$, respectively. We denote $N_{B_{v}}$ and $\operatorname{tr}_{B_{\nu}}$ simply by $N_{B}$ and $\mathrm{tr}_{B}$, respectively, for simplicity. Moreover $N_{B}$ and $\operatorname{tr}_{B}$ induce the continuous mappings of $B_{A}$ into $\mathbb{Q}_{A}$, which we also denote by $N_{B}$ and $\operatorname{tr}_{B}$, respectively.

For an element $\beta$ of $B$, we put

$$
f(X ; \beta)=X^{2}-\operatorname{tr}_{B}(\beta) X+N_{B}(\beta) \quad(\in F[X])
$$

and call it the principal polynomial of $\beta$. By definition,

$$
f(\beta ; \beta)=0
$$

and if $\beta \notin F$, then $f(X ; \beta)$ is the minimal polynomial of $\beta$ over $F$. If $f(X ; \beta)$ is
irreducible, then $F[\beta]$ is a quadratic extension over $F$, and the restrictions of $\operatorname{tr}_{B}$ and $N_{B}$ on $F[\beta]$ coincide with the trace and the norm of the field $F[\beta]$ over $F$.

The proof of the following lemma on quaternion algebras over $\mathbb{Q}_{p}$ can be seen in [Weil, XI, Th. 6, Prop. 5 and X, Th. 1, Prop. 6].

Lemma 5.2.3. (1) Let $B$ be a division quaternion algebra over $\mathbb{Q}_{p}$. Put

$$
R=\left\{\beta \in B \mid N_{B}(\beta) \in \mathbb{Z}_{p}, \operatorname{tr}_{B}(\beta) \in \mathbb{Z}_{p}\right\}
$$

Then $R$ is a unique maximal order of $B$. Any left or right ideal of $R$ is always a twosided ideal. $R$ has a unique maximal ideal $\mathrm{nt}=R \pi=\pi R(\pi \in R)$. Moreover $\pi^{2} R=p R$. (We call $\pi$ a prime element of B.)
(2) The ring $M_{2}\left(\mathbb{Z}_{p}\right)$ is a maximal order of $M_{2}\left(\mathbb{Q}_{p}\right)$, and any maximal order of $M_{2}\left(\mathbb{Q}_{p}\right)$ is conjugate to $M_{2}\left(\mathbb{Z}_{p}\right)$.
(3) Let $B$ be a quaternion algebra over $\mathbb{Q}_{p}$, and $R$ a maximal order of $B$. Then any left or right ideal of $R$ is principal. Moreover,

$$
\begin{aligned}
& N_{B}(B)=\mathbb{Q}_{p} \\
& N_{B}(R)=\mathbb{Z}_{p}
\end{aligned}
$$

and

$$
N_{B}\left(R^{\times}\right)=\mathbb{Z}_{p}^{\times}
$$

The following lemma is based on [Weil, XI, Prop. 4, Th. 1 and IV, Th. 4].
Lemma 5.2.4. Let $B$ be a quaternion algebra over $\mathbb{Q}$.
(1) Let $R$ be an order of $B$. Then there exists a maximal order of $B$ containing $R$, and $R$ is maximal if and only if $R_{p}$ is maximal in $B_{p}$ for all prime numbers $p$, where $R_{p}$ is the closure of $R$ in $B_{p}=B \otimes_{\mathbb{Q}} \mathbb{Q}_{p}$.
(2) For almost all prime numbers $p, B_{p}$ is isomorphic to $M_{2}\left(\mathbb{Q}_{p}\right)$, and $R_{p}$ is maximal.
(3) Suppose that for each prime number $p$, an order $R_{p}^{\prime}$ of $B_{p}$ is given. If $R_{p}^{\prime}=R_{p}$ for almost all prime numbers $p$ with some order $R$ of $B$, then there exists an order $S$ of $B$ such that $R_{p}^{\prime}=S_{p}$ for all prime numbers $p$.
(4) If $R$ is an order of $B$, then $R=\left(B_{\infty} \times \prod_{p} R_{p}\right) \cap B$.
(5) Put

$$
B_{A}^{(1)}=\left\{\left.\beta \in B_{A}^{\times}| | N_{B}(\beta)\right|_{A}=1\right\},
$$

If $B$ is a division quaternion algebra, then $B^{\times} \backslash B_{A}^{(1)}$ is compact.
Let $B$ be a quaternion algebra over $\mathbb{Q}$. We call $B$ indefinite or definite according as $B \otimes_{\mathbb{Q}} \mathbb{R}$ is isomorphic to $M_{2}(\mathbb{R})$ or is a division quaternion algebra. We are going to prove the approximation theorem. We begin with some lemmas.

Lemma 5.2.5. Let $B$ be a quaternion algebra over $\mathbb{Q}$. Assume that a quadratic polynomial

$$
f(X)=X^{2}+a X+b \in \mathbb{Q}[X]
$$

has no multiple roots. Then the following four statements are equivalent:
(1) $f(X)$ is the principal polynomial of some element of $B$;
(2) B splits over the splitting field of $f(X)$ over $\mathbb{Q}$;
(3) $B_{v}$ splits over the splitting field of $f(X)$ over $\mathbb{Q}_{v}$ for all $v$;
(4) $f(X)$ is the principal polynomial of some element of $B_{v}$ for all $v$.

Proof. (1) $\Rightarrow(2)$ : Let $f(X)=f(X ; \beta)$ for some $\beta \in B$. First suppose $f(X)$ is irreducible over $\mathbb{Q}$. Then $\mathbb{Q}[\beta]$ is a quadratic extension of $\mathbb{Q}$ included in $B$, so that $B$ splits over $\mathbb{Q}[\beta]$ by Lemma 5.2.2(1). Next assume that $f(X)$ is reducible over $\mathbb{Q}$. Since $f(X)$ is a principal polynomial, we see $B \simeq M_{2}(\mathbb{Q})$ from the proof of Lemma 5.2.2. This proves (2). (2) $\Rightarrow$ (1): This is easily verified by Lemma 5.2.2(1). (2) $\Leftrightarrow$ (3): This is nothing but the Hasse principle ([Weil, XI, Th. 2]). (3) $\Leftrightarrow$ (4): This can be similarly proved as (1) $\Leftrightarrow(2)$.

Lemma 5.2.6. Let $B$ be a quaternion algebra over $\mathbb{Q}_{p}, R$ a maximal order of $B$, and $h$ a positive integer. If $b \in \mathbb{Z}_{p}$ satisfies $b \equiv 1 \bmod p^{h} \mathbb{Z}_{p}$, then there exists an element $\beta$ of $R$ satisfying the following three conditions:
(i) $N_{B}(\beta)=b$;
(ii) $\beta \equiv 1 \bmod p^{h} R$;
(iii) $f(X ; \beta)$ is irreducible over $\mathbb{Q}_{p}$.

Proof. Any quadratic extension $K$ of $\mathbb{Q}_{p}$ is a splitting field of $B$ by [Weil], XII, Th. 2-Cor. 2, so that we may assume that $K$ is included in $B$. Take an unramified quadratic extension as $K$, and let $r$ be the maximal order of $K$. If $R^{\prime}$ is a maximal order of $B$ including $\mathfrak{r}$, then $R^{\prime}$ is conjugate to $R$, so that we may assume $r \subset R$. If an element $\beta$ of $B$ does not belong to $\mathbb{Q}_{p}$, then its minimal polynomial coincides with its principal polynomial, so that we have only to prove the existence of an element in $\mathfrak{r}-\mathbb{Z}$ satisfying (i) and (ii). We simply denote by $N$ the Norm mapping $N_{K / \mathbb{Q}_{p}}$. By induction we construct a sequence $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ of elements of $r$ satisfying

$$
\text { (1) } \alpha_{1}=1 \text {, (2) } \alpha_{n} \equiv \alpha_{n-1} \bmod p^{h(n-1)} \mathfrak{r} \text {, (3) } N\left(\alpha_{n}\right) \equiv b \bmod p^{h n} \mathbb{Z}_{p}
$$

Assuming we have constructed $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$, we shall show the existence of $\alpha_{n+1}$. Since $K$ is unramified over $\mathbb{Q}_{p}$, we have

$$
\operatorname{tr}_{K / \mathbb{Q}_{p}}(x)=\mathbb{Z}_{p}
$$

so that there exists an element $\gamma$ of $r$ satisfying

$$
\operatorname{tr}_{K / \mathbb{Q}_{P}}(\gamma)=1
$$

Put

$$
\alpha_{n+1}=\alpha_{n}(1+c \gamma) \quad\left(c=\left(b-N\left(\alpha_{n}\right)\right) / N\left(\alpha_{n}\right)\right)
$$

Since $\alpha_{n} \in r^{\times}$by (1) and (2), we see

$$
c \equiv 0 \bmod p^{h n} \mathbb{Z}_{p}
$$

Then

$$
\alpha_{n+1} \equiv \alpha_{n} \bmod p^{h n} \mathrm{r}
$$

and

$$
\begin{aligned}
N\left(\alpha_{n+1}\right) & =N\left(\alpha_{n}\right) N(1+c \gamma) \\
& \equiv N\left(\alpha_{n}\right)(1+c) \\
& \equiv b \quad \bmod p^{n(n+1)} \mathbb{Z}_{p}
\end{aligned}
$$

Therefore $\alpha_{n+1}$ is a desired one. Since $\left\{\alpha_{n}\right\}$ is a Cauchy sequence by (2), it is convergent. So put

$$
\alpha=\lim _{n \rightarrow \infty} \alpha_{n}
$$

Then $\alpha$ satisfies (i) and (ii). If $\alpha \notin \mathbb{Z}_{p}$, then $\beta=\alpha$ is what we want. Assume $\alpha \in \mathbb{Z}_{p}$. Let $\left\{\omega_{1}, \omega_{2}\right\}$ be a basis of $\mathfrak{r}$ over $\mathbb{Z}_{p}$, and $\sigma$ the generator of $\operatorname{Gal}\left(K / \mathbb{Q}_{p}\right)$. Put

$$
\psi=1+p^{h}\left(n_{1} \omega_{1}+n_{2} \omega_{2}\right) \quad\left(n_{1}, n_{2} \in \mathbb{Z}_{p}\right) .
$$

If we can take $n_{1}$ and $n_{2}$ so that

$$
\psi^{\sigma} / \psi \notin \mathbb{Z}_{p}
$$

then $\beta=\alpha\left(\psi^{\sigma} / \psi\right)$ is what we seek. Since $N\left(\psi^{\sigma} / \psi\right)=1, \psi^{\sigma} / \psi \in \mathbb{Z}_{p}$ if and only if $\psi^{\sigma} / \psi= \pm 1$. Since $\left\{\omega_{1}, \omega_{2}\right\}$ is a basis of $K$ over $\mathbb{Q}_{p}$, we can find $n_{1}$ and $n_{2}$ so that

$$
\psi^{\sigma} \neq \pm \psi
$$

This completes the proof.
An element $\beta$ of a quaternion algebra $B$ over a field $F$ is called regular if $f(X ; \beta)$ has no multiple roots.

Lemma 5.2.7. Let $B$ be a quaternion algebra over $\mathbb{Q}_{p}, R$ an order of $B$, and $h$ a positive integer. For an element $\beta$ of $B$ satisfying $N_{B}(\beta)=1$, there exists a regular element $\alpha$ of $B$ such that

$$
\text { (i) } N_{B}(\alpha)=1, \quad \text { (ii) } \alpha \equiv \beta \bmod p^{h} R
$$

Proof. If $\beta$ is regular, then the assertion is trivial. Assume $\beta$ is not regular. First suppose $B=M_{2}\left(\mathbb{Q}_{p}\right)$. Then there exists an element $\gamma$ of $B^{\times}$such that

$$
\gamma \beta \gamma^{-1}= \pm\left[\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right], \quad b \in \mathbb{Q}_{p}
$$

Taking a positive integer $l$ so that

$$
p^{l} \gamma^{-1} M_{2}\left(\mathbb{Z}_{p}\right) \gamma \subset p^{h} R
$$

we put

$$
\alpha= \pm \gamma^{-1}\left[\begin{array}{cc}
1-p^{l} & b \\
0 & \left(1-p^{l}\right)^{-1}
\end{array}\right] \gamma
$$

Then $\alpha$ satisfies (i) and (ii). Next assume that $B$ is a division quaternion algebra. Then $\beta= \pm 1$, so that the assertion follows from Lemma 5.2.6.

Now let $B$ be a quaternion algebra over $\mathbb{Q}$. We denote by $\mathbb{Q}^{2}$ the product of two copies of $\mathbb{Q}$. For an element $\beta$ of $B$, we put

$$
\begin{equation*}
\phi(\beta)=\left(\operatorname{tr}_{B}(\beta), N_{B}(\beta)\right) \in \mathbb{Q}^{2} . \tag{5.2.2}
\end{equation*}
$$

The mapping $\phi$ induces continuous mappings of $B_{v}$ into $\mathbb{Q}_{v}^{2}$, and also of $B_{A}$ into $\mathbb{Q}_{A}^{2}$, which are denoted by the same symbol $\phi$, for simplicity.

Lemma 5.2.8. Let $\beta$ be a regular element of $B_{p}$. Then we have:
(1) any element sufficiently close to $\beta$ is also regular;
(2) $\phi$ is an open mapping on a neighborhood of $\beta$. Namely, if $V$ is an open neighborhood of $\beta$, then $\phi(V)$ contains an open neighborhood of $\phi(\beta)$.
Proof. (1): For an element $(a, b) \in \mathbb{Q}_{p}^{2}$, we put

$$
g(X ; a, b)=X^{2}+a X+b
$$

The set of elements $(a, b)$ such that $g(X ; a, b)=0$ has multiple roots is obviously closed. Therefore the continuity of $\phi$ implies (1). (2): First suppose that $f(X ; \beta)$. $=X^{2}+a X+b$ is irreducible. Take an element $\left(a_{1}, b_{1}\right) \in \mathbb{Q}_{p}^{2}$ which is close to $(a, b)$. It follows by [Weil, XI, Lemma 1] that if $\left(a_{1}, b_{1}\right)$ is sufficiently close to $(a, b)$, then $g\left(X ; a_{1}, b_{1}\right)$ is also irreducible, and $g\left(X ; a_{1}, b_{1}\right)=0$ has a root $\alpha$ belonging to $\mathbb{Q}_{p}[\beta]$ and also to $V$. Therefore $\phi(V)$ includes an open neighborhood of $\phi(\beta)=(a, b)$. Next assume that $f(X ; \beta)$ is reducible and put

$$
f(X ; \beta)=(X-u)(X-v) \quad\left(u, v \in \mathbb{Q}_{p}\right) .
$$

Since $u \neq v$ by assumption, $B_{p}$ has a zero divisor, so that we may assume $B_{p}=M_{2}\left(\mathbb{Q}_{p}\right)$. A similar argument as in [Weil, XI, Lemma 1] implies that if $\left(a_{1}, b_{1}\right)$ is sufficiently close to $(a, b)$, then $g\left(X ; a_{1}, b_{1}\right)=0$ has two roots $u_{1}, v_{1}$ in $\mathbb{Q}_{p}$, which are close to $u, v$, respectively. In particular, $u_{1} \neq v_{1}$. Therefore, taking $\gamma \in B_{p}^{\times}$so that

$$
\gamma^{-1} \beta \gamma=\left[\begin{array}{ll}
u & 0 \\
0 & v
\end{array}\right]
$$

and putting

$$
\alpha=\gamma\left[\begin{array}{cc}
u_{1} & 0 \\
0 & v_{1}
\end{array}\right] \gamma^{-1}
$$

we get $\alpha \in V$ and $f(X ; \alpha)=g\left(X ; a_{1}, b_{1}\right)$. This proves (2).
Theorem 5.2.9. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}, R$ a maximal order of $B$, and $N$ a positive integer. Assume that for each prime factor $p$ of $N$, an element $\beta_{p}$ of $B_{p}$ satisfying $N_{B}\left(\beta_{p}\right)=1$ is given. Then there exists an element $\beta$ of $B$ satisfying the following three conditions:
(i) $N_{B}(\beta)=1$;
(ii) $\beta \equiv \beta_{p} \bmod N R_{p}$ if $p \mid N$;
(iii) $\beta \in R_{p}$ if $p \nmid N$.

Proof. By Lemma 5.2.7, we may assume that
(5.2.3) $\quad \beta_{p}$ is regular for each $p$.

Let $k$ be a positive integer satisfying

$$
N^{k-1} \beta_{p} \in R_{p}
$$

for all prime factors $p$ of $N$, and $\left\{\varepsilon_{1}, \ldots, \varepsilon_{r}\right\}$ a complete set of representatives of $\left(R / N^{k} R\right)^{\times}$. Note that

$$
(R / N R)^{\times} \simeq \prod_{p \mid N}\left(R_{p} / N^{k} R_{p}\right)^{\times},
$$

since $\mathbb{Z}$ is dense in $\prod_{p} \mathbb{Z}_{p}$. We see that
(5.2.4) $\quad\left(B_{\infty}^{\times} \times \prod_{p} R_{p}^{\times}\right) \backslash B_{A}^{\times} / B^{\times}$is a finite set.

In fact, if $B$ is a division quaternion algebra, then it follows from Lemma 5.2.4(5). Otherwise it can be verified directly. Let $\left\{\xi^{(1)}, \ldots, \xi^{(s)}\right\}$ be a complete set of representatives of $\left(B_{\infty}^{\times} \times \prod_{p} R_{P}^{\times}\right) \backslash B_{A}^{\times} / B^{\times}$. As is easily seen, we can take all $\xi^{(j)}=\left(\xi_{v}^{(j)}\right)$ so that $\xi_{p}^{(j)}=1$ for all prime factors $p$ of $N$.

Now let $L$ be a positive integer such that for all prime numbers $p$ prime to $L$,

$$
\begin{equation*}
B_{p} \simeq M_{2}\left(\mathbb{Q}_{p}\right), \quad \varepsilon_{i} \in R_{p}^{\times}(1 \leqq i \leqq r), \quad \xi_{p}^{(j)} \in R_{p}^{\times}(1 \leqq j \leqq s) . \tag{5.2.5}
\end{equation*}
$$

Moreover take a positive integer $h$ so that

$$
\begin{equation*}
L^{h}\left(\xi_{p}^{(j)} \varepsilon_{i}^{-1}\right)^{-1} R_{p} \xi_{p}^{(j)} \varepsilon_{i}^{-1} \subset R_{p} \tag{5.2.6}
\end{equation*}
$$

for all $i$ and $j$ and all prime factors $p$ of $L$. For each prime number $p$ which divides $L$ but is prime to $N$, we can take an element $\beta_{p}$ of $B_{p}$ by Lemma 5.2.6 so that

$$
\begin{equation*}
N_{B}\left(\beta_{p}\right)=1, \quad \beta_{p} \text { is regular, and } \quad \beta_{p} \equiv 1 \bmod L^{h} R_{p} . \tag{5.2.7}
\end{equation*}
$$

Hence a regular element $\beta_{p}$ of $B_{p}$ has been given for each prime factor $p$ of $L N$.
By Lemma 5.2.8(1), we can take a neighborhood $U_{p}$ of $\beta_{p}$ so that

$$
U_{p} \subset \beta_{p}+L^{h} N^{k} R_{p}
$$

and all elements of $U_{p}$ are regular. Take $(a, 1) \in \mathbb{Q}^{2}$ so that

$$
(a, 1) \in \begin{cases}\phi\left(U_{p}\right) & (p \mid L N),  \tag{5.2.8}\\ \mathbb{Z}_{p} \times \mathbb{Z}_{p} & (p \nmid L N),\end{cases}
$$

and put

$$
g(X)=X^{2}-a X+1
$$

By assumption, $g(X)$ is a principal polynomial of an element of $B_{p}$ for all $p$. Furthermore since $B$ is indefinite, $g(X)$ is also a principal polynomial of an element of $B_{\infty}\left(=M_{2}(\mathbb{R})\right.$ ). Therefore by Lemma 5.2 .5 , there exists an element $\alpha$ in $B$ such that $g(X)=f(X ; \alpha)$.

For each prime factor $p$ of $L N$, there exists $\alpha_{p} \in U_{p}$ such that

$$
g(X)=f\left(X ; \alpha_{p}\right)
$$

Since $\alpha_{p} \in B_{p}^{\times}$and $\alpha \in B^{\times}$, there exists an element $\gamma_{p}$ of $B_{p}^{\times}$such that

$$
\alpha=\gamma_{p}^{-1} \alpha_{p} \gamma_{p}
$$

by Lemma 5.2.2.
Let $p$ be a prime number prime to $L N$. Since $a \in \mathbb{Z}_{p}, \alpha$ is contained in a maximal order of $B_{p}$. Hence there exists an element $\gamma_{p}$ of $B_{p}^{\times}$such that

$$
\gamma_{p} \alpha \gamma_{p}^{-1} \in R_{p}
$$

since all maximal orders of $B_{p}$ are conjugate to each other. We may assume

$$
\gamma_{p}=1
$$

for almost all $p$, since $\alpha$ is contained in $R_{p}$ for almost all $p$. We put

$$
\gamma=\left(\gamma_{v}\right)
$$

with the $\gamma_{p}$ defined above and

$$
\gamma_{\infty}=1
$$

Then $\gamma \in B_{A}^{\times}$, so that we can write

$$
\gamma=\eta \xi^{(j)} \delta \quad\left(\eta=\left(\eta_{v}\right) \in B_{\infty}^{\times} \times \prod_{p} R_{p}^{\times}, \delta \in B^{\times}\right)
$$

with some $\xi^{(j)}$. By the choice of $\left\{\varepsilon_{i}\right\}$, there exists $\varepsilon_{i}$ such that

$$
\begin{equation*}
\eta_{p} \varepsilon_{i}^{-1} \in 1+N^{k} R_{p} \quad \text { for all prime factors } p \text { of } N \tag{5.2.9}
\end{equation*}
$$

We put

$$
\beta=\left(\varepsilon_{i} \delta\right) \alpha\left(\varepsilon_{i} \delta\right)^{-1}
$$

and shall prove that $\beta$ satisfies the three conditions in the theorem.
(i): Obviously $N_{B}(\beta)=1$.
(ii): Suppose $p \mid N$. Since $\xi_{p}^{(j)}=1$, we have $\gamma_{p}=\eta_{p} \delta$, so that

$$
\begin{aligned}
\beta & =\left(\eta_{p} \varepsilon_{i}^{-1}\right)^{-1}\left(\gamma_{p} \alpha \gamma_{p}^{-1}\right)\left(\eta_{p} \varepsilon_{i}^{-1}\right) \\
& =\left(\eta_{p} \varepsilon_{i}^{-1}\right)^{-1} \alpha_{p}\left(\eta_{p} \varepsilon_{i}^{-1}\right)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\beta-\beta_{p} & =\left(\eta_{p} \varepsilon_{i}^{-1}\right)^{-1} \alpha_{p}\left(\eta_{p} \varepsilon_{i}^{-1}\right)-\beta_{p} \\
& \equiv 0 \bmod N R_{p}
\end{aligned}
$$

by (5.2.9) and the choice of $\alpha_{p}$ and $k$.
(iii): First assume $p \mid L$ and $p \nmid N$. Then

$$
\begin{aligned}
\beta & =\left(\varepsilon_{i} \delta\right) \alpha\left(\varepsilon_{i} \delta\right)^{-1} \\
& =\varepsilon_{i}\left(\xi_{p}^{(j)}\right)^{-1}\left(\eta_{p}^{-1} \alpha_{p} \eta_{p}\right) \xi_{p}^{(j)} \varepsilon_{i}^{-1}
\end{aligned}
$$

Since $\alpha_{p} \in U_{p}$ and $\eta_{p} \in R_{p}^{\times}$, we see

$$
\alpha_{p} \equiv \beta_{p} \equiv 1 \bmod L^{h} R_{p}
$$

and

$$
\eta_{p}^{-1} \alpha_{p} \eta_{p} \equiv 1 \bmod L^{h} R_{p}
$$

Since

$$
\varepsilon_{i}\left(\xi_{p}^{(j)}\right)^{-1}\left(L^{h} R_{p}\right) \xi_{p}^{(j)} \varepsilon_{i}^{-1} \subset R_{p}
$$

we obtain $\beta \in R_{p}$. Next suppose $p \nmid L N$. Then

$$
\beta=\left(\varepsilon_{i} \delta \gamma_{p}^{-1}\right)\left(\gamma_{p} \alpha \gamma_{p}^{-1}\right)\left(\varepsilon_{i} \delta \gamma_{p}^{-1}\right)^{-1},
$$

and $\gamma_{p} \alpha \gamma_{p}^{-1} \in R_{p}$ by assumption. Since $\eta_{p} \in R_{p}^{\times}$by definition, and $\varepsilon_{i}, \xi_{p}^{(j)} \in R_{p}^{\times}$by (5.2.6), we see that

$$
\varepsilon_{i} \delta \gamma_{p}^{-1}=\varepsilon_{i}\left(\eta_{p} \xi_{p}^{(j)}\right)^{-1} \in R_{p}^{\times} .
$$

Therefore $\beta \in R_{p}$. This completes the proof.

Theorem 5.2.10. (Approximation Theorem) Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}, R$ a maximal order of $B, n$ an integer, and $N$ a positive integer. Assume that for each prime factor $p$ of $N$, an element $\beta_{p}$ of $R_{p}$ satisfies

$$
n / N_{B}\left(\beta_{p}\right) \equiv 1 \bmod N \mathbb{Z}_{p} .
$$

Then there exists an element $\beta$ of $B$ satisfying
(i) $N_{B}(\beta)=n$,
(ii) $\beta \in R$,
(iii) $\beta \equiv \beta_{p} \bmod N R_{p}$ for all prime factors $p$ of $N$.

Proof. Since $B$ is indefinite, there exists an element $\alpha$ of $B^{\times}$such that $N_{B}(\alpha)=n$ by [Weil, XI, Prop. 3]. Let $L$ be the product of all prime numbers $p$ such that $\alpha \notin R_{p}$. For each prime factor $p$ of $L N$, we take an element $\delta_{p}$ of $B_{p}$ as follows. First suppose $p \mid N$. We can take an element $\gamma_{p}$ of $R_{p}$ satisfying $\gamma_{p}-1 \equiv 0 \bmod N R_{p}$ and $N_{B}\left(\gamma_{p}\right)$ $=n / N_{B}\left(\beta_{p}\right)$ by Lemma 5.2.6. Put

$$
\delta_{p}=\alpha^{-1} \gamma_{p} \beta_{p} \quad(p \mid N)
$$

Note that $N_{B}\left(\delta_{p}\right)=1$. Next assume $p \mid L$ and $p \nmid N$. We can take an element $\gamma_{p}$ of $R_{p}$ satisfying $N_{B}\left(\gamma_{p}\right)=n$ by Lemma 5.2.3(3). Put

$$
\delta_{p}=\alpha^{-1} \gamma_{p} \quad(p \mid L, p \nmid N) .
$$

Note that $N_{B}\left(\delta_{p}\right)=1$. Take a power $M$ of $L N$ so that

$$
\begin{equation*}
\alpha M R_{p} \subset N R_{p} \quad \text { for any prime factor } p \text { of } L N . \tag{5.2.10}
\end{equation*}
$$

We note that $N R_{p}=R_{p}$ if $p \nmid N$. Applying Theorem 5.2 .9 by taking $M$ and $\delta_{p}$ for $N$ and $\beta_{p}$, respectively, we get an element $\delta$ of $B$ so that
(1) $N_{B}(\delta)=1$,
(2) if $p \mid M$, then $\delta \equiv \delta_{p} \bmod M R_{p}$,
(3) if $p \nmid M$, then $\delta \in R_{p}$.

We put

$$
\beta=\alpha \delta,
$$

and are going to prove that $\beta$ is what we want. It is obvious that $N_{\mathbf{B}}(\beta)=n$. If $p \mid N$, then we see

$$
\beta-\beta_{p}=\alpha \delta-\beta_{p} \equiv \alpha \delta_{p}-\beta_{p} \equiv\left(\gamma_{p}-1\right) \beta_{p} \equiv 0 \bmod N R_{p}
$$

by (2) and (5.2.10). This implies especially $\beta \in R_{p}$. If $p \mid L$ and $p \nmid N$, then by (2) and (5.2.10),

$$
\beta-\gamma_{p}=\alpha \delta-\gamma_{p} \equiv \alpha \delta_{p}-\gamma_{p}=0 \bmod R_{p}
$$

Since $\gamma_{p} \in R_{p}, \beta$ belongs to $R_{p}$. Next suppose $p \nmid L N$. Then $\alpha \in R_{p}^{\times}$and $\delta \in R_{p}$, so that $\beta \in R_{p}$. Therefore $\beta \in R$ by Lemma 5.2.4(4).

Theorem 5.2.11. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$. If an order $R$ of $B$ satisfies that

$$
N_{B}\left(R_{p}^{\times}\right)=\mathbb{Z}_{p}^{\times}
$$

for all prime numbers $p$, then

$$
B_{A}^{\times}=B^{\times} \cdot\left(G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)
$$

Proof. Let $\beta=\left(\beta_{v}\right)$ be any element of $B_{A}^{\times}$. We shall show that $\beta$ belongs to the set of the right-hand side. We may assume that $\beta_{p} \in R_{p}$ for all prime numbers $p$ by multiplying an integer, if necessary. Since

$$
\mathbb{Q}_{A}^{\times}=\mathbb{Q}^{\times} \cdot\left(\mathbb{R}_{+}^{\times} \times \prod_{p} \mathbb{Z}_{p}^{\times}\right)
$$

we can write

$$
N_{B}(\beta)=n u \quad\left(n \in \mathbb{Z}, u=\left(u_{v}\right) \in \mathbb{R}_{+}^{\times} \times \prod_{p} \mathbb{Z}_{p}^{\times}\right) .
$$

For each prime number $p$, there exists an element $\gamma_{p}$ of $R_{p}{ }^{\times}$satisfying $N_{B}\left(\gamma_{p}\right)=u_{p}$ by assumption. Put

$$
\gamma_{\infty}=\left[\begin{array}{cc}
1 & 0 \\
0 & u_{\infty}
\end{array}\right]
$$

and $\gamma=\left(\gamma_{v}\right) \in B_{A}^{\times}$. Then $\gamma \in G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}$and $N_{B}(\gamma)=u$. Therefore we may assume $N_{B}(\beta)=n$ by taking $\beta \gamma^{-1}$ in place of $\beta$, if necessary. Let $R_{0}$ be a maximal order of $B$ including $R$. For any prime number $p$ such that $\beta_{p} \notin R_{p}^{\times}$or $R_{0 p} \neq R_{p}$, take a positive integer $f$ so that

$$
p^{f} \beta_{p}^{-1} R_{0 p} \subset p R_{p}
$$

Put $N=\prod_{p} p^{f}$ with the above $p$ and $f$. Applying Theorem 5.2.10 for $N, n$ and $\beta_{p}$, we obtain an element $\alpha$ of $R_{0}$ satisfying

$$
N_{B}(\alpha)=n, \quad \alpha \equiv \beta_{p} \bmod N R_{0 p} \quad \text { if } \quad p \mid N
$$

We have only to prove $\alpha^{-1} \beta \in G L_{2}^{+}(\mathbb{R}) \times \Pi_{p} R_{p}^{\times}$. It is obvious $\alpha^{-1} \beta_{\infty} \in G L_{2}^{+}(\mathbb{R})$. If $p \nmid N$, then $n \in \mathbb{Z}_{p}^{\times}$by definition, and we see $\alpha^{-1} \beta \in R_{p}^{\times}$. Next assume $p \mid N$. Since
$\alpha-\beta_{p} \in p^{f} R_{0 p}$, we see

$$
\beta_{p}^{-1} \alpha-1 \in \beta_{p}^{-1} p^{f} R_{0 p} \subset p R_{p}
$$

so that $\beta_{p}^{-1} \alpha \in R_{p}^{\times}$. This implies $\alpha^{-1} \beta \in G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}$. Since $\alpha \in B^{\times}$, we see $\beta \in G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}$.

We note that maximal orders and orders of Eichler type (for definition, see §5.3) of $B$ satisfy the assumption of Theorem 5.2.11 by Lemma 5.2.3(3).

Theorem 5.2.12. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$. All maximal orders of $B$ are conjugate.

Proof. Let $R$ and $S$ be two maximal orders of $B$. For each prime number $p$, there exists an element $\beta_{p}$ of $B_{p}^{\times}$such that

$$
S_{p}=\beta_{p} R_{p} \beta_{p}^{-1}
$$

by Lemma 5.2.3(1), (2) and Lemma 5.2.4(1). Put $\beta=\left(\beta_{v}\right)$ with the above $\beta_{p}$ and $\beta_{\infty}=1$. Since $\beta \in B_{A}^{\times}$, we can write $\beta=\alpha u$ with $\alpha \in B^{\times}$and $u \in G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}$ by Theorem 5.2.11, so that

$$
S_{p}=\alpha R_{p} \alpha^{-1}=\left(\alpha R \alpha^{-1}\right)_{p} .
$$

Therefore we obtain $S=\alpha R \alpha^{-1}$ by Lemma 5.2.4(4).
Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$. We fix an isomorphism of $B \otimes_{\mathbb{Q}} \mathbb{R}$ onto $M_{2}(\mathbb{R})$, and consider $B$ as a subalgebra of $M_{2}(\mathbb{R})$ through this isomorphism. Then the norm $N_{B}(\beta)$ of an element $\beta$ of $B$ is nothing but the determinant of $\beta$ as a matrix, by definition. Let $R$ be an order of $B$. We put

$$
\begin{equation*}
\Gamma_{R}=\left\{\beta \in R \mid N_{B}(\beta)=1\right\} \subset G L_{2}^{+}(\mathbb{R}), \tag{5.2.11}
\end{equation*}
$$

and call it the unit group of norm 1 of $R$. We are going to prove that $\Gamma_{R}$ is a Fuchsian group of the first kind.

Theorem 5.2.13. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$, and $R$ an order of $B$. Then $\Gamma_{R}$ is a Fuchsian group of the first kind. Moreover, if $B$ is a division quaternion algebra, then $\Gamma_{\mathbf{R}} \backslash \mathbf{H}$ is compact.

Proof. First suppose $B$ is a division quaternion algebra. Since $\mathbf{H} \simeq S L_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$ as topological spaces by Corollary 1.2.2, and $\mathrm{SO}_{2}(\mathbb{R})$ is compact, the compactness of $\Gamma_{R} \backslash \mathbf{H}$ is equivalent to that of $\Gamma_{R} \backslash S L_{2}(\mathbb{R})$. Since

$$
B_{A}^{(1)} \cap\left(G L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)=S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}
$$

$S L_{2}(\mathbb{R}) \times \prod_{p} R_{p} \times$ is open in $B_{A}^{(1)}$. Put

$$
W=B_{A}^{(1)}-B^{\times} \cdot\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)
$$

Since $W$ is a union of right $S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}$-cosets, it is an open subset of $B_{A}^{(1)}$. Therefore $B^{\times} \backslash W$ is open in $B^{\times} \backslash B_{A}^{(1)}$. Since $W$ is left $B^{\times}$-invariant, the complement of $B^{\times} \backslash W$ is $B^{\times} \backslash B^{\times} \cdot\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)$. Then it is a closed subset of a compact set $B^{\times} \backslash B_{A}^{(1)}$, so that it is compact. Since

$$
B^{\times} \cap\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right) \backslash\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)=B^{\times} \backslash B^{\times} \cdot\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)
$$

and

$$
B^{\times} \cap\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)=\Gamma_{R}
$$

by Lemma $5.2 .4(4), \Gamma_{R} \backslash\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)$is compact. Therefore $\Gamma_{R} \backslash S L_{2}(\mathbb{R})$ is compact since $\Gamma_{R} \backslash S L_{2}(\mathbb{R})$ is the image of $\Gamma_{R} \backslash\left(S L_{2}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}\right)$by the natural mapping. Next assume that $B$ is not a division algebra. We may assume that $B=M_{2}(\mathbb{Q})$ by (5.2.1). Let $R_{0}$ be a maximal order of $B$ including $R$. Since $R_{0}$ is conjugate to $M_{2}(\mathbb{Z})$ by Theorem 5.2.12, $R_{0}$ has an element of norm -1 , so that $R_{0}$ is conjugate to $M_{2}(\mathbb{Z})$ by an element of positive norm. Therefore we may assume

$$
\Gamma_{R_{0}}=S L_{2}(\mathbb{Z})
$$

Since $R$ and $R_{0}$ are commensurable as modules, there exists a positive integer $N$ such that

$$
N R_{0} \subset R
$$

hence

$$
1+N R_{0} \subset R
$$

and

$$
S L_{2}(\mathbb{Z}) \supset \Gamma_{R} \supset \Gamma(N) .
$$

This implies that $S L_{2}(\mathbb{Z})$ and $\Gamma_{R}$ are commensurable, and $\Gamma_{R}$ is a Fuchsian group of the first kind.

## § 5.3. Hecke Algebras of Unit Groups of Quaternion Algebras

In the previous section, we proved that any unit group $\Gamma_{R}$ of norm 1 of an order $R$ of an indefinite quaternion algebra $B$ over $\mathbb{Q}$ is a Fuchsian group of the first kind. In this section, we study Hecke algebras of $\Gamma_{R}$.

Lemma 5.3.1. For a non-negative integer e, we put

$$
R_{p}=\left\{\left.\left[\begin{array}{cc}
a & b \\
p^{e} c & d
\end{array}\right] \in M_{2}\left(\mathbb{Z}_{p}\right) \right\rvert\, a, b, c, d \in \mathbb{Z}_{p}\right\}
$$

Then $R_{p}$ is an order of $M_{2}\left(\mathbb{Q}_{p}\right)$. Moreover if $e \geqq 1$, then we can write

$$
R_{p}=R_{p}^{(1)} \cap R_{p}^{(2)}
$$

with two maximal orders $R_{p}^{(1)}$ and $R_{p}^{(2)}$ of $M_{2}\left(\mathbb{Q}_{p}\right)$. The pair $\left(R_{p}^{(1)}, R_{p}^{(2)}\right)$ is uniquely determined by $R_{p}$.

Proof. It is obvious that $R_{p}$ is an order and

$$
R_{p}=M_{2}\left(\mathbb{Z}_{p}\right) \cap\left[\begin{array}{cc}
p^{e} & 0 \\
0 & 1
\end{array}\right]^{-1} M_{2}\left(\mathbb{Z}_{p}\right)\left[\begin{array}{cc}
p^{e} & 0 \\
0 & 1
\end{array}\right] .
$$

Let us study maximal orders including $R_{p}$. Any maximal order of $M_{2}\left(\mathbb{Q}_{p}\right)$ is given by $\beta^{-1} M_{2}\left(\mathbb{Z}_{p}\right) \beta \quad\left(\beta \in G L_{2}\left(\mathbb{Q}_{p}\right)\right)$ by Lemma 5.2.3(2). Since

$$
M_{2}\left(\mathbb{Q}_{p}\right)=\mathbb{Q}_{p} \cdot M_{2}\left(\mathbb{Z}_{p}\right)
$$

we may assume $\beta \in M_{2}\left(\mathbb{Z}_{p}\right) \cap G L_{2}\left(\mathbb{Q}_{p}\right)$. Furthermore for any $\gamma \in G L_{2}\left(\mathbb{Z}_{p}\right)$ ( $\left.=M_{2}\left(\mathbb{Z}_{p}\right)^{\times}\right)$, we have

$$
(\gamma \beta)^{-1} M_{2}\left(\mathbb{Z}_{p}\right) \gamma \beta=\beta^{-1} M_{2}\left(\mathbb{Z}_{p}\right) \beta
$$

so that the set of all maximal orders of $M_{2}\left(\mathbb{Q}_{p}\right)$ is given by

$$
\left\{\beta^{-1} M_{2}\left(\mathbb{Z}_{p}\right) \beta \mid \beta \in G L_{2}\left(\mathbb{Z}_{p}\right) \backslash\left(G L_{2}\left(\mathbb{Q}_{p}\right) \cap M_{2}\left(\mathbb{Z}_{p}\right)\right)\right\}
$$

Now we can take the set of matrices of the following two types as a complete set of representatives of $G L_{2}\left(\mathbb{Z}_{p}\right) \backslash\left(G L_{2}\left(\mathbb{Q}_{p}\right) \cap M_{2}\left(\mathbb{Z}_{p}\right)\right)$ :

$$
p^{g}\left[\begin{array}{cc}
1 & u \\
0 & p^{f}
\end{array}\right], \quad p^{g}\left[\begin{array}{cc}
p^{f} & 0 \\
0 & 1
\end{array}\right]
$$

where $f$ and $g$ are non-negative integers, and $u$ runs over the representatives of $\mathbb{Z}_{p} / p^{f} \mathbb{Z}_{p}$. Since

$$
\beta^{-1}\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \beta=\left[\begin{array}{cc}
a-c u p^{-f} & a u-c u^{2} p^{-f}+b p^{f}-d u \\
c p^{-f} & d+c u p^{-f}
\end{array}\right]
$$

for $\beta=\left[\begin{array}{cc}1 & u \\ 0 & p^{f}\end{array}\right](f \geqq 1)$, we see easily that $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right] \notin \beta^{-1} M_{2}\left(\mathbb{Z}_{p}\right) \beta$. Therefore any maximal order including $R_{p}$ is given by

$$
\left[\begin{array}{cc}
p^{f} & 0 \\
0 & 1
\end{array}\right]^{-1} M_{2}\left(\mathbb{Z}_{p}\right)\left[\begin{array}{cc}
p^{f} & 0 \\
0 & 1
\end{array}\right]=\left\{\left.\left[\begin{array}{cc}
a & b p^{-f} \\
c p^{f} & d
\end{array}\right] \right\rvert\, a, b, c, d \in \mathbb{Z}_{p}\right\} \quad(0 \leqq f \leqq e) .
$$

In particular, a pair $\left(R_{p}^{(1)}, R_{p}^{(2)}\right)$ of maximal orders such that $R_{p}^{(1)} \cap R_{p}^{(2)}=R_{p}$ is uniquely given by

$$
\left(M_{2}\left(\mathbb{Z}_{p}\right),\left[\begin{array}{ll}
p^{e} & 0 \\
0 & 1
\end{array}\right]^{-1} M_{2}\left(\mathbb{Z}_{p}\right)\left[\begin{array}{ll}
p^{e} & 0 \\
0 & 1
\end{array}\right]\right)
$$

Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$. We denote by $d_{B}$ the square of the product of all prime numbers $p$ such that $B_{p}$ is a division quaternion algebra, and call it the discriminant of $B$. We understand $d_{B}=1$ if $B=M_{2}(\mathbb{Q})$. Let $N$ be a positive integer prime to $d_{B}$. We say that an order $R$ of $B$ is of Eichler type of level $N$,
or simply of level $N$, if the following two conditions are satisfied:
(i) if $p \nmid N$, then $R_{p}$ is a maximal order of $B_{p}$;
(ii) let $N=\Pi p^{e}$ be the prime decomposition. If $p \mid N$, then $R_{p}$ is conjugate to an order

$$
\left\{\left.\left[\begin{array}{cc}
a & b \\
p^{e} c & d
\end{array}\right] \in M_{2}\left(\mathbb{Z}_{p}\right) \right\rvert\, a, b, c, d \in \mathbb{Z}_{p}\right\} .
$$

Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ of discriminant $d_{B}$, and $R$ an order of level $N$. For each prime number $p$ prime to $d_{B}$, we fix an isomorphism of $B_{p}$ onto $M_{2}\left(\mathbb{Q}_{p}\right)$ under which

$$
R_{p} \simeq \begin{cases}M_{2}\left(\mathbb{Z}_{p}\right) & \left(p \nmid N d_{B}\right),  \tag{5.3.1}\\
\left\{\left.\left[\begin{array}{cc}
a & b \\
p^{e} c & d
\end{array}\right] \in M_{2}\left(\mathbb{Z}_{p}\right) \right\rvert\, a, b, c, d \in \mathbb{Z}_{p}\right\} & (p \mid N) .\end{cases}
$$

We define the subgroup $U_{R}$ of $B_{A}{ }_{A}$ by

$$
\begin{equation*}
U_{R}=G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times} \tag{5.3.2}
\end{equation*}
$$

Let $S$ be a maximal order of $B$ including $R$. Then

$$
B_{A}^{\times}=B^{\times} \cdot U_{R}=B^{\times} \cdot U_{S}
$$

by Theorem 5.2.11, and

$$
\Gamma_{R}=U_{R} \cap B^{\times}, \quad \Gamma_{S}=U_{S} \cap B^{\times}
$$

Therefore

$$
\left(U_{S} \cap B^{\times}\right) \cdot U_{R}=U_{S}
$$

and

$$
\left|\Gamma_{S} / \Gamma_{R}\right|=\left|U_{S} \cap B^{\times} / U_{R} \cap B^{\times}\right|=\left|U_{S} / U_{R}\right|=\prod_{p \mid N}\left|S_{p}^{\times} / R_{p}^{\times}\right| .
$$

A similar (and easier) argument as in Theorem 4.2.5(2) implies

$$
\left|S_{p}^{\times} / R_{p}^{\times}\right|=p^{e}(1+1 / p) .
$$

Thus we obtain the following lemma which is a generalization of Theorem 4.2.5(2).
Lemma 5.3.2. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$, and $R$ an order of level $N$. If $S$ is a maximal order of $B$ including $R$, then

$$
\left[\Gamma_{S}: \Gamma_{R}\right]=N \prod_{p \mid N}(1+1 / p) .
$$

We define the subsemigroup $D_{R}$ of $B_{A}{ }^{\times}$by

$$
\begin{equation*}
D_{R}=\left(G L_{2}^{+}(\mathbb{R}) \times \prod_{p} D_{p}\right) \cap B_{A}^{\times} \tag{5.3.3}
\end{equation*}
$$

where

$$
D_{p}= \begin{cases}\left\{g \in R_{p} \mid N_{B}(g) \neq 0\right\} & (p \nmid N),  \tag{5.3.4}\\
\left\{\left.\left[\begin{array}{cc}
a & b \\
p^{e} c & d
\end{array}\right] \in R_{p} \right\rvert\, a \in \mathbb{Z}_{p}^{\times}, a d-p^{e} b c \neq 0\right\} & (p \mid N) .\end{cases}
$$

Moreover put

$$
\begin{equation*}
\Delta_{R}=R \cap D_{R} \tag{5.3.5}
\end{equation*}
$$

Then the following lemma can be proved by a similar argument as in Lemma 4.5.2 for $p \nmid d_{B}$, and directly by Lemma 5.2.3(1) for $p \mid d_{B}$.

Lemma 5.3.3. The notation being as above, we have

$$
D_{p}= \begin{cases}\coprod_{0 \leqq l \leqq m} R_{p}^{\times}\left[\begin{array}{cc}
p^{l} & 0 \\
0 & p^{m}
\end{array}\right] R_{p}^{\times} & \left(p \nmid N d_{B}\right), \\
\coprod_{0 \leqq m} R_{p}^{\times}\left[\begin{array}{cc}
1 & 0 \\
0 & p^{m}
\end{array}\right] R_{p}^{\times} & (p \mid N), \\
\coprod_{0 \leqq m} R_{p}^{\times} \pi_{p}^{m} R_{p}^{\times} & \left(p \mid d_{B}\right),\end{cases}
$$

where $\pi_{p}\left(p \mid d_{B}\right)$ is a prime element of $B_{p}$, and

$$
R_{p}^{\times} \pi_{p}^{m} R_{p}^{\times}=R_{p}^{\times} \pi_{p}^{m}=\pi_{p}^{m} R_{p}^{\times} .
$$

Lemma 5.3.4. (1) $g_{p} R_{p}^{\times} g_{p}^{-1} \approx R_{p}^{\times}$for $g_{p} \in B_{p}^{\times}$;
(2) $g U_{R} g^{-1} \approx U_{R}$ for $g \in B_{A}^{\times}$;
(3) $\alpha \Gamma_{R} \alpha^{-1} \approx \Gamma_{R}$ for $\alpha \in B^{\times}$.

Proof. (1): Since $R_{p}^{\times}$and $g_{p} R_{p}^{\times} g_{p}^{-1}$ are open compact subgroups of $B_{p}^{\times}$, we see $g_{p} R_{p}^{\times} g_{p}^{-1} \approx R_{p}^{\times}$. (2): Let $g=\left(g_{v}\right) \in B_{A}^{\times}$. Then

$$
g_{p} R_{p}^{\times} g_{p}^{-1}=R_{p}^{\times}
$$

for almost all prime numbers $p$, and

$$
g_{\infty} G L_{2}^{+}(\mathbb{R}) g_{\infty}^{-1}=G L_{2}^{+}(\mathbb{R})
$$

This combined with (1) implies (2). (3): Since

$$
\Gamma_{R}=U_{R} \cap B^{\times},
$$

(2) implies that

$$
\left|\left(\alpha \Gamma_{R} \alpha^{-1} \cap \Gamma_{R}\right) \backslash \Gamma_{R}\right| \leqq\left|\left(\alpha U_{R} \alpha^{-1} \cap U_{R}\right) \backslash U_{R}\right|<\infty
$$

and

$$
\left|\left(\alpha \Gamma_{R} \alpha^{-1} \cap \Gamma_{R}\right) \backslash \alpha \Gamma_{R} \alpha^{-1}\right| \leqq\left|\left(\alpha U_{R} \alpha^{-1} \cap U_{R}\right) \backslash \alpha U_{R} \alpha^{-1}\right|<\infty .
$$

This proves (3).

The above lemma enable us to define the Hecke algebras $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$, $\mathscr{R}\left(U_{R}, D_{R}\right)$, and $\mathscr{R}\left(R_{p}^{\times}, D_{p}\right)$. Now let $\chi$ be a Dirichlet character $\bmod N$. Since

$$
(\mathbb{Z} / N \mathbb{Z})^{\times} \simeq \prod_{p \mid N}\left(\mathbb{Z}_{p} / N \mathbb{Z}_{p}\right)^{\times}
$$

$\chi$ induces a character of $\left(\mathbb{Z}_{p} / N \mathbb{Z}_{p}\right)^{\times}$which we denote by $\chi_{p}$. For an element $g=\left(g_{v}\right)$ of $D_{R}$, we put

$$
\chi(g)=\prod_{p \mid N} \bar{\chi}_{p}\left(a_{p}\right), \quad\left(g_{p}=\left[\begin{array}{ll}
a_{p} & b_{p}  \tag{5.3.6}\\
c_{p} & d_{p}
\end{array}\right]\right) .
$$

Since

$$
\Gamma_{R} \subset \Delta_{R} \subset D_{R}
$$

we also denote the restriction of $\chi$ on $\Delta_{R}$ or $\Gamma_{R}$ by the same symbol $\chi$. Then $\chi$ satisfies (2.8.1), and therefore, the Hecke algebra $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$ acts on $\mathscr{G}_{k}\left(\Gamma_{R}, \chi\right)$. In particular, if $B=M_{2}(\mathbb{Q})$ and

$$
R=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N\right\}
$$

then

$$
\Gamma_{R}=\Gamma_{0}(N), \quad \Delta_{R}=\Delta_{0}(N), \quad \text { and } \quad \mathscr{G}_{k}\left(\Gamma_{R}, \chi\right)=\mathscr{G}_{k}(N, \chi)
$$

Next we denote by $\otimes_{p} \mathscr{R}\left(R_{p}{ }^{\times}, D_{p}\right)$ the tensor product of $\mathscr{R}\left(R_{p}{ }^{\times}, D_{p}\right)$ taken over all prime numbers $p$. The relation between the Hecke algebra of $\Gamma_{R}$ and local Hecke algebras is given by the following

Theorem 5.3.5. (1) By the correspondence " $\Gamma_{R} \alpha \Gamma_{R} \mapsto U_{R} \alpha U_{R}$ ",

$$
\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right) \simeq \mathscr{R}\left(U_{R}, D_{R}\right)
$$

(2) By the correspondence " $U_{R} g U_{R} \mapsto \underset{p}{\otimes} R_{p}^{\times} g_{p} R_{p}^{\times "} \quad\left(g=\left(g_{v}\right)\right)$,

$$
\mathscr{R}\left(U_{R}, D_{R}\right) \simeq \underset{p}{\otimes} \mathscr{R}\left(R_{p}^{\times}, D_{p}\right)
$$

Proof. (1): Since $\Gamma_{R}$ and $\Delta_{R}$ are embedded in $B_{A}^{\times}$by the canonical injection of $R$ into $B_{A}$, we have only to verify conditions (i), (ii), (iii) of Theorem 2.7.6(1). Let $S$ be a maximal order of $B$ including $R$. First we verify condition (i) or $D_{R}=U_{R} \Delta_{R}$. Let $g=\left(g_{v}\right)$ be an element of $D_{R}$, and $n$ a positive integer such that

$$
n / N_{B}(g) \in \mathbb{Z}_{p}^{\times} \text {for each prime number } p
$$

There exists an element $h_{p}$ of $R_{p} \times$ such that

$$
N_{B}\left(h_{p}\right)=n / N_{B}\left(g_{p}\right) ;
$$

which is shown by Lemma 5.2.3(3) if $p \mid d_{B}$, and directly if $p \nmid d_{B}$. Put $h_{\infty}=1$ and $h=\left(h_{v}\right)$. Then $h \in U_{R}$. If $p$ is a prime factor of $n N$, then we take a positive integer $f$ so that

$$
\begin{equation*}
p^{f} S_{p}\left(h_{p} g_{p}\right)^{-1} \subset p R_{p} \tag{5.3.7}
\end{equation*}
$$

Put $M=\prod_{p} p^{f}$. By applying Theorem 5.2.10 for $M, n, h_{p} g_{p}$, there exists an element $\beta$ of $S$ such that $N_{B}(\beta)=n$ and

$$
\begin{equation*}
\beta \equiv h_{p} g_{p} \bmod M S_{p} \quad \text { if } \quad p \mid M \tag{5.3.8}
\end{equation*}
$$

If $p \mid M$, then by (5.3.7) and (5.3.8),

$$
\beta\left(h_{p} g_{p}\right)^{-1}-1=\left(\beta-h_{p} g_{p}\right)\left(h_{p} g_{p}\right)^{-1} \in p R_{p}
$$

so that $\beta\left(h_{p} g_{p}\right)^{-1} \in R_{p}^{\times}$. In particular, $\beta \in D_{p}$. If $p \nmid M$, then $S_{p}=R_{p}, g_{p} \in R_{p}^{\times}$, and $\beta \in S_{p}^{\times}$, so that $\beta \in R_{p}^{\times}$and $\beta\left(h_{p} g_{p}\right)^{-1} \in R_{p}^{\times}$. Therefore $\beta \in R$ by Lemma 5.2.4(4), so that $\beta \in \Delta_{R}$ and $\beta(h g)^{-1} \in U_{R}$. Thus $D_{R}=U_{R} \Delta_{R}$.

Next let us prove (ii), or $U_{R} \alpha U_{R}=U_{R} \alpha \Gamma_{R}$ for any $\alpha \in \Delta_{R}$. It is sufficient to prove that $\alpha h \in U_{R} \alpha \Gamma_{R}$ for any $h=\left(h_{v}\right) \in U_{R}$. For each prime number $p$ prime to $d_{B}$, there exist $\delta_{p}, \varepsilon_{p} \in R_{p}^{\times}$such that

$$
\delta_{p} \alpha \varepsilon_{p}=\left[\begin{array}{cc}
p^{l} & 0 \\
0 & p^{m}
\end{array}\right] \quad(0 \leqq l \leqq m)
$$

by Lemma 5.3.3. We put

$$
w_{v}= \begin{cases}\varepsilon_{p}\left[\begin{array}{cc}
N_{B}\left(h_{p}^{-1}\right) & 0 \\
0 & 1
\end{array}\right] \varepsilon_{p}^{-1} & \left(v=p, p \nmid d_{B}\right),  \tag{5.3.9}\\
h_{p}^{-1} & \\
1 & \\
\left(v=p, p \mid d_{B}\right), \\
& \\
& \end{cases}
$$

and $w=\left(w_{v}\right)$. Then $w \in U_{R}$ and $\alpha \in U_{R} \alpha w$. For a prime factor $p$ of $N_{B}(\alpha)$ or a prime number $p$ satisfying $S_{p} \neq R_{p}$, we take a positive integer $f$ so that

$$
\begin{equation*}
p^{f}\left(\alpha S_{p}\left(w_{p} h_{p}\right)^{-1} \alpha^{-1}\right) \subset p R_{p}, \quad \text { and } \quad p^{f} S_{p} \subset R_{p} \tag{5.3.10}
\end{equation*}
$$

We put $M=\Pi p^{f}$ and apply Theorem 5.2.10 for $M, 1, w_{p} h_{p}$. Then there exists an element $\gamma$ in $S$ such that $N_{B}(\gamma)=1$ and

$$
\begin{equation*}
\gamma \equiv w_{p} h_{p} \bmod M S_{p} \quad \text { if } \quad p \mid M \tag{5.3.11}
\end{equation*}
$$

Since $w_{p} h_{p} \in R_{p}$ and $\gamma-w_{p} h_{p} \in M S_{p} \subset R_{p}, \gamma$ belongs to $R$, and therefore, to $\Gamma_{R}$. Now we define $z \in B_{A}{ }^{\times}$by

$$
\alpha \gamma=z \alpha w h .
$$

If $p \nmid M$, then obviously $z_{p} \in R_{p}^{\times}$. Otherwise we see by (5.3.10) and (5.3.11)

$$
\begin{aligned}
z_{p}-1 & =\alpha\left(\gamma\left(w_{p} h_{p}\right)^{-1}-1\right) \alpha^{-1} \\
& =\alpha\left(\gamma-w_{p} h_{p}\right)\left(w_{p} h_{p}\right)^{-1} \alpha^{-1} \in p R_{p}
\end{aligned}
$$

Therefore $z \in U_{R}$ and

$$
\alpha w h=z^{-1} \alpha \gamma \in U_{\mathbf{R}} \alpha \Gamma_{\mathbf{R}} .
$$

This implies

$$
\alpha h \in U_{R} \alpha w h \subset U_{R} \alpha \Gamma_{R}
$$

and (ii) is proved. The third condition that $U_{R} \alpha \cap \Delta_{R}=\Gamma_{R} \alpha$ for any $\alpha \in \Delta_{R}$ is obviously satisfied.
(2): This is obvious by the definition of adelization.

Theorem 5.3.6. For any prime number $p, \mathscr{R}\left(R_{p}{ }^{\times}, D_{p}\right)$ is commutative. Furthermore
(1) if $p \nmid N d_{B}$, then

$$
\mathscr{R}\left(R_{p}^{\times}, D_{p}\right)=\mathbb{Z}\left[R_{p}^{\times}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}, R_{p}^{\times}\left[\begin{array}{cc}
p & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right],
$$

and for any positive integers $e$ and $f$,

$$
\left.\begin{array}{rl}
\left(R_{p}^{\times}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right)\left(R_{p}^{\times}\left[\begin{array}{cc}
1 & 0 \\
0 & p^{e}
\end{array}\right] R_{p}^{\times}\right) \\
= & R_{p}^{\times}\left[\begin{array}{cc}
1 & 0 \\
0 & p^{e+1}
\end{array}\right] R_{p}^{\times} \\
& +\left\{\begin{array}{l}
(p+1)\left(R_{p}^{\times}\left[\begin{array}{ll}
p & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right) \\
p\left(R_{p}^{\times}\left[\begin{array}{cc}
p & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right)\left(R_{p}^{\times}\left[\begin{array}{cc}
1 & 0 \\
0 & p^{e-1}
\end{array}\right] R_{p}^{\times}\right)
\end{array}(e>1),\right.
\end{array}\right\} \begin{aligned}
& \left(R_{p}^{\times}\left[\begin{array}{ll}
p & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right)\left(R_{p}^{\times}\left[\begin{array}{cc}
p^{e} & 0 \\
0 & p^{f}
\end{array}\right] R_{p}^{\times}\right)=R_{p}^{\times}\left[\begin{array}{cc}
p^{e+1} & 0 \\
0 & p^{f+1}
\end{array}\right] R_{p}^{\times}
\end{aligned}
$$

(2) if $p \mid N$, then

$$
\mathscr{R}\left(R_{p}^{\times}, D_{p}\right)=\mathbb{Z}\left[R_{p}^{\times}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right]
$$

and for any positive integer $e$,

$$
\left(R_{p}^{\times}\left[\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right] R_{p}^{\times}\right)\left(R_{p}^{\times}\left[\begin{array}{cc}
1 & 0 \\
0 & p^{e}
\end{array}\right] R_{p}^{\times}\right)=R_{p}^{\times}\left[\begin{array}{cc}
1 & 0 \\
0 & p^{e+1}
\end{array}\right] R_{p}^{\times}
$$

(3) if $p \mid d_{B}$, then

$$
\mathscr{R}\left(R_{p}^{\times}, D_{p}\right)=\mathbb{Z}\left[R_{p}^{\times} \pi_{p} R_{p}^{\times}\right],
$$

and for any positive integer $e$,

$$
\begin{gathered}
R_{p}^{\times} \pi_{p}^{2} R_{p}^{\times}=R_{p}^{\times} p R_{p}^{\times}, \\
\left(R_{p}^{\times} \pi_{p} R_{p}^{\times}\right)\left(R_{p}^{\times} \pi_{p}^{e} R_{p}^{\times}\right)=R_{p}^{\times} \pi_{p}^{e+1} R_{p}^{\times}
\end{gathered}
$$

Here $\pi_{p}$ is a prime element of $B_{p}$.
Proof. The assertions for each $p$ prime to $d_{B}$ can be proved similarly to Theorem 4.5.3(1) and Lemma 4.5.7, respectively. (Since $\mathbb{Z}_{p}$ is a local ring, these cases are easier
than the previous ones.) Suppose $p \mid d_{B}$. Any element of $\mathscr{R}\left(R_{p}^{\times}, D_{p}\right)$ can be written as a linear combination of $R_{p}^{\times} \pi_{p}^{e} R_{p}^{\times}(0 \leqq e \in \mathbb{Z})$ by Lemma 5.3.3. Since

$$
R_{p}^{\times} \pi_{p}^{e} R_{p}^{\times}=R_{p} \pi_{p}^{e},
$$

we get

$$
\left(R_{p}^{\times} \pi_{p} R_{p}^{\times}\right)\left(R_{p}^{\times} \pi_{p}^{e} R_{p}^{\times}\right)=R_{p}^{\times} \pi_{p}^{e+1} R_{p}^{\times}
$$

by definition. In particular, $\mathscr{R}\left(R_{p}{ }^{\times}, D_{p}\right)$ is commutative. Since

$$
R_{p}^{\times} \pi_{p}^{2}=R_{p}^{\times} p
$$

we get

$$
R_{p}^{\times} \pi_{p}^{2} R_{p}^{\times}=R_{p}^{\times} p R_{p}^{\times} .
$$

For a positive integer $n$, we define the element $T(n)$ of $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$ by

$$
\begin{equation*}
T(n)=\sum_{\substack{N_{B}(\alpha)=n \\ \alpha \in \Delta_{R}}} \Gamma_{R} \alpha \Gamma_{R}, \tag{5.3.12}
\end{equation*}
$$

where the summation is taken over all double cosets $\Gamma_{R} \alpha \Gamma_{R}$ with $N_{B}(\alpha)=n$. Moreover for a positive integer $n$ prime to $N$, we put

$$
\begin{equation*}
T(n, n)=\Gamma_{R} n \Gamma_{R} \tag{5.3.13}
\end{equation*}
$$

We consider $\mathscr{R}\left(R_{p}{ }^{\times}, D_{p}\right)$ as a subring of $\otimes_{p} \mathscr{R}\left(R_{p}{ }^{\times}, D_{p}\right)$ by the natural injection. Then by the isomorphism of $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$ onto $\otimes_{p} \mathscr{R}\left(R_{p}^{\times}, D_{p}\right)$ in Theorem 5.3.5, we have the following conditions:
$1^{\circ}$ if $p \nmid N d_{B}$, then $T\left(p^{l}\right)$ and $T(p, p)$ correspond to
and

$$
\sum_{\substack{e+f=l \\
0 \leqq e \leqq f}} R_{p}^{\times}\left[\begin{array}{cc}
p^{e} & 0 \\
0 & p^{f}
\end{array}\right] R_{p}^{\times}
$$

$$
R_{p}^{\times} p R_{p}^{\times}
$$

respectively;
$2^{\circ}$ if $p \mid N$, then $T\left(p^{l}\right)$ corresponds to $R_{p}^{\times}\left[\begin{array}{cc}1 & 0 \\ 0 & p^{l}\end{array}\right] R_{p}^{\times}$;
$3^{\circ}$ if $p \mid d_{B}$, then $T\left(p^{l}\right)$ corresponds to $R_{p}^{\times} \pi_{p}^{l} R_{p}^{\times}$.
Consequently we obtain the following
Corollary 5.3.7. $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$ is commutative, and

$$
\mathscr{H}\left(\Gamma_{\mathrm{R}}, \Delta_{\mathrm{R}}\right)=\mathbb{Z}\left[T(p), T(p, p), T(q)\left|p \nmid N d_{B}, q\right| N d_{B}\right]
$$

Moreover we have:
(1) if $(n, m)=1$, then $T(n) T(m)=T(n m)$;

$$
T(p) T\left(p^{e}\right)= \begin{cases}T\left(p^{e+1}\right)+p T(p, p) T\left(p^{e-1}\right) & \left(p \nmid N d_{B}\right),  \tag{2}\\ T\left(p^{e+1}\right) & \left(p \mid N d_{B}\right) .\end{cases}
$$

Similarly to the case of modular groups, we define a formal Dirichlet series with coefficients in $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$ by

$$
\begin{equation*}
D(s)=\sum_{n=1}^{\infty} T(n) n^{-s} . \tag{5.3.14}
\end{equation*}
$$

Then Corollary 5.3.7 is equivalent to the formal Euler product:

$$
\begin{align*}
D(s)= & \prod_{p \nmid N d_{B}}\left(1-T(p) p^{-s}+p T(p, p) p^{-2 s}\right)^{-1}  \tag{5.3.15}\\
& \times \prod_{p \mid N d_{B}}\left(1-T(p) p^{-s}\right)^{-1} .
\end{align*}
$$

Now let $\alpha$ be an element of $B^{\times}$. If $B_{v}$ is isomorphic to $M_{2}\left(\mathbb{Q}_{v}\right)$, then

$$
\operatorname{det}(\alpha) \alpha^{-1}=N_{B}(\alpha) \alpha^{-1}
$$

under the natural embedding of $B$ into $B_{v}$, so that $\operatorname{det}(\alpha) \alpha^{-1}$ is independent of the choice of $v$. Therefore by a similar argument as in Theorem 4.5.4, we obtain

Theorem 5.3.8. (1) If $(n, N)=1$, then the Hecke operators $T(n)$ and $\bar{\chi}(n) T(n)$ on $\mathscr{S}_{k}\left(\Gamma_{R}, \chi\right)$ are adjoint operators with respect to the Petersson inner product.
(2) $\mathscr{S}_{k}\left(\Gamma_{R}, \chi\right)$ has a basis consisting of common eigenfunctions of $T(n)$ $((n, N)=1)$.
Here $\chi$ is a Dirichlet character $\bmod N$.

## Chapter 6. Traces of Hecke Operators

The Fourier coefficients of Eisenstein series are quite simple, since they are derived from Dirichlet $L$-functions. To the contrary, the Fourier coefficients of cusp forms, or equivalently the eigen values of Hecke operators are quite mysterious and play important roles in applications of modular forms to number theory (for example, see [Shimura 4] and [Shimura 6]). To obtain eigen values of Hecke operators $T(n)$ operating on $\mathscr{S}_{k}(N, \chi)$, we have only to calculate the $\operatorname{traces} \operatorname{tr}(T(m))$ of $T(m)$ on $\mathscr{S}_{k}(N, \chi)$ for finitely many $m$ 's (see the end of this chapter).

In this chapter, we calculate them by the method of Selberg. We refer [Godement] for §6.1 through §6.3, [Shimizu 2] for §6.4, and [Hijikata] for §6.5 through §6.8.

## §6.1. Spaces of Functions on $\mathbf{H}$

Let $k$ be a non-negative number. Let $p$ be either a real number such that $1 \leqq p$ or $\infty$. We call such $p$ an exponent. For a complex valued function $f(z)$ on $\mathbf{H}$, we put

$$
\|f\|_{p}= \begin{cases}\left\{\int_{\mathbf{H}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right\}^{1 / p} & (1 \leqq p<\infty) \\ \underset{z \in \mathbf{H}}{\operatorname{ess} \sup \left|f(z) \operatorname{Im}(z)^{k / 2}\right|} & (p=\infty)\end{cases}
$$

Here $\|f\|_{\infty}=m$ implies that the set $\left\{z \in \mathbf{H}\left||f(z)| \operatorname{Im}(z)^{k / 2}>m\right\}\right.$ has measure 0 and the set $\left\{z \in \mathbf{H}\left||f(z)| \operatorname{Im}(z)^{k / 2}>m-\varepsilon\right\}\right.$ has non-zero measure for any positive number $\varepsilon$. We denote by $L_{k}^{p}(\mathbf{H})$ the space of all measurable functions $f$ on $\mathbf{H}$ satisfying $\|f\|_{p}<\infty$. In particular, $L_{0}^{p}(\mathbf{H})$ is the $L^{p}$-space of functions on $\mathbf{H}$ in the usual sense. Hence it is a Banach space. Since $L_{k}^{p}(\mathbf{H})$ is isomorphic to $L_{0}^{p}(\mathbf{H})$ as normed spaces by the map " $f(z) \mapsto f(z) \operatorname{Im}(z)^{k / 2} ", L_{k}^{p}(\mathbf{H})$ is also a Banach space for any $k$. We call two exponents $p$ and $q$ are conjugate, if they satisfy that

$$
\frac{1}{p}+\frac{1}{q}=1
$$

Here we understand $1 / p=0$ if $p=\infty$. If $p$ and $q$ are conjugate exponents, we put
for $f \in L_{k}^{p}(\mathbf{H})$ and $g \in L_{k}^{q}(\mathbf{H})$,

$$
\begin{equation*}
(f, g)_{\mathbf{H}}=\int_{\mathbf{H}} f(z) \overline{g(z)} \operatorname{Im}(z)^{k} d v(z) \tag{6.1.1}
\end{equation*}
$$

By this pairing, an element $g$ of $L_{k}^{q}(\mathbf{H})$ can be identified with an element of the dual space of $L_{k}^{p}(\mathbf{H})$, or the space of all continuous linear functionals of $L_{k}^{p}(\mathbf{H})$. Further if $p \neq \infty, L_{k}^{q}(\mathbf{H})$ is considered as the dual space of $L_{k}^{p}(\mathbf{H})$ by this identification. Further $L_{k}^{2}(\mathbf{H})$ is a Hilbert space with the inner product given by (6.1.1). We also denote by $H_{k}^{p}(\mathbf{H})$ the subspace consisting of holomorphic functions in $L_{k}^{p}(\mathbf{H})$.

Theorem 6.1.1. The space $H_{k}^{p}(\mathbf{H})$ is a closed subspace of $L_{k}^{p}(\mathbf{H})$.
Proof. Let $f(z)$ be the limit of a sequence $\left\{f_{n}(z)\right\}$ in $H_{k}^{p}(\mathbf{H})$. Applying Corollary 2.6.4, we see that $f(z)$ is also holomorphic.

Let $H$ be a Hilbert space consisting of complex valued functions on a set $X$. We denote by $(f, g)(f, g \in H)$ the inner product of $H$. We call a function $K(x, y)$ on $X \times X$ a kernel function of $H$ if it satisfies the following two conditions:
(6.1.2) as a function of $x, K(x, y)$ belongs to $H$ for each fixed $y$;
(6.1.3) for any element $f(x)$ of $H$,

$$
f(y)=(f(x), K(x, y)) \quad(y \in X)
$$

where the right-hand side is the inner product as functions of $x$. If $K(x, y)$ is a kernel function, then we see easily

$$
\begin{equation*}
K(x, y)=\overline{K(y, x)} \tag{6.1.4}
\end{equation*}
$$

Kernel functions do not necessarily exist. However, if it exists, it is uniquely determined. Furthermore, if $H$ is finite dimensional, then it has the kernel function given by

$$
K(x, y)=\sum_{v=1}^{d} f_{v}(x) \overline{f_{v}(y)}, \quad(x, y \in X)
$$

where $\left\{f_{1}, \ldots, f_{d}\right\}$ is an orthonormal basis of $H$.
Now we shall show the existence of the kernel function of $H_{k}^{2}(\mathbf{H})$ and calculate the explicit form. By Corollary 2.6.2, there exists a constant $C$ depending only on $z \in \mathbf{H}$ and $k$ such that

$$
|f(z)| \leqq C\|f\|_{2} \quad\left(f \in H_{k}^{2}(\mathbf{H})\right)
$$

Therefore, for each fixed $z_{0} \in \mathbf{H}$, the map " $f \mapsto f\left(z_{0}\right)$ " is a continuous linear functional of $H_{k}^{2}(\mathbf{H})$. Since $H_{k}^{2}(\mathbf{H})$ is a Hilbert space, there exists a unique element $g_{z_{0}} \in H_{k}^{2}(\mathbf{H})$ satisfying

$$
f\left(z_{0}\right)=\left(f, g_{z_{0}}\right)_{\mathbf{H}}
$$

Put $K_{k}\left(z_{1}, z_{2}\right)=g_{z_{2}}\left(z_{1}\right)$ for $z_{1}, z_{2} \in \mathbf{H}$. Then it is the kernel function of $H_{k}^{2}(\mathbf{H})$ and

$$
f(z)=\int_{\mathbf{H}} K_{k}\left(z, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \quad \text { for any } f \in H_{k}^{2}(\mathbf{H}) .
$$

Let $\alpha$ be an element of $S L_{2}(\mathbb{R})$. For any $f \in H_{k}^{2}(\mathbf{H})$, the function $f(\alpha z) j(\alpha, z)^{-k}$ belongs to $H_{k}^{2}(\mathbf{H})$. Since the measure $d v(z)$ of $\mathbf{H}$ is invariant under the action of $S L_{2}(\mathbb{R})$, we see for any $f \in H_{k}^{2}(\mathbf{H})$

$$
\begin{aligned}
& \int_{\mathbf{H}} K_{k}\left(\alpha z_{1}, \alpha z_{2}\right) j\left(\alpha, z_{1}\right)^{-k}{\overline{j\left(\alpha, z_{2}\right)}}^{-k} f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \\
= & j\left(\alpha, z_{1}\right)^{-k} \int_{\mathbf{H}} K_{k}\left(\alpha z_{1}, z_{2}\right) f\left(\alpha^{-1} z_{2}\right) j\left(\alpha, \alpha^{-1} z_{2}\right)^{k} \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \\
= & j\left(\alpha, z_{1}\right)^{-k} f\left(z_{1}\right) j\left(\alpha, z_{1}\right)^{k}=f\left(z_{1}\right) .
\end{aligned}
$$

By the uniqueness of the kernel function, we have

$$
\begin{equation*}
K_{k}\left(\alpha z_{1}, \alpha z_{2}\right)=K_{k}\left(z_{1}, z_{2}\right) j\left(\alpha, z_{1}\right)^{k} \overline{j\left(\alpha, z_{2}\right)^{k}} \quad\left(\alpha \in S L_{2}(\mathbb{R})\right), \tag{6.1.5}
\end{equation*}
$$

and
(6.1.6) $K_{k}\left(\alpha z_{1}, z_{2}\right) j\left(\alpha, z_{1}\right)^{-k}=K_{k}\left(z_{1}, \alpha^{-1} z_{2}\right){\overline{j\left(\alpha^{-1}, z_{2}\right)}}^{-k} \quad\left(\alpha \in S L_{2}(\mathbb{R})\right)$.

In particular, taking $\left[\begin{array}{ll}1 & b \\ 0 & 1\end{array}\right](b \in \mathbb{R})$ as $\alpha$, we see

$$
\begin{equation*}
K_{k}\left(z_{1}+b, z_{2}+b\right)=K_{k}\left(z_{1}, z_{2}\right) \quad(b \in \mathbb{R}) . \tag{6.1.7}
\end{equation*}
$$

We put

$$
M=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2} \mid z_{1} \in \mathbf{H}, \overline{z_{1}-z_{2}} \in \mathbf{H}\right\},
$$

and

$$
h\left(z_{1}, z_{2}\right)=K_{k}\left(z_{1}, \overline{z_{1}-z_{2}}\right) \quad\left(\left(z_{1}, z_{2}\right) \in M\right) .
$$

Then $h\left(z_{1}, z_{2}\right)$ is a holomorphic function on $M$. Since $h\left(z_{1}+b, z_{2}\right)=h\left(z_{1}, z_{2}\right)$ for any $b \in \mathbb{R}, h\left(z_{1}, z_{2}\right)$ is independent of $z_{1}$. For $z \in \mathbf{H}$, take $z_{1} \in \mathbf{H}$ so that $\left(z_{1}, z\right) \in M$ and put

$$
P_{k}(z)=h\left(z_{1}, z\right)=K_{k}\left(z_{1}, \overline{z_{1}-z}\right) .
$$

Then $P_{k}(z)$ is a holomorphic function on $\mathbf{H}$ and

$$
K_{k}\left(z_{1}, z_{2}\right)=P_{k}\left(z_{1}-\bar{z}_{2}\right) \quad\left(z_{1}, z_{2} \in \mathbf{H}\right) .
$$

Take $\left[\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right]\left(a \in \mathbb{R}^{\times}\right)$for $\alpha$ in (6.1.5), then we have $P_{k}\left(a^{2} z\right)=a^{-2 k} P_{k}(z)$. In particular,

$$
P_{k}(i y)=y^{-k} P_{k}(i) \quad(y>0) .
$$

Since $P_{k}(z)$ is holomorphic on $\mathbf{H}$, we see that

$$
P_{k}(z)=c_{k}(z / 2 i)^{-k}
$$

with a constant $c_{k}$. Thus we obtain the following

Theorem 6.1.2. The Hilbert space $H_{k}^{2}(\mathbf{H})$ has the kernel function

$$
K_{k}\left(z_{1}, z_{2}\right)=c_{k}\left(\left(z_{1}-\bar{z}_{2}\right) / 2 i\right)^{-k}
$$

with a constant $c_{k}$.
Corollary 6.1.3. $H_{k}^{2}(\mathbf{H}) \subset H_{k}^{\infty}(\mathbf{H})$.
Proof. Let $f(z)$ be an element in $H_{k}^{2}(\mathbf{H})$. For any point $z_{0} \in \mathbf{H}$, we see that

$$
\begin{aligned}
\left|f\left(z_{0}\right)\right|^{2} & =\left|\left(f(z), K_{k}\left(z, z_{0}\right)\right)_{\mathbf{H}}\right|^{2} \leqq\|f\|_{2}^{2} \cdot\left\|K_{k}\left(z, z_{0}\right)\right\|_{2}^{2} \\
& =\|f\|_{2}^{2} K_{k}\left(z_{0}, z_{0}\right)=c_{k} \operatorname{Im}\left(z_{0}\right)^{-k}\|f\|_{2}^{2}
\end{aligned}
$$

This implies $\left|f\left(z_{0}\right) \operatorname{Im}\left(z_{0}\right)^{k / 2}\right| \leqq \sqrt{c_{k}}\|f\|_{2}$ for any $z_{0} \in \mathbf{H}$, and therefore $f$ belongs to $H_{k}^{\infty}(\mathbf{H})$.

Let us calculate the constant $c_{k}$ in Theorem 6.1.2. We denote by $\mathbb{R}_{+}$and $\mathbb{R}_{-}$the set of all positive real numbers and the set of negative real numbers, respectively. For an element $f(z)$ in $H_{k}^{2}(\mathbf{H})$ and a point $y \in \mathbb{R}_{+}$, we put

$$
f_{y}(x)=f(x+i y) \quad(x \in \mathbb{R})
$$

Since $\|f\|_{2}^{2}=\int_{\mathrm{H}}|f(x+i y)|^{2} y^{k-2} d x d y$ is finite, there exists a subset $S_{f}$ of measure zero in $\mathbb{R}_{+}$such that $f_{y} \in L^{2}(\mathbb{R})$ if $y \notin S_{f}$. Denote by $\hat{f}_{y}(u)$ the Fourier transform of $f_{y}$ for $y \notin S_{f}$, or $\hat{f}_{y}(u)=1 . \mathrm{im}_{\cdot n \rightarrow \infty} \int_{-n}^{n} f_{y}(x) e^{-2 \pi i u x} d x$, where l.i.m. implies the limit in $L^{2}(\mathbb{R})$.

Theorem 6.1.4. (1) For a function $f(z) \in H_{k}^{2}(\mathbf{H})$, there exists a function $\hat{f}(u)$ on $\mathbb{R}$ satisfying

$$
\hat{f}_{y}(u)=\hat{f}(u) e^{-2 \pi u y} \quad\left(y \notin S_{f}\right)
$$

and $\hat{f}(u)$ vanishes almost everywhere on $\mathbb{R}_{-}$.
(2) If $k \leqq 1$, then $H_{k}^{2}(\mathbf{H})=\{0\}$.

Proof. For any positive integer $n$, we put

$$
\hat{f}_{y, n}(u)=\int_{-n}^{n} f(x+i y) e^{-2 \pi i u(x+i y)} d x=e^{2 \pi u y} \int_{-n}^{n} f_{y}(x) e^{-2 \pi i u x} d x
$$

Since $\hat{f_{y}}(u)=$ l.i.m. $\hat{f}_{y, n}(u) e^{-2 \pi u y}$ for $y \notin S_{f}$, there exists a subset $T_{y}$ of $\mathbb{R}$ of measure zero such that $\lim _{n \rightarrow \infty} f_{y, n}(u)$ exists if $u \notin T_{y}$. Let $y_{1}$ and $y_{2}$ be two positive numbers such that $y_{1}, y_{2} \notin S_{f}$ and $y_{1}<y_{2}$. Take $u \in \mathbb{R}$ so that $u \notin T_{y_{1}} \cup T_{y_{2}}$. Since $f \in H_{k}^{2}(\mathbf{H})$, we see by Corollary 2.6.3. that $\lim _{|x| \rightarrow \infty}\left|f(x+i y) e^{-2 \pi i u(x+i y)}\right|=0$ uniformly on the interval $\left[y_{1}, y_{2}\right]$. Since $f(z) e^{-2 \pi i u z}$ is holomorphic on $\mathbf{H}$, we have

$$
\left\{\int_{-n+i y_{1}}^{n+i y_{1}}+\int_{n+i y_{1}}^{n+i y_{2}}+\int_{n+i y_{2}}^{-n+i y_{2}}+\int_{-n+i y_{2}}^{-n+i y_{1}}\right\} f(z) e^{-2 \pi i u z} d z=0 .
$$

Therefore $\lim _{n \rightarrow \infty} \hat{f}_{y_{1}, n}(u)=\lim _{n \rightarrow \infty} \hat{f}_{y_{2}, n}(u)$. This implies $\lim _{n \rightarrow \infty} \hat{f}_{y, n}(u)$ is independent of $y$. If we put $\hat{f}(u)=\lim _{n \rightarrow \infty} \hat{f}_{y, n}(u)$ then it satisfies the equation in (1).

Now we see that

$$
\begin{align*}
\infty>\|f\|_{2}^{2} & =\int_{0}^{\infty} y^{k-2} d y \int_{-\infty}^{\infty}\left|f_{y}(x)\right|^{2} d x=\int_{0}^{\infty} y^{k-2} d y \int_{-\infty}^{\infty}|\hat{f}(u)|^{2} e^{-4 \pi u y} d u  \tag{6.1.8}\\
& =\int_{-\infty}^{\infty}|\hat{f}(u)|^{2} d u \int_{0}^{\infty} y^{k-2} e^{-4 \pi u y} d y
\end{align*}
$$

The integral with respect to $y$ is finite if and only if $k>1$ and $u>0$. Then, if $k>1$, $\hat{f}(u)$ vanishes almost everywhere on $\mathbb{R}_{-}$. If $k \leqq 1, \hat{f}(u)$ should vanish almost everywhere on $\mathbb{R}$, and therefore $f(z)=0$. This completes the proof.

For $f(z) \in H_{k}^{2}(\mathbf{H})$, we call the function $\hat{f}(u)$ on $\mathbb{R}$ the Fourier transform of $f$. Hereafter we assume $k>1$. We put

$$
G_{k}(u)=\left\{\begin{array}{cl}
\int_{0}^{\infty} y^{k-2} e^{-\pi u y} d y=(\pi u)^{1-k} \Gamma(k-1) & (u>0) \\
0 & (u \leqq 0)
\end{array}\right.
$$

We denote by $\hat{H}_{k}^{2}$ the space of complex valued measurable functions $\phi(u)$ on $\mathbb{R}$ satisfying the following two conditions:

$$
\begin{equation*}
\phi(u)=0 \text { almost everywhere on } \mathbb{R}_{-} ; \tag{6.1.9}
\end{equation*}
$$

$$
\begin{equation*}
\int_{-\infty}^{\infty}|\phi(u)|^{2} G_{k}(4 u) d u<\infty \tag{6.1.10}
\end{equation*}
$$

The space $\hat{H}_{k}^{2}$ is a Hilbert space with the inner product

$$
\langle\phi, \varphi\rangle=\int_{0}^{\infty} \phi(u) \overline{\varphi(u)} G_{k}(4 u) d u \quad\left(\phi, \varphi \in \hat{H}_{k}^{2}\right)
$$

By (6.1.8), we obtain

$$
\begin{equation*}
\|f\|_{2}^{2}=\int_{-\infty}^{\infty}|\hat{f}(u)|^{2} G_{k}(4 u) d u=\langle\hat{f}, \hat{f}\rangle \quad\left(f \in H_{k}^{2}(\mathbf{H})\right) \tag{6.1.11}
\end{equation*}
$$

Therefore, if $f \in H_{k}^{2}(\mathbf{H})$, then $\hat{f} \in \hat{H}_{k}^{2}$. Conversely, let $\phi$ be an element of $\hat{H}_{k}^{2}$. For $z \in \mathbf{H}$ and a positive integer $n$, we put

$$
\begin{equation*}
\hat{\phi}(z)=\int_{-\infty}^{\infty} \phi(u) e^{2 \pi i u z} d u, \hat{\phi}_{n}(z)=\int_{-n}^{n} \phi(u) e^{2 \pi i u z} d u . \tag{6.1.12}
\end{equation*}
$$

We shall prove that the map " $f(z) \mapsto \hat{f}(u)$ " gives an isomorphism of $H_{k}^{2}(\mathbf{H})$ onto $\hat{H}_{k}^{2}$. We need the following general

Lemma 6.1.5. Let $(X, d x)$ be a measure space and $D$ a domain in $\mathbb{C}$. Let $f(z, x)$ be a function on $D \times X$ holomorphic in $z$ for each fixed $x$. Assume that for any circle $C$ contained in $D, f(z, x)$ is integrable on $C \times X$. Then the function $F(z)=\int_{X} f(z, x) d x$ is holomorphic on $D$.

Proof. Let $z$ be a point of $D$, and $C$ a circle around $z$. Then

$$
f(z, x)=\frac{1}{2 \pi i} \int_{c} \frac{f(\zeta, x)}{\zeta-z} d \zeta
$$

Therefore

$$
F(z)=\int_{X} f(z, x) d x=\frac{1}{2 \pi i} \int_{X \times C} \frac{f(\zeta, x)}{\zeta-z} d x d \zeta=\frac{1}{2 \pi i} \int_{C} \frac{F(\zeta)}{\zeta-z} d \zeta
$$

Thus $F(z)$ is holomorphic on $D$.
Theorem 6.1.6. The correspondence " $f(z) \mapsto \hat{f}(u)$ " gives an isomorphism of $H_{k}^{2}(\mathbf{H})$ onto $\hat{H}_{k}^{2}$.
Proof. We have only to show that the map " $\phi \mapsto \hat{\phi}$ " is an isomorphism of $\hat{H}_{k}^{2}$ into $H_{k}^{2}(\mathbf{H})$ and it is the inverse of " $f(z) \mapsto \hat{f}(u)$ ". Let $\hat{\phi}_{n}(z)$ be the function given by (6.1.12). By Lemma 6.1.5, it is holomorphic on $\mathbf{H}$. Let us prove that $\left\{\hat{\phi}_{n}(z)\right\}$ converges to $\hat{\phi}(z)$ uniformly on any compact subset of $\mathbf{H}$. By definition, we obtain

$$
\left|\hat{\phi}(z)-\hat{\phi}_{n}(z)\right| \leqq\left(\int_{-\infty}^{-n}+\int_{n}^{\infty}\right)\left|\phi(u) e^{2 \pi i u z}\right| d u=\int_{n}^{\infty}\left|\phi(u) e^{2 \pi i u z}\right| d u .
$$

By Schwarz's inequality,

$$
\leqq\left\{\int_{n}^{\infty}|\phi(u)|^{2} G_{k}(4 u) d u\right\}^{1 / 2} \cdot\left\{\int_{n}^{\infty}\left|G_{k}(4 u)^{-1 / 2} e^{2 \pi i u z}\right|^{2} d u\right\}^{1 / 2}
$$

The first term is independent of $z$, and converges to 0 if $n$ tends to $\infty$. The second term is bounded on any compact subset of $\mathbf{H}$. In fact,

$$
\int_{n}^{\infty}\left|G_{k}(4 u)^{-1 / 2} e^{2 \pi i u z}\right|^{2} d u \leqq \int_{0}^{\infty} G_{k}(4 u)^{-1} e^{-4 \pi u y} d u=\frac{k-1}{4 \pi y^{k}}
$$

which is bounded on any compact subset of $\mathbf{H}$. This implies the uniform convergence of $\left\{\hat{\phi}_{n}(z)\right\}$ on any compact subset of $\mathbf{H}$, and therefore $\hat{\phi}(z)$ is holomorphic. Moreover we obtain

$$
\|\hat{\phi}\|_{2}^{2}=\int_{\mathbf{H}}|\hat{\phi}(z)|^{2} \operatorname{Im}(z)^{k} d v(z)=\int_{0}^{\infty} y^{k-2} d y \int_{-\infty}^{\infty}|\hat{\phi}(x+i y)|^{2} d x
$$

Since $\hat{\phi}(x+i y)$ is the Fourier inverse transform of $\phi(u) e^{-2 \pi u y}$ considering it as a function of $x$ for each fixed $y$, the Plancherel theorem implies

$$
=\int_{0}^{\infty} y^{k-2} d y \int_{-\infty}^{\infty}|\phi(u)|^{2} e^{-4 \pi u y} d u=\int_{0}^{\infty}|\phi(u)|^{2} G_{k}(4 u) d u=\langle\phi, \phi\rangle .
$$

This implies " $\phi \mapsto \hat{\phi}$ " is an isomorphism of $\hat{H}_{k}^{2}$ into $H_{k}^{2}(\mathbf{H})$. It is easy to see that these two isomorphisms are inverse to each other.

Corollary 6.1.7. $H_{k}^{2}(\mathbf{H}) \neq\{0\}$ if and only if $k>1$.
Proof. It is obvious that if $k>1$ then $\hat{H}_{k}^{2} \neq\{0\}$. Then by Theorem 6.1.6, we obtain the result.

Now we are ready to calculate the constant $c_{k}$ in Theorem 6.1.2. We denote by $\hat{K}_{k}(u, z)$ the Fourier transform of $K_{k}\left(z_{1}, z\right)$ considering it as a function of $z_{1}$ for a fixed $z$. Then for any $\phi(u) \in \hat{H}_{k}^{2}$, we see that

$$
\left\langle\phi(u), \hat{K}_{k}(u, z)\right\rangle=\left(\hat{\phi}\left(z_{1}\right), K_{k}\left(z_{1}, z\right)\right)_{\mathbf{H}}=\hat{\phi}(z)=\int_{0}^{\infty} \phi(u) e^{2 \pi i u z} d u .
$$

On the other hand, we have

$$
\left\langle\phi(u), \hat{K}_{k}(u, z)\right\rangle=\int_{0}^{\infty} \phi(u) \hat{K}_{k}(u, z) G_{k}(4 u) d u .
$$

Therefore we obtain

$$
\hat{K}_{k}(u, z)=G_{k}(4 u)^{-1} e^{-2 \pi i u \bar{z}} \quad((u, z) \in \mathbb{R} \times \mathbf{H})
$$

Take the inverse transform of $\hat{K}_{k}(u, z)$ as a function of $u$, and we get

$$
K_{k}\left(z_{1}, z_{2}\right)=\int_{0}^{\infty} G_{k}(4 u)^{-1} e^{2 \pi i u\left(z_{1}-\bar{z}_{2}\right)} d u,
$$

namely, $c_{k}(z / 2 i)^{-k}=\int_{0}^{\infty} G_{k}(4 u)^{-1} e^{2 \pi i u z} d u$. Putting $z=2 i$, we obtain

$$
c_{k}=(k-1) / 4 \pi .
$$

Thus we obtain the following
Theorem 6.1.8. If $k>1$, then the kernel function of $H_{k}^{2}(\mathbf{H})$ is given by

$$
K_{k}\left(z_{1}, z_{2}\right)=\frac{k-1}{4 \pi}\left(\frac{z_{1}-\bar{z}_{2}}{2 i}\right)^{-k} \quad\left(z_{1}, z_{2} \in \mathbf{H}\right) .
$$

## § 6.2. The Projection of $L_{k}^{p}(\mathbf{H})$ onto $H_{k}^{p}(\mathbf{H})$

Using the kernel function $K_{k}\left(z_{1}, z_{2}\right)$ of $H_{k}^{2}(\mathbf{H})$, we define the integral operator $K$ on $L_{k}^{p}(\mathbf{H})$ by

$$
\begin{equation*}
(K f)(z)=\int_{\mathbf{H}} K_{k}\left(z, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right), \quad f \in L_{k}^{p}(\mathbf{H}) \tag{6.2.1}
\end{equation*}
$$

The purpose of this section is to prove that the integral operator $K$ is a projection of $L_{k}^{p}(\mathbf{K})$ onto its subspace $H_{k}^{p}(\mathbf{H})$ for all $p(1 \leqq p \leqq \infty)$. Hereafter we assume $k>2$. For this purpose, we had better to consider function spaces $L_{k}^{p}(\mathbf{K})$ and $H_{k}^{p}(\mathbf{K})$ consisting of functions on $\mathbf{K}$. We denote by $d v_{\mathbf{K}}(w)$ the measure of $\mathbf{K}$ defined in $\S 1.4$ given by

$$
d v_{\mathbf{K}}(w)=4\left(1-|w|^{2}\right)^{-2} d x d y \quad(w=x+i y)
$$

For a complex valued measurable function $f(w)$ on $\mathbf{K}$, we put

$$
\|f\|_{p}= \begin{cases}\left(\int_{\mathbf{K}}\left|f(w)\left(1-|w|^{2}\right)^{k / 2}\right|^{p} d v_{\mathbf{K}}(w)\right)^{1 / p} & (1 \leqq p<\infty), \\ \underset{w \in \mathbf{K}}{\operatorname{ess.~sup}}\left|f(w)\left(1-|w|^{2}\right)^{k / 2}\right| & (p=\infty)\end{cases}
$$

We denote by $L_{k}^{p}(\mathbf{K})$ the space consisting of measurable functions $f$ satisfying $\|f\|_{p}<\infty$. We also denote by $H_{k}^{p}(\mathbf{K})$ the subspace of $L_{k}^{p}(\mathbf{K})$ consisting of holomorphic elements. Then $L_{k}^{p}(\mathbf{K})$ is a Banach space and $H_{k}^{p}(\mathbf{K})$ is a closed subspace of $L_{k}^{p}(\mathbf{K})$. Let $p$ and $q$ be conjugate exponents. For functions $f \in L_{k}^{p}(\mathbf{K})$ and $g \in L_{k}^{q}(\mathbf{K})$, we put

$$
(f, g)_{\mathbf{K}}=\int_{\mathbf{K}} f(w) \overline{g(w)}\left(1-|w|^{2}\right)^{k} d v_{\mathbf{K}}(w)
$$

Theorem 6.2.1. (1) The Banach space $L_{k}^{p}(\mathbf{H})$ (resp. $H_{k}^{p}(\mathbf{H})$ ) is isomorphic to $L_{k}^{p}(\mathbf{K})\left(\right.$ resp. $\left.H_{k}^{p}(\mathbf{K})\right)$ by the map " $f(z) \mapsto \tilde{f}(w)=(1-w)^{-k} f\left(\rho^{-1} w\right)(w \in \mathbf{K})$ ", where $\rho=\left[\begin{array}{rr}1 & -i \\ 1 & i\end{array}\right]$.
(2) Any holomorphic function bounded on $\mathbf{K}$ belongs to $H_{k}^{p}(\mathbf{K})$ for all $p(1 \leqq p \leqq \infty)$.
(3) For a fixed $z_{2} \in \mathbf{H}$, the function $K_{k}\left(z_{1}, z_{2}\right)$ belongs to $H_{k}^{p}(\mathbf{H})$ for all $p$ $(1 \leqq p \leqq \infty)$.
Proof. The first and second assertions can be easily proved. Let $\tilde{f}(w)$ be the function in $H_{k}^{p}(\mathbf{K})$ corresponding to the function $K_{k}\left(z_{1}, z_{2}\right)$ in $H_{k}^{p}(\mathbf{H})$ as a function of $z_{1}$. Then

$$
\tilde{f}(w)=\left(1-\rho z_{1}\right)^{-k} K_{k}\left(z_{1}, z_{2}\right)=\frac{k-1}{4 \pi}\left(\frac{z_{1}+i}{z_{1}-\bar{z}_{2}}\right)^{k} \quad\left(z_{1}=\rho^{-1} w\right)
$$

and it is bounded. By (2), we obtain (3).
Theorem 6.2.2. The integral operator $K$ is a projection of $L_{k}^{p}(\mathbf{H})$ onto $H_{k}^{p}(\mathbf{H})$ for any $p(1 \leqq p \leqq \infty)$.

Proof. By Theorem 6.2.1(3), the integral in (6.2.1) is finite. Now we define a function $K_{k}^{*}(\alpha)$ on $S L_{2}(\mathbb{R})$ by

$$
\begin{equation*}
K_{k}^{*}(\alpha)=K_{k}(\alpha i, i) j(\alpha, i)^{-k} \quad\left(\alpha \in S L_{2}(\mathbb{R})\right) \tag{6.2.2}
\end{equation*}
$$

Then for $\alpha, \beta \in S L_{2}(\mathbb{R})$, we see that

$$
\begin{equation*}
K_{k}(\alpha i, \beta i) j(\alpha, i)^{-k} \overline{j(\beta, i)}^{-k}=K_{k}^{*}\left(\beta^{-1} \alpha\right) \tag{6.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{k}^{*}\left(\alpha^{-1}\right)=\overline{K_{k}^{*}(\alpha)} \tag{6.2.4}
\end{equation*}
$$

For a measurable function $\varphi$ on $S L_{2}(\mathbb{R})$ with respect to the Haar measure $d \alpha$ defined by (1.4.13), we put

$$
\|\varphi\|_{p}= \begin{cases}\left\{\int_{S L_{2}(\mathbb{R})}|\varphi(\alpha)|^{p} d \alpha\right\}^{1 / p} & (1 \leq p<\infty) \\ \underset{\alpha \in S L_{2}(\mathbb{R})}{\operatorname{ess.} \sup }|\varphi(\alpha)| & (p=\infty)\end{cases}
$$

For a function $f(z)$ in $L_{k}^{p}(\mathbf{H})$, we put

$$
f^{*}(\alpha)=f(\alpha i) j(\alpha, i)^{-k} \quad\left(\alpha \in S L_{2}(\mathbb{R})\right) .
$$

Then Theorem 1.4.5 implies $\|f\|_{p}=\left\|f^{*}\right\|_{p}$. In particular, we have

$$
\left\|K_{k}(z, i)\right\|_{p}=\left\|K_{k}^{*}(\alpha)\right\|_{p}
$$

for all $p(1 \leq p \leq \infty)$. For a function $f \in L_{k}^{p}(\mathbf{H})$, we put

$$
g(z)=\int_{\mathbf{H}} K_{k}\left(z, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \quad(z \in \mathbf{H})
$$

Then we see by (6.2.3),

$$
g^{*}(\alpha)=\int_{S L_{2}(\mathbb{R})} K_{k}^{*}\left(\beta^{-1} \alpha\right) f^{*}(\beta) d \beta .
$$

Since $S L_{2}(\mathbb{R})$ is unimodular, we have by [Weil 5 , pp. 54-55], $\left\|g^{*}\right\|_{p} \leqq\left\|K_{k}^{*}\right\|_{1} \cdot\left\|f^{*}\right\|_{p}$ and therefore

$$
\|g\|_{p} \leqq\left\|K_{k}(z, i)\right\|_{1} \cdot\|f\|_{p} .
$$

This implies that $K$ is a continuous linear mapping of $L_{k}^{p}(\mathbf{H})$ into itself. Next we are going to prove that the image of $K$ is included in $H_{k}^{p}(\mathbf{H})$. Let $\mathbf{H}_{n}(n=1,2, \ldots$ ) be compact subsets of $\mathbf{H}$ satisfying $\mathbf{H}_{n} \subset \mathbf{H}_{n+1}$ and $\bigcup_{n} \mathbf{H}_{n}=\mathbf{H}$. We put

$$
\left(K^{(n)} f\right)(z)=\int_{\mathbf{H}_{n}} K_{k}\left(z, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \quad\left(f \in L_{k}^{p}(\mathbf{H})\right)
$$

Then $K^{(n)} f$ is a holomorphic function by Lemma 6.1.5 and

$$
\lim _{n \rightarrow \infty}\left(K^{(n)} f\right)(z)=(K f)(z) .
$$

Let $M$ be a compact subset of $\mathbf{H}$. Then by Theorem 6.1.8, there exist a point $z_{0} \in M$ and a constant $C$ such that

$$
\left|K_{k}\left(z_{1}, z_{2}\right)\right| \leqq C\left|K_{k}\left(z_{0}, z_{2}\right)\right| \quad\left(z_{1} \in M, z_{2} \in \mathbf{H}\right) .
$$

Hence for $z \in M$,

$$
\left|(K f)(z)-\left(K^{(n)} f\right)(z)\right| \leqq C \int_{\mathbf{H}-\mathbf{H}_{n}}\left|K_{k}\left(z_{0}, z_{2}\right) f\left(z_{2}\right)\right| \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) .
$$

Therefore $\left(K^{(n)} f\right)(z)$ converges to $(K f)(z)$ uniformly on any compact subsets of $\mathbf{H}$ and $K f$ is holomorphic on $\mathbf{H}$.

In the end, we shall prove that if $f \in H_{k}^{p}(\mathbf{H})$, then $K f=f$. We define a function $\tilde{K}_{k}\left(w_{1}, w_{2}\right)$ on $\mathbf{K} \times \mathbf{K}$ by

$$
\tilde{K}_{k}\left(w_{1}, w_{2}\right)=K_{k}\left(\rho^{-1} w_{1}, \rho^{-1} w_{2}\right)\left(1-w_{1}\right)^{-k} \overline{\left(1-w_{2}\right)^{-k}} \quad\left(\rho=\left[\begin{array}{rr}
1 & -i \\
1 & i
\end{array}\right]\right)
$$

Then $\tilde{K}_{k}\left(w_{1}, w_{2}\right)$ is the kernel function of $H_{k}^{2}(\mathbf{K})$ by the isomorphism given in Theorem 6.2.1. For $\tilde{f} \in L_{k}^{p}(\mathbf{K})$, we also put

$$
(\tilde{K} \tilde{f})(w)=\int_{\mathbf{K}} \tilde{K}_{k}\left(w, w_{2}\right) \tilde{f}\left(w_{2}\right)\left(1-\left|w_{2}\right|^{2}\right)^{k} d v_{\mathbf{K}}\left(w_{2}\right)
$$

Put $\tilde{g}_{n}(w)=w^{n}$ for $n \geqq 0$. Since $\tilde{g}_{n} \in H_{k}^{2}(\mathbf{K})$, we have $\tilde{K} g_{n}=\tilde{g}_{n}$. Then for a function $\tilde{f}$ in $H_{k}^{p}(\mathbf{K})$, we have

$$
\left(\tilde{K} \tilde{f}, \tilde{g}_{n}\right)_{\mathbf{K}}=\left(\tilde{f}, \tilde{K} \tilde{g}_{n}\right)_{\mathbf{K}}=\left(\tilde{f}, \tilde{g}_{n}\right)_{\mathbf{K}}
$$

Therefore $\left(\tilde{K} \tilde{f}-\tilde{f}, \tilde{g}_{n}\right)_{\mathbf{K}}=0$ for all integer $n(\geq 0)$. Denote the Taylor expansion of $\tilde{K} \tilde{f}-\tilde{f}$ at $w=0$ by $(\tilde{K} \tilde{f}-\tilde{f})(w)=\sum_{n=0}^{\infty} a_{n} w^{n}$. Then

$$
\left(\tilde{K} \tilde{f}-\tilde{f}, \tilde{g}_{n}\right)_{\mathbf{K}}=8 \pi a_{n} \int_{0}^{1} r^{2 n+1}\left(1-r^{2}\right)^{k-2} d r
$$

This implies $a_{n}=0$ for all $n \geq 0$ and $\tilde{K} \tilde{f}=\tilde{f}$. By the isomorphism in Theorem 6.2.1(1), we obtain $K f=f$ for all $f \in H_{K}^{p}(\mathbf{H})$.

## §6.3. Function Spaces Consisting of Automorphic Forms

Let $\Gamma$ be a Fuchsian group of the first kind, $\chi$ a character of $\Gamma$ of finite order and $k(>2)$ an integer. We assume $\chi(-1)=(-1)^{k}$ if $\Gamma$ contains -1 . For any measurable function $f(z)$ on $\mathbf{H}$ satisfying

$$
\begin{equation*}
\left(\left.f\right|_{k} \gamma\right)(z)=\chi(\gamma) f(z), \quad \text { for any } \gamma \in \Gamma \tag{6.3.1}
\end{equation*}
$$

we put

$$
\|f\|_{\Gamma, p}= \begin{cases}\left\{\int_{\Gamma \backslash \mathbf{H}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right\}^{1 / p} & (1 \leq p<\infty), \\ \underset{z \in \mathbf{H}}{\operatorname{ess.} \sup \left|f(z) \operatorname{Im}(z)^{k / 2}\right|} & (p=\infty) .\end{cases}
$$

Since $\left|f(z) \operatorname{Im}(z)^{k / 2}\right|$ is invariant under the action of $\Gamma,\|f\|_{\Gamma, p}$ is well defined. For each $p(1 \leq p \leq \infty)$, we denote by $L_{k}^{p}(\Gamma, \chi)$ the set of measurable functions on $\mathbf{H}$ satisfying (6.3.1) and $\|f\|_{\Gamma, p}<\infty$, and by $H_{k}^{p}(\Gamma, \chi)$ the subspace of $L_{k}^{p}(\Gamma, \chi)$ consisting of holomorphic ones. Then $L_{k}^{p}(\Gamma, \chi)$ is a Banach space and $H_{k}^{p}(\Gamma, \chi)$ is a closed subspace. The space $L_{k}^{2}(\Gamma, \chi)$ is a Hilbert space with the inner product

$$
(f, g)_{\Gamma}=\int_{\Gamma \backslash \mathbf{H}} f(z) \overline{g(z)} \operatorname{Im}(z)^{k} d v(z) \quad\left(f, g \in L_{k}^{2}(\Gamma, \chi)\right)
$$

Since the volume of $\Gamma \backslash \mathbf{H}$ is finite, $L_{k}^{\infty}(\Gamma, \chi) \subset L_{k}^{p}(\Gamma, \chi)$ and $H_{k}^{\infty}(\Gamma, \chi) \subset H_{k}^{p}(\Gamma, \chi)$ for all $p(1 \leq p<\infty)$. Moreover by Theorem 2.1.5, $H_{k}^{\infty}(\Gamma, \chi)=\mathscr{S}_{k}(\Gamma, \chi)$ and the restriction of the inner product of $L_{k}^{2}(\Gamma, \chi)$ to $H_{k}^{\infty}(\Gamma, \chi)$ coincides with the Petersson inner product up to a constant multiple.

Theorem 6.3.1. $H_{k}^{2}(\Gamma, \chi)=H_{k}^{\infty}(\Gamma, \chi)$.
Proof. The assertion is obvious when $\Gamma \backslash \mathbf{H}$ is compact. Assume that $\Gamma$ has a cusp $x_{0}$. Let $f$ be an element in $H_{k}^{2}(\Gamma, \chi)$. To prove $f \in H_{k}^{\infty}(\Gamma, \chi)$, we may assume $\chi$ is
trivial by taking a subgroup of $\Gamma$ of finite index on which $\chi$ is trivial. Take an element $\sigma$ of $S L_{2}(\mathbb{R})$ such that $\sigma \infty=x_{0}$, and put

$$
\sigma^{-1} \Gamma_{x_{0}} \sigma \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\} \quad(h>0)
$$

Denote the Fourier expansion of $\left.f\right|_{k} \sigma$ by

$$
\left(\left.f\right|_{k} \sigma\right)(z)=\sum_{n=-\infty}^{\infty} a_{n} e^{\pi i n z / h} .
$$

Let $l>0$. Then we see by Corollary 1.7.5,

$$
\begin{aligned}
\infty & >\int_{\Gamma \backslash \mathbf{H}}|f(z)|^{2} \operatorname{Im}(z)^{k} d v(z) \\
& \geqq \frac{1}{2} \int_{\substack{0 \leq \operatorname{Re}(z) \leq 2 h \\
l \leq \operatorname{Im}(z)<\infty}}\left|f(\sigma z) j(\sigma, z)^{-k}\right|^{2} \operatorname{Im}(z)^{k} d v(z) \\
& =\frac{1}{2} \int_{l}^{\infty} \int_{0}^{2 h} \sum_{m, n}^{\infty} a_{m} \bar{a}_{n} e^{-\pi y(m+n) / h} e^{\pi i x(m-n) / h} y^{k-2} d x d y \\
& \geqq h\left|a_{n}\right|^{2} \int_{l}^{\infty} e^{-2 \pi y n / h} y^{k-2} d y,
\end{aligned}
$$

for any integer $n$. Since $k>2$, we have $a_{n}=0$ if $n \leqq 0$. Thus we proved $f \in \mathscr{S}_{k}(\Gamma, \chi)=H_{k}^{\infty}(\Gamma, \chi)$.

For any element $f(z)$ in $L_{k}^{1}(\mathbf{H})$, we put

$$
\begin{equation*}
f^{\Gamma}(z)=|Z(\Gamma)|^{-1} \sum_{\gamma \in I} \overline{\chi(\gamma)} f(\gamma z) j(\gamma, z)^{-k} \quad(z \in \mathbf{H}) \tag{6.3.2}
\end{equation*}
$$

We also put
(6.3.3) $K_{k}^{\Gamma}\left(z_{1}, z_{2}\right)=|Z(\Gamma)|^{-1} \sum_{\gamma \in \Gamma} \overline{\chi(\gamma)} K_{k}\left(\gamma z_{1}, z_{2}\right) j\left(\gamma, z_{1}\right)^{-k} \quad\left(z_{1}, z_{2} \in \mathbf{H}\right)$.

Theorem 6.3.2. (1) The right hand side of (6.3.2) is absolutely convergent almost everywhere on $\mathbf{H}$ and $f^{\Gamma}(z) \in L_{k}^{1}(\Gamma, \chi)$.
(2) If $f(z) \in H_{k}^{1}(\mathbf{H})$, then $f^{\Gamma}(z) \in H_{k}^{1}(\Gamma, \chi)$. In particular, $K_{k}^{\Gamma}\left(z, z_{2}\right)$ belongs to $H_{k}^{1}(\Gamma, \chi)$ as a function of $z$ for each fixed $z_{2}$.
(3) The right-hand side of (6.3.3) is uniformly convergent on any compact subset of $\mathbf{H} \times \mathbf{H}$.

Proof. We see

$$
\begin{aligned}
& |Z(\Gamma)| \int_{\Gamma \backslash \mathbf{H}}\left|f^{\Gamma}(z)\right| \operatorname{Im}(z)^{k / 2} d v(z) \\
& \leqq \int_{\Gamma \backslash \mathbf{H}} \sum_{\gamma \in \Gamma}\left|f(\gamma z) j(\gamma, z)^{-k}\right| \operatorname{Im}(z)^{k / 2} d v(z) \\
& =|Z(\Gamma)| \int_{\mathbf{H}}|f(z)| \operatorname{Im}(z)^{k / 2} d v(z)<\infty .
\end{aligned}
$$

Therefore the right-hand side of (6.3.2) is absolutely convergent almost everywhere on H. Since it is obvious that $f^{\Gamma}(z)$ satisfies (6.3.1), $f^{\Gamma}$ belongs to $L_{k}^{1}(\Gamma, \chi)$. The second assertion is derived from this and Theorem 2.6.6(1). Take $K_{k}\left(z_{1}, z_{2}\right)$ as $f(z)$ in (1), and we see by (6.1.6)

$$
\begin{aligned}
& \int_{\Gamma \backslash \mathbf{H}} \sum_{\gamma \in \Gamma}\left|K_{k}\left(\gamma z_{1}, z_{2}\right)\right|\left|j\left(\gamma, z_{1}\right)\right|^{-k} \operatorname{Im}\left(z_{1}\right)^{k / 2} d v\left(z_{1}\right) \\
& =|Z(\Gamma)| \int_{\mathbf{H}}\left|K_{k}\left(z_{1}, z_{2}\right)\right| \operatorname{Im}\left(z_{1}\right)^{k / 2} d v\left(z_{1}\right) \\
& =|Z(\Gamma)| \operatorname{Im}\left(z_{2}\right)^{-k / 2} \int_{\mathbf{H}}\left|K_{k}\left(z_{1}, i\right)\right| \operatorname{Im}\left(z_{1}\right)^{k / 2} d v\left(z_{1}\right) .
\end{aligned}
$$

Therefore we obtain (3) by Corollary 2.6.4.
Theorem 6.3.3. The function $K_{k}^{\Gamma}\left(z_{1}, z_{2}\right)$ is the kernel function of $H_{k}^{2}(\Gamma, \chi)$.
Proof. We note that $H_{k}^{2}(\Gamma, \chi)=H_{k}^{\infty}(\Gamma, \chi)$. Let $f$ be a function in $H_{k}^{\infty}(\Gamma, \chi)$. Take a fundamental domain $F$ of $\Gamma$. Since $f(z) \operatorname{Im}(z)^{k / 2}$ is bounded, we see by (6.1.6),

$$
\begin{aligned}
& \sum_{\gamma \in \Gamma} \int_{\Gamma \backslash \mathbf{H}}\left|K_{k}\left(\gamma z_{1}, z_{2}\right) j\left(\gamma, z_{1}\right)^{-k} f\left(z_{2}\right)\right| \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \\
& \leqq C \sum_{\gamma \in \Gamma} \int_{\boldsymbol{F}}\left|K_{k}\left(\gamma^{-1} z_{2}, z_{1}\right) j\left(\gamma^{-1}, z_{2}\right)^{-k}\right| \operatorname{Im}\left(z_{2}\right)^{k / 2} d v\left(z_{2}\right) \\
& =C|Z(\Gamma)| \int_{\mathbf{H}}\left|K_{k}\left(z_{2}, z_{1}\right)\right| \operatorname{Im}\left(z_{2}\right)^{k / 2} d v\left(z_{2}\right)
\end{aligned}
$$

with a constant $C$. Therefore we obtain

$$
\begin{aligned}
& \int_{\Gamma \backslash \mathbf{H}} K_{k}^{\Gamma}\left(z_{1}, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \\
& =|Z(\Gamma)|^{-1} \sum_{\gamma \in \Gamma} \int_{\gamma^{-1} F} K_{k}\left(z_{1}, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \\
& =\int_{\mathbf{H}} K_{k}\left(z_{1}, z_{2}\right) f\left(z_{2}\right) \operatorname{Im}\left(z_{2}\right)^{k} d v\left(z_{2}\right) \\
& =f\left(z_{1}\right),
\end{aligned}
$$

because $f \in H_{K}^{\infty}(\Gamma, \chi) \subset H_{k}^{\infty}(\mathbf{H})$. To prove that $K_{k}^{\Gamma}\left(z_{1}, z_{2}\right)$ belongs to $H_{k}^{\infty}(\Gamma, \chi)$ as a function of $z_{1}$, we have only to show that $K_{k}^{\Gamma}\left(z_{1}, z_{2}\right)$ belongs to $H_{k}^{\infty}(\mathbf{H})$ as a function of $z_{1}$. It is well known that $L_{k}^{\infty}(\mathbf{H})$ is the dual space of $L_{k}^{1}(\mathbf{H})$. A sequence $\left\{f_{n}\right\}$ in $L_{k}^{\infty}(\mathbf{H})$ is called weakly* convergent if $\left\{\left(f_{n}, g\right)_{\mathbf{H}}\right\}$ is convergent for any $g \in L_{k}^{1}(\mathbf{H})$. It can be proved that if a sequence $\left\{f_{n}\right\}$ is weakly* convergent, then there exists $f$ in $L_{k}^{\infty}(\mathbf{H})$ such that the sequence $\left\{\left(f_{n}, g\right)_{\mathbf{H}}\right\}$ converges to $(f, g)_{\mathbf{H}}$ for any $g$ ([Yoshida, V , Theorem 9]) and the function $f$ is uniquely determined as a measurable function on H. Therefore we have only to prove that $\sum_{y \in \Gamma} \overline{\chi(\gamma)} K_{k}\left(\gamma z_{1}, z_{2}\right) j\left(\gamma, z_{1}\right)^{-k}$ is weakly* convergent for a fixed $z_{2}$, namely that for a fixed $z_{2} \in \mathbf{H}$ and $g \in L_{k}^{1}(\mathbf{H})$,
$\sum_{\gamma \in \Gamma} \int_{\mathbf{H}} \overline{\chi(\gamma)} K_{k}\left(\gamma z_{1}, z_{2}\right) j\left(\gamma, z_{1}\right)^{-k} \overline{g\left(z_{1}\right)} \operatorname{Im}\left(z_{1}\right)^{k} d v\left(z_{1}\right)$ is convergent. Since

$$
\begin{aligned}
& \int_{\mathbf{H}} K_{k}\left(\gamma z_{1}, z_{2}\right) j\left(\gamma, z_{1}\right)^{-k} \overline{g\left(z_{1}\right)} \operatorname{Im}\left(z_{1}\right)^{k} d v\left(z_{1}\right) \\
& =\overline{\int_{\mathbf{H}} K_{k}\left(\gamma^{-1} z_{2}, z_{1}\right) j\left(\gamma^{-1}, z_{2}\right)^{-k} g\left(z_{1}\right) \operatorname{Im}\left(z_{1}\right)^{k} d v\left(z_{1}\right)} \\
& =\overline{(K g)\left(\gamma^{-1} z_{2}\right) j\left(\gamma^{-1}, z_{2}\right)^{-k}},
\end{aligned}
$$

and $\sum_{\gamma \in \Gamma} \overline{\chi\left(\gamma^{-1}\right)}(K g)\left(\gamma^{-1} z_{2}\right) j\left(\gamma^{-1}, z_{2}\right)^{-k}$ is absolutely convergent by Theorem 6.3.2, we obtain the result.

## §6.4. Traces of Hecke Operators (Calculation of Integrals)

Before calculating the traces of Hecke operators, we express the dimension of the space of automorphic forms in terms of integral to illustrate our calculation.

Theorem 6.4.1. $\operatorname{dim} \mathscr{S}_{k}(\Gamma, \chi)=\int_{\Gamma \backslash \mathbf{H}} K_{k}^{\Gamma}(z, z) \operatorname{Im}(z)^{k} d v(z)$.
Proof. Let $\left\{f_{j}(z)\right\}_{j=1}^{n}$ be an orthonormal basis of $\mathscr{S}_{k}(\Gamma, \chi)$ with respect to the inner product $(,)_{\Gamma}$. Then we have

$$
K_{k}^{\Gamma}\left(z_{1}, z_{2}\right)=\sum_{j=1}^{n} f_{j}\left(z_{1}\right) \overline{f_{j}\left(z_{2}\right)}
$$

Therefore

$$
\operatorname{dim} \mathscr{S}_{k}(\Gamma, \chi)=\sum_{j=1}^{n}\left(f_{j}, f_{j}\right)_{\Gamma}=\int_{\Gamma \backslash \mathbf{H}} K_{k}^{\Gamma}(z, z) \operatorname{Im}(z)^{k} d v(z)
$$

Now let $\Delta$ be a subsemigroup of $G L_{2}^{+}(\mathbb{R})$ contained in $\tilde{\Gamma}$ (see $\S 2.8$ ). We assume $\chi$ can be extended to a homomorphism of $\Delta$ to $\mathbb{C}$ satisfying (2.8.1). As we showed in $\S 2.7$ and $\S 2.8$, we can let the Hecke algebra $\mathscr{R}(\Gamma, \Delta)$ act on $\mathscr{S}_{k}(\Gamma, \chi)$. Let $T$ be a subset of $\Delta$. We assume $T$ is a union of finitely many double $\Gamma$-cosets and write $T=\coprod_{l=1}^{m} \Gamma \beta_{l} \Gamma$. We identify $T$ with the element $\sum_{l=1}^{m} \Gamma \beta_{l} \Gamma$ of $\mathscr{R}(\Gamma, \Delta)$ and let it operate on $\mathscr{S}_{k}(\Gamma, \chi)$. More precisely, the operation of $T$ on $f \in \mathscr{S}_{k}(\Gamma, \chi)$ is given by

$$
\begin{equation*}
f\left|T=\sum_{j=1}^{d} \operatorname{det}\left(\alpha_{j}\right)^{k / 2-1} \overline{\chi\left(\alpha_{j}\right)} f\right|_{k} \alpha_{j} \quad\left(T=\coprod_{j=1}^{d} \Gamma \alpha_{j}\right) . \tag{6.4.1}
\end{equation*}
$$

For example, take $\Gamma=\Gamma_{0}(N), \Delta=\Delta_{0}(N)$ and $T=\left\{\alpha \in \Delta_{0}(N) \mid \operatorname{det}(\alpha)=n\right\}$. Then $T$ corresponds to $T(n)$ of $\mathscr{R}(N)=\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right)$. Our purpose in this section is to calculate the trace of the operator $T$ on $\mathscr{S}_{k}(\Gamma, \chi)$.

For an element $\alpha$ in $T$, we put

$$
\begin{equation*}
\kappa(z ; \alpha)=\operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} K_{k}(\alpha z, z) j(\alpha, z)^{-k} \operatorname{Im}(z)^{k} \quad(z \in \mathbf{H}) . \tag{6.4.2}
\end{equation*}
$$

Theorem 6.4.2. Put $\operatorname{tr}(T)=\operatorname{trace}\left(T \mid \mathscr{P}_{k}(\Gamma, \chi)\right)$. Then

$$
\operatorname{tr}(T)=|Z(\Gamma)|^{-1} \int_{\Gamma \backslash \mathbf{H}} \sum_{\alpha \in T} \kappa(z ; \alpha) d v(z) .
$$

Proof. Let $\left\{f_{l}(z)\right\}_{l=1}^{n}$ be an orthonormal basis of $\mathscr{S}_{k}(\Gamma, \chi)$ and $T=\coprod_{j=1}^{d} \Gamma \alpha_{j}$. Then we see that

$$
\begin{aligned}
& \operatorname{tr}(T)=\sum_{l=1}^{n}\left(f_{l} \mid T, f_{l}\right)_{\Gamma} \\
& =\sum_{l=1}^{n} \int_{\Gamma \backslash \mathbf{H}} \sum_{j=1}^{d} \operatorname{det}\left(\alpha_{j}\right)^{k-1} \overline{\chi\left(\alpha_{j}\right)} f_{l}\left(\alpha_{j} z\right) j\left(\alpha_{j}, z\right)^{-k} \overline{f_{l}(z)} \operatorname{Im}(z)^{k} d v(z) \\
& =\int_{\Gamma \backslash \mathbf{H}} \sum_{j=1}^{d} \operatorname{det}\left(\alpha_{j}\right)^{k-1} \overline{\chi\left(\alpha_{j}\right)} K_{k}^{\Gamma}\left(\alpha_{j} z, z\right) j\left(\alpha_{j}, z\right)^{-k} \operatorname{Im}(z)^{k} d v(z) \\
& =|Z(\Gamma)|^{-1} \int_{\Gamma \backslash \mathbf{H}} \sum_{\alpha \in T} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} K_{k}(\alpha z, z) j(\alpha, z)^{-k} \operatorname{Im}(z)^{k} d v(z) .
\end{aligned}
$$

Now we are going to calculate the integral in the Theorem 6.4.2. The integrand is uniformly convergent on any compact subset of $\mathbf{H}$ by Theorem 6.3.2(3). Therefore we can exchange the order of summation and integration if $\Gamma \backslash \mathbf{H}$ is compact. In the case where $\Gamma$ has cusps, we divide the integral into an integral on a compact subset and integrals on neighborhoods of cusps. For a cusp $x$ of $\Gamma$, we put $T_{x}=\{\alpha \in T \mid \alpha x=x\}$. For a neighborhood $U_{x}$ of $x$ in $\mathbf{H}$ stable under $\Gamma_{x}$, we have

$$
\begin{align*}
& \int_{\Gamma_{x} \backslash U_{x}} \sum_{\alpha \in T} \kappa(z ; \alpha) d v(z)  \tag{6.4.3}\\
& =\int_{\Gamma_{x} \backslash U_{x}} \sum_{\alpha \in T-T_{x}} \kappa(z ; \alpha) d v(z)+\int_{\Gamma_{x} \backslash U_{x}} \sum_{\alpha \in \boldsymbol{T}_{x}} \kappa(z ; \alpha) d v(z) .
\end{align*}
$$

Let us consider the first term of the right-hand side. For $\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$, we write $c$ and $d$ as $c_{\alpha}$ and $\mathrm{d}_{\alpha}$, respectively. We note that if $\beta \in \Gamma_{\infty} \alpha \Gamma_{\infty}$, then $\left|c_{\alpha}\right|=\left|c_{\beta}\right|$.

Lemma 6.4.3. Assume $\infty$ is a cusp of $\Gamma$. Then for any $l(>0)$,

$$
\sum_{\alpha \in \Gamma_{\infty} \backslash\left(T-T_{\infty}\right) / \Gamma_{\infty}} \operatorname{det}(\alpha)^{l}\left|c_{\alpha}\right|^{-k}
$$

is convergent.
Proof. Let $\{\alpha\}$ be a set of complete representatives of $\Gamma_{\infty} \backslash\left(T-T_{\infty}\right) / \Gamma_{\infty}$ and $T$ $=\coprod_{j=1}^{d} \Gamma \alpha_{j}$. Then we see

$$
\begin{aligned}
& \sum_{\{\alpha\}} \operatorname{det}(\alpha)^{l}|j(\alpha, z)|^{-k} \leqq \sum_{\alpha \in \Gamma_{\infty} \backslash T} \operatorname{det}(\alpha)^{l}|j(\alpha, z)|^{-k} \\
& =\sum_{j=1}^{d} \operatorname{det}\left(\alpha_{j}\right)^{l}\left|j\left(\alpha_{j}, z\right)\right|^{-k} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}\left|j\left(\gamma, \alpha_{j} z\right)\right|^{-k}
\end{aligned}
$$

For a compact subset $M$ of $\mathbf{H}$, we put $m=\#\{\gamma \in \Gamma \mid \gamma M \cap M \neq \varnothing\}$. Further, there exists, by Lemma 1.7.6, a positive number $u$ satisfying that $\gamma M \subset\{z \in \mathbf{H} \mid \operatorname{Im}(z)<u\}$
for any $\gamma \in \Gamma$. Since

$$
\int_{M} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}|j(\gamma, z)|^{-k} \operatorname{Im}(z)^{k / 2} d v(z) \leqq m \int_{0}^{u} \int_{0}^{n} y^{k / 2-2} d x d y<\infty,
$$

$\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}|j(\gamma, z)|^{-k}$ is convergent almost everywhere on $M$. Since $M$ is arbitrary, the set of points $z$ at which $\sum_{\{\alpha\}} \operatorname{det}(\alpha)^{l}|j(\alpha, z)|^{-k}$ is convergent is dense in $\mathbf{H}$. Let $h$ be a positive number such that $\Gamma_{\infty} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}1 & m h \\ 0 & 1\end{array}\right] \right\rvert\, m \in \mathbb{Z}\right\}$, and take the set $\{\alpha\}$ so that $\left|d_{\alpha}\right|<\left|h c_{\alpha}\right|$. Take a point $z$ so that $\sum_{\{\alpha\}} \operatorname{det}(\alpha)^{l}|j(\alpha, z)|^{-k}$ is convergent and $|z| \geqq h$, then we obtain

$$
\sum_{\{\alpha\}} \operatorname{det}(\alpha)^{l}\left|c_{\alpha}\right|^{-k}<|2 z|^{k} \sum_{\{\alpha\}} \operatorname{det}(\alpha)^{l}|j(\alpha, z)|^{-k}<\infty .
$$

Lemma 6.4.4. For any two real numbers $h(h>0)$ and $l(l>1 / 2)$, there exists a positive number $C$ such that

$$
\sum_{n=-\infty}^{\infty}\left\{(a+n h)^{2}+b^{2}\right\}^{-l}<C\left(|b|^{-2 l+1}+|b|^{-2 l}\right)
$$

for any real numbers $a$ and $b$.
Proof. We see easily that

$$
\sum_{n=-\infty}^{\infty}\left\{(a+n h)^{2}+b^{2}\right\}^{-l}<\frac{1}{h} \int_{-\infty}^{\infty}\left(t^{2}+b^{2}\right)^{-l} d t+|b|^{-2 l} .
$$

Dividing the integral into the sum of $\int_{0}^{|b|}$ and $\int_{|b|}^{\infty}$, we obtain the estimate.
Theorem 6.4.5. Let $x$ and $U_{x}$ be the same as above. Then

$$
\int_{\Gamma_{x} \backslash U_{x}} \sum_{a \in T-T_{x}} \kappa(z ; \alpha) d v(z)=\sum_{\alpha \in T-T_{x}} \int_{\Gamma_{x} \backslash U_{x}} \kappa(z ; \alpha) d v(z) .
$$

Proof. Put

$$
z)=S(z ; \Gamma, x)=\sum_{\alpha \in T-T_{x}}|\kappa(z ; \alpha)| .
$$

We have only to prove that $S(z)$ is convergent on $U_{x}$ and integrable on $\Gamma_{x} \backslash U_{x}$. Since $S(z ; \Gamma, x)=S\left(\sigma z ; \sigma \Gamma \sigma^{-1}, \infty\right)$ for $\sigma \in S L_{2}(\mathbb{R})$ satisfying $\sigma x=\infty$, we may assume $x=\infty$. Let $h$ be a positive number such that $\Gamma_{\infty} \cdot\{ \pm 1\}$ $=\left\{\left. \pm\left[\begin{array}{cc}1 & m h \\ 0 & 1\end{array}\right] \right\rvert\, m \in \mathbb{Z}\right\}$. Then

$$
\begin{aligned}
S(z)=|Z(\Gamma)| & \sum_{\alpha \in \Gamma_{\infty} \backslash\left(T-T_{\infty}\right)} \operatorname{det}(\alpha)^{k-1}|j(\alpha, z)|^{-k} \operatorname{Im}(z)^{k} \\
& \times \sum_{n=-\infty}^{\infty}\left|K_{k}(\alpha z+n h, z)\right| .
\end{aligned}
$$

Now by Lemma 6.4.4,

$$
\begin{aligned}
\sum_{n=-\infty}^{\infty}\left|K_{k}(\alpha z+n h, z)\right| & =\frac{k-1}{4 \pi} 2^{k} \sum_{n=-\infty}^{\infty}\left\{(\operatorname{Re}(\alpha z-\bar{z})+n h)^{2}+\operatorname{Im}(\alpha z-\bar{z})^{2}\right\}^{-k / 2} \\
& \leqq C_{1}\left\{\operatorname{Im}(\alpha z-\bar{z})^{-k+1}+\operatorname{Im}(\alpha z-\bar{z})^{-k}\right\}
\end{aligned}
$$

with a constant $C_{1}$. Since $\operatorname{Im}(\alpha z-\bar{z})=\operatorname{Im}(\alpha z)+\operatorname{Im}(z) \geqq \operatorname{Im}(z)$, we see by Lemma 6.4.4,

$$
\begin{align*}
S(z) & \leqq C_{1}(\operatorname{Im}(z)+1) \sum_{\alpha \in \Gamma_{\infty} \backslash\left(T-T_{\infty}\right)} \operatorname{det}(\alpha)^{k-1}|j(\alpha, z)|^{-k}  \tag{6.4.4}\\
& \leqq C_{1}(\operatorname{Im}(z)+1) \sum_{\alpha \in \Gamma_{\infty} \backslash\left(T-T_{\infty}\right) / \Gamma_{\infty}} \operatorname{det}(\alpha)^{k-1} \sum_{n=-\infty}^{\infty}\left|c_{\alpha}(z+n h)+d_{\alpha}\right|^{-k} \\
& \leqq C_{2} \operatorname{Im}(z)^{-k}(\operatorname{Im}(z)+1)^{2} \sum_{\alpha \in \Gamma_{\infty} \backslash\left(T-T_{\infty}\right) / \Gamma_{\infty}} \operatorname{det}(\alpha)^{k-1}\left|c_{\alpha}\right|^{-k}
\end{align*}
$$

with a constant $C_{2}$. By Lemma 6.4.3, $S(z)$ is convergent and bounded on $U_{\infty}$. Since $\Gamma_{\infty} \backslash U_{\infty}$ has finite volume, $S(z)$ is integrable on $\Gamma_{\infty} \backslash U_{\infty}$ and we can exchange the order of integration on the left-hand side of the equality in the theorem.

Next let us investigate the second term on the right-hand side of (6.4.3).
Lemma 6.4.6. If $x$ is a cusp of $\Gamma$, then $\left|\Gamma_{x} \backslash T_{x}\right|<\infty$.
Proof. If $\alpha$ and $\beta$ are elements of $T_{x}$ such that $\alpha \beta^{-1} \in \Gamma$, then $\alpha \beta^{-1} x=x$, and therefore $\alpha \beta^{-1} \in \Gamma_{x}$. This implies $\left|\Gamma_{x} \backslash T_{x}\right| \leqq|\Gamma \backslash T|<\infty$.

Theorem 6.4.7. Let $x$ be a cusp of $\Gamma$, and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. Then

$$
\begin{aligned}
& \int_{\Gamma_{x} \backslash U_{x}} \sum_{\alpha \in T_{x}} \kappa(z ; \alpha) d v(z) \\
& =\lim _{s \rightarrow+0} \sum_{\alpha \in T_{x}} \int_{\Gamma_{x} \backslash U_{x}} \kappa(z ; \alpha) \operatorname{Im}(z)^{-s}|j(\sigma, z)|^{2 s} d v(z) .
\end{aligned}
$$

Proof. We may assume $x=\infty$ and $\sigma=1$ as usual. Since $\operatorname{Im}(z)^{-s}$ is convergent to 1 monotonously increasingly when $s(>0)$ tends to 0 , we see

$$
\int_{\Gamma_{\infty} \backslash U_{\infty}} \sum_{\alpha \in T_{\infty}} \kappa(z ; \alpha) d v(z)=\lim _{s \rightarrow+0} \int_{\Gamma_{\infty} \backslash U_{\infty}} \sum_{\alpha \in T_{\infty}} \kappa(z ; \alpha) \operatorname{Im}(z)^{-s} d v(z) .
$$

We shall show that the order of integration and summation on the right-hand side is exchangable. Put

$$
S(z, s)=\sum_{\alpha \in T_{\infty}}|\kappa(z ; \alpha)| \operatorname{Im}(z)^{-s} \quad(s>0)
$$

We have only to see that $S(z, s)$ is integrable on $\Gamma_{\infty} \backslash U_{\infty}$. Similarly to (6.4.4), we have

$$
S(z, s) \leqq C_{1}\left(\operatorname{Im}(z)^{1-s}+\operatorname{Im}(z)^{-s}\right) \sum_{\alpha \in \Gamma_{\infty} \backslash T_{\infty}} \operatorname{det}(\alpha)^{k-1}|j(\alpha, z)|^{-k}
$$

with a constant $C_{1}$. Since $\left(\operatorname{Im}(z)^{1-s}+\operatorname{Im}(z)^{-s}\right)|j(\alpha, z)|^{-k}$ is integrable on $\Gamma_{\infty} \backslash U_{\infty}$ and $\Gamma_{\infty} \backslash T_{\infty}$ is a finite set, $S(z, s)$ is also integrable on $\Gamma_{\infty} \backslash U_{\infty}$.

Let $P_{\Gamma}$ be the set of all cusps of $\Gamma$. Take neighborhoods $U_{x}$ of cusps $x$ so that they satisfy

$$
\begin{equation*}
U_{\gamma x}=\gamma U_{x}(\gamma \in \Gamma) \quad \text { and } \quad U_{x} \cap U_{x^{\prime}}=\varnothing \quad \text { if } x \neq x^{\prime} . \tag{6.4.5}
\end{equation*}
$$

Also take elements $\sigma_{x} \in S L_{2}(\mathbb{R})$ so that $\sigma_{x} x=\infty$ and $\operatorname{Im}\left(\sigma_{\gamma x} \gamma z\right)=\operatorname{Im}\left(\sigma_{x} z\right)(\gamma \in \Gamma)$. We put

$$
Z(T)=T \cap \mathbb{R}^{\times}, \quad T^{2}=\bigcup_{x \in P_{\Gamma}}\left(T_{x}-Z(T)\right) \quad \text { and } \quad T^{1}=T-T^{2}
$$

For $\alpha \in T^{2}$, we put

$$
\kappa(z ; \alpha, s)= \begin{cases}\kappa(z ; \alpha) & \left(z \notin \bigcup_{\alpha x=x} U_{x}\right),  \tag{6.4.6}\\ \kappa(z ; \alpha) \operatorname{Im}(z)^{-s}\left|j\left(\sigma_{x}, z\right)\right|^{2 s} & \left(z \in \bigcup_{\alpha x=x} U_{x}\right) .\end{cases}
$$

Then by Theorems 6.4.2, 6.4 .5 and 6.4.7, we obtain

$$
\begin{align*}
|Z(\Gamma)| \operatorname{tr}(T)= & \sum_{\alpha \in \boldsymbol{T}^{1}} \int_{\Gamma \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z)  \tag{6.4.7}\\
& +\lim _{s \rightarrow+0} \sum_{z \in T^{2}} \int_{\Gamma \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) .
\end{align*}
$$

Before calculating the right-hand side, we introduce notations on conjugacy classes. Let $G$ be a group, and $H$ a subgroup of $G$. We say two elements $g_{1}$ and $g_{2}$ of $G$ are $H$-conjugate and write $g_{1 \tilde{H}} g_{2}$, if there exists an element $h$ in $H$ such that $g_{2}=h^{-1} g_{1} h$. For an element $g$ of $G$, we put

$$
C_{H}(g)=C_{H, G}(g)=\left\{g^{\prime} \in G \mid g_{\tilde{H}}^{\prime} g\right\} .
$$

The $H$-conjugacy gives an equivalence relation in any subset of $G$. For a subset $M$ of $G$ stable under inner automorphisms of $G$ by elements of $H$, we denote by $M / / H$ the set of all $H$-conjugacy classes in $M$, or $M / / H=M / \tilde{H}$.

Let us return to the present situation. Since $\gamma T_{x} \gamma^{-1}=T_{\gamma x}$ for any $\gamma \in \Gamma$, both $T^{1}$ and $T^{2}$ are unions of $\Gamma$-conjugacy classes. For any $\alpha \in T$, we put

$$
\Gamma(\alpha)=\{\gamma \in \Gamma \mid \alpha \gamma=\gamma \alpha\} .
$$

Then we can rewrite (6.4.7) and obtain

## Theorem 6.4.8.

$$
\begin{aligned}
|Z(\Gamma)| \operatorname{tr}(T)= & \sum_{\alpha \in T^{1} / / \Gamma} \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z) \\
& +\lim _{s \rightarrow+0} \sum_{\alpha \in T^{2} / / \Gamma} \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) .
\end{aligned}
$$

Proof. Let $F$ be a fundamental domain of $\Gamma$. Then by the choice of $\sigma_{x}$, we see for $\gamma \in \Gamma$,

$$
\int_{F} \kappa\left(z ; \gamma^{-1} \alpha \gamma\right) d v(z)=\int_{\gamma F} \kappa(z ; \alpha) d v(z) .
$$

Therefore for each fixed $\alpha \in T^{1}$, we obtain

$$
\begin{aligned}
\sum_{\beta \in T^{1}, \beta_{\Gamma^{\alpha}}} \int_{F} \kappa(z ; \beta) d v(z) & =\sum_{\gamma \in \Gamma(\alpha) \backslash \Gamma} \int_{\boldsymbol{F}} \kappa\left(z ; \gamma^{-1} \alpha \gamma\right) d v(z) \\
& =\int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z) .
\end{aligned}
$$

A similar argument is also applicable to the terms for $\alpha \in T^{2}$.
The next step is the calculation of the integrals in Theorem 6.4.8 depending on the type of $\alpha$.
$1^{\circ}$. The case where $\alpha \in Z(\Gamma)$. Put $\alpha=\left[\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right]$. Since $\Gamma(\alpha)=\Gamma$, we see

$$
\begin{aligned}
\int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z) & =\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} a^{-k} \int_{\Gamma \backslash \mathbf{H}} d v(z) \\
& =\frac{k-1}{4 \pi} \overline{\chi(\alpha)} \operatorname{sgn}(a)^{k} \operatorname{det}(\alpha)^{k / 2-1} v(\Gamma \backslash \mathbf{H}) .
\end{aligned}
$$

$2^{\circ}$. The case where $\alpha$ is elliptic. Let $z_{0} \in \mathbf{H}$ be the fixed point of $\alpha$, and put $\rho=\left[\begin{array}{ll}1 & -z_{0} \\ 1 & -\bar{z}_{0}\end{array}\right]$, which maps H onto K. We see $\rho \alpha \rho^{-1}=\left[\begin{array}{ll}\eta & 0 \\ 0 & \zeta\end{array}\right](\eta, \zeta \in \mathbb{C})$ and $j(\alpha, z)=\zeta\left(z-\bar{z}_{0}\right) /\left(\alpha z-\bar{z}_{0}\right)$. Put $w=\rho z, w^{\prime}=\rho \bar{z}$ and write $w=r e^{i \theta}, w^{\prime}=r^{-1} e^{i \theta}$. Since the anharmonic ratio is invariant under the action of linear fractional transformations, we have

$$
\frac{z-\bar{z}}{\alpha z-\bar{z}} \frac{\alpha z-\bar{z}_{0}}{z-\bar{z}_{0}}=\frac{w-w^{\prime}}{\eta \zeta^{-1} w-w^{\prime}}
$$

and therefore

$$
\kappa(z ; \alpha)=\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k}\left(\frac{1-r^{2}}{1-\eta \zeta^{-1} r^{2}}\right)^{k}
$$

Since $d v_{\mathrm{K}}(w)=4 r\left(1-r^{2}\right)^{-2} d r d \theta$, we obtain

$$
\begin{aligned}
& \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z) \\
& =\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{\rho \Gamma(\alpha) \rho^{-1} \backslash \mathbf{K}} 4 r\left(1-r^{2}\right)^{k-2}\left(1-\eta \zeta^{-1} r^{2}\right)^{-k} d r d \theta \\
& =\frac{(k-1) \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k}}{[\Gamma(\alpha): Z(\Gamma)]} \int_{0}^{1}(1-r)^{k-2}\left(1-\eta \zeta^{-1} r\right)^{-k} d r \\
& =\frac{-\overline{\chi(\alpha)}}{[\Gamma(\alpha): Z(\Gamma)]} \frac{\eta^{k-1}}{\eta-\zeta}
\end{aligned}
$$

$3^{\circ}$. The case where $\alpha$ is hyperbolic and all fixed points of $\alpha$ are not cusps of $\Gamma$. Let $x_{1}, x_{2} \in \mathbb{R} \cup\{\infty\}$ be two distinct fixed points of $\alpha$. Take $\sigma \in S L_{2}(\mathbb{R})$ so that
$\sigma x_{1}=\infty$ and $\sigma x_{2}=0$. Then

$$
\sigma \alpha \sigma^{-1}=\left[\begin{array}{ll}
\eta & 0 \\
0 & \zeta
\end{array}\right] \quad(\eta, \zeta \in \mathbb{R}, \eta \neq \zeta) .
$$

We see $\Gamma(\alpha)=\Gamma_{x_{1}, x_{2}}$ by Lemma 1.3.3(3). If $\Gamma(\alpha) \neq Z(\Gamma)$, then by Theorem 1.5.4(3),

$$
\sigma \Gamma(\alpha) \sigma^{-1} \cdot\{ \pm 1\}=\sigma \Gamma_{x_{1}, x_{2}} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}
u & 0 \\
0 & u^{-1}
\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}
$$

with $u \in \mathbb{R}^{\times}$such that $|u|>1$. Put $w=\sigma z=r e^{i \theta}$. Similarly to $2^{\circ}$, we obtain

$$
\begin{aligned}
& \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z) \\
& =\left\{\begin{array}{l}
\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{0}^{\infty} \frac{d r}{r} \int_{0}^{\pi}\left(\frac{e^{i \theta}-e^{-i \theta}}{\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}}\right)^{k} \frac{d \theta}{\sin ^{2} \theta} \quad(\Gamma(\alpha)=Z(\Gamma)), \\
\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha) \zeta^{-k}} \int_{1}^{u^{2}} \frac{d r}{r} \int_{0}^{\pi}\left(\frac{e^{i \theta}-e^{-i \theta}}{\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}}\right)^{k} \frac{d \theta}{\sin ^{2} \theta} \quad(\Gamma(\alpha) \neq Z(\Gamma))
\end{array}\right.
\end{aligned}
$$

Assume $\Gamma(\alpha)=Z(\Gamma)$. Since the integral $\int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z)$ is convergent, the integral $\int_{0}^{\infty} r^{-1} d r$ should be convergent, which is a contradiction. Therefore $\Gamma(\alpha) \neq Z(\Gamma)$. Now we can express the integrand as

$$
\frac{\left(e^{i \theta}-e^{-i \theta}\right)^{k-2}}{\left(\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}\right)^{k}}=\sum_{n=1}^{\infty} a_{n} e^{2 i n \theta} \quad \text { or } \quad \sum_{n=1}^{\infty} a_{n} e^{-2 i n \theta}
$$

depending on $\eta \zeta^{-1}<1$ or $\eta \zeta^{-1}>1$, respectively. Since the series is uniformly convergent, we have $\int_{0}^{\pi} \frac{\left(e^{i \theta}-e^{-i \theta}\right)^{k-2}}{\left(\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}\right)^{k}} d \theta=0$ by termwise integration. Therefore

$$
\int_{\Gamma(x) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z)=0 .
$$

$4^{\circ}$. The case where $\alpha$ is hyperbolic and at least one fixed point of $\alpha$ is a cusp of $\Gamma$. In this case, we have $\Gamma(\alpha)=Z(\Gamma)$ by Lemma 1.3.3(3) and Theorem 1.5.4(2), and therefore $\Gamma(\alpha) \backslash \mathbf{H}=\mathbf{H}$. Let $x_{1}$ and $x_{2}$ be the fixed points of $\alpha$. Suppose only one fixed point, say $x_{2}$, is a cusp of $\Gamma$. Let $\sigma, \eta$ and $\zeta$ be as in $3^{\circ}$, and $U=U_{x_{2}}$ a neighborhood of $x_{2}$ such that

$$
\sigma U=\{z \in \mathbf{H}| | z-i a \mid<a\} \quad(a>0)
$$

Then similarly to $3^{\circ}$, we see

$$
\begin{aligned}
& \int_{\Gamma(\alpha) \backslash(\mathbf{H}-U)} \kappa(z ; \alpha, s) d v(z) \\
& =\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{0}^{\pi}\left(\frac{e^{i \theta}-e^{-i \theta}}{\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}}\right)^{k} \frac{d \theta}{\sin ^{2} \theta} \int_{2 a \sin \theta}^{\infty} \frac{d r}{r},
\end{aligned}
$$

which is not finite. Therefore, both $x_{1}$ and $x_{2}$ should be cusps of $\Gamma$. Let $U_{v}$ be a neighborhood of $x_{v}(v=1,2)$, and put $\mathbf{H}^{\prime}=\mathbf{H}-\left(U_{1} \cup U_{2}\right)$. Divide the integral as

$$
\begin{aligned}
& \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) \\
& =\int_{\mathbf{H}^{\prime}} \kappa(z ; \alpha, s) d v(z)+\int_{U_{1}} \kappa(z ; \alpha, s) d v(z)+\int_{U_{2}} \kappa(z ; \alpha, s) d v(z) .
\end{aligned}
$$

Let $\sigma, \eta$ and $\zeta$ be the same as in $3^{\circ}$. We may assume $|\eta|<|\zeta|$ by exchanging $x_{1}$ and $x_{2}$, if necessary. Put

$$
\sigma U_{1}=\left\{z \in \mathbf{H} \mid \operatorname{Im}(z)>r_{1}\right\}, \quad \sigma U_{2}=\left\{z \in \mathbf{H}| | z-i r_{2} \mid<r_{2}\right\}
$$

with positive numbers $2 r_{2}<r_{1}$. Then

$$
\begin{aligned}
& \int_{U_{1}} \kappa(z ; \alpha, s) d v(z) \\
& =\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \frac{1}{s r_{1}^{s}} \int_{0}^{\pi}\left(\frac{e^{i \theta}-e^{-i \theta}}{\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}}\right)^{k} \frac{d \theta}{\sin ^{2} \theta}=0 .
\end{aligned}
$$

Similarly we have $\int_{U_{2}} \kappa(z ; \alpha, s) d v(z)=0$. Next we see that

$$
\begin{aligned}
& \int_{\mathbf{H}^{\prime}} \kappa(z ; \alpha, s) d v(z) \\
= & \frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{0}^{\pi}\left(\frac{e^{i \theta}-e^{-i \theta}}{\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}}\right)^{k} \frac{d \theta}{\sin ^{2} \theta} \int_{2 r_{2} \sin \theta}^{r_{1} / \sin \theta} \frac{d r}{r} \\
= & \frac{2(k-1)}{\pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{0}^{\pi} \frac{\left(e^{i \theta}-e^{-i \theta}\right)^{k-2}}{\left(\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}\right)^{k}} \log \left(e^{i \theta}-e^{-i \theta}\right) d \theta .
\end{aligned}
$$

Integrating it by parts, we have

$$
=\frac{-1}{\pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \frac{\zeta^{-k}}{\eta \zeta^{-1}-1} \int_{0}^{\pi}\left(\frac{e^{i \theta}-e^{-i \theta}}{\eta \zeta^{-1} e^{i \theta}-e^{-i \theta}}\right)^{k-1} \frac{e^{i \theta}+e^{-i \theta}}{e^{i \theta}-e^{-i \theta}} d \theta
$$

Expanding the integrand as the uniformly convergent series in $e^{2 i \theta}$ with the constant term -1 , we obtain

$$
\int_{\mathbf{H}^{\prime}} \kappa(z ; \alpha, s) d v(z)=-\operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \frac{\zeta^{-k}}{\eta \zeta^{-1}-1}=-\overline{\chi(\alpha)} \frac{|\eta|^{k-1}}{|\eta-\zeta|} \operatorname{sgn}(\zeta)^{k},
$$

and therefore

$$
\int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z)=-\overline{\chi(\alpha)} \frac{\min \{|\zeta|,|\eta|\}^{k-1}}{|\zeta-\eta|} \operatorname{sgn}(\zeta)^{k}
$$

$5^{\circ}$. The case where $\alpha$ is parabolic. Let $x$ be the fixed point of $\alpha$, and $\sigma$ an element of $S L_{2}(\mathbb{R})$ such that $\sigma x=\infty$. Put

$$
\sigma \alpha \sigma^{-1}=\left[\begin{array}{ll}
\zeta & \lambda \\
0 & \zeta
\end{array}\right] \quad(\zeta, \lambda \in \mathbb{R})
$$

Suppose that $x$ is not a cusp of $\Gamma$. Then $\Gamma(\alpha)=Z(\Gamma)$ by Lemma 1.3.3(2), and

$$
\begin{aligned}
& \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha) d v(z) \\
& =\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{\mathbf{H}}\left(\frac{z-\bar{z}}{z-\bar{z}+\lambda \zeta^{-1}}\right)^{k} d v(z) .
\end{aligned}
$$

Since $\left(\frac{z-\bar{z}}{z-\bar{z}+\lambda \zeta^{-1}}\right)^{k}=y^{k}\left(y-i \lambda \zeta^{-1} / 2\right)^{-k}(y=\operatorname{Im}(z))$, this integral is not finite.
Therefore $x$ must be a cusp of $\Gamma$ and $\Gamma(\alpha)=\Gamma_{x}$. Denote by $T^{p}$ the set of parabolic elements of $T$, and put $T_{x}^{p}=T^{p} \cap T_{x}$ for each cusp $x$ of $\Gamma$. Since $\Gamma_{x}=\Gamma(\alpha)$ for $\alpha \in T_{x}^{p}$, any two elements are not $\Gamma$-conjugate. Therefore we can take the set $\bigcup_{x \in \Gamma \backslash P_{\Gamma}} T_{x}^{p}$ as a complete set of representatives of $T^{p} / / \Gamma$. Since $\Gamma \backslash P_{\Gamma}$ is a finite set, we see

$$
\begin{aligned}
& \lim _{s \rightarrow+0} \sum_{\alpha \in T^{p} / / \Gamma \Gamma(\alpha) \backslash \mathbf{H}} \int_{x \in \Gamma \backslash P_{r}} \kappa(z ; \alpha, s) d v(z) \\
& =\sum_{x \rightarrow 0} \sum_{\alpha \in T_{x}^{p}} \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) .
\end{aligned}
$$

We put $\sigma \Gamma_{x} \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}1 & m h \\ 0 & 1\end{array}\right] \right\rvert\, m \in \mathbb{Z}\right\}(h>0)$ for each $x \in P_{\Gamma}$ as usual, and $h(\alpha)=\lambda \zeta^{-1}$ for $\alpha \in T_{x}^{p}$. Then we see

$$
\begin{aligned}
& \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) \\
& =\frac{k-1}{4 \pi} \operatorname{det}(\alpha)^{k-1} \overline{\chi(\alpha)} \zeta^{-k} \int_{\sigma \Gamma_{x} \sigma^{-1} \backslash \mathbf{H}}\left(\frac{z-\bar{z}}{z-\bar{z}+h(\alpha)}\right)^{k} \operatorname{Im}(z)^{-s} d v(z) .
\end{aligned}
$$

Now

$$
\begin{aligned}
& \quad \int_{\sigma \Gamma_{x} \sigma^{-1} \backslash \mathbf{H}}\left(\frac{z-\bar{z}}{z-\bar{z}+h(\alpha)}\right)^{k} \operatorname{Im}(z)^{-s} d v(z) \\
& =\int_{0}^{h} d x \int_{0}^{\infty} y^{k-2-s}(y-i h(\alpha) / 2)^{-k} d y \\
& =i h(2 i / h(\alpha))^{s+1} \int_{0}^{\infty}(i t)^{k-2-s}(i t+1)^{-k} d t \\
& =h(2 i / h(\alpha))^{s+1} \int_{C} u^{s}(1-u)^{k-2-s} d u \quad(i t=(1-u) / u) \\
& =h(2 i / h(\alpha))^{s+1} \int_{0}^{1} u^{s}(1-u)^{k-2-s} d u \\
& =h(2 i / h(\alpha))^{s+1} \Gamma(s+1) \Gamma(k-s-1) / \Gamma(k) .
\end{aligned}
$$

Here $C$ is the upper (or lower) half of the circle with center $1 / 2$ and radius $1 / 2$. Thus we obtain

$$
\begin{aligned}
& \lim _{s \rightarrow+0} \sum_{\alpha \in T_{x}^{p}} \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) \\
= & \lim _{s \rightarrow+0} \frac{k-1}{4 \pi} 2^{1+s} h^{s} \Gamma(s+1) \Gamma(k-s-1) / \Gamma(k) \\
& \times \sum_{\alpha \in T_{x}^{p}} \overline{\chi(\alpha)} \operatorname{det}(\alpha)^{k-1} \zeta^{-k}(i h / h(\alpha))^{1+s} \\
= & \lim _{s \rightarrow+0} \frac{1}{2 \pi} \sum_{\alpha \in T_{x}^{p}} \overline{\chi(\alpha)} \operatorname{sgn}(\zeta)^{k} \operatorname{det}(\alpha)^{k / 2-1}(i h / h(\alpha))^{1+s} .
\end{aligned}
$$

Put $m(\alpha)=h(\alpha) / h$ and $\operatorname{sgn}(\alpha)=\operatorname{sgn}(\zeta)$, which are independent of the choice of $\sigma$. Then we obtain

$$
\begin{aligned}
& \lim _{s \rightarrow+0} \sum_{\alpha \in T^{p} / / \Gamma} \int_{\Gamma(\alpha) \backslash \mathbf{H}} \kappa(z ; \alpha, s) d v(z) \\
= & \lim _{s \rightarrow+0} \frac{1}{2 \pi} \sum_{\alpha \in T^{p} / / \Gamma} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1}(i / m(\alpha))^{1+s} .
\end{aligned}
$$

Summing up the calculations in $1^{\circ}$ through $5^{\circ}$, we obtain a formula for $\operatorname{tr}(T)$. To state it, we put

$$
Z(T)=T \cap \mathbb{R}^{\times}, \quad T^{e}=\{\alpha \in T \mid \alpha \text { is elliptic }\},
$$

$T^{h}=\{\alpha \in T \mid \alpha$ is hyperbolic, and all fixed points of $\alpha$ are cusps of $\Gamma\}$,
$T^{h^{\prime}}=\{\alpha \in T \mid \alpha$ is hyperbolic, and no fixed point of $\alpha$ is a cusp of $\Gamma\}$
and
$T^{p}=\{\alpha \in T \mid \alpha$ is parabolic, and the fixed point of $\alpha$ is a cusp of $\Gamma\}$.
Then

$$
T=Z(\Gamma) \cup T^{e} \cup T^{h} \cup T^{h^{\prime}} \cup T^{p} \quad \text { (disjoint union). }
$$

We note that if $\Gamma \backslash \mathbf{H}$ is compact, then $T^{h}=T^{p}=\varnothing$ and $T=Z(\Gamma) \cup T^{e} \cup T^{h^{\prime}}$. Further for an element $\alpha \in G L_{2}^{+}(\mathbb{R})$, we use the following notations.
(6.4.8) We denote the eigen values of $\alpha$ by $\eta_{\alpha}$ and $\zeta_{\alpha}$. If $\alpha$ is elliptic, then take $\sigma \in S L_{2}(\mathbb{R})$ so that

$$
\sigma \alpha \sigma^{-1}=r\left[\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
$$

and specify $\eta_{\alpha}$ and $\zeta_{\alpha}$ by

$$
\eta_{\alpha}=r e^{i \theta}, \quad \zeta_{\alpha}=r e^{-i \theta}
$$

(6.4.9) For a non-elliptic $\alpha$, we put $\operatorname{sgn}(\alpha)=\operatorname{sgn}\left(\zeta_{\alpha}\right)$.
(6.4.10) If $\alpha$ is parabolic, then $\eta_{\alpha}=\zeta_{\alpha}$. Denote the fixed point of $\alpha$ by $x$, and take $\sigma \in S L_{2}(\mathbb{R})$ so that $\sigma x=\infty$. Let $\Lambda$ be a discrete subgroup of $S L_{2}(\mathbb{R})_{x}$. Then

$$
\sigma \alpha \sigma^{-1}=\left[\begin{array}{ll}
\zeta & \lambda \\
0 & \zeta
\end{array}\right], \quad \sigma \Lambda \sigma^{-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}
1 & m h \\
0 & 1
\end{array}\right] \right\rvert\, m \in \mathbb{Z}\right\}
$$

with $\zeta=\zeta_{\alpha}$ and $h>0$. We put

$$
m(\alpha, \Lambda)=\lambda / h \zeta, \quad m(\alpha)=m(\alpha, \Gamma(\alpha)) .
$$

We note $m(\alpha, \Lambda)$ and $m(\alpha)$ are independent of the choice of $\sigma$. Now using these notations, we can write the trace of $T$ as follows.

## Theorem 6.4.9.

$$
\operatorname{tr}(T)=t_{0}+t_{e}+t_{h}+t_{p}
$$

where

$$
\begin{aligned}
t_{0} & =\frac{k-1}{4 \pi} \frac{v(\Gamma \backslash \mathbf{H})}{|Z(\Gamma)|} \sum_{\alpha \in Z(\Gamma)} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1} \\
t_{e} & =-\sum_{\alpha \in T^{e} / / \Gamma} \frac{\overline{\chi(\alpha)}}{|\Gamma(\alpha)|} \frac{\eta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}}, \\
t_{h} & =-\frac{1}{|Z(\Gamma)|} \sum_{\alpha \in T^{n} / / \Gamma} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \frac{\min \left\{\left|\zeta_{\alpha}\right|,\left|\eta_{\alpha}\right|\right\}^{k-1}}{\left|\zeta_{\alpha}-\eta_{\alpha}\right|}, \\
t_{p} & =\lim _{s \rightarrow+0} \frac{1}{2 \pi|Z(\Gamma)|} \sum_{\alpha \in T^{v} / / \Gamma} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1}(i / m(\alpha))^{1+s}
\end{aligned}
$$

The terms $t_{e}$ and $t_{p}$ are simplified if $T$ and $\chi$ satisfy the following condition:
(6.4.11) there exists an element $g$ in $G L_{2}(\mathbb{R})$ such that $\operatorname{det}(g)=-1$ and satisfies

$$
g \alpha g^{-1} \in T \quad \text { and } \quad \chi\left(g \alpha g^{-1}\right)=\chi(\alpha) \quad \text { for all } \alpha \in T .
$$

In the most cases we apply the formula, (6.4.11) is satisfied. In fact, if $\Gamma=\Gamma_{0}(N)$, $\Delta=\Lambda_{0}(N)$ and $\chi$ is the character defined by (4.3.2), it is satisfied by taking $g=\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right]$. More generally, let $R$ be an order of level $N$ of an indefinite quaternion algebra, $\Gamma=\Gamma_{R}$ and $\Delta=\Delta_{R}$. Take a maximal order $R_{0}$ including $R$ and apply the approximation theorem (Theorem 5.2.10) to $R_{0}$ and $N$ with $n=-1$ and $\beta_{p}=\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right]$ for all prime factors $p$ of $N$. Take $\beta$ in Theorem 5.2.10 as $g$, then (6.4.11) is satisfied for the character $\chi$ defined by (5.3.6).

Theorem 6.4.10. If $T$ and $\chi$ satisfy the condition (6.4.11), then

$$
\begin{aligned}
t_{e} & =-\frac{1}{2} \sum_{\alpha \in T^{e} / / \Gamma} \frac{\overline{\chi(\alpha)}}{|\Gamma(\alpha)|} \frac{\eta_{\alpha}^{k-1}-\zeta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}}, \\
t_{p} & =-\lim _{s \rightarrow+0} \frac{s}{4|Z(\Gamma)|} \sum_{\alpha \in T^{p} / / \Gamma} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1}|m(\alpha)|^{-1-s}
\end{aligned}
$$

Proof. Let $g$ be an element satisfying (6.4.11). For each $\alpha \in T$, we put $\alpha^{\prime}=g \alpha g^{-1}$. Then $\alpha^{\prime}$ is of the same type as $\alpha$, and if $\alpha$ is either elliptic or parabolic, then $\alpha$ and $\alpha^{\prime}$ are not $\Gamma$-conjugate by Lemma 1.3.5. First suppose $\alpha \in T^{e}$. Take $\sigma, \eta_{\alpha}$ and $\zeta_{\alpha}$ as
in (6.4.8). Put $\sigma^{\prime}=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right] \sigma g^{-1}$ Then

$$
\sigma^{\prime} \alpha^{\prime} \sigma^{\prime-1}=r\left[\begin{array}{rr}
\cos (-\theta) & \sin (-\theta) \\
-\sin (-\theta) & \cos (-\theta)
\end{array}\right], \quad \eta_{\alpha^{\prime}}=\zeta_{\alpha} \quad \text { and } \quad \zeta_{\alpha^{\prime}}=\eta_{\alpha}
$$

Therefore we have

$$
\frac{\eta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}}+\frac{\eta_{\alpha^{\prime}}^{k-1}}{\eta_{\alpha^{\prime}}-\zeta_{\alpha^{\prime}}}=\frac{\eta_{\alpha}^{k-1}-\zeta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}}
$$

Pairing $\alpha$ and $\alpha^{\prime}$ in the summation $\sum_{\alpha \in T^{e} / / \Gamma}$, we obtain the formula for $t_{e}$. Next assume $\alpha \in T^{p}$. Let $x, \sigma$ and $h$ be the same as in (6.4.10). Put $\sigma^{\prime}=\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right] \sigma g^{-1}$ and $x^{\prime}=g x$. Then $x^{\prime}$ is the fixed point of $\alpha^{\prime}$, and

$$
\sigma^{\prime} \alpha^{\prime} \sigma^{\prime-1}=\left[\begin{array}{rr}
\zeta & -\lambda \\
0 & \zeta
\end{array}\right], \quad \sigma^{\prime} \Gamma_{x^{\prime}} \sigma^{\prime-1} \cdot\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{cc}
1 & m h \\
0 & 1
\end{array}\right] \right\rvert\, m \in \mathbb{Z}\right\}
$$

This implies $m\left(\alpha^{\prime}\right)=-m(\alpha)$. Pairing $\alpha$ and $\alpha^{\prime}$, we have

$$
\begin{aligned}
t_{p}= & \lim _{s \rightarrow+0} \frac{1}{4 \pi|Z(\Gamma)|}\left(i^{1+s}+(-i)^{1+s}\right) \\
& \times \sum_{\alpha \in T^{v} / / \Gamma} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1}|m(\alpha)|^{-1-s}
\end{aligned}
$$

Since we can take the set $\bigcup_{x \in \Gamma \backslash P_{\Gamma}} T_{x}^{P}$ as a complete set of representatives of $T^{p} / / \Gamma$,

$$
\begin{aligned}
t_{p}= & \lim _{s \rightarrow+0} \frac{1}{4 \pi|Z(\Gamma)|}\left(i^{1+s}+(-i)^{1+s}\right) \\
& \times \sum_{x \in \Gamma \backslash P_{\Gamma}} \sum_{\alpha \in T_{x}^{p} / \Gamma_{x}} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1} \\
& \times \sum_{\gamma \in \Gamma_{x}}^{\prime} \overline{\chi(\gamma)} \operatorname{sgn}(\gamma)^{k}|m(\alpha)+m(\gamma)|^{-1-s}
\end{aligned}
$$

Here $\sum^{\prime}$ implies that we omit the term $m(\alpha)+m(\gamma)=0$. Let $\gamma_{0} \in \Gamma_{x}$ be a generator of $\Gamma_{x} \cdot\{ \pm 1\} /\{ \pm 1\}$. Then

$$
\begin{aligned}
& \sum_{\gamma \in \Gamma_{x}}^{\prime} \overline{\chi(\gamma)} \operatorname{sgn}(\gamma)^{k}|m(\alpha)+m(\gamma)|^{-1-s} \\
& =|Z(\Gamma)| \sum_{n=-\infty}^{\infty}, \overline{\chi\left(\gamma_{0}\right)^{n}} \operatorname{sgn}\left(\gamma_{0}\right)^{n k}|m(\alpha)+n|^{-1-s}
\end{aligned}
$$

and it has a pole of order at most 1 at $s=0$ by Theorem 3.2.2. Further we see that

$$
\frac{1}{\pi}\left(i^{1+s}+(-i)^{1+s}\right)=-s+a_{2} s^{2}+a_{3} s^{3}+\ldots \ldots
$$

Therefore we obtain the formula for $t_{p}$.

For the further calculation, we arrange each term. For $\alpha \in T^{e} \cup T^{h} \cup T^{p}$, we put

$$
k(\alpha)= \begin{cases}\frac{\eta_{\alpha}^{k-1}-\zeta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}} & \left(\alpha \in T^{e}\right), \\ \operatorname{sgn}(\alpha)^{k} \frac{\min \left\{\left|\zeta_{\alpha}\right|,\left|\eta_{\alpha}\right|\right\}^{k-1}}{\left|\zeta_{\alpha}-\eta_{\alpha}\right|} & \left(\alpha \in T^{h}\right), \\ \frac{s}{4} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1} & \left(\alpha \in T^{p}\right),\end{cases}
$$

and

$$
l(\alpha)= \begin{cases}1 /(2|\Gamma(\alpha)|) & \left(\alpha \in T^{e}\right), \\ 1 /|Z(\Gamma)| & \left(\alpha \in T^{h}\right), \\ 1 /\left(|Z(\Gamma)| \cdot|m(\alpha)|^{s+1}\right) & \left(\alpha \in T^{p}\right) .\end{cases}
$$

Corollary 6.4.11. We have

$$
\begin{aligned}
& t_{e}=-\sum_{\alpha \in T^{t} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha), \\
& t_{h}=-\sum_{\alpha \in T^{h} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha),
\end{aligned}
$$

and

$$
t_{p}=-\lim _{s \rightarrow+0} \sum_{\alpha \in T^{p} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha) .
$$

If $\Gamma \backslash \mathbf{H}$ is compact, then $t_{h}=t_{p}=0$.

## §6.5. Traces of Hecke Operators (Algebraic Calculation)

In the rest of the chapter, we apply the general formula of traces of Hecke operators in $\S 6.4$ to Fuchsian groups obtained as unit groups of norm 1 of indefinite quaternion algebras. We use the notation in $\S 5.3$ for quaternion algebras.

Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ with discriminant $d_{B}, R$ an order of $B$ of level $N$, and

$$
\Gamma_{R}=\left\{\gamma \in R^{\times} \mid N_{B}(\gamma)=1\right\} .
$$

Let $T=\amalg \Gamma_{R} \alpha \Gamma_{R}$ be a (disjoint) union of finitely many double $\Gamma_{R}$-cosets included in $\Delta_{R}$. We identify $T$ with the element $\Sigma \Gamma_{R} \alpha \Gamma_{R}$ in $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$. Moreover we put

$$
T_{A}=U_{R} T U_{R}
$$

It is a disjoint union of finitely many double $U_{R}$-cosets by Theorem 5.3.5. We identify $T_{A}$ with the element $\Sigma U_{R} \alpha U_{R}$ of $\mathscr{R}\left(U_{R}, D_{R}\right)$. Note that $T$ corresponds to $T_{A}$ through the isomorphism of $\mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)$ onto $\mathscr{R}\left(U_{R}, D_{R}\right)$. Let $\chi$ be a Dirichlet character $\bmod N$. Then $\chi$ can be considered as a character of $\Gamma_{R}$ by (5.3.6). The
purpose of the remaining sections of this chapter is to obtain a computable form of trace formulae of Hecke operators $T=T(n)$ defined by (5.3.12) operating on $\mathscr{S}_{k}\left(\Gamma_{R}, \chi\right)$. Hereafter we also denote $\Gamma_{R}$ and $U_{R}$ simply by $\Gamma$ and $U$, respectively.

For the convenience of the reader, we recall the notation in the case of modular groups. In this case, $B=M_{2}(\mathbb{Q})$ and

$$
\begin{aligned}
R & =\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N \mathbb{Z}\right\}, \\
U_{R} & =G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times} \subset B_{A}^{\times},
\end{aligned}
$$

where

$$
R_{p}=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}\left(\mathbb{Z}_{p}\right) \right\rvert\, c \equiv 0 \bmod N \mathbb{Z}_{p}\right\}
$$

Therefore $\Gamma_{R}=U_{R} \cap B^{\times}=\Gamma_{0}(N)$. Moreover

$$
\left.\begin{array}{l}
D_{p}=\left\{\begin{array}{l}
M_{p}\left(\mathbb{Z}_{p}\right) \cap G L_{2}\left(\mathbb{Q}_{p}\right) \\
\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in R_{p} \right\rvert\, a d-b c \neq 0, a \in \mathbb{Z}_{p}^{\times}\right\}
\end{array}\right. \\
(p \mid N)
\end{array}\right\} \begin{aligned}
& (p \nmid N) \\
& D_{R}=\left(G L_{2}^{+}(\mathbb{R}) \times \prod_{p} D_{p}\right) \cap G L_{2}\left(\mathbb{Q}_{A}\right), \\
& \mathscr{R}\left(\Gamma_{R}, \Delta_{R}\right)=\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right)=\mathscr{R}(N) .
\end{aligned}
$$

As for Hecke operators, we see

$$
\begin{aligned}
T(n) & =\left\{\alpha \in \Delta_{0}(N) \mid \operatorname{det}(\alpha)=n\right\} \\
T(n)_{A} & =U_{R} T(n) U_{R}=\left(G L_{2}^{+}(\mathbb{R}) \times \prod_{p} T(n)_{p}\right) \cap G L_{2}\left(\mathbb{Q}_{A}\right),
\end{aligned}
$$

where

$$
T(n)_{p}=\left\{\alpha_{p} \in D_{p} \mid \operatorname{det}\left(\alpha_{p}\right) \in n \mathbb{Z}_{p}^{\times}\right\} .
$$

Now we return to the initial situation in this section. We are going to calculate $T^{e} / / \Gamma, T^{h} / / \Gamma$ and $T^{p} / / \Gamma$. For an element $\alpha$ of $B^{\times} \cap R$ not contained in $\mathbb{Q}$, we put

$$
C(\alpha)=C_{B} \times(\alpha)=\left\{\delta \alpha \delta^{-1} \mid \delta \in B^{\times}\right\} .
$$

Lemma 6.5.1. (1) Assume $\alpha \in T^{e} \cup T^{h} \cup T^{p}$. Then

$$
\mathbb{Q}[\alpha] \simeq \begin{cases}\text { an imaginary quadratic field } K, & \text { if } \alpha \in T^{e}, \\ \mathbb{Q} \times \mathbb{Q}, & \text { if } \alpha \in T^{h} \\ \mathbb{Q}[\varepsilon] \quad\left(\varepsilon^{2}=0\right), & \text { if } \alpha \in T^{p}\end{cases}
$$

(2) Let $S$ be $T^{e}, T^{h}$ or $T^{p}$. Then for $\alpha \in S$, we have

$$
S \cap C(\alpha)=T \cap C(\alpha) .
$$

Proof. (1): Let $f(X)(\in \mathbb{Q}[X])$ be the principal polynomial of $\alpha$. Then

$$
\mathbb{Q}[\alpha] \simeq \mathbb{Q}[X] /(f(X)) .
$$

By definition, $f(X)=0$ has two imaginary roots, two distinct real roots, or a multiple real root if $\alpha$ is elliptic, hyperbolic, or parabolic, respectively. This implies (1). (2): Since the type of any conjugate of $\alpha$ is the same as $\alpha$, the assertion is true for $S=T^{e}$ or $T^{p}$. Suppose $S=T^{h}$. If $T^{h} \neq \varnothing$, then $B=M_{2}(\mathbb{Q})$, and therefore $P_{\Gamma}=\mathbb{Q} \cup\{\infty\}$, and any element of $B^{\times}=G L_{2}(\mathbb{Q})$ maps $P_{\Gamma}$ onto itself. Therefore if $\alpha$ is contained in $T^{h}$, all fixed points of conjugates of $\alpha$ by elements of $B^{\times}$are also cusps of $\Gamma$. This implies the assertion for $S=T^{h}$.

Since

$$
k(\alpha)=k\left(\delta \alpha \delta^{-1}\right) \text { for any } \delta \in B^{\times},
$$

the above lemma implies that if $S=T^{e}, T^{h}$ or $T^{p}$, then

$$
\begin{equation*}
\left.\sum_{\alpha \in S / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha)=\sum_{\alpha \in S / / B^{x}} k(\alpha) \sum_{\beta \in(T \cap C}(\alpha)\right) / / \Gamma \tag{6.5.1}
\end{equation*}
$$

For any element $\delta$ of $B^{\times}, \mathbb{Q}[\alpha] \cap \delta^{-1} R \delta$ is an order of $\mathbb{Q}[\alpha]$. For each order $\mathfrak{r}$ of $\mathbb{Q}[\alpha]$, we put

$$
C(\alpha, \mathfrak{r})=\left\{\delta \alpha \delta^{-1} \mid \delta \in B^{\times}, \quad \mathbb{Q}[\alpha] \cap \delta^{-1} R \delta=\mathfrak{r}\right\} .
$$

Since $\mathbb{Q}[\alpha] \cap \delta^{-1} R \delta$ is determined by $\beta=\delta \alpha \delta^{-1}$ and is independent of the choice of $\delta$ by Lemma 5.2.2(3), we see

$$
\begin{equation*}
C(\alpha)=\coprod_{\mathrm{r}} C(\alpha, \mathrm{r}), \tag{6.5.2}
\end{equation*}
$$

where r runs over all orders of $\mathbb{Q}[\alpha]$. Suppose $\alpha \in T^{e} \cup T^{p}$. Let $\mathfrak{r}$ be an order of $\mathbb{Q}[\alpha]$, and $\beta=\delta \alpha \delta^{-1}\left(\delta \in B^{\times}\right)$an element of $C(\alpha, \mathfrak{r}) \cap T$. Then $\beta$ is elliptic or parabolic, and $N_{B}(\varepsilon) \geqq 0$ for any $\varepsilon \in \mathbb{Q}[\beta]$. This combined with Lemma 5.2.2(3) implies

$$
\begin{aligned}
\Gamma(\beta) & =\{\gamma \in \Gamma \mid \gamma \beta=\beta \gamma\} \\
& =\mathbb{Q}[\beta] \cap R^{\times} \\
& =\delta\left(\mathbb{Q}[\alpha] \cap \delta^{-1} R^{\times} \delta\right) \delta^{-1} \\
& =\delta \mathbf{r}^{\times} \delta^{-1} .
\end{aligned}
$$

We put

$$
l(\mathfrak{r})= \begin{cases}1 / 2\left|\mathfrak{r}^{\times}\right| & \left(\alpha \in T^{e}\right),  \tag{6.5.3}\\ 1 / 2 & \left(\alpha \in T^{h}\right), \\ 1 / 2\left|m\left(\alpha, \mathfrak{r}^{\times}\right)\right|^{1+s} & \left(\alpha \in T^{p}\right) .\end{cases}
$$

Then we see

$$
l(\beta)=l(\mathfrak{r}) \text { for any } \quad \beta \in C(\alpha, \mathfrak{r}),
$$

since $|Z(\Gamma)|=2$. Assume $T \cap C(\alpha, \mathrm{r}) \neq \varnothing$ and let $\beta=\delta \alpha \delta^{-1}$ be an element of
$T \cap C(\alpha, \mathfrak{r})$. Then $\beta \in \delta \mathrm{r} \delta^{-1}$, and therefore, $\alpha \in \mathfrak{r}$. This implies that if $T \cap C(\alpha, \mathfrak{r})$ $\neq \varnothing$, then $r \supset \mathbb{Z}[\alpha]$. Therefore we can rewrite (6.5.1) into

$$
\begin{align*}
& \sum_{\alpha \in S / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha)  \tag{6.5.4}\\
& =\sum_{\alpha \in S / / B^{\times}} k(\alpha) \sum_{\mathbb{Z}[\alpha] \subset \mathfrak{r}} l(\mathfrak{r}) \sum_{\beta \in(T \cap C(\alpha, \mathrm{r})) / \Gamma} \overline{\chi(\beta)} .
\end{align*}
$$

We are going to localize the calculation of each term.
Let $K$ be an algebra over $\mathbb{Q}$ of dimension 2 . We denote by $N_{K}(x)$ and $\operatorname{tr}_{K}(x)$ the determinant and the trace of the regular representation of $x$, respectively. When $K$ is a subalgebra of a quaternion algebra $B$ over $\mathbb{Q}, N_{K}(x)$ and $\operatorname{tr}_{K}(x)$ coincide with the reduced norm and the reduced trace of $x$ in $B$. When $K$ is a quadratic field, $N_{K}$ and $\operatorname{tr}_{K}$ are usual ones. We note that $N_{K}$ and $\operatorname{tr}_{K}$ can be extended to the mappings of $K_{A}$ into $\mathbb{Q}_{A}$ in the usual manner. For an order $\mathfrak{r}$ of $K$, we put

$$
\begin{aligned}
R_{A} & =R \otimes_{\mathbb{Z}}^{\mathbb{Z}_{A}} \\
\mathfrak{r}_{A} & =\mathfrak{r} \otimes_{\mathbb{Z}} \mathbb{Z}_{A} \\
\mathfrak{r}_{A^{+}}^{\times} & =\left\{\left(\alpha_{v}\right) \in \mathfrak{r}_{A}^{\times} \mid \operatorname{det}\left(\alpha_{\infty}\right)>0\right\}
\end{aligned}
$$

where

$$
\mathbb{Z}_{\boldsymbol{A}}=\mathbb{R} \times \prod_{p} \mathbb{Z}_{p}
$$

Moreover we put

$$
h(\mathfrak{r})=\left|K_{A}^{\times} /\left(\mathfrak{r}_{A+}^{\times} \cdot K^{\times}\right)\right|
$$

and call it the class number of r .
Now we return to the calculation of (6.5.4) and put

$$
\begin{aligned}
C_{A}(\alpha) & =C_{B_{A}^{\times}}(\alpha)=\left\{h \alpha h^{-1} \mid h \in B_{A}^{\times}\right\}, \\
C_{A}(\alpha, \mathfrak{r}) & =\left\{h \alpha h^{-1} \mid h \in B_{A}^{\times}, \mathbb{Q}_{A}[\alpha] \cap h^{-1} R_{A} h=\mathfrak{r}_{A}\right\} .
\end{aligned}
$$

Obviously

$$
C(\alpha) \subset C_{A}(\alpha), \quad C(\alpha, \mathfrak{r}) \subset C_{A}(\alpha, \mathfrak{r})
$$

Lemma 6.5.2. Let $\alpha$ be an element of $T^{e} \cup T^{h} \cup T^{p}$, and $\theta$ the natural mapping of $C(\alpha) / / \Gamma$ into $C_{A}(\alpha) / / U$. Then
(1) $\theta$ is surjective.
(2) If $g$ is an element of $C_{A}(\alpha, \mathfrak{r})$ with an order $\mathfrak{r}$ of $\mathbb{Q}[\alpha]$, then

$$
\left|\theta^{-1}\left(C_{U}(g)\right)\right|=h(\mathrm{r})
$$

where

$$
C_{U}(g)=\left\{u g u^{-1} \mid u \in U\right\} .
$$

Proof: Let $g=h \alpha h^{-1}\left(h \in B_{A}^{\times}\right)$be an element of $C_{A}(\alpha)$. Since $h=u \beta$ with $u \in U$ and $\beta \in B^{\times}$by Theorem 5.2.11, we see that

$$
C_{U}(g)=C_{U}\left(\beta \alpha \beta^{-1}\right)
$$

This implies (1). For an element $\xi$ of $B^{\times}$, we see that

$$
C_{U}\left(\xi \alpha \xi^{-1}\right)=C_{U}(g) \Leftrightarrow \xi \in U h \mathbb{Q}_{A}[\alpha]^{\times} \cap B^{\times} .
$$

Moreover for two elements $\xi, \eta \in B^{\times}$,

$$
C_{\Gamma}\left(\xi \alpha \xi^{-1}\right)=C_{\Gamma}\left(\eta \alpha \eta^{-1}\right) \Leftrightarrow \Gamma \xi \mathbb{Q}[\alpha]^{\times}=\Gamma \eta \mathbb{Q}[\alpha]^{\times} .
$$

Since

$$
\beta \mathbb{Q}_{A}[\alpha] \beta^{-1}=\mathbb{Q}_{A}\left[\beta \alpha \beta^{-1}\right],
$$

we see

$$
\begin{aligned}
\left|\theta^{-1}\left(C_{U}(g)\right)\right| & =\left|\Gamma \backslash\left(U h \mathbb{Q}_{A}[\alpha]^{\times} \cap B^{\times}\right) / \mathbb{Q}[\alpha]^{\times}\right| \\
& =\left|\Gamma \backslash\left(U \beta \mathbb{Q}_{A}[\alpha]^{\times} \cap B^{\times}\right) / \mathbb{Q}[\alpha]^{\times}\right| \\
& =\left|\Gamma \backslash\left(U \mathbb{Q}_{A}\left[\beta \alpha \beta^{-1}\right]^{\times} \cap B^{\times}\right) / \mathbb{Q}\left[\beta \alpha \beta^{-1}\right]^{\times}\right| .
\end{aligned}
$$

Now we are going to prove that if $E$ is a commutative subgroup of $B_{A}^{\times}$, then

$$
\begin{equation*}
\left|\Gamma \backslash\left(U E \cap B^{\times}\right) /\left(E \cap B^{\times}\right)\right|=\left|E /(E \cap U) \cdot\left(E \cap B^{\times}\right)\right| . \tag{6.5.5}
\end{equation*}
$$

In fact, Theorem 5.2.11 implies that for any element $t$ of $E$, there exists an element $u$ of $U$ such that

$$
u t \in U E \cap B^{\times} .
$$

Let $t_{1}, t_{2}$ be two elements of $E$, and $u_{1}, u_{2}$ two elements of $U$. Assume that $u_{1} t_{1}$, $u_{2} t_{2} \in U E \cap B^{\times}$. Noting that $\Gamma=U \cap B^{\times}$, we see that

$$
\Gamma u_{1} t_{1}\left(E \cap B^{\times}\right)=\Gamma u_{2} t_{2}\left(E \cap B^{\times}\right) \Leftrightarrow t_{1} t_{2}^{-1} \in(E \cap U) \cdot\left(E \cap B^{\times}\right) .
$$

This implies (6.5.5). Since

$$
\mathbb{Q}_{A}\left[\beta \alpha \beta^{-1}\right]^{\times} \cap B^{\times}=\mathbb{Q}\left[\beta \alpha \beta^{-1}\right]^{\times},
$$

we can apply (6.5.5) for $E=\mathbb{Q}_{A}\left[\beta \alpha \beta^{-1}\right]^{\times}$, and see

$$
\begin{aligned}
\left|\theta^{-1}\left(C_{U}(g)\right)\right| & =\left|\mathbb{Q}_{A}\left[\beta \alpha \beta^{-1}\right]^{\times} /\left(\mathbb{Q}_{A}\left[\beta \alpha \beta^{-1}\right] \cap U\right) \cdot \mathbb{Q}\left[\beta \alpha \beta^{-1}\right]^{\times}\right| \\
& =\left|\mathbb{Q}_{A}[\alpha]^{\times} /\left(\mathbb{Q}_{A}[\alpha] \cap \beta^{-1} U \beta\right) \cdot \mathbb{Q}[\alpha]^{\times}\right| .
\end{aligned}
$$

Now assume that $g \in C_{A}(\alpha, r)$ with an order $\mathfrak{r}$ of $\mathbb{Q}[\alpha]$. Then

$$
\mathbb{Q}_{A}[\alpha] \cap \beta^{-1} U \beta=\mathfrak{r}_{A+}^{\times},
$$

since

$$
U=G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times} .
$$

Therefore

$$
\left|\theta^{-1}\left(C_{U}(g)\right)\right|=\left|\mathbb{Q}_{A}[\alpha]^{\times} / \mathbf{r}_{A+}^{\times} \cdot \mathbb{Q}[\alpha]^{\times}\right|=h(\mathbf{r}) .
$$

Since $T_{A}$ is a union of finitely many double $U$-cosets, $\theta$ transforms $(T \cap C(\alpha, \mathfrak{r})) / / \Gamma$ onto $\left(T_{A} \cap C_{A}(\alpha, \mathfrak{r})\right) / / U$, and therefore, by Lemma 6.5.2, (6.5.4) is rewritten into

$$
\begin{align*}
& \sum_{\alpha \in S / / \Gamma} \overline{\chi(\alpha) k}(\alpha) l(\alpha)  \tag{6.5.6}\\
& =\sum_{\alpha \in S / / B \times} k(\alpha) \sum_{\mathbb{Z}[\alpha] \subset \mathfrak{r}} l(r) h(r) \sum_{g \in\left(T_{A} \cap C_{A}(\alpha, r)\right) / / U} \overline{\chi(g)} .
\end{align*}
$$

Now let $v$ be either a prime number or $\infty$. We put

$$
\begin{aligned}
T_{v} & =R_{v}^{\times} T R_{v}^{\times} \\
C_{v}(\alpha) & =C_{B_{v}^{\times}}(\alpha)=\left\{x \alpha x^{-1} \mid x \in B_{v}^{\times}\right\} .
\end{aligned}
$$

For a prime number $p$, let $\mathfrak{r}_{p}$ be the closure of $\mathfrak{r}$ in $B_{p}$, and put

$$
\begin{aligned}
C_{p}(\alpha, \mathfrak{r}) & =\left\{x \alpha x^{-1} \mid x \in B_{p}^{\times}, \mathbb{Q}_{p}[\alpha] \cap x^{-1} R_{p} x=\mathrm{r}_{p}\right\} \\
C_{\infty}(\alpha, \mathfrak{r}) & =C_{\infty}(\alpha)
\end{aligned}
$$

Moreover we write

$$
R_{\infty}^{\times}=G L_{2}^{+}(\mathbb{R}) .
$$

Then

$$
U=\prod_{v} R_{v}^{\times}
$$

and

$$
\left(T_{A} \cap C_{A}(\alpha, \mathrm{r})\right) / / U=\prod_{v}\left\{\left(T_{v} \cap C_{v}(\alpha, \mathrm{r})\right) / / R_{v}^{\times}\right\}
$$

where the product is taken over all prime numbers and $\infty$. Therefore we obtain

$$
\begin{equation*}
\sum_{g \in\left(T_{A} \cap C_{A}(\alpha, \mathrm{r})\right) / / U} \overline{\chi(g)}=\prod_{v}\left(\sum_{g_{v} \in\left(T_{v} \cap C_{v}(\alpha, \mathrm{r})\right) / / R_{v}^{\times}} \overline{\chi_{v}\left(g_{v}\right)}\right) . \tag{6.5.7}
\end{equation*}
$$

Here if $v$ is a prime number prime to $N$ or $\infty$, then we understand $\chi_{v}\left(g_{v}\right)=1$.

## §6.6. Local Conjugacy Classes

In this section, we calculate each factor in the right-hand side of (6.5.7). First let $v=\infty$. Since

$$
C_{\infty}(\alpha, \mathrm{r})=C_{\infty}(\alpha) \quad \text { and } \quad T_{\infty}=R_{\infty}^{\times}=G L_{2}^{+}(\mathbb{R}),
$$

we see

$$
\left(T_{\infty} \cap C_{\infty}(\alpha, \mathfrak{r})\right) / / R_{\infty}^{\times}=\left\{x \alpha x^{-1} \mid x \in G L_{2}(\mathbb{R})\right\} / / G L_{2}^{+}(\mathbb{R})
$$

Since $G L_{2}^{+}(\mathbb{R}) \backslash G L_{2}(\mathbb{R}) / Z(\alpha)$ corresponds bijectively to the set in the right-hand side, Lemma 1.3.3 implies that

$$
\left|\left(T_{\infty} \cap C_{\infty}(\alpha, x)\right) / / R_{\infty}^{\times}\right|= \begin{cases}2 & \text { if } \alpha \in T^{e} \cup T^{p}  \tag{6.6.1}\\ 1 & \text { if } \alpha \in T^{h}\end{cases}
$$

Next suppose $v=p$, a prime number. We note that any algebra $L$ over $\mathbb{Q}_{p}$ of dimension 2 is isomorphic to one of the following:

$$
\begin{aligned}
& 1^{\circ} \text { a quadratic field } K_{p} \text { over } \mathbb{Q}_{p} ; \\
& 2^{\circ} H_{p}=\mathbb{Q}_{p} \times \mathbb{Q}_{p} ; \\
& 3^{\circ} E_{p}=\mathbb{Q}_{p}[\varepsilon], \varepsilon^{2}=0
\end{aligned}
$$

In fact, if $x$ is a generator of $L$ over $\mathbb{Q}_{p}$, and $f(X)$ is the defining polynomial of $x$, then

$$
L \simeq \mathbb{Q}_{p}[X] /(f(X))
$$

We get the above three cases $1^{\circ}, 2^{\circ}$ or $3^{\circ}$ according as the equation $f(X)=0$ has no roots in $\mathbb{Q}_{p}$, has two distinct roots in $\mathbb{Q}_{p}$, or has a multiple root in $\mathbb{Q}_{p}$, respectively. When $L$ is $K_{p}, H_{p}$ or $E_{p}$, we put

$$
\mathfrak{o}_{p}=\left\{\begin{array}{cl}
\text { the ring of all integral elements of } K_{p} & \left(L=K_{p}\right),  \tag{6.6.2}\\
\mathbb{Z}_{p} \times \mathbb{Z}_{p} & \left(L=H_{p}\right), \\
\mathbb{Z}_{p}[\varepsilon] & \left(L=E_{p}\right)
\end{array}\right.
$$

If $L$ is $K_{p}$ or $H_{p}$, then $\mathfrak{o}_{p}$ is the maximal order of $L$. Further we obtain
Lemma 6.6.1. Let $L$ be $K_{p}, H_{p}$ or $E_{p}$. Then any order of $L$ is

$$
\mathbb{Z}_{p}+p^{e} \mathbf{v}_{p}
$$

where $e$ is an integer. Moreover $e \geqq 0$ if $L$ is $K_{p}$ or $H_{p}$.
Proof. Let $\mathrm{r}_{p}$ be an order of $L$. Since $\mathbb{Z}_{p}$ is a principal ideal domain, we can write

$$
\mathfrak{r}_{p}=\mathbb{Z}_{p}+\mathbb{Z}_{p} u
$$

with an element $u \in \mathfrak{r}_{p}$. Since

$$
\mathbb{Q}_{p} \mathrm{t}_{p}=\mathbb{Q}_{p} \mathfrak{o}_{p}=L,
$$

there exists an integer $e$ such that

$$
u \in \mathbb{Z}_{p}+p^{e} \mathfrak{o}_{p} \quad \text { and } \quad u \notin \mathbb{Z}_{p}+p^{e+1} \mathfrak{o}_{p}
$$

If $L$ is $K_{p}$ or $H_{p}$, then we see easily that $e \geqq 0$.
Now let $p$ be a prime number prime to $d_{B}$. Then $B_{p}=M_{2}\left(\mathbb{Q}_{p}\right)$ and

$$
R_{p}=\left\{\left.\left[\begin{array}{ll}
a & b  \tag{6.6.3}\\
c & d
\end{array}\right] \in M_{2}\left(\mathbb{Z}_{p}\right) \right\rvert\, c \equiv 0 \bmod p^{v}\right\}
$$

with a non-negative integer $v$. Moreover let $N\left(R_{p}\right)$ be the normalizer of $R_{p}$, or

$$
\begin{equation*}
N\left(R_{p}\right)=\left\{g \in G L_{2}\left(\mathbb{Q}_{p}\right) \mid g R_{p} g^{-1}=R_{p}\right\} . \tag{6.6.4}
\end{equation*}
$$

Lemma 6.6.2. We have

$$
N\left(R_{p}\right)=\left\{\begin{array}{lll}
\mathbb{Q}_{p}^{\times} R_{p}^{\times} & \text {if } v=0, \\
\mathbb{Q}_{p}^{\times} R_{p}^{\times} \cup\left[\begin{array}{ll}
0 & 1 \\
p^{\nu} & 0
\end{array}\right] \mathbb{Q}_{p}^{\times} R_{p}^{\times} & \text {if } & v>0 .
\end{array}\right.
$$

Proof. First suppose $v=0$. Then $R_{p}=M_{2}\left(\mathbb{Z}_{p}\right)$. For an element $\alpha$ of $G L_{2}\left(\mathbb{Q}_{p}\right)$, there exist $u_{1}, u_{2} \in G L_{2}\left(\mathbb{Z}_{p}\right)$ such that

$$
u_{1} \alpha u_{2}=\left[\begin{array}{ll}
p^{e} & 0 \\
0 & p^{f}
\end{array}\right] \quad(e, f \in \mathbb{Z})
$$

by elementary divisor theory. Therefore $\alpha R_{p} \alpha^{-1}=R_{p}$ if and only if $e=f$ (namely
$\alpha \in \mathbb{Q}_{p}^{\times} R_{p}^{\times}$). Next assume $v>0$. Since there is a unique pair $\left(R_{p}^{(1)}, R_{p}^{(2)}\right)$ of maximal orders of $M_{2}\left(\mathbb{Q}_{p}\right)$ such that

$$
R_{p}=R_{p}^{(1)} \cap R_{p}^{(2)}
$$

by Lemma 5.3.1, any element of $N\left(R_{p}\right)$ induces a permutation of $\left\{R_{p}^{(1)}, R_{p}^{(2)}\right\}$. Since we can take

$$
\left(M_{2}\left(\mathbb{Z}_{p}\right),\left[\begin{array}{ll}
p^{v} & 0 \\
0 & 1
\end{array}\right]^{-1} M_{2}\left(\mathbb{Z}_{p}\right)\left[\begin{array}{ll}
p^{v} & 0 \\
0 & 1
\end{array}\right]\right)
$$

for $\left(R_{p}^{(1)}, R_{p}^{(2)}\right)$ in our case, we see

$$
\left[N\left(R_{p}\right): \mathbb{Q}_{p}^{\times} R_{p}^{\times}\right]=1 \text { or } 2 .
$$

On the other hand, $\left[\begin{array}{ll}0 & 1 \\ p^{v} & 0\end{array}\right]$ is an element of $N\left(R_{p}\right)$ but does not belong to $\mathbb{Q}_{p}^{\times} R_{p}^{\times}$, so that

$$
N\left(R_{p}\right) \neq \mathbb{Q}_{p}^{\times} R_{p}^{\times} .
$$

This implies the assertion.
Let $\alpha$ be a non-scalar element of $R_{p}$ such that $\operatorname{det}(\alpha) \neq 0$, and

$$
f_{\alpha}(X)=X^{2}-t X+n \quad\left(t, n \in \mathbb{Z}_{p}\right)
$$

be the principal polynomial of $\alpha$. Let $\mathfrak{r}_{p}$ be an order of $\mathbb{Q}_{p}[\alpha]$ including $\mathbb{Z}_{p}[\alpha]$. We put

$$
\left[\mathrm{r}_{p}: \mathbb{Z}_{p}[\alpha]\right]=p^{\rho} \quad(\rho \geqq 0)
$$

then Lemma 6.6 .1 implies that $r_{p}$ is uniquely determined by $\rho$. Put

$$
\begin{equation*}
\Omega\left(\alpha, \mathrm{r}_{p}\right)=\left\{\xi \in \mathbb{Z}_{p} \mid f_{\alpha}(\xi) \equiv 0 \bmod p^{v+2 \rho}, t-2 \xi \equiv 0 \bmod p^{\rho}\right\} \tag{6.6.5}
\end{equation*}
$$

Furthermore, for an element $\xi \in \Omega\left(\alpha, \mathrm{r}_{p}\right)$, we put

$$
g_{\xi}=\left[\begin{array}{cl}
\xi & p^{\rho}  \tag{6.6.6}\\
-p^{-\rho} f_{\alpha}(\xi) & t-\xi
\end{array}\right] \in R_{p}
$$

Since $f_{\alpha}\left(g_{\xi}\right)=0$, we see

$$
g_{\xi} \in C_{p}(\alpha)=\left\{x \alpha x^{-1} \mid x \in G L_{2}\left(\mathbb{Q}_{p}\right)\right\} .
$$

Lemma 6.6.3. Let $R_{p}$ be an order of $M_{2}\left(\mathbb{Z}_{p}\right)$ defined by (6.6.3), $\alpha$ a non-scalar element of $R_{p}$, and $\mathfrak{r}_{p}$ an order of $\mathbb{Q}_{p}[\alpha]$ such that

$$
\mathrm{r}_{p} \supset \mathbb{Z}_{p}[\alpha] \quad \text { and } \quad\left[\mathrm{r}_{p}: \mathbb{Z}_{p}[\alpha]\right]=p^{\rho} \quad(\rho \geqq 0)
$$

For an element $g$ of $C_{p}(\alpha)$, the following four statements are equivalent.
(1) $g \in C_{p}\left(\alpha, r_{p}\right)$.
(2) $g \in \mathbb{Z}_{p}+p^{\rho} R_{p}$, and $g \notin \mathbb{Z}_{p}+p^{\rho+1} R_{p}$.
(3) If $g=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$, then

$$
b \equiv a-d \equiv 0 \bmod p^{\rho}, \quad c \equiv 0 \bmod p^{\rho+v}
$$

and any one of the following three conditions is satisfied:
(i) $b \not \equiv 0 \bmod p^{\rho+1}$;
(ii) $c \not \equiv 0 \bmod p^{\rho+v+1}$;
(iii) $a-d \not \equiv 0 \bmod p^{p+1}$.
(4) There exists an element $\xi \in \Omega\left(\alpha, r_{p}\right)$ such that $g$ is $N\left(R_{p}\right)$-conjugate to $g_{\xi}$.

Proof. (1) $\Leftrightarrow(2)$ : Put $g=h \alpha h^{-1}$ with $h \in G L_{2}\left(\mathbb{Q}_{p}\right)$. Then

$$
\begin{aligned}
g \in C_{p}\left(\alpha, \mathrm{r}_{p}\right) & \Leftrightarrow \mathbb{Q}_{p}[g] \cap R_{p}=h \mathrm{r}_{p} h^{-1} \\
& \Leftrightarrow\left[\mathbb{Q}_{p}[g] \cap R_{p}: \mathbb{Z}_{p}[g]\right]=p^{\rho} \\
& \Leftrightarrow \mathbb{Z}_{p}[g]=\mathbb{Z}_{p}+\mathbb{Q}_{p}[g] \cap p^{\rho} R_{p}
\end{aligned}
$$

by Lemma 6.6.1. This implies the equivalence of (1) and (2). (2) $\Leftrightarrow$ (3): This follows from the definition of $R_{p} .(4) \Rightarrow(2)$ : Suppose that $g$ is $N\left(R_{p}^{\times}\right)$-conjugate to $g_{\xi}$ with an element $\xi \in \Omega\left(\alpha, \mathrm{r}_{p}\right)$. Since $g_{\xi}$ always satisfies (3), it does (2), so that $\left[\begin{array}{cc}0 & 1 \\ p^{v} & 0\end{array}\right] g_{\xi}\left[\begin{array}{ll}0 & 1 \\ p^{v} & 0\end{array}\right]^{-1}$ also satisfies (2). This combined with Lemma 6.6.2 implies that $g$ satisfies (2). (3) $\Rightarrow$ (4): Suppose that $g$ satisfies (3). First assume condition (i), and put

$$
b=p^{\rho} b_{1} \quad\left(b_{1} \in \mathbb{Z}_{p}^{\times}\right)
$$

Since $g$ is conjugate to $\alpha$, we see $f_{\alpha}(g)=0$. In particular,

$$
t=a+d, \quad n=a d-b c
$$

so that

$$
f_{z}(a)=-b c \equiv 0 \bmod p^{v+2 \rho}
$$

and

$$
t-2 a \equiv 0 \bmod p^{\rho}
$$

Thus $a \in \Omega\left(\alpha, r_{p}\right)$. Moreover we see

$$
u g u^{-1}=g_{a} \quad\left(u=\left[\begin{array}{ll}
1 & 0 \\
0 & b_{1}
\end{array}\right] \in R_{p}^{\times}\right) .
$$

Next suppose that $g$ satisfies condition (ii). Since $\left[\begin{array}{ll}0 & 1 \\ p^{\nu} & 0\end{array}\right] g\left[\begin{array}{ll}0 & 1 \\ p^{v} & 0\end{array}\right]^{-1}$ satisfies condition (i), it is $R_{p}^{\times}$-conjugate to $g_{\xi}$ with some $\xi \in \Omega\left(\dot{\alpha}, \mathrm{r}_{p}\right)$. Lastly assume condition (iii). We may suppose that

$$
b \equiv 0 \bmod p^{\rho+1}, \quad c \equiv 0 \bmod p^{\rho+v+1} .
$$

Then

$$
u g u^{-1}=\left[\begin{array}{cc}
a+c & -a+d+b-c \\
c & -c+d
\end{array}\right]
$$

with $u=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right] \in R_{p}^{\times}$, and

$$
-a+d+b-c \not \equiv 0 \bmod p^{\rho+1}
$$

This implies that $u g u^{-1}$ satisfies (i) and it is $R_{p}{ }^{\times}$-conjugate to $g_{\xi}$.
If $v \geqq 1$, we put

$$
w=\left[\begin{array}{ll}
0 & 1  \tag{6.6.7}\\
p^{v} & 0
\end{array}\right] \in N\left(R_{p}\right)
$$

Then for $\xi \in \Omega\left(\alpha, \mathrm{r}_{p}\right)$,

$$
w g_{\xi} w^{-1}=\left[\begin{array}{cc}
t-\xi & -f_{\alpha}(\xi) / p^{v+\rho}  \tag{6.6.8}\\
p^{v+\rho} & \xi
\end{array}\right]
$$

and both $g_{\xi}$ and $w g_{\xi} w^{-1}$ belong to $C_{p}\left(\alpha, r_{p}\right)$. Lemma 6.6.3 implies

$$
C_{p}\left(\alpha, \mathrm{r}_{p}\right) / / R_{p}^{\times}= \begin{cases}\left\{g_{\xi} \mid \xi \in \Omega\left(\alpha, \mathrm{r}_{p}\right)\right\} / / R_{p}^{\times}, & (v=0),  \tag{6.6.9}\\ \left\{g_{\xi}, w g_{\xi} w^{-1} \mid \xi \in \Omega\left(\alpha, \mathrm{r}_{p}\right)\right\} / / R_{p}^{\times}, & (v \geqq 1) .\end{cases}
$$

Lemma 6.6.4. Assume $v \geqq 1$. Then $g=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in C_{p}\left(\alpha, r_{p}\right)$ is $R_{p}^{\times}$-conjugate to some $g_{\xi}\left(\xi \in \Omega\left(\alpha, r_{p}\right)\right)$ if and only if

$$
b \not \equiv 0 \bmod p^{\rho+1} \quad \text { or } \quad a-d \not \equiv 0 \bmod p^{\rho+1}
$$

Proof. The if-part was already proved in the proof of the $(3) \Rightarrow(4)$ of Lemma 6.6.3. Now assume that

$$
b \equiv a-d \equiv 0 \bmod p^{\rho+1}
$$

and

$$
u g u^{-1}=g_{\xi} \quad\left(u=\left[\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right] \in R_{p}^{\times}, \xi \in \Omega\left(\alpha, \mathrm{r}_{p}\right)\right) .
$$

Since $c \equiv 0 \bmod p^{v+\rho}$ by Lemma 6.6.3, we see

$$
\begin{aligned}
g_{\xi} & =u g u^{-1} \\
& \equiv\left[\begin{array}{ll}
* & \left\{-a^{\prime} b^{\prime}(a-d)+a^{\prime 2} b\right\} /\left(a^{\prime} d^{\prime}-b^{\prime} c^{\prime}\right) \\
* & *
\end{array}\right] \bmod p^{v+\rho} .
\end{aligned}
$$

Since

$$
-a^{\prime} b^{\prime}(a-d)+a^{\prime 2} b \equiv 0 \bmod p^{\rho+1}
$$

this contradicts the definition of $g_{\xi}$.
Lemma 6.6.5. Let $\xi, \eta$ be two elements of $\Omega\left(\alpha, \mathrm{r}_{p}\right)$.
(1) $g_{\xi}$ and $g_{\eta}$ are $R_{p}^{\times}$-conjugate if and only if

$$
\xi \equiv \eta \bmod p^{\nu+\rho}
$$

(2) Suppose $v \geqq 1$. Then $g_{\xi}$ and $w g_{\eta} w^{-1}$ are $R_{p}^{\times}$-conjugate if and only if $\xi$ and $\eta$ satisfy the following two conditions:
(i) $t^{2}-4 n \not \equiv 0 \bmod p^{2 \rho+1}$ or $f_{\alpha}(\eta) \not \equiv 0 \bmod p^{v+2 \rho+1}$,
(ii) $\xi \equiv t-\eta \bmod p^{\nu+\rho}$.

Proof. (1): First suppose $\xi \equiv \eta \bmod p^{v+\rho}$. Then

$$
u=\left[\begin{array}{cc}
1 & 0 \\
p^{-\rho}(\xi-\eta) & 1
\end{array}\right] \in R_{p}^{\times}
$$

and

$$
u g_{\xi} u^{-1}=g_{\eta}
$$

Conversely assume $g_{\eta}=u g_{\xi} u^{-1}$ with $u \in R_{p}^{\times}$. Since

$$
g_{\xi}-\xi \equiv 0 \bmod p^{\rho}
$$

we see

$$
p^{-\rho}\left(g_{\xi}-\xi\right) \in R_{p}
$$

so that

$$
p^{-\rho}\left(g_{\eta}-\xi\right)=u p^{-\rho}\left(g_{\xi}-\xi\right) u^{-1} \in R_{p}
$$

Since $u$ is congruent $\bmod p^{v}$ to an upper triangular matrix, we get

$$
p^{-\rho}(\eta-\xi) \equiv 0 \bmod p^{v} .
$$

Thus $\eta \equiv \xi \bmod p^{\nu+\rho}$. (2): By definition, we have

$$
w g_{\eta} w^{-1}=\left[\begin{array}{cc}
t-\eta & -p^{-\rho-v} f_{\alpha}(\eta) \\
p^{v+\rho} & \eta
\end{array}\right] \in C_{p}\left(\alpha, \mathbf{r}_{p}\right)
$$

By Lemma 6.6.4 and an argument similar to (1), $g_{\xi}$ and $w g_{\eta} w^{-1}$ are $R_{p}^{\times}$-conjugate if and only if they satisfy
(i') $f_{\alpha}(\eta) \not \equiv 0 \bmod p^{\nu+2 \rho+1}$ or $2 \eta-t \not \equiv 0 \bmod p^{\rho+1}$,
(ii) $\xi \equiv t-\eta \bmod p^{\nu+\rho}$.

Since

$$
t=\eta+(t-\eta) \quad \text { and } \quad \eta(t-\eta) \equiv n \bmod p^{v+2 \rho}
$$

we see

$$
t^{2}-4 n \equiv(2 \eta-t)^{2} \bmod p^{\nu+2 \rho}
$$

Therefore ( $\mathrm{i}^{\prime}$ ) is equivalent to (i).
Now we assume $\Omega\left(\alpha, \mathrm{r}_{p}\right) \neq \varnothing$ and let $\xi$ be an element of $\Omega\left(\alpha, \mathrm{r}_{p}\right)$. Then

$$
t^{2}-4 n \equiv(t-2 \xi)^{2} \bmod p^{v+2 \rho}
$$

Therefore we obtain

$$
\begin{equation*}
t^{2}-4 n \equiv 0 \bmod p^{2 \rho} \tag{6.6.10}
\end{equation*}
$$

by the definition of $\Omega\left(\alpha, r_{p}\right)$. Conversely suppose that $\alpha$ satisfies (6.6.10). If $\xi \in \mathbb{Z}_{p}$ satisfies

$$
f_{\chi}(\xi) \equiv 0 \bmod p^{v+2 \rho}
$$

then

$$
t-2 \xi \equiv 0 \bmod p^{\rho}
$$

Therefore

$$
\Omega\left(\alpha, \mathfrak{r}_{p}\right)= \begin{cases}\left\{\xi \in \mathbb{Z}_{p} \mid f_{\alpha}(\xi) \equiv 0 \bmod p^{v+2 \rho}\right\}, & \text { if } t^{2}-4 n \equiv 0 \bmod p^{2 \rho}  \tag{6.6.11}\\ \varnothing, & \text { otherwise }\end{cases}
$$

Further we put

$$
= \begin{cases}\left\{\xi \in \mathbb{Z}_{p} \mid f_{\alpha}(\xi) \equiv 0 \bmod p^{v+2 \rho+1}\right\}, & \text { if } t^{2}-4 n \equiv 0 \bmod p^{2 \rho+1} \text { and } v \geqq 1  \tag{6.6.12}\\ \varnothing, & \text { otherwise }\end{cases}
$$

Then we have the following
Theorem 6.6.6. Assume $v \geqq 1$. Let $\alpha$ be a non-scalar element of $R_{p}$, and $f_{\alpha}(X)$ $=X^{2}-t X+n$ the principal polynomial of $\alpha$. For any order $\mathfrak{r}_{p}$ of $\mathbb{Q}[\alpha]$ including $\mathbb{Z}_{p}[\alpha]$ such that

$$
\left[r_{p}: \mathbb{Z}_{p}[\alpha]\right]=p^{p}
$$

we can take as a complete set of representatives of $C_{p}\left(\alpha, r_{p}\right) / / R_{p}^{\times}$the set

$$
\left\{g_{\xi} \mid \xi \in \Omega / p^{\nu+\rho}\right\} \cup\left\{w g_{\xi} w^{-1} \mid \xi \in \Omega^{\prime} / p^{\nu+\rho}\right\}
$$

where $\Omega / p^{\nu+\rho}\left(\right.$ resp. $\left.\Omega^{\prime} / p^{\nu+\rho}\right)$ is a complete set of representatives of $\Omega\left(\alpha, \mathfrak{r}_{p}\right)$ $\bmod p^{\nu+\rho}\left(\operatorname{resp} . \Omega^{\prime}\left(\alpha, \mathfrak{r}_{p}\right) \bmod p^{\nu+\rho}\right)$.

Theorem 6.6.7. If $R_{p}=M_{2}\left(\mathbb{Z}_{p}\right)$, then $\left|C_{p}\left(\alpha, \mathrm{r}_{p}\right) / / R_{p}^{\times}\right|=1$.
Proof. Since any order $\mathrm{r}_{p}$ of $\mathbb{Q}_{p}[\alpha]$ is a $\mathbb{Z}_{p}$-free module, we can write

$$
\mathfrak{r}_{p}=\mathbb{Z}_{p}[\beta] \quad \text { with } \quad \beta \in \mathbb{Q}_{p}[\alpha]
$$

Put

$$
\beta=a+b \alpha \quad\left(a, b \in \mathbb{Q}_{p}\right) .
$$

Then $C_{p}\left(\alpha, \mathrm{r}_{p}\right) / / R_{p}^{\times}$corresponds bijectively to $C_{p}\left(\beta, \mathfrak{r}_{p}\right) / / R_{p}^{\times}$through the correspondence " $g \mapsto a+b g$ ". Since

$$
\left[\mathfrak{r}_{p}: \mathbb{Z}_{p}[\beta]\right]=1
$$

we see that

$$
\rho=0, \quad \text { and } \quad \Omega\left(\beta, \mathrm{r}_{p}\right)=\mathbb{Z}_{p}
$$

Therefore by Lemma 6.6.5(1), we obtain

$$
\left|C_{p}\left(\alpha, \mathrm{r}_{p}\right) / / R_{p}^{\times}\right|=\left|C_{p}\left(\beta, \mathrm{r}_{p}\right) / / R_{p}^{\times}\right|=1
$$

Next we consider the case when $p$ divides $d_{B}$. Then $B_{p}$ is a division algebra, and

$$
R_{p}=\left\{\alpha \in B_{p} \mid N_{B_{p}}(\alpha), \operatorname{tr}_{B_{p}}(\alpha) \in \mathbb{Z}_{p}\right\}
$$

is a unique maximal order of $B_{p}$ by Lemma 5.2.3(1). Therefore, for any non-scalar element $\alpha$ of $B_{p}^{\times}$, we see

$$
C_{p}(\alpha) \cap R_{p} \neq \varnothing \quad \text { if and only if } \alpha \in R_{p}
$$

Let $\alpha$ be a non-scalar element of $R_{p}$. Since $\mathbb{Q}_{p}[\alpha] \cap R_{p}$ is a unique maximal order of $\mathbb{Q}_{p}[\alpha]$, we see

$$
\left|C_{p}\left(\alpha, \mathfrak{r}_{p}\right) / / B_{p}^{\times}\right|= \begin{cases}1, & \text { if } \mathfrak{r}_{p} \text { is the maximal order of } \mathbb{Q}_{p}[\alpha]  \tag{6.6.13}\\ 0, & \text { otherwise. }\end{cases}
$$

Since any two-sided ideal of $R_{p}$ is given by $\pi_{p}^{n} R_{p}\left(\pi_{p}^{2} R_{p}=p R_{p}, n \geqq 0\right)$, and

$$
B_{p}=\bigcup_{n=0}^{\infty} \pi_{p}^{-n} R_{p}
$$

we get

$$
B_{p}= \begin{cases}\mathbb{Q}_{p}[\alpha] R_{p}, & \text { if } p \text { ramifies in } \mathbb{Q}_{p}[\alpha],  \tag{6.6.14}\\ \mathbb{Q}_{p}[\alpha] R_{p} \cup \pi_{p} \mathbb{Q}_{p}[\alpha] R_{p}, & \text { otherwise. }\end{cases}
$$

Since $p$ ramifies in $B_{p}$ by assumption, $p$ does not split in $\mathbb{Q}_{p}[\alpha]$. Taking this into account, we obtain the following

Theorem 6.6.8. Let $B_{p}$ be a division quaternion algebra, $R_{p}$ the maximal order of $B_{p}$, and $\alpha$ a non-scalar element of $R_{p}$. For an order $\mathrm{r}_{p}$ of $\mathbb{Q}_{p}[\alpha]$, we have

$$
C_{p}\left(\alpha, \mathrm{r}_{p}\right) / / R_{p}^{\times}=\left\{\begin{array}{lc}
\varnothing, & \text { if } \mathrm{r}_{p} \text { is not maximal, } \\
\{\alpha\}, & \text { if } \mathrm{r}_{p} \text { is maximal and } p \text { ramifies } \\
& \text { in } \mathbb{Q}_{p}[\alpha], \\
\left\{\alpha, \pi_{p} \alpha \pi_{p}^{-1}\right\}, & \text { if } \mathrm{r}_{p} \text { is maximal and } p \text { remains } \\
& \text { prime in } \mathbb{Q}_{p}[\alpha] .
\end{array}\right.
$$

Now using (6.6.1), Theorem 6.6.7 and Theorem 6.6.8, we calculate the righthand side of (6.5.7) and obtain

$$
\begin{equation*}
\sum_{g \in\left(T_{A} \cap C_{A}(\alpha, \mathrm{r})\right) / / U} \overline{\chi(g)}=v \prod_{p \mid N}\left\{\sum_{\substack{\xi \in \Omega / p^{v+\rho} \\ g_{\xi} \in T_{p}}} \chi_{p}(\xi)+\sum_{\substack{\xi \in \Omega^{\prime} /\left(p+p \\ w g_{\xi} w^{p-1} \in T_{p}\right.}} \chi_{p}(t-\xi)\right\} \tag{6.6.15}
\end{equation*}
$$

Here $N$ is the level of $R ; t=\operatorname{tr}(\alpha) ; \Omega=\Omega\left(\alpha, \mathfrak{r}_{p}\right), \Omega^{\prime}=\Omega^{\prime}\left(\alpha, \mathfrak{r}_{p}\right)$; and

$$
v= \begin{cases}0 & \text { if } \alpha \in T^{e}, \mathfrak{r}_{p} \neq \max \text { for some } p \mid d_{B}  \tag{6.6.16}\\ 2^{1+u} & \text { if } \alpha \in T^{e}, \mathfrak{r}_{p}=\max \text { for all } p \mid d_{B} \\ 1 & \text { if } \alpha \in T^{h} \\ 2 & \text { if } \alpha \in T^{p},\end{cases}
$$

where the integer $u$ for $\alpha \in T^{e}$ is given by

$$
\begin{equation*}
u=\#\{\text { prime numbers unramified in } \mathbb{Q}[\alpha]\} . \tag{6.6.17}
\end{equation*}
$$

## §6.7. Class Numbers of Orders of $\mathbb{Q}[\alpha]$

In this section, we calculate the class number $h(r)$ of an order $r$ of $\mathbb{Q}[\alpha]$.
Lemma 6.7.1. Let $p$ be a prime number.
(1) Let $K=\mathbb{Q}(\sqrt{d})$ be a quadratic field with discriminant $d, \mathfrak{r}_{0}$ the maximal order of $K$, and $\mathfrak{r}$ an order of K. Put

$$
\mathrm{r}_{0 p}=\mathrm{r}_{0} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}
$$

and

$$
\mathbf{r}_{p}=\mathbf{r} \otimes_{\mathbb{Z}} \mathbb{Z}_{\boldsymbol{p}}
$$

If

$$
\left[\mathrm{r}_{o p}: \mathrm{r}_{p}\right]=p^{e} \quad(e>0)
$$

then

$$
\left[\mathrm{r}_{0 p}^{\times}: \mathrm{r}_{p}^{\times}\right]=p^{e}\left(1-\left(\frac{d}{p}\right) p^{-1}\right)
$$

where (-) is the Legendre symbol.
(2) Let

$$
\begin{aligned}
H_{p} & =\mathbb{Q}_{p} \times \mathbb{Q}_{p} \\
\mathfrak{r}_{0} & =\mathbb{Z}_{p} \times \mathbb{Z}_{p}
\end{aligned}
$$

and $\mathfrak{r}$ be an order of $H_{p}$. If

$$
\left[\mathfrak{r}_{0}: \mathfrak{r}\right]=p^{e} \quad(e>0)
$$

then

$$
\left[\mathrm{r}_{0}^{\times}: \mathrm{r}^{\times}\right]=p^{e}\left(1-p^{-1}\right)
$$

(3) Let

$$
E_{p}=\mathbb{Q}_{p}[\varepsilon] \quad\left(\varepsilon^{2}=0\right)
$$

and $\mathrm{r}_{1}, \mathrm{r}_{2}$ be two orders of $E_{p}$. If $\mathrm{r}_{1} \supset \mathrm{r}_{2}$ and

$$
\left[\mathrm{r}_{1}: \mathrm{r}_{2}\right]=p^{e} \quad(e>0)
$$

then

$$
\left[\mathbf{r}_{1}^{\times}: \mathrm{r}_{2}^{\times}\right]=p^{e} .
$$

Proof. We begin by proving (2). By Lemma 6.6.1, we have

$$
\mathfrak{r}=\mathbb{Z}_{p}+p^{e} \mathfrak{r}_{0}=\left\{(a, b) \in \mathfrak{r}_{0} \mid a \equiv b \bmod p^{e}\right\}
$$

Since

$$
\mathbf{r}_{0}^{\times}=\mathbb{Z}_{p}^{\times} \times \mathbb{Z}_{p}^{\times}
$$

we see

$$
\mathbf{r}_{0}^{\times} / \mathbf{r}^{\times} \simeq\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{\times}
$$

by the correspondence " $(a, b) \mapsto a / b$ ". Therefore we get

$$
\left[\mathfrak{r}_{0}^{\times}: \mathfrak{r}^{\times}\right]=p^{e}\left(1-p^{-1}\right)
$$

Next let us prove (3). We can write

$$
\mathrm{r}_{1}=\mathbb{Z}_{p}+p^{f} \mathbb{Z}_{p} \varepsilon \quad \text { and } \quad \mathrm{r}_{2}=\mathbb{Z}_{p}+p^{e+f} \mathbb{Z}_{p} \varepsilon
$$

with some integer $f$ by Lemma 6.6.1. Thus

$$
\mathrm{r}_{1}^{\times}=\mathbb{Z}_{p}^{\times}+p^{f} \mathbb{Z}_{p} \varepsilon \quad \text { and } \quad \mathrm{r}_{2}^{\times}=\mathbb{Z}_{p}^{\times}+p^{e+f} \mathbb{Z}_{p} \varepsilon
$$

so that

$$
\mathfrak{r}_{1}^{\times} / \mathfrak{r}_{2}^{\times} \simeq \mathbb{Z}_{p} / p^{e} \mathbb{Z}_{p}
$$

through the correspondence " $a+p^{f} b \varepsilon \mapsto b / a$ ". Therefore we get

$$
\left[\mathrm{r}_{1}^{\times}: \mathrm{r}_{2}^{\times}\right]=p^{e}
$$

Lastly we are going to prove (1). Put

If $p$ splits in $K$, then

$$
K_{p}=K \otimes_{\mathbb{Q}} \mathbb{Q}_{p}
$$

$$
K_{p} \simeq \mathbb{Q}_{p} \times \mathbb{Q}_{p}
$$

so that this case is reduced to (2). Assume that $p$ remains prime or ramifies in $K$. The $K_{p}$ is a quadratic field over $\mathbb{Q}_{p}$, and

$$
\mathfrak{r}_{p}=\mathbb{Z}_{p}+p^{e} \mathfrak{r}_{0 p}
$$

by Lemma 6.6.1. Then the sequence

$$
1 \rightarrow \mathbb{Z}_{p}^{\times} /\left(1+p^{e} \mathbb{Z}_{p}\right) \rightarrow \mathfrak{r}_{0 p}^{\times} /\left(1+p^{e} \mathfrak{r}_{0 p}\right) \rightarrow \mathfrak{r}_{0 p}^{\times} / \mathfrak{r}_{p}^{\times} \rightarrow 1
$$

is exact,

$$
\begin{aligned}
\left|\mathrm{r}_{0 p}^{\times} /\left(1+p^{e} \mathrm{r}_{0 p}\right)\right| & =\left|\left(\mathrm{r}_{0 p} / p^{e} \mathrm{r}_{0 p}\right)^{\times}\right| \\
& = \begin{cases}p^{2 e}\left(1-p^{-2}\right) & (p: \text { remains prime }), \\
p^{2 e}\left(1-p^{-1}\right) & (p: \text { ramifies })\end{cases}
\end{aligned}
$$

and

$$
\left|\mathbb{Z}_{p}^{\times} /\left(1+p^{e} \mathbb{Z}_{p}\right)\right|=\left|\left(\mathbb{Z}_{p} / p^{e} \mathbb{Z}_{p}\right)^{\times}\right|=p^{e}\left(1-p^{-1}\right)
$$

so that we get (1).
Class numbers are given by the following
Theorem 6.7.2. (1) Let $K=\mathbb{Q}(\sqrt{d})$ be an imaginary quadratic field with discriminant $d, \mathfrak{r}_{0}$ the maximal order of $K$. If $\mathfrak{r}$ is an order of $K$ and

$$
\left[r_{0}: r\right]=n,
$$

then

$$
h(\mathrm{r})=\frac{h_{K} \cdot n \prod_{p \mid n}\left(1-\left(\frac{d}{p}\right) p^{-1}\right)}{\left[\mathrm{r}_{0}^{\times}: \mathrm{r}^{\times}\right]}
$$

where $h_{K}=h\left(\mathfrak{r}_{0}\right)$ is the class number of $K$.
(2) Let $H=\mathbb{Q} \times \mathbb{Q}$, and $\mathfrak{r}$ an order of $H$. If

$$
[\mathbb{Z} \times \mathbb{Z}: r]=n,
$$

then

$$
h(\mathfrak{r})=n \prod_{p \mid n}\left(1-p^{-1}\right)
$$

(3) Let $E=\mathbb{Q}[\varepsilon]\left(\varepsilon^{2}=0\right)$. If $\mathfrak{r}$ is an order of $E$, then

$$
h(r)=1 .
$$

Proof. (1): By definition, we see that $\mathrm{r}_{A+}^{\times}=\mathrm{r}_{A}^{\times}$and

$$
\begin{aligned}
h(\mathrm{r}) & =\left|K_{A}^{\times} / K^{\times} \mathbf{r}_{A}^{\times}\right|=\left|K_{A}^{\times} / K^{\times} \mathbf{r}_{0 A}^{\times}\right| \cdot\left|K^{\times} \mathbf{r}_{0 A}^{\times} / K^{\times} \mathbf{r}_{A}^{\times}\right| \\
& =h_{K}\left|\mathbf{r}_{0 A}^{\times} / \mathfrak{r}_{A}^{\times}\right| \cdot\left|\left(K^{\times} \cap \mathbf{r}_{0 A}^{\times}\right) /\left(K^{\times} \cap \mathbf{r}_{A}^{\times}\right)\right|^{-1} .
\end{aligned}
$$

Since $K$ is imaginary, we see

$$
K^{\times} \cap \mathfrak{r}_{0 A}^{\times}=\mathfrak{r}_{0}^{\times} \quad \text { and } \quad K^{\times} \cap \mathfrak{r}_{A}^{\times}=\mathfrak{r}^{\times} .
$$

This combined with Lemma 6.7.1(1) implies (1). (2): Put

$$
\mathfrak{r}_{0}=\mathbb{Z} \times \mathbb{Z}
$$

Similarly as above, we have

$$
h(\mathfrak{r})=\left|H_{A}^{\times} / H^{\times} \mathfrak{r}_{0 A+}^{\times}\right| \cdot\left|\mathfrak{r}_{0 A+}^{\times} / \mathbf{r}_{A+}^{\times}\right| \cdot\left|\left(H^{\times} \cap \mathfrak{r}_{0 A+}^{\times}\right) /\left(H^{\times} \cap \mathbf{r}_{A+}^{\times}\right)\right|^{-1} .
$$

Lemma 6.6.1 implies

$$
\mathfrak{r}=\left\{(a, b) \in \mathfrak{r}_{0} \mid a \equiv b \bmod n\right\}
$$

so that

$$
H^{\times} \cap \mathrm{r}_{0 \boldsymbol{A}}^{\times}=H^{\times} \cap \mathrm{r}_{A}^{\times}=\{(1,1),(-1,-1)\} .
$$

Moreover, since

$$
\mathbb{Q}_{A}^{\times}=\mathbb{Q}^{\times} \mathbb{Z}_{A}^{\times},
$$

we see

$$
H_{A}^{\times}=H^{\times} \mathfrak{r}_{0, A+}^{\times}
$$

Therefore we get

$$
h(\mathrm{r})=\left[\mathrm{r}_{0 A+}^{\times}: \mathrm{r}_{A+}^{\times}\right]=n \prod_{p \mid n}\left(1-p^{-1}\right)
$$

by Lemma 6.7.1(2). (3): We see

$$
\mathbf{r}=\{a+t b \varepsilon \mid a, b \in \mathbb{Z}\}
$$

with some $t \in \mathbb{Q}^{\times}$by Lemma 6.6.1. Since

$$
\begin{aligned}
& E_{A}^{\times}=\mathbb{Q}_{\boldsymbol{A}}^{\times}\left(1+\mathbb{Q}_{\boldsymbol{A}} \varepsilon\right), \\
& E^{\times}=\mathbb{Q}^{\times}(1+\mathbb{Q} \varepsilon),
\end{aligned}
$$

and

$$
\mathrm{r}_{A}^{\times}=\mathbb{Z}_{A}^{\times}\left(1+t \mathbb{Z}_{A} \varepsilon\right)
$$

we see that $\mathrm{r}_{A+}^{\times}=\mathrm{r}_{\boldsymbol{A}}^{\times}$and

$$
\begin{aligned}
h(\mathrm{r}) & =\left|E_{A}^{\times} / E^{\times} \mathbf{r}_{A}^{\times}\right| \\
& =\left|\left(1+\mathbb{Q}_{A} \varepsilon\right) /(1+\mathbb{Q} \varepsilon)\left(1+t \mathbb{Z}_{A} \varepsilon\right)\right| \\
& =\left|\mathbb{Q}_{A} /\left(\mathbb{Q}+\mathbb{Z}_{A}\right)\right|=1 .
\end{aligned}
$$

Remark 6.7.1. As for the class number $h_{K}$, see [Borevich-Shafarevich]. When $K$ is an imaginary quadratic field, we easily see

$$
\mathfrak{r}^{\times}= \begin{cases}\{ \pm 1 ; \pm \sqrt{-1}\} & \text { if } K=\mathbb{Q}(\sqrt{-1}) \text { and } \mathfrak{r} \text { is maximal } \\ \left\{ \pm 1, \pm e^{\pi i / 3}, \pm e^{2 \pi i / 3}\right\} & \text { if } K=\mathbb{Q}(\sqrt{-3}) \text { and } \mathfrak{r} \text { is maximal } \\ \{ \pm 1\} & \text { otherwise }\end{cases}
$$

## §6.8. An Explicit Formula for $\operatorname{tr}(T(n))$

Finally in this section, we present an explicit form of $\operatorname{tr}(T(n))$. First we calculate the terms for elliptic $\alpha$ 's.

Lemma 6.8.1. Let $K=\mathbb{Q}(\sqrt{d})$ be a quadratic field with discriminant $d$, and $\mathfrak{r}_{0}$ the ring of integers of $K$. For an element $\alpha$ of $\mathfrak{r}_{0}(\alpha \notin \mathbb{Z})$, let $X^{2}-t X+n$ be the minimal polynomial of $\alpha$. If $m$ is the positive integer given by

$$
t^{2}-4 n=m^{2} d,
$$

then

$$
\left[\mathfrak{r}_{0}: \mathbb{Z}[\alpha]\right]=m
$$

Proof. It is easily seen that $\mathfrak{r}_{0}=\mathbb{Z}+\mathbb{Z} \delta$ with $\delta=(d+\sqrt{d}) / 2$. Put $\alpha=l+m \delta$ $(l, m \in \mathbb{Z})$, then $t^{2}-4 n=m^{2} d$. Since $\mathbb{Z}[\alpha]=\mathbb{Z}[m \delta]$, we get $\left[\mathfrak{r}_{0}: \mathbb{Z}[\alpha]\right]=m$.

Notation being as above, we suppose that $K$ is imaginary. For any positive integer $f$, there uniquely exists an order $\mathfrak{r}$ of $K$ such that $\left[\mathfrak{r}_{0}: \mathfrak{r}\right]=f$; in fact, $\mathfrak{r}=\mathbb{Z}+f \mathfrak{r}_{0}$. We put

$$
h\left(f^{2} d\right)=h(\mathbf{r}), \quad w\left(f^{2} d\right)=\left|\mathbf{r}^{\times}\right|
$$

Then Theorem 6.7.2 implies

$$
\frac{h\left(f^{2} d\right)}{w\left(f^{2} d\right)}=\frac{h(d)}{w(d)} \cdot f \prod_{p \mid f}\left(1-\left(\frac{d}{p}\right) p^{-1}\right)
$$

Let $\alpha$ be an element of $T^{e}$. Then $\mathbb{Q}[\alpha]$ is isomorphic to an imaginary quadratic field $\mathbb{Q}(\sqrt{d})$ with discriminant $d$. Let $f_{\alpha}(X)=X^{2}-t X+n$ be the minimal polynomial of $\alpha$. We define $m(>0)$ by $t^{2}-4 n=m^{2} d$. Then by Lemma 6.8.1 combined with (6.5.3) and (6.6.15), we obtain

$$
\begin{align*}
& \sum_{\mathbb{Z}[\alpha] \in \mathrm{r}} l(\mathfrak{r}) h(\mathrm{r}) \sum_{g \in\left(T_{A} \cap\right.} \sum_{\left.C_{A}(\alpha, \mathfrak{r})\right) / / U} \overline{\chi(g)}  \tag{6.8.1}\\
&=2^{u} \sum_{0<\delta \mid m} \frac{h\left(f^{2} d\right)}{w\left(f^{2} d\right)} \prod_{p \mid N}\left\{\sum_{\substack{\xi \in \Omega / \rho^{v+\infty} \\
g_{\xi} \in T_{p}}} \chi_{p}(\xi)+\sum_{\substack{\xi \in \Omega^{\prime} / p^{v+\infty} \\
w g_{\xi} \omega^{1} \in T_{p}}} \chi_{p}(t-\xi)\right\},
\end{align*}
$$

where $\mathfrak{r}$ runs over all orders of $\mathbb{Q}[\alpha]$ including $\mathbb{Z}[\alpha]$, and $\rho=\operatorname{ord}_{p}(m / f)$ $\left(=\max \left\{\mu \in \mathbb{Z}\left|\quad p^{\mu}\right|(m / f)\right\}\right)$.

Now take $T(n)$ for $T$. Then Lemma $5.2 .5,(6.5 .6)$ and (6.8.1) imply

$$
\begin{align*}
& \sum_{\alpha \in T(n)^{e} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha)  \tag{6.8.2}\\
= & \sum_{\substack{t \in \mathbb{Z} \\
t^{2}-4 n=m^{2} d<0}}^{\prime} 2^{u} \frac{\eta^{k-1}-\zeta^{k-1}}{\eta-\zeta} \\
& \times \sum_{\substack{0<f \mid m \\
\left(f, d_{B}\right)=1}} \frac{h\left(f^{2} d\right)}{w\left(f^{2} d\right)} \prod_{p \mid N}\left\{\sum_{\xi \in \Omega / p^{v+\rho}} \chi_{p}(\xi)+\sum_{\xi \in \Omega^{2} / p^{v+\rho}} \chi_{p}(t-\xi)\right\} .
\end{align*}
$$

Here $\eta, \zeta$ are the roots of $X^{2}-t X+n=0$; for each $t, m(>0)$ is given by $t^{2}-4 n=m^{2} d$ with the discriminant $d$ of the quadratic field $\mathbb{Q}(\zeta) ; \rho=\operatorname{ord}_{p}(m / f)$; for $p, t$ and $f$, and $\Omega$ and $\Omega^{\prime}$ are given by

$$
\begin{equation*}
\Omega=\Omega(t, f, p)=\left\{\xi \in \mathbb{Z}_{p} \mid \xi^{2}-t \xi+n \equiv 0 \bmod (m / f)^{2} N \mathbb{Z}_{p}\right\} \tag{6.8.3}
\end{equation*}
$$

and

$$
\begin{align*}
\Omega^{\prime} & =\Omega^{\prime}(t, f, p)  \tag{6.8.4}\\
& =\left\{\begin{array}{cl}
\left\{\xi \in \mathbb{Z}_{p} \mid \xi^{2}-t \xi+n \equiv 0 \bmod p(m / f)^{2} N \mathbb{Z}_{p}\right\}, & \text { if } d f \equiv 0 \bmod p \\
\varnothing, & \text { otherwise }
\end{array}\right.
\end{align*}
$$

Let us proceed to the case $T^{h}$. The following lemma is easily proved.
Lemma 6.8.2. Let $H=\mathbb{Q} \times \mathbb{Q}, \mathfrak{r}_{0}=\mathbb{Z} \times \mathbb{Z}, \alpha \in \mathfrak{r}_{0}-\mathbb{Z}$, and let $X^{2}-t X+n$ be the minimal polynomial of $\alpha$. Then

$$
t^{2}-4 n=m^{2} \quad(m>0)
$$

and

$$
\left[r_{0}: \mathbb{Z}[\alpha]\right]=m
$$

Let $\alpha$ be an element of $T^{h}$. Then $\mathbb{Q}[\alpha] \simeq \mathbb{Q} \times \mathbb{Q}$. Similarly to the elliptic case, Lemma 6.8.2 and Theorem 6.7.2(2) imply

$$
\begin{align*}
& \sum_{\mathbb{Z}[\alpha] \subset \mathfrak{r}} l(\mathrm{r}) h(\mathrm{r}) \sum_{g \in\left(T_{A} \cap C_{A}(\alpha, \mathfrak{r})\right) / / U} \overline{\chi(g)}  \tag{6.8.5}\\
& =\frac{1}{2} \sum_{0<f \mid m} \phi(f) \prod_{p \mid N}\left\{\sum_{\substack{\xi \in \Omega / p^{v+\infty} \\
g_{\xi} \in T_{p}}} \chi_{p}(\xi)+\sum_{\substack{\xi \in \Omega^{\prime} / p^{v+\infty} \\
w g_{\xi} W^{-1} \in T_{p}}} \chi_{p}(t-\xi)\right\},
\end{align*}
$$

where $\phi$ is the Euler function.

Take $T(n)$ for $T$, then we obtain by Lemma 5.2.5, (6.5.4), (6.5.6), and (6.8.5) that

$$
\begin{align*}
& \sum_{\alpha \in T(n)^{k} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha)  \tag{6.8.6}\\
= & \frac{1}{2} \sum_{\substack{t \in \mathbb{Z} \\
t^{2}-4 n=m^{2} \neq 0}} \frac{\min \{|\eta|,|\zeta|\}^{k-1}}{|\eta-\zeta|} \operatorname{sgn}(\eta)^{k} \\
& \times \sum_{0<f \mid m} \phi(f) \prod_{p \mid N}\left\{\sum_{\xi \in \Omega / p^{v+\rho}} \chi_{p}(\xi)+\sum_{\xi \in \Omega^{\prime} / p^{v+\rho}} \chi_{p}(t-\xi)\right\} .
\end{align*}
$$

Here $\eta, \zeta$ are the two roots of $X^{2}-t X+n=0 ; t^{2}-4 n=m^{2} \quad(m>0)$; $\rho=\operatorname{ord}_{p}(m / f)$; for $p, t$ and $f, \Omega$ and $\Omega^{\prime}$ are given by (6.8.3) and (6.8.4) with $d=1$.

Now let $\alpha$ be an element of $T^{p}, \eta$ a unique eigenvalue of $\alpha$, and put $\varepsilon=\alpha-\eta$. Then $\varepsilon^{2}=0$, and $\mathbb{Q}[\alpha]=\mathbb{Q}[\varepsilon]$. Since $\eta$ is a rational integer, we have $\mathbb{Z}[\alpha]=\mathbb{Z}[\varepsilon]$. Therefore any order of $\mathbb{Q}[\alpha]$ including $\mathbb{Z}[\alpha]$ is given by

$$
\mathbf{r}(l)=\mathbb{Z}+\frac{1}{l} \mathbb{Z} \varepsilon . \quad(l=1,2, \ldots)
$$

An easy calculation shows

$$
\left|m\left(\alpha, r(l)^{\times}\right)\right|=l /|\eta| .
$$

Thus by Theorem 6.7.2(3), (6.5.3) and (6.6.15), we get

$$
\begin{align*}
& \sum_{\mathbb{Z}[\alpha] \subset \mathbf{r}} l(\mathrm{r}) h(\mathrm{r}) \sum_{g \in\left(T_{A} \cap C_{A}(\alpha, \mathfrak{r})\right) / / U} \overline{\chi(g)}  \tag{6.8.7}\\
= & \frac{1}{2} \sum_{l=1}^{\infty}(|\eta| / l)^{s+1} \sum_{g \in\left(T_{A} \cap C_{A}(\alpha, \mathfrak{r})\right) / / U} \overline{\chi(g)} \\
= & |\eta|^{s+1} \prod_{p \nmid N}\left(1-p^{-(s+1)}\right)^{-1} \\
& \times \prod_{p \mid N}\left[\sum_{\rho=0}^{\infty} p^{-\rho(s+1)}\left\{\sum_{\substack{\xi \in \Omega / p^{v+p} \\
g_{\xi} \in T_{p}}} \chi_{p}(\xi)+\sum_{\substack{\xi \in \in \Omega^{\prime} / / p^{v+\infty} \\
w g_{\xi} w}} \chi_{p}(t-\xi)\right\}\right] .
\end{align*}
$$

Here $f_{\alpha}(X)=X^{2}-t X+n$ is the principal polynomial of $\alpha ; \eta$ is a unique root of $f_{\alpha}(X)=0$; and

$$
\begin{align*}
\Omega & =\Omega(\eta, \rho, p)=\left\{\xi \in \mathbb{Z}_{p} \mid \xi \equiv \eta \bmod p^{[v+1) / 2]+\rho} \mathbb{Z}_{p}\right\},  \tag{6.8.8}\\
\Omega^{\prime} & =\Omega^{\prime}(\eta, \rho, p)=\left\{\xi \in \mathbb{Z}_{p} \mid \xi \equiv \eta \bmod p^{[v / 2]+\rho+1} \mathbb{Z}_{p}\right\} . \tag{6.8.9}
\end{align*}
$$

Take $T(n)$ for $T$. If $n$ is not square, then $T(n)^{p}=\varnothing$. Let $n=\eta^{2}(\eta \in \mathbb{Z})$, and $m_{\chi}=\prod_{p} p^{e}$ be the conductor of $\chi$. Then $e \leqq v$, so that

$$
\sum_{\substack{\xi \in \Omega / p^{v+}  \tag{6.8.10}\\
g_{\xi} \in T(n)_{p}}} \chi_{p}(\xi)=\left\{\begin{array}{l}
0, \quad \text { if } p \mid n, \text { or } p \nmid n \text { and }[(v+1) / 2]+\rho<e \\
\chi_{p}(\eta) p^{v-[(v+1) / 2]}, \quad \text { otherwise }
\end{array}\right.
$$

and
(6.8.11)

$$
\sum_{\substack{\xi \in \Omega^{\prime} / p p^{v+\rho} \\
w g_{\xi} w^{-1} \in T(n)^{p}}} \chi_{p}(t-\xi)=\left\{\begin{array}{l}
0, \quad \text { if } p \mid n \text { or } p \nmid n \text { and }[v / 2]+\rho+1<e, \\
\chi_{p}(\eta) p^{v-[v / 2]-1}, \quad \text { otherwise } .
\end{array}\right.
$$

Therefore by (6.5.6) and (6.8.7), we see that

$$
\begin{align*}
& \sum_{\alpha \in T(n)^{p} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha)  \tag{6.8.12}\\
= & \frac{s}{4} \zeta(s+1) \sum_{\eta^{2}=n}|\eta|^{s+1} \operatorname{sgn}(\eta)^{k} \chi(\eta) n^{k / 2-1} \\
& \times \prod_{p \mid N}\left(p^{v-[(v+1) / 2]-\mu(s+1)}+p^{v-[v / 2]-1-\mu^{\prime}(s+1)}\right),
\end{align*}
$$

where

$$
\mu=\max \{0, e-[(v+1) / 2]\}, \quad \mu^{\prime}=\max \{0, e-[v / 2]-1\}
$$

Hence we obtain

$$
\begin{align*}
& \lim _{s \rightarrow 0} \sum_{\alpha \in T(n)^{p} / / \Gamma} \overline{\chi(\alpha)} k(\alpha) l(\alpha)  \tag{6.8.13}\\
& =\frac{1}{4} \sum_{\eta^{2}=n} \operatorname{sgn}(\eta)^{k} \chi(\eta) n^{(k-1) / 2} \prod_{p \mid N}\left(p^{v-[(v+1) / 2]-\mu}+p^{v-[v / 2]-1-\mu^{\prime}}\right)
\end{align*}
$$

The calculation of $\operatorname{tr}(T(n))$ is completed if we know the volume of $\Gamma \backslash \mathbf{H}$, which is given by the following

Theorem 6.8.3. Let $B$ be an indefinite quaternion algebra over $\mathbb{d t}$ with discriminant $d_{B}$, and $R$ an order of $B$ of level $N$. Then

$$
v\left(\Gamma_{R} \backslash \mathbf{H}\right)=\frac{\pi}{3} N \prod_{p \mid N}\left(1+p^{-1}\right) \prod_{p \mid d_{B}}(p-1) .
$$

Proof. If $R$ is maximal, then it is known that

$$
\begin{equation*}
v\left(\Gamma_{R} \backslash \mathbf{H}\right)=\frac{2 \zeta(2)}{\pi} \prod_{p \mid d_{B}}(p-1), \quad \zeta(2)=\pi^{2} / 6 \tag{6.8.14}
\end{equation*}
$$

(For the proof see [Shimizu 3]). We note that if $d_{B}=1$, namely $B=M_{2}(\mathbb{Q})$, then (6.8.14) is nothing but Theorem 4.1.2(2). The result for arbitrary order follows from (6.8.14) and Lemma 5.3.2.

We write down an explicit form of $\operatorname{tr}(T(n))$.

Theorem 6.8.4. Let $B$ be an indefinite quaternion algebra over $\mathbb{Q}$ with discriminant $d_{B}, R$ an order of $B$ of level $N=\prod_{p} p^{v}\left(\left(d_{B}, N\right)=1\right), \Gamma_{R}=\left\{\gamma \in R^{\times} \mid N_{B}(\gamma)=1\right\}$,
$\chi$ a Dirichlet character $\bmod N, m_{\chi}=\prod_{p} p^{e}$ the conductor of $\chi$, and $T(n)$ the Hecke operator defined by (5.3.12). Then

$$
\begin{aligned}
\operatorname{tr}(T(n))= & \operatorname{tr}\left(T(n) \mid \mathscr{S}_{k}\left(\Gamma_{R}, \chi\right)\right) \\
= & \chi(\sqrt{n}) \frac{k-1}{12} n^{k / 2-1} N \prod_{p \mid N}\left(1+p^{-1}\right) \prod_{p \mid d_{B}}(p-1) \\
& -\sum_{t} a(t) \sum_{f} b(t, f) c(t, f) .
\end{aligned}
$$

Each term is as follows.
$1^{\circ}$ We understand $\chi(\sqrt{n})=0$ if $n$ is not square.
$2^{\circ} t$ runs over all integers such that $t^{2}-4 n$ are negative or square. For such a $t$, let $\zeta, \eta$ be two roots of $X^{2}-t X+n=0$, and put

$$
d= \begin{cases}\text { the discriminant of } \mathbb{Q}\left(\sqrt{t^{2}-4 n}\right), & \text { if } t^{2}-4 n<0 \\ 1 & \text { if } t^{2}-4 n \text { is a positive square } \\ 0 & \text { if } t^{2}-4 n=0\end{cases}
$$

Then we put
$a(t)=\left\{\begin{array}{cl}2^{u} \frac{\zeta^{k-1}-\eta^{k-1}}{\zeta-\eta}, & \text { if } d \neq 0,1 \text { and }\left(\frac{d}{p}\right) \neq 1 \text { for any prime } \\ \frac{1}{2} \frac{\min \left\{|\zeta|^{k-1},|\eta|^{k-1}\right\}}{|\zeta-\eta|} \operatorname{sgn}(\zeta)^{k}, & \text { if } d=1, d_{B}=1, \\ \frac{1}{4} \chi(t / 2) \operatorname{sgn}(t)^{k} n^{(k-1) / 2}, & \text { if } d=0, d_{B}=1, \\ 0, & \text { otherwise }\left(d_{B} \neq 1 \text { and either } d=0 \text { or } 1\right),\end{array}\right.$
where

$$
u=\#\left\{\text { prime numbers } p|p| d_{B},\left(\frac{d}{p}\right)=-1\right\}
$$

$3^{\circ} f$ runs over all positive divisors of $m$, where $m$ is a positive integer given by $t^{2}-4 n=m^{2} d$ if $d \neq 0$; otherwise $m=1$. For such an $f$,

$$
b(t, f)=\left\{\begin{array}{cl}
\frac{h(d)}{w(d)} f \prod_{p \mid f}\left(1-\left(\frac{d}{p}\right) p^{-1}\right), & \text { if } d<0,\left(f, d_{B}\right)=1 \\
0 & \text { if } d<0,\left(f, d_{B}\right) \neq 1 \\
\phi(f), & \text { if } d=1, \\
1, & \text { if } d=0,
\end{array}\right.
$$

where $h(d)$ is the class number of $\mathbb{Q}(\sqrt{d})$, and $w(d)$ the number of units in $\mathbb{Q}(\sqrt{d})$, namely

$$
w(d)= \begin{cases}4, & \text { if } d=-4 \\ 6, & \text { if } d=-3 \\ 2, & \text { otherwise }\end{cases}
$$

and $\phi$ is the Euler function.
$4^{\circ}$ For each prime factor $p$ of $N$, and each positive divisor $f$ of $m$, we put

$$
\begin{aligned}
\Omega & =\Omega(t, f, p)=\left\{\xi \in \mathbb{Z}_{p} \mid \xi^{2}-t \xi+n \equiv 0 \bmod (m / f)^{2} N \mathbb{Z}_{p}\right\} \\
\Omega^{\prime} & =\Omega^{\prime}(t, f, p) \\
& =\left\{\begin{array}{cl}
\left\{\xi \in \mathbb{Z}_{p} \mid \xi^{2}-t \xi+n \equiv 0 \bmod p(m / f)^{2} N \mathbb{Z}_{p}\right\}, & \text { if } d f \equiv 0 \bmod p \\
\varnothing, & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Then

$$
c(t, f)=\left\{\begin{array}{cl}
1, & \text { if } N=1, \\
\prod_{p \mid N}\left\{\sum_{\xi \in \Omega / p^{v+\rho}} \chi_{p}(\xi)+\sum_{\xi \in \Omega^{\prime} / p^{v+\rho}} \chi_{p}(t-\xi)\right\}, & \text { if } d \neq 0, N>1, \\
\prod_{p \mid N}\left(p^{v-[(v+1) / 2]-\mu}+p^{v-[v / 2]-1-\mu^{\prime}}\right), & \text { if } d=0, N>1,
\end{array}\right.
$$

where

$$
\begin{aligned}
\rho & =\operatorname{ord}_{p}(m / f), \\
\mu & =\max \{0, e-[(v+1) / 2]\}, \\
\mu^{\prime} & =\max \{0, e-[v / 2]-1\},
\end{aligned}
$$

and $\chi_{p}$ is the character of $\left(\mathbb{Z}_{p} / N \mathbb{Z}_{p}\right)^{\times}$induced from $\chi$. We note that $\chi_{p}(a)=0$ if $(a, N) \neq 1$ for $a \in \mathbb{Z}_{p}$ (even if $\chi_{p}$ is trivial).

Remark 6.8.1. Though we have assumed $k \geqq 3$, a similar consideration using certain limit process is applicable to the case when $k=2$ (see [Ishikawa]), but it needs the knowledge of infinite dimensional representation theory of $S L_{2}(\mathbb{R})$. Another method by Eichler enables us to calculate traces for the case when $k=2$ ([Eichler 4], [Saito]). In any case, we can also calculate $\operatorname{tr}(T(n))$ for the case when $k=2$. We state the results without proof.

If $\chi$ is not trivial, then the above formula holds. Otherwise, $\operatorname{tr}(T(n))$ is given by the above formula with the additional term

$$
\delta(N, n)= \begin{cases}\prod_{p \mid n} \frac{1-p^{l+1}}{1-p} & (N=1) \\ \prod_{\substack{p|n \\ p| N}} p^{l} \prod_{\substack{p \mid n \\ p \nmid N}} \frac{1-p^{l+1}}{1-p}, & (N>1),\end{cases}
$$

where $n=\prod_{p} p^{l}$.

Remark 6.8.2. When $B=M_{2}(\mathbb{Q})$, we have $\Gamma_{R}=\Gamma_{0}(N)$, and $T(n)$ is the Hecke operator defined by (4.5.4).

Theorem 6.8 .4 is still somewhat complicated to calculate in a general case. In many cases, we can still simplify it. As an example, we write down here, without proof, a computable formula for the special case when $\Gamma=\Gamma_{0}(N)$ with $N=p q^{v}$ ( $p, q$ : odd prime numbers, $v \geqq 0$ ) and $(n, N)=1$. Furthermore we assume that $\chi$ is induced by a Dirichlet character $\bmod p$ and satisfies $\chi(-1)=(-1)^{k}$. Then

$$
\begin{aligned}
& \operatorname{tr}\left(T(n) \mid \mathscr{S}_{k}(N, \chi)\right) \\
& =\chi(\sqrt{n}) \frac{k-1}{12} n^{(k-2) / 2}(p+1) \times \begin{cases}1 & (v=0), \\
q^{v-1}(q+1) & (v>0),\end{cases} \\
& -\chi(\sqrt{n}) n^{(k-1) / 2} \times \begin{cases}1 & (v=0), \\
q^{v / 2}+q^{v / 2-1} & (v: \text { even }>0), \\
2 q^{(v-1) / 2} & (v: \text { odd }),\end{cases} \\
& -\sum_{\substack{t \mid n \\
0<t<\sqrt{ } n}}(\chi(t)+\chi(n / t)) t^{k-1} \times\left\{\begin{array}{cl}
1 & (v=0), \\
q^{[v / 2]}+q^{[(v-1) / 2]} & (0<v \leqq 2 \tau), \\
2 q^{\tau} & (2 \tau<v),
\end{array}\right. \\
& -\sum_{\substack{t \in \mathbb{Z} \\
t^{2}-4 n<0}} a_{k}(t) \sum_{f} b(t, f) c_{p}(t, f) \times \begin{cases}1 & (v=0), \\
c_{q}(t, f) & (v>0),\end{cases} \\
& + \begin{cases}\delta\left(p q^{v}, n\right), & \text { if } k=2, \quad \text { and } \quad \chi \text { is trivial }, \\
0, & \text { otherwise } .\end{cases}
\end{aligned}
$$

We explain each term. $\tau=\operatorname{ord}_{q}(n / t-t)$. For each integer $t$ satisfying $t^{2}-4 n<0$, $a_{k}(t)$ is given by

$$
a_{k}(t)=\frac{\zeta^{k-1}-\eta^{k-1}}{\zeta-\eta}
$$

where $\zeta$ and $\eta$ are the roots of $X^{2}-t X+n=0$. For example,

$$
\begin{aligned}
a_{2}(t) & =1, \quad a_{3}(t)=t, \quad a_{4}(t)=t^{2}-n, \quad a_{5}(t)=t\left(t^{2}-2 n\right) \\
a_{6}(t) & =t^{4}-3 n t^{2}+n^{2}, \ldots, \\
a_{12}(t) & =t^{10}-9 n t^{8}+28 n^{2} t^{6}-35 n^{3} t^{4}+15 n^{4} t^{2}-n^{5}, \text { etc. }
\end{aligned}
$$

The summation $\sum_{f}$ is taken over all positive divisors $f$ of $m$, where $m$ is the positive integer given by

$$
t^{2}-4 n=m^{2} d
$$

with the discriminant $d$ of $\mathbb{Q}\left(\sqrt{t^{2}-4 n}\right) ; c_{p}(t, f)$ is the $p$-component of $c(t, f)$, or
more explicitly,

$$
c_{p}(t, f)=\left\{\begin{array}{cl}
\chi(\alpha)+\chi(\beta), & \text { if } p \nmid f,\left(\frac{d}{p}\right)=1, \\
0, & \text { if } p \nmid f,\left(\frac{d}{p}\right)=-1, \\
\chi(\alpha), & \text { if } p \nmid f, p \mid d, \\
2 \chi(\alpha), & \text { if } p \mid f,
\end{array}\right.
$$

where $\alpha$ and $\beta$ are the roots of $X^{2}-t X+n \equiv 0 \bmod p$. We note that if $p \nmid m$ and $\left(\frac{d}{p}\right)=1$, then $X^{2}-t X+n \equiv 0 \bmod p$ has two roots in $\mathbb{Z} / p \mathbb{Z}$ and if $p \mid d m$, then $X^{2}-t x+n \equiv 0 \bmod p$ has a multiple root. Lastly $c_{q}(t, f)$ is given by the following table with $\mu=\operatorname{ord}_{q}\left(d f^{2}\right)$.

|  | $\mu=0$ | $0<\mu<v$ | $\mu=v$ | $\mu>v$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $c_{q}(t, f)$ | 2 | $2\left(q^{\mu / 2}+q^{\mu / 2-1}\right)$ | $q^{v / 2-1}(q+2)$ | $q^{\left[\frac{\nu}{2}\right]}+q^{\left[\frac{v-1}{2}\right]}$ | if $\left(\frac{d}{q}\right)=1$ |
|  |  |  |  |  |  |

We conclude this section by giving a method to calculate eigenvalues of Hecke operators. Let $T$ be a linear transformation of an $r$-dimensional vector space over $\mathbb{C}$ and $a_{1}, \ldots, a_{r}$ the eigenvalues of $T$. Put

$$
\prod_{v=1}^{r}\left(X-a_{v}\right)=X^{r}-b_{1} X^{r-1}+\cdots+(-1)^{r} b_{r}
$$

Since $b_{\mu}$ is the $\mu$-th symmetric function of $a_{1}, \ldots, a_{r}$ and

$$
\operatorname{tr}\left(T^{\mu}\right)=a_{1}^{\mu}+\cdots+a_{r}^{\mu}
$$

we have only to calculate $\operatorname{tr}\left(T^{\mu}\right)(1 \leqq \mu \leqq r)$ in order to get $b_{\mu}$. Now apply the above argument to the case when $V=\mathscr{S}_{k}(N, \chi)$ and $T=T(n)$. Thus the calculation of the eigenvalues of the Hecke operator $T(n)$ is, reduced to those of $\operatorname{tr}\left(T(n)^{\mu}\right)$. Since $T(n)^{\mu}$ is a linear combination of $T(m)\left(m \mid n^{\mu}\right)$ by Lemma 4.5.7(2)
and Lemma 4.5.8(2), we have only to calculate $\operatorname{tr}(T(m))$. In particular, for a prime number $n=p$, we easily obtain, for example,

$$
\begin{aligned}
& b_{1}=\operatorname{tr}(T(p)) \\
& b_{2}=\left\{b_{1}^{2}-\operatorname{tr}\left(T\left(p^{2}\right)\right)+\chi(p) p^{k-1} r\right\} / 2, \\
& b_{3}=\left\{\operatorname{tr}\left(T\left(p^{3}\right)\right)+2 \chi(p) p^{k-1} b_{1}-b_{1}^{3}+b_{1} b_{2}\right\} / 3, \text { etc. }
\end{aligned}
$$

## Chapter 7. Eisenstein Series

We defined Eisenstein series as a special case of Poincaré series in $\S 2.6$ for weight $k \geqq 3$. On the other hand, we also constructed the space of Eisenstein series by modular forms corresponding to products of two Dirichlet $L$-functions in §4.7. In this chapter, we further investigate Eisenstein series. Though the general arguments in $\S 7.2$ are applicable to any weight $k$, we explain in §7.1 the case of weight $k \geqq 3$ separately, since that case is easy to handle because of the convergence of the series. In $\S 7.2$, we generalize the notion of Eisenstein series and define Eisenstein series with a complex parameter $s$. We calculate the Fourier expansions of these Eisenstein series and obtain the analytic continuation on parameter $s$ following [Shimura 9, 12].

## §7.1. Eisenstein Series of Weight $k \geqq 3$

For modular groups, there are two types of Eisenstein series, though they essentially coincide. One is a series of which the summation is over cosets of a group, and the other is a series of which the summation is taken over elements of a lattice. The former is a special case of Poincaré series and was discussed in general in $\S 2.6$ for weight $k \geqq 3$. As an example of the latter, we mention the Eisenstein series $E_{k}(z)$ for $S L_{2}(\mathbb{Z})$ in $\S 4.1$. Their relation is seen, for example, in (4.1.4). The former series appear in various applications of Eisenstein series, and the latter ones are easier for calculating Fourier expansions and are closely connected with Dirichlet $L$-functions. We shall begin with a generalization of $E_{k}(z)$.

Let $\chi$ and $\psi$ be Dirichlet characters $\bmod L$ and $\bmod M$, respectively. For any positive integer $k \geqq 3$, we put

$$
\begin{equation*}
E_{k}(z ; \chi, \psi)=\sum_{m, n=-\infty}^{\infty} \chi(m) \psi(n)(m z+n)^{-k} \quad(z \in \mathbf{H}) . \tag{7.1.1}
\end{equation*}
$$

Here $\sum^{\prime}$ is the summation over all pairs of integers $(m, n)$ except $(0,0)$. We showed in the proof of Lemma 4.1.5 that there is a real valued continuous function $r(z)$ satisfying

$$
\begin{equation*}
\sum_{m, n=-\infty}^{\infty}|m z+n|^{-\sigma} \leqq 8 \zeta(\sigma-1) r(z)^{-\sigma} \quad(\sigma>2) . \tag{7.1.2}
\end{equation*}
$$

Therefore the right-hand side of (7.1.1) is convergent absolutely and uniformly on any compact subset of $\mathbf{H}$. In particular, $E_{k}(z ; \chi, \psi)$ is a holomorphic function on $\mathbf{H}$. We put

$$
\Gamma_{0}(L, M)=\left\{\left.\left[\begin{array}{ll}
a & b  \tag{7.1.3}\\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, b \equiv 0 \bmod M, c \equiv 0 \bmod L\right\} .
$$

Then $\Gamma_{0}(L, M)$ is a modular group.
Lemma 7.1.1. For $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma_{0}(L, M)$,

$$
\left.E_{k}(z ; \chi, \psi)\right|_{k} \gamma=\chi(d) \bar{\psi}(d) E_{k}(z ; \chi, \psi) .
$$

Proof. We put for integers $m, n$,

$$
m^{\prime}=a m+c n, \quad n^{\prime}=b m+d n
$$

then

$$
\begin{equation*}
m(\gamma z)+n=(c z+d)^{-1}\left(m^{\prime} z+n^{\prime}\right) \tag{7.1.4}
\end{equation*}
$$

and

$$
\chi\left(m^{\prime}\right)=\chi(a) \chi(m), \quad \psi\left(n^{\prime}\right)=\psi(d) \psi(n) .
$$

Therefore we see

$$
\begin{align*}
& \chi(m) \psi(n)(m(\gamma z)+n)^{-k}(c z+d)^{-k}  \tag{7.1.5}\\
& =\chi(d) \bar{\psi}(d) \chi\left(m^{\prime}\right) \psi\left(n^{\prime}\right)\left(m^{\prime} z+n^{\prime}\right)^{-k} .
\end{align*}
$$

When ( $m, n$ ) runs over all pairs of integers except $(0,0)$, so does ( $m^{\prime}, n^{\prime}$ ). Then we obtain the lemma by taking the summation of both sides of (7.1.5) on ( $m, n$ ) and ( $m^{\prime}, n^{\prime}$ ).

Applying Lemma 7.1.1 to $\gamma=-1$, we obtain

$$
\begin{equation*}
\text { if } \chi(-1) \psi(-1) \neq(-1)^{k}, \quad \text { then } \quad E_{k}(z ; \chi, \psi)=0 \tag{7.1.6}
\end{equation*}
$$

Hereafter we assume

$$
\begin{equation*}
\chi(-1) \psi(-1)=(-1)^{k} . \tag{7.1.7}
\end{equation*}
$$

We easily see the following
Lemma 7.1.2. $\left.E_{k}(z ; \chi, \psi)\right|_{k}\left[\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right]=\chi(-1) E_{k}(z ; \psi, \chi)$.
We are going to calculate Fourier expansions of $E_{k}(z ; \chi, \psi)$. Since the right-hand side of (7.1.1) is absolutely convergent, we can exchange the order of summation. Thus

$$
\begin{gather*}
E_{k}(z ; \chi, \psi)=C+2 \sum_{m=1}^{\infty} \chi(m) \sum_{n=-\infty}^{\infty} \psi(n)(m z+n)^{-k},  \tag{7.1.8}\\
C= \begin{cases}0 & \left(\chi \neq \chi_{0}\right), \\
2 L_{M}(k, \psi) & \left(\chi=\chi_{0}\right),\end{cases}
\end{gather*}
$$

where $\chi_{0}$ is the principal character and $L_{M}(s, \psi)$ is the Dirichlet $L$-function. We rewrite (4.1.12) into

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}(z+n)^{-k}=\frac{(-2 \pi i)^{k}}{(k-1)!} \sum_{n=1}^{\infty} n^{k-1} e^{2 \pi i n z} \tag{7.1.9}
\end{equation*}
$$

Let $m_{\psi}$ be the conductor of $\psi$, and $\psi^{0}$ the primitive character associated with $\psi$. Put $l=M / m_{\psi}$, then by Lemma 3.1.3,

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} \psi(n)(m z+n)^{-k}  \tag{7.1.10}\\
& =M^{-k} \sum_{a=0}^{M-1} \psi(a) \sum_{n=-\infty}^{\infty}\left(\frac{m z+a}{M}+n\right)^{-k} \\
& =\frac{(-2 \pi i)^{k}}{M^{k}(k-1)!} \sum_{a=0}^{M-1} \psi(a) \sum_{n=1}^{\infty} n^{k-1} e^{2 \pi i(m z+a) n / M} \\
& =\frac{(-2 \pi i)^{k}}{M^{k}(k-1)!} \sum_{n=1}^{\infty}\left(\sum_{a=0}^{M-1} \psi(a) e^{2 \pi i a n / M}\right) n^{k-1} e^{2 \pi i m n z / M} \\
& =\frac{(-2 \pi i)^{k} W\left(\psi^{0}\right)}{M^{k}(k-1)!} \sum_{n=1}^{\infty} b(n) n^{k-1} e^{2 \pi i m n z / M}
\end{align*}
$$

where $W\left(\psi^{0}\right)$ is the Gauss sum of $\psi^{0}$, and

$$
\begin{equation*}
b(n)=\sum_{0<d \mid(l, n)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(n / d) \tag{7.1.11}
\end{equation*}
$$

with the Möbius function $\mu$. Substituting (7.1.10) into (7.1.8), we obtain
Theorem 7.1.3. Assume $k \geqq 3$. Let $\chi$ and $\psi$ be Dirichlet characters $\bmod L$ and $\bmod M$, respectively, satisfying $\chi(-1) \psi(-1)=(-1)^{k}$. Let $m_{\psi}$ be the conductor of $\psi$, and $\psi^{0}$ the primitive character associated with $\psi$. Then

$$
E_{k}(z ; \chi, \psi)=C+A \sum_{n=1}^{\infty} a(n) e^{2 \pi i n z / M}
$$

where

$$
\begin{aligned}
A & =2(-2 \pi i)^{k} W\left(\psi^{0}\right) / M^{k}(k-1)!, \\
C & =\left\{\begin{array}{cc}
2 L_{M}(k, \psi) & (\chi: \text { the principal character }), \\
0 & (\text { otherwise }),
\end{array}\right. \\
a(n) & =\sum_{0<c \mid n} \chi(n / c) c^{k-1} \sum_{0<d \mid l l, c)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(c / d) .
\end{aligned}
$$

Here $l=M / m_{\psi}$ and $\mu$ is the Möbius function. In particular, $E_{k}(z ; \chi, \psi)$ is holomorphic at $\infty$.

We observe that if $\psi$ is primitive, then

$$
\begin{equation*}
a(n)=\sum_{0<c \mid n} \chi(n / c) \bar{\psi}(c) c^{k-1} \tag{7.1.12}
\end{equation*}
$$

For a fixed $k \geqq 3$, let $f(z ; \chi, \psi)$ be the modular form defined in Theorem 4.7.1. Then for primitive characters $\chi$ and $\psi$, we have

$$
\begin{equation*}
E_{k}(M z ; \chi, \psi)=A f(z ; \chi, \bar{\psi}), \quad A=2(-2 \pi i)^{k} W(\psi) / M^{k}(k-1)! \tag{7.1.13}
\end{equation*}
$$

Now we are going to prove that $E_{k}(z ; \chi, \psi)$ is also holomorphic at all cusps, and therefore it is an integral modular form. Let $N$ be a positive integer. For two integers $\mu, v$ such that $0 \leqq \mu, v<N$, we put

$$
\begin{equation*}
E_{k}(z ; \mu, v ; N)=\sum_{\substack{m=\mu \\ n=v}}^{\prime}(m z+n)^{-k} . \tag{7.1.14}
\end{equation*}
$$

Here $\sum^{\prime}$ implies as usual that we omit $m=n=0$ from the summation when $\mu=\nu=0$.
Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z})$. If $m$ and $n$ are integers satisfying $m \equiv \mu \bmod N$ and $n \equiv v \bmod N$, then by (7.1.4) we have

$$
\begin{equation*}
m(\gamma z)+n=(c z+d)^{-1}\left(m^{\prime} z+n^{\prime}\right) \tag{7.1.15}
\end{equation*}
$$

and

$$
m^{\prime}=a m+c n \equiv a \mu+c v \quad \bmod N
$$

$$
\begin{equation*}
n^{\prime}=b m+d n \equiv b \mu+d v \quad \bmod N \tag{7.1.16}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left.E_{k}(z ; \mu, v ; N)\right|_{k} \gamma=E_{k}\left(z ; \mu^{\prime}, v^{\prime} ; N\right) \quad\left(\gamma \in S L_{2}(\mathbb{Z})\right) \tag{7.1.17}
\end{equation*}
$$

where $\mu^{\prime}, v^{\prime}$ are integers $\left(0 \leqq \mu^{\prime}, v^{\prime}<N\right)$ given by

$$
\begin{equation*}
\left(\mu^{\prime}, v^{\prime}\right) \equiv(\mu, v) \gamma \quad \bmod N \tag{7.1.18}
\end{equation*}
$$

In particular, if $\gamma \in \Gamma(N)$, then

$$
\left.E_{k}(z ; \mu, v ; N)\right|_{k} \gamma=E_{k}(z ; \mu, v ; N)
$$

We also note that for a positive integer $l$,

$$
\begin{equation*}
E_{k}(z ; l \mu, l v ; l N)=l^{-k} E_{k}(z ; \mu, v ; N) \tag{7.1.19}
\end{equation*}
$$

Now we put

$$
\begin{align*}
& \mathscr{E}_{k}^{(1)}(\Gamma(N))=\left\langle E_{k}(z ; \mu, v ; N) \mid 0 \leqq \mu, v<N\right\rangle  \tag{7.1.20}\\
& \mathscr{E}_{k}^{(2)}(\Gamma(N))=\left\langle\left. E_{k}\left(\frac{u}{v} z ; \chi, \psi\right) \right\rvert\, \chi, \psi, u, v\right\rangle \tag{7.1.21}
\end{align*}
$$

where $\chi, \psi, u, v$ in (7.1.21) are such that
(7.1.22) $\quad \chi$ and $\psi$ are Dirichlet characters $\bmod L$ and $\bmod M$ for divisors $L$ and $M$ of $N$, respectively;
(7.1.23) $u$ and $v$ are positive integers satisfying $u L \mid N$ and $v M \mid N$.

By (7.1.17) and (7.1.18),
(7.1.24) $\quad \mathscr{E}_{k}^{(1)}(\Gamma(N))$ is stable under the action of $S L_{2}(\mathbb{Z})$.

Lemma 7.1.4. $\mathscr{E}_{k}^{(1)}(\Gamma(N))=\mathscr{E}_{k}^{(2)}(\Gamma(N))$.
Proof. Let $\chi, \psi, u$ and $v$ be as in (7.1.22) and (7.1.23). Then

$$
\begin{align*}
& E_{k}\left(\frac{u}{v} z ; \chi, \psi\right)=v^{k} \sum_{m, n=-\infty}^{\infty} \chi(m) \psi(n)(m u z+v n)^{-k}  \tag{7.1.25}\\
& =v^{k} \sum_{\substack{0 \leq \mu, v<N \\
u|\mu, v| v}} \chi(\mu / u) \psi(v / v) \sum_{\substack{m \equiv \\
n \equiv v}} \sum_{\bmod N}^{\prime}(m z+n)^{-k} \\
& =v^{k} \sum_{\substack{0 \leq \mu, v<N \\
u|\mu, v| v}} \chi(\mu / u) \psi(v / v) E_{k}(z ; \mu, v ; N) .
\end{align*}
$$

This implies that $\mathscr{E}_{k}^{(1)}(\Gamma(N)) \supset \mathscr{E}_{k}^{(2)}(\Gamma(N))$. Let $\mu, v$ be integers such that $0 \leqq \mu$, $v<N$. Put $u=(\mu, N)$ and $v=(v, N)$. Further put $\mu^{\prime}=\mu / u, v^{\prime}=v / v, L=N / u$, and $M=N / v$. Then

$$
\begin{align*}
& E_{k}(z ; \mu, v ; N)=\sum_{\substack{m=\mu^{\prime} \bmod L \\
n \equiv v^{\prime} \bmod M}}^{\prime \prime}(m u z+n v)^{-k}  \tag{7.1.26}\\
& =\{\phi(L) \phi(M)\}^{-1} \sum_{m, n=-\infty}^{\infty} \sum_{\chi, \psi} \bar{\chi}\left(\mu^{\prime}\right) \bar{\psi}\left(v^{\prime}\right) \chi(m) \psi(n)(m u z+n v)^{-k} \\
& =\{\phi(L) \phi(M)\}^{-1} v^{-k} \sum_{\chi, \psi} \bar{\chi}\left(\mu^{\prime}\right) \bar{\psi}\left(v^{\prime}\right) E_{k}\left(\frac{u}{v} z ; \chi, \psi\right),
\end{align*}
$$

where $\sum_{x, \psi}$ implies the summation over all characters $\chi \bmod L$ and $\psi \bmod M$. This implies that $\mathscr{E}_{k}^{(1)}(\Gamma(N)) \subset \mathscr{E}_{k}^{(2)}(\Gamma(N))$.

Lemma 7.1.5. $\mathscr{E}_{k}^{(1)}(\Gamma(N)) \subset \mathscr{G}_{k}(\Gamma(N))$.
Proof. By Theorem 7.1.3 and Lemma 7.1.4, all elements of $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ are holomorphic at $\infty$. Let $g(z)$ be an element of $\mathscr{E}_{k}^{(1)}(\Gamma(N))$. For any $\gamma \in S L_{2}(\mathbb{Z}),\left.g\right|_{k} \gamma$ is holomorphic at $\infty$, since $\left.g\right|_{k} \gamma$ belongs to $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ by (7.1.24). Therefore $g(z)$ is holomorphic at any cusp of $\Gamma(N)$.

In particular, $E_{k}(z ; \chi, \psi)$ is an integral form for any Dirichlet characters $\chi$ and $\psi$. We are going to prove that $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ coincides with the space of Eisenstein series $\mathscr{N}_{k}(\Gamma(N))$ defined in $\S 2.1$. To prove this, we define Eisenstein series of Poincaré type. Let $\chi$ be a Dirichlet character $\bmod N$. We put

$$
E_{k, N}^{*}(z ; \chi)=\left\{\begin{array}{cl}
\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \chi(d)(c z+d)^{-k} & \text { if } \chi(-1)=(-1)^{k}  \tag{7.1.27}\\
0 & \text { if } \chi(-1) \neq(-1)^{k}
\end{array}\right.
$$

where $\Gamma=\Gamma_{0}(N)$ and $\gamma=\left[\begin{array}{ll}* & * \\ c & d\end{array}\right]$. This is nothing but the Poincaré series at $\infty$ defined in $\S 2.6$. More precisely, if $\chi(-1)=(-1)^{k}$, then

$$
\begin{equation*}
E_{k, N}^{*}(z ; \chi)=F_{k}\left(z ; \phi_{0}, \bar{\chi}, \Gamma_{\infty}, \Gamma\right) \tag{7.1.28}
\end{equation*}
$$

with the constant function $\phi_{0}(z)=1$. Therefore $E_{k, N}^{*}(z ; \chi)$ belongs to $\mathscr{N}_{k}(N, \bar{\chi})$ by Corollary 2.6.12. To express the summation of the right-hand side of (7.1.27) more explicitly, we need the following

Lemma 7.1.6. The correspondence: $\left[\begin{array}{ll}* & * \\ c & d\end{array}\right] \mapsto(c, d)$ induces the following bijections:
(1) $\Gamma_{0}(N)_{\infty} \backslash \Gamma_{0}(N) \simeq\{(c, d) \mid c \equiv 0 \bmod N,(c, d)=1, d>0\}$;
(2) $\Gamma(N)_{\infty} \backslash \Gamma(N) \simeq\left\{\begin{array}{lll}\{(c, d) \mid c \equiv 0 \bmod N, & d \equiv 1 \bmod N, & (c, d)=1\} \\ & (N \geqq 3), \\ \{(c, d) \mid c \equiv 0 \bmod N, \quad d \equiv 1 \bmod N, & (c, d)=1, d>0\} \\ & (N=1,2) .\end{array}\right.$

Proof. It is easy to see that the mapping is well-defined and surjective in both cases. Let us prove the injectivity. Let $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ and $\gamma^{\prime}=\left[\begin{array}{ll}a^{\prime} & b^{\prime} \\ c & d\end{array}\right]$ be two elements of $\Gamma_{0}(N)$ (resp. $\Gamma(N)$ ) having the second row $(c, d)$ in common. Then by a direct calculation, we see

$$
\gamma \gamma^{\prime-1}=\left[\begin{array}{ll}
* & * \\
0 & *
\end{array}\right],
$$

which belongs to $\Gamma_{0}(N)_{\infty}$ (resp. $\left.\Gamma(N)_{\infty}\right)$. This implies the injectivity.
This lemma implies that when $\chi(-1)=(-1)^{k}$,

$$
E_{k, N}^{*}(z ; \chi)=\sum_{\substack{c \equiv 0 \bmod N \\(c, d)=1, d>0}} \chi(d)(c z+d)^{-k},
$$

and therefore, for any Dirichlet character $\chi \bmod N$, we obtain

$$
\begin{equation*}
E_{k, N}^{*}(z ; \chi)=\frac{1}{2} \sum_{\substack{c \equiv 0 \bmod N \\(c, d)=1}} \chi(d)(c z+d)^{-k} . \tag{7.1.29}
\end{equation*}
$$

Thus

$$
\begin{equation*}
E_{k}\left(N z ; \chi_{0}, \chi\right)=2 L_{N}(k, \chi) E_{k, N}^{*}(z ; \chi) \tag{7.1.30}
\end{equation*}
$$

for the principal character $\chi_{0}$, and

$$
\begin{equation*}
E_{k}(z ; 0,1 ; N)=\frac{2}{\phi(N)} \sum_{\chi} L_{N}(k, \chi) E_{k, N}^{*}(z ; \chi) \tag{7.1.31}
\end{equation*}
$$

by (7.1.26), where $\chi$ runs over all characters $\bmod N$. Since $E_{k, N}^{*}(z ; \chi)$ belongs to $\mathscr{N}_{k}(\Gamma(N))$ by Theorem 2.1.7(2), we see

$$
\begin{equation*}
E_{k}(z ; 0,1 ; N) \in \mathscr{N}_{k}(\Gamma(N)) . \tag{7.1.32}
\end{equation*}
$$

Theorem 7.1.7. If $k \geqq 3$, then

$$
\mathscr{N}_{k}(\Gamma(N))=\mathscr{E}_{k}^{(1)}(\Gamma(N))
$$

Proof. We see by (7.1.17) and (7.1.19) that $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ is generated by

$$
\left\{\left.E_{k}(z ; 0,1 ; L)\right|_{k} \gamma|L| N, \quad \gamma \in S L_{2}(\mathbb{Z})\right\} .
$$

Since

$$
E_{k}(z ; 0,1 ; L) \in \mathscr{N}_{k}(\Gamma(L)) \subset \mathscr{N}_{k}(\Gamma(N))
$$

we see $\mathscr{E}_{k}^{(1)}(\Gamma(N)) \subset \mathscr{N}_{k}(\Gamma(N))$. Let us prove $\mathscr{N}_{k}(\Gamma(N)) \subset \mathscr{E}_{k}^{(1)}(\Gamma(N))$. First by Lemma 7.1.6(2) and (7.1.29), we see

$$
\begin{align*}
F_{k}\left(z ; \phi_{0}, \chi_{0}, \Gamma(N)_{\infty}, \Gamma(N)\right) & =C \sum_{\substack{c \equiv 0 \\
d=0 \\
(c, d)=1}}(c z+d)^{-k}  \tag{7.1.33}\\
& =\frac{2 C}{\phi(N)} \sum_{\chi} E_{k, N}^{*}(z ; \chi),
\end{align*}
$$

where

$$
C= \begin{cases}1 & (N \geqq 3), \\ 2 & (N=1,2),\end{cases}
$$

and $\chi$ runs over all Dirichlet characters $\bmod N$. Since $E_{k, N}^{*}(z ; \chi)$ belongs to $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ by (7.1.30) and Lemma 7.1.4, so does $F_{k}\left(z ; \phi_{0}, \chi_{0}, \Gamma(N)_{\infty}, \Gamma(N)\right)$. Since $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ is stable under $S L_{2}(\mathbb{Z})$, we see

$$
\left.F_{k}\left(z ; \phi_{0}, \chi_{0}, \Gamma(N)_{\infty}, \Gamma(N)\right)\right|_{k} \gamma \in \mathscr{E}_{k}^{(1)}(\Gamma(N)) \quad \text { for } \quad \gamma \in S L_{2}(\mathbb{Z}) .
$$

By (2.6.11) and Corollary 2.6.12, we obtain $\mathscr{N}_{k}(\Gamma(N)) \subset \mathscr{E}_{k}^{(1)}(\Gamma(N))$.

## §7.2. Analytic Continuation of Eisenstein Series

When $k$ is smaller than 3 , the right-hand side of (7.1.1) is not convergent. Therefore we need some modification to discuss the case when $k \leqq 2$. Though the main object is the case when $k \leqq 2$, we note that the arguments and the results here cover any integral weight $k$.

Now for any integer $k$ and a complex number $s$, we put

$$
\begin{equation*}
E_{k}(z, s ; \chi, \psi)=\sum_{m, n=-\infty}^{\infty} \chi(m) \psi(n)(m z+n)^{-k}|m z+n|^{-2 s} . \tag{7.2.1}
\end{equation*}
$$

The right-hand side is uniformly and absolutely convergent for $s$ on $k+2 \operatorname{Re}(s)$ $\geqq 2+\varepsilon(\varepsilon>0)$. Therefore it is holomorphic on $k+2 \operatorname{Re}(s)>2$. We call $E_{k}(z, s ; \chi, \psi)$ an Eisenstein series with parameter s. Similarly to Lemma 7.1.1, we obtain that

$$
\begin{array}{r}
E_{k}(\gamma z, s ; \chi, \psi)=\chi(d) \bar{\psi}(d)(c z+d)^{k}|c z+d|^{2 s} E_{k}(z, s ; \chi, \psi)  \tag{7.2.2}\\
\gamma=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in \Gamma_{0}(L, M) .
\end{array}
$$

As was mentioned above, if $k \leqq 2$, then the right-hand side of (7.2.1) is not defined for $s=0$. But if $E_{k}(z, s ; \chi, \psi)$ is continued analytically to $s=0$ and holomorphic at $s=0$, then we will obtain a modular form even for weight $k=1$ and 2 . The purpose of this section is the investigation of the analytic continuation of $E_{k}(z, s ; \chi, \psi)$ and its property as a function of $z$ and $s$. Since we easily see that

$$
\text { if } \quad \chi(-1) \psi(-1) \neq(-1)^{k}, \quad \text { then } \quad E_{k}(z, s ; \chi, \psi)=0 \text {, }
$$

we assume

$$
\begin{equation*}
\chi(-1) \psi(-1)=(-1)^{k} \tag{7.2.3}
\end{equation*}
$$

throughout this section. We also see

$$
\begin{equation*}
E_{k}(z, s ; \chi, \psi)=\chi(-1) E_{-k}(-\bar{z}, k+s ; \chi, \psi) \text { if } k+2 \operatorname{Re}(s)>2 . \tag{7.2.4}
\end{equation*}
$$

When $k+2 \operatorname{Re}(s)>2$, we can exchange the order of summation of the righthand side of (7.2.1) and see

$$
\begin{equation*}
E_{k}(z, s ; \chi, \psi)=C(s)+2 \sum_{m=1}^{\infty} \chi(m) \sum_{n=-\infty}^{\infty} \psi(n)(m z+n)^{-k}|m z+n|^{-2 s}, \tag{7.2.5}
\end{equation*}
$$

where

$$
C(s)= \begin{cases}0 & \left(\chi \neq \chi_{0}\right)  \tag{7.2.6}\\ 2 L_{M}(k+2 s, \psi) & \left(\chi=\chi_{0}\right) .\end{cases}
$$

For complex numbers $\alpha$ and $\beta$, we put

$$
\begin{equation*}
S(z ; \alpha, \beta)=\sum_{n=-\infty}^{\infty}(z+n)^{-\alpha}(\bar{z}+n)^{-\beta} \quad(z \in \mathbf{H}) . \tag{7.2.7}
\end{equation*}
$$

The right-hand side is absolutely convergent for $\alpha, \beta$ with $\operatorname{Re}(\alpha+\beta)>1$, and

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} \psi(n)(m z+n)^{-k}|m z+n|^{-2 s}  \tag{7.2.8}\\
& =(m M)^{-(k+2 s)} \sum_{a=0}^{m M-1} \psi(a) S\left(\frac{z}{M}+\frac{a}{m M} ; k+s, s\right) .
\end{align*}
$$

Further we put

$$
\begin{equation*}
\phi(y ; \alpha, \beta ; x)=(x+i y)^{-\alpha}(x-i y)^{-\beta} \quad(x \in \mathbb{R}, y>0, \alpha, \beta \in \mathbb{C}) . \tag{7.2.9}
\end{equation*}
$$

If we write $z=x+i y(\in \mathbf{H})$, then

$$
\begin{equation*}
S(z ; \alpha, \beta)=\sum_{n=-\infty}^{\infty} \phi(y ; \alpha, \beta ; x+n) . \tag{7.2.10}
\end{equation*}
$$

We wish to apply the Poisson summation formula to the right-hand side. When $\operatorname{Re}(\alpha+\beta)>1, \phi(y ; \alpha, \beta ; x)$ belongs to $L^{1}(\mathbb{R})$ as a function of $x$. Therefore there exists the Fourier transform of $\phi$, which we denote by $\xi(y ; \alpha, \beta ; t)$. In other words,

$$
\begin{equation*}
\xi(y ; \alpha, \beta ; t)=\int_{\mathbb{R}} \phi(y ; \alpha, \beta ; x) e^{-2 \pi i t x} d x \quad(y>0, \operatorname{Re}(\alpha+\beta)>1) . \tag{7.2.11}
\end{equation*}
$$

This is a holomorphic function of $\alpha$ and $\beta$ on the domain

$$
\{(\alpha, \beta) \in \mathbb{C} \times \mathbb{C} \mid \operatorname{Re}(\alpha+\beta)>1\}
$$

since the right-hand side is uniformly convergent on any compact subset of the domain. Now the Poisson summation formula implies

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \phi(y ; \alpha, \beta ; x+n)=\sum_{n=-\infty}^{\infty} e^{2 \pi i n x} \xi(y ; \alpha, \beta ; n) . \tag{7.2.12}
\end{equation*}
$$

To justify this formula, it is sufficient to verify the following two conditions:

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|\phi(y ; \alpha, \beta ; x+n)| \quad \text { is uniformly convergent for } x \tag{7.2.13}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|\xi(y ; \alpha, \beta ; n)| \quad \text { is convergent. } \tag{7.2.14}
\end{equation*}
$$

When $\operatorname{Re}(\alpha+\beta)>1,(7.2 .13)$ is obvious and (7.2.14) will be shown in Theorem 7.2.8 below. Keeping it in mind, we are going to investigate the function $\xi$. We put

$$
\begin{equation*}
\mathbf{H}^{\prime}=\{z \in \mathbb{C} \mid \operatorname{Re}(z)>0\} \tag{7.2.15}
\end{equation*}
$$

and call it the right half plane. If $z_{1}, z_{2} \in \mathbf{H}^{\prime}$, then

$$
\left(z_{1} z_{2}\right)^{\alpha}=z_{1}^{\alpha} z_{2}^{\alpha} \quad(\alpha \in \mathbb{C})
$$

by definition (see (3.2.1)). We define the confluent hypergeometric function $\sigma(z ; \alpha, \beta)$ by

$$
\begin{equation*}
\sigma(z ; \alpha, \beta)=\int_{0}^{\infty} e^{-z u}(u+1)^{\alpha-1} u^{\beta-1} d u \quad\left(z, \beta \in \mathbf{H}^{\prime}, \alpha \in \mathbb{C}\right) \tag{7.2.16}
\end{equation*}
$$

and put

$$
\begin{align*}
& \eta(y ; \alpha, \beta ; t)=\int_{|t|}^{\infty} e^{-y u}(u+t)^{\alpha-1}(u-t)^{\beta-1} d u  \tag{7.2.17}\\
&(y>0, t \in \mathbb{R}, \alpha, \beta \in \mathbb{C})
\end{align*}
$$

We see easily the following properties:

$$
\begin{align*}
& \text { if } \eta(y ; \alpha, \beta ; t) \text { is convergent, then so is } \eta(y ; \beta, \alpha ;-t) \text { and }  \tag{7.2.18}\\
& \qquad \eta(y ; \alpha, \beta ; t)=\eta(y ; \beta, \alpha ;-t) \\
& \text { if } a>0 \text { and } \eta(a y ; \alpha, \beta ; t) \text { is convergent, then so is } \eta(y ; \alpha, \beta ; \text { at }) \text { and }  \tag{7.2.19}\\
& \qquad \eta(a y ; \alpha, \beta ; t)=a^{1-\alpha-\beta} \eta(y ; \alpha, \beta ; \text { at })
\end{align*}
$$

As for the convergence of the functions $\eta$ and $\sigma$, we obtain the following
Lemma 7.2.1. (1) If $t>0$, then $\eta(y ; \alpha, \beta ; t)$ is uniformly convergent on any compact subset of $\mathbb{C} \times \mathbf{H}^{\prime}$ as a function of $\alpha$ and $\beta$.
(2) The function $\sigma(z ; \alpha, \beta)$ is uniformly convergent on any compact subset of $\mathbf{H}^{\prime} \times \mathbb{C} \times \mathbf{H}^{\prime}$.
(3) If $(y, \alpha, \beta) \in \mathbb{R}_{+} \times \mathbb{C} \times \mathbf{H}^{\prime}$, then

$$
\eta(y ; \alpha, \beta ; 1)=e^{-y} 2^{\alpha+\beta-1} \sigma(2 y ; \alpha, \beta) .
$$

Proof. First we prove (2). Let $T$ be an arbitrary compact subset of $\mathbf{H}^{\prime} \times \mathbb{C} \times \mathbf{H}^{\prime}$. Put

$$
\begin{aligned}
& p=\min \{\operatorname{Re}(z) \mid(z, \alpha, \beta) \in T\}, \\
& q=\min \{\operatorname{Re}(\beta) \mid(z, \alpha, \beta) \in T\} .
\end{aligned}
$$

Let $p^{\prime}$ be a number satisfying $0<p^{\prime}<p$, then there exist constants $C_{1}$ and $C_{2}$ satisfying

$$
\left|e^{-z u}(u+1)^{\alpha-1} u^{\beta-1}\right|= \begin{cases}O\left(e^{-p^{\prime} u}\right) & (u \rightarrow \infty), \\ O\left(u^{q-1}\right) & (u \rightarrow+0),\end{cases}
$$

for any point $(z, \alpha, \beta) \in T$. This implies $\int_{0}^{\infty}\left|e^{-z u}(u+1)^{\alpha-1} u^{\beta-1}\right| d u$ is uniformly convergent on $T$. The first assertion is similarly proved. Let us show (3). If $(y, \alpha, \beta) \in \mathbb{R}_{+} \times \mathbb{C} \times \mathbf{H}^{\prime}$, then

$$
\begin{aligned}
\eta(y ; \alpha, \beta ; 1) & =\int_{1}^{\infty} e^{-y u}(u+1)^{\alpha-1}(u-1)^{\beta-1} d u \\
& =\int_{0}^{\infty} e^{-y(u+1)}(u+2)^{\alpha-1} u^{\beta-1} d u \\
& =e^{-y} 2^{\alpha+\beta-1} \sigma(2 y ; \alpha, \beta) .
\end{aligned}
$$

This implies (3).

Lemma 7.2.2. If $\operatorname{Re}(\alpha)>0, \operatorname{Re}(\beta)>1(t \geqq 0)$ or $\operatorname{Re}(\alpha)>1, \operatorname{Re}(\beta)>0(t<0)$, then

$$
\xi(y ; \alpha, \beta ; t)=i^{\beta-\alpha}(2 \pi) \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \eta(2 y ; \alpha, \beta, \pi t) .
$$

Proof. We note that $\xi(y ; \alpha, \beta ; t)$ is holomorphic for $\alpha, \beta$ with $\operatorname{Re}(\alpha+\beta)>1$. Now we see

$$
\begin{aligned}
\xi(y ; \alpha, \beta ; t) & =\int_{-\infty}^{\infty} e^{-2 \pi i t x}(x+i y)^{-\alpha}(x-i y)^{-\beta} d x \\
& =\int_{-\infty}^{\infty} e^{-2 \pi i t x}(i(y-i x))^{-\alpha}(-i(y+i x))^{-\beta} d x
\end{aligned}
$$

Since $y \pm i x \in \mathbf{H}^{\prime}$, we see easily

$$
(i(y \pm i x))^{-\alpha}=i^{-\alpha}(y \pm i x)^{-x} .
$$

Therefore

$$
\begin{equation*}
\xi(y ; \alpha, \beta ; t)=i^{\beta-\alpha} \int_{-\infty}^{\infty} e^{-2 \pi i t x}(y-i x)^{-\alpha}(y+i x)^{-\beta} d x \tag{7.2.20}
\end{equation*}
$$

Assume that $\operatorname{Re}(\alpha)>0$ and $\operatorname{Re}(\beta)>1$. We put $s=\alpha, a=y \pm i x$ in (3.2.5), then

$$
\begin{equation*}
(y \pm i x)^{-\alpha}=\Gamma(\alpha)^{-1} \int_{0}^{\infty} e^{-(y \pm i x) u} u^{\alpha-1} d u . \tag{7.2.21}
\end{equation*}
$$

Substituting this into (7.2.20), we see

$$
\begin{align*}
& \xi(y ; \alpha, \beta ; t)  \tag{7.2.22}\\
& =i^{\beta-\alpha} \Gamma(\alpha)^{-1} \int_{-\infty}^{\infty} e^{-2 \pi i t x}(y+i x)^{-\beta} d x \int_{0}^{\infty} e^{-(y-i x) u} u^{\alpha-1} d u \\
& (\operatorname{Re}(\alpha)>0, \operatorname{Re}(\beta)>1)
\end{align*}
$$

Since the right-hand side is absolutely convergent, we can exchange the order of integration and obtain

$$
\begin{equation*}
=i^{\beta-\alpha} \Gamma(\alpha)^{-1} \int_{0}^{\infty} e^{-u y} u^{\alpha-1} d u \int_{-\infty}^{\infty} e^{i x(u-2 \pi t)}(y+i x)^{-\beta} d x \tag{7.2.23}
\end{equation*}
$$

If we put $f(x)=(y+i x)^{-\beta}$, then $f(x) \in L^{1}(\mathbb{R})$. Let $\hat{f}$ be the Fourier transform of $f$. Then

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{i x(u-2 \pi t)} f(x) d x=\hat{f}\left(\frac{2 \pi t-u}{2 \pi}\right) \tag{7.2.24}
\end{equation*}
$$

To calculate $\hat{f}$, we put

$$
g(u)= \begin{cases}e^{-v u} u^{\beta-1} & (u>0)  \tag{7.2.25}\\ 0 & (u \leqq 0)\end{cases}
$$

Since $\operatorname{Re}(\beta)>1$, we have $g(u) \in L^{1}(\mathbb{R})$. If we denote by $\hat{g}$ the Fourier transform of $g$, then we see by (7.2.21)

$$
f(x)=\Gamma(\beta)^{-1} \hat{g}(x / 2 \pi) .
$$

Taking the Fourier transform of both sides, we see

$$
\begin{equation*}
\hat{f}(u)=2 \pi \Gamma(\beta)^{-1} g(-2 \pi u) \tag{7.2.26}
\end{equation*}
$$

By (7.2.24), (7.2.25), and (7.2.26), we obtain

$$
\begin{align*}
& \int_{-\infty}^{\infty} e^{i x(u-2 \pi t)}(y+i x)^{-\beta} d x  \tag{7.2.27}\\
& = \begin{cases}2 \pi \Gamma(\beta)^{-1} e^{-y(u-2 \pi t)}(u-2 \pi t)^{\beta-1} & (u>2 \pi t) \\
0 & (u \leqq 2 \pi t)\end{cases}
\end{align*}
$$

Now we assume $t \geqq 0$. Then by (7.2.23) and (7.2.27), we see for $\operatorname{Re}(\alpha)>0, \operatorname{Re}(\beta)>1$, (7.2.28)

$$
\begin{aligned}
& \xi(y ; \alpha, \beta ; t) \\
& =i^{\beta-\alpha} \cdot 2 \pi \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \int_{u>2 \pi t} e^{-2 y(u-\pi t)} u^{\alpha-1}(u-2 \pi t)^{\beta-1} d u \\
& =i^{\beta-\alpha} \cdot 2 \pi \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \int_{\pi t}^{\infty} e^{-2 y u}(u+\pi t)^{\alpha-1}(u-\pi t)^{\beta-1} d u \\
& =i^{\beta-\alpha} \cdot 2 \pi \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \eta(2 y ; \alpha, \beta ; \pi t) .
\end{aligned}
$$

We note that if $t>0$ then $\xi(y ; \alpha, \beta ; t)$ is continued to a holomorphic function of $\alpha$
and $\beta$ on $\mathbb{C} \times \mathbf{H}^{\prime}$ by (7.2.28) and Lemma 7.2.1(1). If $t<0$, then

$$
\begin{equation*}
\xi(y ; \alpha, \beta ; t)=(-1)^{\beta-\alpha} \xi(y ; \beta, \alpha ;|t|) \tag{7.2.29}
\end{equation*}
$$

as long as $\operatorname{Re}(\alpha+\beta)>1$ by definition. Therefore if we define $\xi(y ; \alpha, \beta ; t)$ for $(\alpha, \beta) \in \mathbf{H}^{\prime} \times \mathbb{C}$ by (7.2.29), it is a meromorphic function and

$$
\begin{align*}
\xi(y ; \alpha, \beta ; t) & =(-1)^{\beta-\alpha} i^{\alpha-\beta} \cdot 2 \pi \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \eta(2 y ; \beta, \alpha ;|\pi t|)  \tag{7.2.30}\\
& =i^{\beta-\alpha} \cdot 2 \pi \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \eta(2 y ; \alpha, \beta ; \pi t)
\end{align*}
$$

Therefore the case when $t<0$ is also proved.
When $t=0, \xi$ is explicitly calculated in the following
Lemma 7.2.3. The function $\xi(y ; \alpha, \beta ; 0)$ is continued analytically to a meromorphic function on $\mathbb{C} \times \mathbb{C}$ and satisfies

$$
\xi(y ; \alpha, \beta ; 0)=i^{\beta-\alpha} \cdot 2 \pi \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \Gamma(\alpha+\beta-1)(2 y)^{1-\alpha-\beta} .
$$

Proof. When $\operatorname{Re}(\alpha+\beta)>1$, we see

$$
\begin{aligned}
\eta(y ; \alpha, \beta ; 0) & =\int_{0}^{\infty} e^{-y u} u^{\alpha+\beta-2} d u \\
& =\Gamma(\alpha+\beta-1) y^{1-\alpha-\beta}
\end{aligned}
$$

Since the right-hand side is a meromorphic function on $\mathbb{C} \times \mathbb{C}$, we obtain the analytic continuation of the function by Lemma 7.2.2.

We shall calculate $\xi(y ; \alpha, \beta ; t)$ for $t \neq 0$. The calculation of $\xi(y ; \alpha, \beta ; t)$ is reduced to that of $\eta(y ; \alpha, \beta ; 1)$ by Lemma $7.2 .2,(7.2 .18)$ and (7.2.19). Furthermore by Lemma 7.2.1(3), we have only to consider $\sigma(z ; \alpha, \beta)$. Now we put

$$
\begin{equation*}
\omega(z ; \alpha, \beta)=\Gamma(\beta)^{-1} z^{\beta} \sigma(z ; \alpha, \beta) \quad\left((z, \alpha, \beta) \in \mathbf{H}^{\prime} \times \mathbb{C} \times \mathbf{H}^{\prime}\right) . \tag{7.2.31}
\end{equation*}
$$

By Lemma 7.2.1(2), $\omega(z ; \alpha, \beta)$ is a holomorphic function on $\mathbf{H}^{\prime} \times \mathbb{C} \times \mathbf{H}^{\prime}$.
Theorem 7.2.4. The function $\omega(z ; \alpha, \beta)$ is continued analytically to a holomorphic function on $\mathbf{H}^{\prime} \times \mathbb{C} \times \mathbb{C}$ and satisfies:
(1) $\omega(z ; 1-\beta, 1-\alpha)=\omega(z ; \alpha, \beta)$;
(2) $\omega(z ; \alpha, \beta)=(-1)^{n} e^{z} z^{\beta} \frac{\partial^{n}}{\partial z^{n}}\left(e^{-z} z^{-\beta} \omega(z ; \alpha-n, \beta)\right) \quad(n \in \mathbb{N})$.

Proof. For $\alpha, \beta \in \mathbf{H}^{\prime}$ and $z \in \mathbb{R}_{+}$, we see

$$
\begin{equation*}
\Gamma(\beta) \sigma(z ; 1-\beta, \alpha)=\int_{0}^{\infty} e^{-z u} \Gamma(\beta)(u+1)^{-\beta} u^{\alpha-1} d u . \tag{7.2.32}
\end{equation*}
$$

Since

$$
\Gamma(\beta)(u+1)^{-\beta}=\int_{0}^{\infty} e^{-v(u+1)} v^{\beta-1} d v
$$

we have

$$
\begin{equation*}
\Gamma(\beta) \sigma(z ; 1-\beta, \alpha)=\int_{0}^{\infty} e^{-z u} u^{\alpha-1} d u \int_{0}^{\infty} e^{-v(u+1)} v^{\beta-1} d v . \tag{7.2.33}
\end{equation*}
$$

The integral is absolutely convergent, so that we can exchange the order of integration, and therefore,

$$
\begin{aligned}
& =\int_{0}^{\infty} e^{-v} v^{\beta-1} d v \int_{0}^{\infty} e^{-u(z+v)} u^{\alpha-1} d u \\
& =\Gamma(\alpha) \int_{0}^{\infty} e^{-v}(z+v)^{-\alpha} v^{\beta-1} d v \\
& =\Gamma(\alpha) z^{\beta-\alpha} \sigma(z ; 1-\alpha, \beta)
\end{aligned}
$$

Since $\Gamma(\beta) \sigma(z ; 1-\beta, \alpha)$ and $\Gamma(\alpha) z^{\beta-\alpha} \sigma(z ; 1-\alpha, \beta)$ are holomorphic on $\mathbf{H}^{\prime} \times \mathbf{H}^{\prime} \times \mathbf{H}^{\prime}$, they coincide with each other there.
Thus we obtain

$$
\begin{align*}
\omega(z ; 1-\beta, 1-\alpha)= & \omega(z ; \alpha, \beta)  \tag{7.2.34}\\
& \left(z \in \mathbf{H}^{\prime}, \operatorname{Re}(\alpha)<1, \operatorname{Re}(\beta)>0\right)
\end{align*}
$$

Define $\omega(z ; \alpha, \beta)$ for $\alpha \in \mathbb{C}$ with $\operatorname{Re}(\alpha)<1$ and $\beta \in \mathbb{C}$ by the left-hand side of (7.2.34). Then it is a holomorphic function on $\mathbf{H}^{\prime} \times\{\alpha \mid \operatorname{Re}(\alpha)<1\} \times \mathbb{C}$, which coincides with the original $\omega(z ; \alpha, \beta)$ when $\operatorname{Re}(\beta)>0$. Now when $(z, \alpha, \beta) \in \mathbf{H}^{\prime} \times \mathbf{H}^{\prime} \times \mathbf{H}^{\prime}$, the integral of the right-hand side of (7.2.16) is uniformly convergent with respect to $z$ on any compact subset of $\mathbf{H}^{\prime}$. Therefore we obtain

$$
\begin{align*}
\frac{\partial^{n}}{\partial z^{n}}\left(e^{-z} \sigma(z ; \alpha, \beta)\right)=(-1)^{n} e^{-z} & \sigma(z ; \alpha+n, \beta)  \tag{7.2.35}\\
& \left((z, \alpha, \beta) \in \mathbf{H}^{\prime} \times \mathbf{H}^{\prime} \times \mathbf{H}^{\prime}\right),
\end{align*}
$$

so that the continued function $\omega(z ; \alpha, \beta)$ also satisfies

$$
\begin{align*}
\frac{\partial^{n}}{\partial z^{n}}\left(e^{-z} z^{-\beta} \omega(z ; \alpha, \beta)\right)= & (-1)^{n} e^{-z} z^{-\beta} \omega(z ; \alpha+n, \beta)  \tag{7.2.36}\\
& \left((z, \alpha, \beta) \in \mathbf{H}^{\prime} \times\{\alpha \mid \operatorname{Re}(\alpha)<1\} \times \mathbb{C}\right)
\end{align*}
$$

For any $(z, \alpha, \beta) \in \mathbf{H}^{\prime} \times \mathbb{C} \times \mathbb{C}$, take a positive integer $n$ so that $\operatorname{Re}(\alpha)<n+1$ and define $\omega(z ; \alpha, \beta)$ by

$$
\begin{equation*}
\omega(z ; \alpha, \beta)=(-1)^{n} e^{z} z^{\beta} \frac{\partial^{n}}{\partial z^{n}}\left(e^{-z} z^{-\beta} \omega(z ; \alpha-n, \beta)\right) \tag{7.2.37}
\end{equation*}
$$

then $\omega$ is a holomorphic function on $\mathbf{H}^{\prime} \times \mathbb{C} \times \mathbb{C}$.
Now we have

Theorem 7.2.5. (1) For each $y>0$, as a function of $\alpha$ and $\beta, \xi(y ; \alpha, \beta ; t)$ is analytically continued to a meromorphic function on $\mathbb{C} \times \mathbb{C}$ which is expressed as

$$
\xi(y ; \alpha, \beta ; t)= \begin{cases}i^{\beta-\alpha}(2 \pi)^{\alpha} \Gamma(\alpha)^{-1}(2 y)^{-\beta} t^{\alpha-1} e^{-2 \pi y t} \omega(4 \pi y t ; \alpha, \beta) & (t>0) \\ i^{\beta-\alpha}(2 \pi)^{\alpha+\beta} \Gamma(\alpha)^{-1} \Gamma(\beta)^{-1} \Gamma(\alpha+\beta-1)(4 \pi y)^{1-\alpha-\beta} & (t=0) \\ i^{\beta-\alpha}(2 \pi)^{\beta} \Gamma(\beta)^{-1}(2 y)^{-\alpha}|t|^{\beta-1} e^{-2 \pi y|t|} \omega(4 \pi y|t| ; \beta, \alpha) & (t<0)\end{cases}
$$

(2) As a function of $\alpha$ and $\beta, \xi(y ; \alpha, \beta ; t)$ is holomorphic on $\mathbb{C} \times \mathbb{C}$ for $t \neq 0$, and $\Gamma(\alpha+\beta-1)^{-1} \xi(y ; \alpha, \beta ; 0)$ is holomorphic on $\mathbb{C} \times \mathbb{C}$.

Proof. The expression of $\xi(y ; \alpha, \beta ; t)$ in (1) is straightforward from Lemma 7.2.1, Lemma 7.2.2, Lemma 7.2.3, (7.2.18), (7.2.19) and (7.2.31) on a certain subdomain. Since the right-hand side is meromorphic on $\mathbb{C} \times \mathbb{C}$ in each case, we obtain the analytic continuation. The second assertion is obvious from this expression and Lemma 7.2.4.

Lemma 7.2.6. For $(z, \alpha) \in \mathbf{H}^{\prime} \times \mathbb{C}$, we have

$$
\omega(z ; \alpha, 0)=1 .
$$

Proof. If $\operatorname{Re}(\alpha)>0$, then Lemma 7.2.4 and (7.2.31) imply that

$$
\begin{aligned}
\omega(z ; 1-\alpha, 0) & =\omega(z ; 1, \alpha) \\
& =\Gamma(\alpha)^{-1} z^{\alpha} \sigma(z ; 1, \alpha) \\
& =\Gamma(\alpha)^{-1} z^{\alpha} \int_{0}^{\infty} e^{-z u} u^{\alpha-1} d u \\
& =1
\end{aligned}
$$

Since $\omega(z ; \alpha, 0)$ is holomorphic on $\alpha$, we get the assertion.
Theorem 7.2.7. For any compact subset $T$ of $\mathbb{C} \times \mathbb{C}$, there exist positive numbers $A$ and $B$ satisfying

$$
|\omega(y ; \alpha, \beta)| \leqq A\left(1+y^{-B}\right) \quad\left((y, \alpha, \beta) \in \mathbb{R}_{+} \times T\right) .
$$

Proof. First we prove the assertion when $T$ is contained in $\mathbb{C} \times \mathbf{H}^{\prime}$. Take a positive integer $n$ so that $\operatorname{Re}(\alpha) \leqq n+1$ for any $(\alpha, \beta) \in T$. Let $(\alpha, \beta)$ be any point in $T$. Since $\operatorname{Re}(\beta)>0$, we see by (7.2.16) and (7.2.31) that

$$
\begin{aligned}
|\omega(y ; \alpha, \beta)| & \leqq|\Gamma(\beta)|^{-1} y^{\operatorname{Re}(\beta)} \int_{0}^{\infty} e^{-y u}(u+1)^{n} u^{\operatorname{Re}(\beta)-1} d u \\
& =|\Gamma(\beta)|^{-1} \sum_{k=0}^{n}\binom{n}{k} \Gamma(k+\operatorname{Re}(\beta)) y^{-k} .
\end{aligned}
$$

Since $\Gamma(k+\operatorname{Re}(\beta))$ and $|\Gamma(\beta)|^{-1}$ are continuous functions of $\beta$, there exists a positive constant $A_{1}$ satisfying

$$
|\omega(y ; \alpha, \beta)| \leqq A_{1} \sum_{k=0}^{n} y^{-k} \leqq A_{1} n\left(1+y^{-n}\right) \quad((\alpha, \beta) \in T)
$$

Therefore putting $A=A_{1} n$ and $B=n$, we obtain the assertion. Next we have to remove the assumption on $T$. If $\beta \in \mathbf{H}^{\prime}$, then taking integration by parts of the right-hand side of (7.2.16), we have

$$
\begin{equation*}
\sigma(y ; \alpha, \beta+1)=y^{-1}(\alpha-1) \sigma(y ; \alpha-1, \beta+1)+y^{-1} \beta \sigma(y ; \alpha, \beta) \tag{7.2.38}
\end{equation*}
$$

Multiplying $y^{\beta+1} \Gamma(\beta+1)^{-1}$ to both sides, we obtain

$$
\begin{align*}
\omega(y ; \alpha, \beta)=\omega(y ; \alpha, \beta+1)+(1-\alpha) y^{-1} \omega(y ; \alpha-1 & , \beta+1)  \tag{7.2.39}\\
& \left((\alpha, \beta) \in \mathbb{C} \times \mathbf{H}^{\prime}\right)
\end{align*}
$$

Since both sides of (7.2.39) are holomorphic functions of $\alpha$ and $\beta,(7.2 .39)$ holds on $\mathbb{C} \times \mathbb{C}$. Using (7.2.39) repeatedly, we obtain

$$
\begin{equation*}
\omega(y ; \alpha, \beta)=\sum_{k=0}^{m}\binom{m}{k} y^{-k}(1-\alpha)(2-\alpha) \cdots(k-\alpha) \omega(y ; \alpha-k, \beta+m) \tag{7.2.40}
\end{equation*}
$$

For any compact subset $T$ of $\mathbb{C} \times \mathbb{C}$, we take a positive integer $m$ so that

$$
\{(\alpha, \beta+m) \mid(\alpha, \beta) \in T\} \subset \mathbb{C} \times \mathbf{H}^{\prime} .
$$

Then we see easily the existence of the desired constants $A$ and $B$ from the result when $T$ is contained in $\mathbb{C} \times \mathbf{H}^{\prime}$.

Now we can justify the Poisson summation formula and prove (7.2.12).
Theorem 7.2.8. Let $S(z ; \alpha, \beta)$ be the function defined in (7.2.7). Then it is analytically continued to a meromorphic function on $\mathbb{C} \times \mathbb{C}$ with respect to $(\alpha, \beta)$, and is expressed as

$$
\begin{equation*}
S(z ; \alpha, \beta)=\xi(y ; \alpha, \beta ; 0)+\sum_{\substack{m=-\infty \\ m \neq 0}}^{\infty} e^{2 \pi i m x} \xi(y ; \alpha, \beta ; m) \quad(z=x+i y \in \mathbf{H}) \tag{7.2.41}
\end{equation*}
$$

The series $\sum_{m \bar{\prime} \overline{-}}^{\infty} e^{2 \pi i m x} \xi(y ; \alpha, \beta ; m)$ is convergent uniformly and absolutely on any compact subset of $\mathbf{H} \times \mathbb{C} \times \mathbb{C}$. Further $\Gamma(\alpha+\beta-1)^{-1} S(z ; \alpha, \beta)$ is an entire function of $\alpha$ and $\beta$.
Proof. Let $T$ be a compact subset of $\mathbf{H} \times \mathbb{C} \times \mathbb{C}$. By Theorem 7.2.5, there exist positive constants $C_{1}, p$ and $q$ such that

$$
\begin{equation*}
|\xi(y ; \alpha, \beta ; m)| \leqq C_{1} m^{p} e^{-2 \pi q m}|\omega(4 \pi y m ; \alpha, \beta)| \tag{7.2.42}
\end{equation*}
$$

for any point $(z, \alpha, \beta) \in T$ and any positive integer $m$. We also see by Theorem 7.2.7 the existence of a positive constant $C_{2}$ satisfying

$$
|\omega(4 \pi y m ; \alpha, \beta)|<C_{2}
$$

for any $(z, \alpha, \beta) \in T$ and any positive integer $m$. Therefore we have

$$
\begin{equation*}
\sum_{m=1}^{\infty}\left|e^{2 \pi i m x} \xi(y ; \alpha, \beta ; m)\right| \leqq C_{1} C_{2} \sum_{m=1}^{\infty} m^{p} e^{-2 \pi q m} \tag{7.2.43}
\end{equation*}
$$

Since the right-hand side is clearly convergent, the left-hand side is uniformly convergent on $T$. We can also similarly prove that $\sum_{m=-\infty}^{-1}\left|e^{2 \pi i m x} \xi(y ; \alpha, \beta ; m)\right|$ is uniformly convergent on $T$. Hence (7.2.14) is verified for $\alpha$ and $\beta$ with $\operatorname{Re}(\alpha+\beta)>1$. Therefore the Poisson summation formula is applicable, and (7.2.10) and (7.2.12) imply that (7.2.41) holds for $\alpha$ and $\beta$ with $\operatorname{Re}(\alpha+\beta)>1$. Since $\sum_{m=1}^{\infty} e^{2 \pi i m x} \xi(y ; \alpha, \beta ; m)$ and $\sum_{m=-\infty}^{-1} e^{2 \pi i m x} \xi(y ; \alpha, \beta ; m)$ are holomorphic on $\alpha$ and $\beta$, and $\xi(y ; \alpha, \beta ; 0)$ is meromorphic, the right-hand side of (7.2.41) is a meromorphic function on $\mathbb{C} \times \mathbb{C}$ and its poles coincide with those of $\xi(y ; \alpha, \beta ; 0)$. Therefore if we define $S(z ; \alpha, \beta)$ on $\mathbf{H} \times \mathbb{C} \times \mathbb{C}$ by the right-hand side of (7.2.41), we obtain the assertion by Theorem 7.2.5(2).

Now by (7.2.5), (7.2.8) and Theorem 7.2.8, we obtain

$$
\begin{align*}
& E_{k}(z, s ; \chi, \psi)  \tag{7.2.44}\\
& =C(s)+2 M^{-k-2 s} \sum_{m=1}^{\infty} \chi(m) m^{-k-2 s} \sum_{\substack{a=0 \\
m-1}}^{=C(a) S\left(\frac{z}{M}+\frac{a}{m M} ; k+s, s\right)} \begin{array}{r}
=C(s)+2 M^{-k-2 s} \sum_{m=1}^{\infty} \chi(m) m^{-k-2 s} \sum_{a=0}^{m M-1} \psi(a) \sum_{n=-\infty}^{\infty} e^{2 \pi i n(m x+a) / m M} \\
\\
\times \xi\left(\frac{y}{M} ; k+s, s ; n\right)
\end{array}
\end{align*}
$$

for $s$ with $k+2 \operatorname{Re}(s)>2$, where $C(s)$ is the function given by (7.2.6). If we put $\sigma=\operatorname{Re}(s)$, then

$$
\begin{aligned}
& \sum_{m=1}^{\infty} m^{-k-2 \sigma} \sum_{a=0}^{m M-1} \sum_{n=-\infty}^{\infty}\left|\xi\left(\frac{y}{M} ; k+s, s ; n\right)\right| \\
& \leqq A\left(\sum_{m=1}^{\infty} m^{-k-2 \sigma+1}\right)\left(\left|\xi\left(\frac{y}{M} ; k+s, s ; 0\right)\right|+B \sum_{n=1}^{\infty} n^{p} e^{-2 \pi q n}\right)
\end{aligned}
$$

with some positive constants $A, B, p$ and $q$. Therefore the right-hand side is absolutely convergent if $k+2 \operatorname{Re}(s)>2$. Therefore we can exchange the order of summation of the right-hand side of (7.2.44) and obtain
(7.2.45) $E_{k}(z, s ; \chi, \psi)$

$$
=C(s)+2 M^{-k-2 s} \sum_{n=-\infty}^{\infty} \alpha(n, s ; \chi, \psi) e^{2 \pi i n x / M} \xi\left(\frac{y}{M} ; k+s, s ; n\right),
$$

where

$$
\alpha(n, s ; \chi, \psi)=\sum_{m=1}^{\infty} \chi(m) m^{-k-2 s} \sum_{a=0}^{m M-1} \psi(a) e^{2 \pi i n a / m M} .
$$

Now by Lemma 3.1.3(1), we have

$$
\sum_{a=0}^{m M-1} \psi(a) e^{2 \pi i n a / m M}= \begin{cases}m \sum_{a=0}^{M-1} \psi(a) e^{2 \pi i a n / m M} & \text { if } m \mid n  \tag{7.2.46}\\ 0 & \text { if } m \nmid n .\end{cases}
$$

Let $\psi^{0}$ be the primitive character associated with $\psi$ of conductor $m_{\psi}=M / l$. Lemma 3.1.3(2) and (7.2.46) imply that for $n>0$,

$$
\begin{align*}
& \alpha(n, s ; \chi, \psi)  \tag{7.2.47}\\
& =\sum_{0<m \mid n} \chi(m) m^{-k-2 s+1} \sum_{a=0}^{M-1} \psi(a) e^{2 \pi i a n / m M} \\
& =n^{-k-2 s+1} W\left(\psi^{0}\right) \sum_{0<c \mid n} \chi(n / c) c^{k+2 s-1} \sum_{0<d \mid(l, c)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(c / d),
\end{align*}
$$

where $\mu$ is the Möbius function. We also see for $-n<0$,

$$
\begin{align*}
\alpha(-n, s ; \chi, \psi)= & n^{-k-2 s+1} \psi(-1) W\left(\psi^{0}\right) \sum_{0<c \mid n} \chi(n / c) c^{k+2 s-1}  \tag{7.2.48}\\
& \times \sum_{0<d \mid(l, c)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(c / d) .
\end{align*}
$$

Lastly (7.2.46) implies that
(7.2.49) $\alpha(0, s ; \chi, \psi)=\left\{\begin{array}{cc}\phi(M) \sum_{m=1}^{\infty} \chi(m) m^{-k-2 s+1} & (\psi: \text { the trivial } \\ 0 & \text { character } \bmod M), \\ \text { (otherwise), }\end{array}\right.$
where $\phi$ is the Euler function. Substituting (7.2.47), (7.2.48), (7.2.49) into (7.2.45), we obtain the following

Theorem 7.2.9. Let $\chi$ and $\psi$ be Dirichlet characters $\bmod L$ and $\bmod M$, respectively, satisfying $\chi(-1) \psi(-1)=(-1)^{k}$. Then for any integer $k$, the Eisenstein series $E_{k}(z, s ; \chi, \psi)$ is analytically continued to a meromorphic function on the whole s-plane and has the Fourier expansion

$$
\begin{aligned}
E_{k}(z, s ; \chi, \psi)= & C(s)+D(s) y^{1-k-2 s} \\
& +A(s) y^{-s} \sum_{n=1}^{\infty} a_{n}(s) n^{-s} e^{2 \pi i n z / M} \omega(4 \pi y n / M ; k+s, s) \\
& +B(s) y^{-k-s} \sum_{n=1}^{\infty} a_{n}(s) n^{-s-k} e^{-2 \pi i n \bar{z} / M} \omega(4 \pi y n / M ; s, k+s),
\end{aligned}
$$

where

$$
\begin{gathered}
C(s)=\left\{\begin{array}{cl}
0 & \left(\chi \neq \chi_{0}\right), \\
2 L_{M}(2 s+k, \psi) & \left(\chi=\chi_{0}\right),
\end{array}\right. \\
D(s)=\left\{\begin{array}{r}
2 \sqrt{\pi} i^{-k} \prod_{p \mid M}\left(1-p^{-1}\right) \Gamma(s)^{-1} \Gamma(s+k)^{-1} \\
\times \Gamma\left(\frac{2 s+k-1}{2}\right) \Gamma\left(\frac{2 s+k}{2}\right) L_{L}(2 s+k-1, \chi)
\end{array}\right.
\end{gathered}
$$ $(\psi:$ the trivial character $\bmod M)$, (otherwise),

$$
\begin{aligned}
& A(s)=2^{k+1} i^{-k} W\left(\psi^{0}\right)(\pi / M)^{s+k} \Gamma(s+k)^{-1}, \\
& B(s)=2^{1-k i^{-k}} \psi(-1) W\left(\psi^{0}\right)(\pi / M)^{s} \Gamma(s)^{-1}, \\
& a_{n}(s)=\sum_{0<c \mid n} \chi(n / c) c^{k+2 s-1} \sum_{0<d \mid(l, c)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(c / d) .
\end{aligned}
$$

Here $\psi^{0}$ is the primitive character associated with $\psi$ of conductor $m_{\psi}=M / l ; \mu$ is the Möbius function; $\omega(z ; \alpha, \beta)$ is the holomorphic function on $\mathbf{H}^{\prime} \times \mathbb{C} \times \mathbb{C}$ defined by (7.2.31). Moreover two series on the right-hand side are convergent uniformly and absolutely with respect to $s$ on any compact subset of $\mathbb{C}$.

Proof. First let us calculate each term. Assume that $n=0$ and $\psi$ is the trivial character $\bmod M$. Then by (7.2.49), Theorem 7.2.5, and (3.2.6),

$$
\begin{aligned}
& 2 M^{-k-2 s} \alpha(0, s ; \chi, \psi) \xi(y / M ; s+k, s ; 0) \\
& \begin{aligned}
&=2^{3-k-2 s} \frac{\phi(M)}{M} i^{-k} \pi \Gamma(s)^{-1} \Gamma(s+k)^{-1} \Gamma(2 s+k-1) L_{L}(2 s+k-1, \chi) y^{1-k-2 s} \\
&=2 \sqrt{\pi} i^{-k} \prod_{p \mid M}\left(1-p^{-1}\right) \Gamma(s)^{-1} \Gamma(s+k)^{-1} \\
& \quad \times \Gamma\left(\frac{2 s+k-1}{2}\right) \Gamma\left(\frac{2 s+k}{2}\right) L_{L}(2 s+k-1, \chi) y^{1-k-2 s} .
\end{aligned}
\end{aligned}
$$

The terms for $n \neq 0$ are calculated similarly by (7.2.47), (7.2.48), and Theorem 7.2.5. We shall prove the convergence of the series. Let $K$ be any compact subset of $\mathbb{C}$. Then by Theorem 7.2.7, there exist positive constants $A$ and $B$ satisfying

$$
|\omega(4 \pi n y / M ; k+s, s)| \leqq A\left(1+y^{-B}\right)
$$

for any positive integer $n$ and any $s \in K$. We also see easily the existence of the constant $u$ satisfying $\left|a_{n}(s)\right| \leqq n^{u}$ for any $s \in K$. Then the two series are convergent uniformly and absolutely on $K$, and therefore, they are entire functions of $s$.

Corollary 7.2.10. (1) If $\psi$ is non-trivial, then $E_{k}(z, s ; \chi, \psi)$ is an entire function of $s$.
(2) Assume $\psi$ is trivial. If $k \geqq 1$, then $E_{k}(z, s ; \chi, \psi)$ is holomorphic for $\operatorname{Re}(s)>(1-k) / 2$. When $k=1, E_{1}(z, s ; \chi, \psi)$ is holomorphic for $\operatorname{Re}(s)>-1 / 2$.
(3) If both $\chi$ and $\psi$ are trivial, then $E_{0}(z, s ; \chi, \psi)$ is holomorphic for $\operatorname{Re}(s)>1$ and has a simple pole at $s=1$ with residue $\frac{\pi}{y} \prod_{p \mid L}\left(1-\frac{1}{p}\right) \prod_{p \mid M}\left(1-\frac{1}{p}\right)$.

Proof. The first assertion is straightforward from Theorem 7.2.9, Corollary 3.3.2 and (3.3.5). If $k>0$, then we easily see that both $C(s)$ and $D(s)$ are holomorphic for $\operatorname{Re}(s)>(1-k) / 2$ by Theorem 3.2.2(2). If $k=1$ and $\psi$ is trivial, then $\chi$ is non-trivial. Then $C(s)=0$ and $D(s)$ is holomorphic for $\operatorname{Re}(s)>-1 / 2$ by Corollary 3.3.2. Next assume that $k=0$, and $\chi$ and $\psi$ are trivial. Then it is easy to see that $C(s)$ and $D(s)$ are holomorphic for $\operatorname{Re}(s)>1$. The residue at $s=1$ is also obtained by by Theorem 3.2.2(2).

Corollary 7.2.11. Put

$$
E_{k}(s)= \begin{cases}\Gamma(s+k) E_{k}(z, s ; \chi, \psi) & (k \geqq 0) \\ \Gamma(s) E_{k}(z, s ; \chi, \psi) & (k<0)\end{cases}
$$

Then $E_{k}(s)$ is an entire function except for the case where $k=0$ and $\chi, \psi$ are trivial. Moreover when $k=0$ and $\chi, \psi$ are trivial,
(1) if either $\chi$ or $\psi$ is not principal, then $E_{k}(s)$ is holomorphic on the whole s-plane except for a simple pole at $s=1$;
(2) if both $\chi$ and $\psi$ are principal, then $E_{k}(s)$ is holomorphic on the whole s-plane except for simple poles at $s=0$ and $s=1$.
Proof. We shall prove our assertions only for $k \geqq 0$, since the argument for $k<0$ is quite similar. First of all, we see that both

$$
\Gamma(s+k) A(s)=2^{1+k_{i}-k} W\left(\psi^{0}\right)(\pi / M)^{s+k}
$$

and

$$
\Gamma(s+k) B(s)=2^{1-k} i^{-k} \psi(-1) W\left(\psi^{0}\right)(\pi / M)^{s} s(s+1) \cdots(s+k-1)
$$

are entire functions. Now we shall study the behavior of $\Gamma(s+k)(C(s)$ $\left.+D(s) y^{1-k-2 s}\right)$. First consider $\Gamma(s+k) C(s)$. If $\chi \neq \chi_{0}$, then $C(s)=0$. Otherwise, we see

$$
\Gamma(s+k) C(s)=\frac{2 \Gamma(s+k)}{\Gamma((2 s+k+\delta) / 2)} \cdot \Gamma((2 s+k+\delta) / 2) L_{M}(2 s+k, \psi)
$$

where $\delta=\delta_{\psi}$. Since $\psi(-1)=(-1)^{k}$, we see that $k+\delta \equiv 0 \bmod 2$, and therefore $\Gamma(s+k) \Gamma((2 s+k+\delta) / 2)^{-1}$ is entire. If $\psi$ is non-trivial, then $\Gamma(s+k) C(s)$ is entire since $\Gamma((2 s+k+\delta) / 2) L_{M}(2 s+k, \psi)$ is entire by Corollary 3.3.2. Assume that $\psi$ is the trivial character $\bmod M$. If $k>0$, then $\Gamma(s+k) C(s)$ is holomorphic except for a simple pole at $s=(1-k) / 2$ with residue

$$
\Gamma((1+k) / 2) \prod_{p \mid M}\left(1-p^{-1}\right) .
$$

If $k=0$, then $\Gamma(s+k) C(s)$ is holomorphic except for simple poles at $s=0$ and $s=1 / 2$ and the residue at $s=1 / 2$ is

$$
\Gamma(1 / 2) \prod_{p \mid M}\left(1-p^{-1}\right) .
$$

Next we consider $\Gamma(s+k) D(s)$. If $\psi$ is non-trivial, then $D(s)=0$. If $\psi$ is the trivial character $\bmod M$, then

$$
\begin{aligned}
& \Gamma(s+k) D(s) y^{1-k-2 s} \\
& =2 \sqrt{\pi} i^{-k} \prod_{p \mid M}\left(1-p^{-1}\right) y^{1-k-2 s} \Gamma(s)^{-1} \Gamma\left(\frac{2 s+k-1}{2}\right) \Gamma\left(\frac{2 s+k}{2}\right) L_{L}(2 s+k-1, \chi) \\
& =2 \sqrt{\pi} i^{-k} \prod_{p \mid M}\left(1-p^{-1}\right) y^{1-k-2 s}
\end{aligned}
$$

$$
\times\left\{\begin{array}{l}
\frac{\Gamma\left(s+\frac{k-1}{2}\right)}{\Gamma(s)} \Gamma\left(\frac{2 s+k}{2}\right) L_{L}(2 s+k-1, \chi) \quad(k: \text { odd }) \\
\frac{\Gamma\left(s+\frac{k}{2}\right)}{\Gamma(s)} \Gamma\left(\frac{2 s+k-1}{2}\right) L_{L}(2 s+k-1, \chi) \quad(k: \text { even }) .
\end{array}\right.
$$

This implies that if $\chi$ is non-trivial, then $\Gamma(s+k) D(s) y^{1-k-2 s}$ is entire by Corollary 3.3.2. Assume that $\chi$ is trivial and $L \neq 1$. Then $k$ is even and $\Gamma((2 s+k-1) / 2) \zeta(2 s+k-1)$ is holomorphic except for simple poles at $s=(1-k) / 2$ and $s=1-k / 2$. Then we see

$$
\begin{aligned}
& \frac{\Gamma\left(s+\frac{k}{2}\right)}{\Gamma(s)} \Gamma\left(\frac{2 s+k-1}{2}\right) L_{L}(2 s+k-1, \chi) \\
& =s(s+1) \ldots\left(s+\frac{k}{2}-1\right) \Gamma\left(\frac{2 s+k-1}{2}\right) \zeta(2 s+k-1) \prod_{p \mid L}\left(1-p^{1-k-2 s}\right)
\end{aligned}
$$

and it is entire if $k>0$, or it is holomorphic except for a simple pole at $s=1$ if $k=0$. Assume $\chi=\chi_{0}$. If $k>0$, then $\Gamma(s+k) D(s) y^{1-k-2 s}$ is holomorphic except for a simple pole at $\mathrm{s}=(1-k) / 2$ with residue

$$
\begin{aligned}
& 2 \sqrt{\pi}(-1)^{k / 2} \Gamma((1-k) / 2)^{-1} \Gamma(1 / 2) \prod_{p \mid M}\left(1-p^{-1}\right) \zeta(0) \\
& =-\Gamma((1+k) / 2) \prod_{p \mid M}\left(1-p^{-1}\right)
\end{aligned}
$$

by (3.2.4). If $k=0$, then $\Gamma(s+k) D(s) y^{1-k-2 s}$ is holomorphic except for simple poles at $s=1 / 2$ and $s=1$, and the residue at $s=1 / 2$ is

$$
-\sqrt{\pi} \prod_{p \mid M}\left(1-p^{-1}\right) .
$$

This completes the proof.
If $k \geqq 3$, then we see that

$$
E_{k}(z, 0 ; \chi, \psi)=E_{k}(z ; \chi, \psi)
$$

and the Fourier expansion in Theorem 7.2.9 with $s=0$ is nothing but that of $E_{k}(z ; \chi, \psi)$ obtained in Theorem 7.1.3 by Lemma 7.2.6.

Now let us consider the cases when $k=1,2$. Since $E_{k}(z, s ; \chi, \psi)$ is holomorphic at $s=0$ by Corollary 7.2.10, we put

$$
\begin{equation*}
E_{k}(z ; \chi, \psi)=E_{k}(z, 0 ; \chi, \psi), \tag{7.2.50}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{2}(z)=E_{2}\left(z ; \chi_{0}, \chi_{0}\right) \tag{7.2.51}
\end{equation*}
$$

with the principal character $\chi_{0}$.

Theorem 7.2.12. If $\chi$ and $\psi$ are Dirichlet characters $\bmod L$ and $\bmod M$, respectively, satisfying $\chi \psi(-1)=1$, then

$$
E_{2}(z ; \chi, \psi)=C+D y^{-1}+A \sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / M}
$$

Here

$$
\begin{aligned}
& C=\left\{\begin{array}{cc}
0 & \left(\chi \neq \chi_{0}\right), \\
2 L_{M}(2, \psi) & \left(\chi=\chi_{0}\right),
\end{array}\right. \\
& D=\left\{\begin{array}{cc}
-\pi \prod_{p \mid M}\left(1-p^{-1}\right) \prod_{p \mid L}\left(1-p^{-1}\right) & (\chi, \psi: \text { trivial }), \\
0 & \text { (otherwise }),
\end{array}\right. \\
& A=-8 \pi^{2} W\left(\psi^{0}\right) / M^{2}, \\
& a_{n}=\sum_{0<c \mid n} \chi(n / c) c \sum_{0<d \mid(l, c)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(c / d),
\end{aligned}
$$

where $\psi^{0}, l, \mu$ are as in Theorem 7.2.9.
Theorem 7.2.13. If $\chi$ and $\psi$ are Dirichlet characters $\bmod L$ and $\bmod M$, respectively, satisfying $\chi \psi(-1)=-1$, then

$$
E_{1}(z ; \chi, \psi)=C+D+A \sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / M}
$$

Here

$$
\begin{aligned}
& C=\left\{\begin{array}{cc}
0 & \left(\chi \neq \chi_{0}\right), \\
2 L_{M}(1, \psi) & \left(\chi=\chi_{0}\right),
\end{array}\right. \\
& D=\left\{\begin{array}{cc}
0 & (\psi: \text { non-trivial }), \\
-2 \pi i \prod_{p \mid M}\left(1-p^{-1}\right) L_{L}(0, \chi) & (\psi: \text { trivial }),
\end{array}\right. \\
& A=-4 \pi i W\left(\psi^{0}\right) / M, \\
& a_{n}=\sum_{0<c \mid n} \chi(n / c) \sum_{0<d \mid(l, c)} d \mu(l / d) \psi^{0}(l / d) \overline{\psi^{0}}(c / d),
\end{aligned}
$$

where $\psi^{0}, l, \mu$ are as in Theorem 7.2.9.

Corollary 7.2.14. Assume $k>0$. Then $E_{k}(z ; \chi, \psi)$ is a holomorphic function of $z$ on $\mathbf{H}$ except for the case when $k=2$ and both $\chi$ and $\psi$ are trivial. Further $E_{2}(z)-p E_{2}(p z)$ is holomorphic on $\mathbf{H}$ for any prime number $p$.
Proof. We have only to verify the assertion when $k=1$ and $k=2$. Let $a_{n}$ be as in Theorem 7.2.12(if $k=2$ ) or in Theorem 7.2.13 (if $k=1$ ). Then $a_{n}=O\left(n^{k}\right)$. Thus $\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z / M}$ is convergent uniformly on $\{z \in \mathbf{H} \mid \operatorname{Im}(z)>c\}$ with any positive constant $c$. Therefore it is holomorphic on $\mathbf{H}$. Since the coefficient of $y^{-1}$ in $E_{2}(z)-p E_{2}(p z)$ vanishes, we see the second assertion.

Let $N$ be a positive integer. For integers $\mu, v$ such that $0 \leqq \mu, \nu<N$, we put

$$
\begin{equation*}
E_{k}(z, s ; \mu, v ; N)=\sum_{\substack{m \equiv \equiv \\ n \equiv \mu_{\operatorname{l}} \bmod N}}^{\prime}(m z+n)^{-k}|m z+n|^{-2 s} . \tag{7.2.52}
\end{equation*}
$$

Here $\sum^{\prime}$ implies that we omit $m=n=0$ from the summation when $\mu=v=0$. We also put

$$
\begin{align*}
& \tilde{\mathscr{E}}_{k}^{(1)}(\Gamma(N))=\left\langle E_{k}(z, s ; \mu, v ; N) \mid 0 \leqq \mu, v<N\right\rangle,  \tag{7.2.53}\\
& \tilde{\mathscr{E}}_{k}^{(2)}(\Gamma(N))=\left\langle\left. E_{k}\left(\frac{u}{v} z, s ; \chi, \psi\right) \right\rvert\, \chi, \psi, u, v\right\rangle, \tag{7.2.54}
\end{align*}
$$

where $\chi, \psi, u$, and $v$ in (7.2.54) are those satisfying (7.1.22) and (7.1.23). For any element $g(z, s)$ of $\tilde{E}_{k}^{(1)}(\Gamma(N))$ and $\tilde{\mathscr{E}}_{k}^{(2)}(\Gamma(N))$, we put

$$
\begin{equation*}
\left(\left.g\right|_{k, s} \gamma\right)(z)=g(\gamma z, s) j(\gamma, z)^{-k}|j(\gamma, z)|^{-2 s}, \quad \gamma \in S L_{2}(\mathbb{Z}) . \tag{7.2.55}
\end{equation*}
$$

We see that

$$
\begin{equation*}
\tilde{\mathscr{E}}_{k}^{(1)}(\Gamma(N)) \text { is stable under the action of } S L_{2}(\mathbb{Z}) . \tag{7.2.56}
\end{equation*}
$$

Now we have
Theorem 7.2.15. (1) $\tilde{\mathscr{E}}_{k}^{(1)}(\Gamma(N))=\tilde{\mathscr{E}}_{k}^{(2)}(\Gamma(N))$.
(2) Let $g(z, s) \in \tilde{E}_{k}^{(1)}(\Gamma(N))$. If $g(z, s)$ is holomorphic on a compact subset $T$ of the s-plane, then there exists a constant $c$ such that

$$
g(z, s)=O\left(y^{c}\right) \quad(z=x+i y), \quad(y \rightarrow \infty)
$$

uniformly on $x \in \mathbb{R}$ and $s \in T$.
Proof. The first assertion is proved by a similar argument to that in Lemma 7.1.4. The latter is proved by Theorem 7.2.7, Theorem 7.2.9, (7.2.56) and (1).

By the above theorem, if $k>0$, then $E_{k}(z, s ; \mu, v ; N)$ is holomorphic at $s=0$. For $k>0$, we put

$$
\begin{equation*}
E_{k}(z ; \mu, v ; N)=E_{k}(z, 0 ; \mu, v ; N) \tag{7.2.57}
\end{equation*}
$$

and

$$
\begin{align*}
\mathscr{E}_{k}^{(1)}(\Gamma(N)) & =\left\langle E_{k}(z ; \mu, v ; N) \mid 0 \leqq \mu, v<N\right\rangle,  \tag{7.2.58}\\
\mathscr{E}_{k}^{(2)}(\Gamma(N)) & =\left\langle\left. E_{k}\left(\frac{u}{v} z ; \chi, \psi\right) \right\rvert\, \chi, \psi, u, v\right\rangle, \tag{7.2.59}
\end{align*}
$$

where $\chi, \psi, u$, and $v$ are as in (7.2.54). If $k>2$, then these definitions coincide with those in §7.1.

Theorem 7.2.16. Let $k$ be a positive integer. Then
(1) $\mathscr{E}_{k}^{(1)}(\Gamma(N))=\mathscr{E}_{k}^{(2)}(\Gamma(N))$.
(2) If $f(z) \in \mathscr{E}_{k}^{(1)}(\Gamma(N))$ is holomorphic, then it belongs to $\mathscr{G}_{k}(\Gamma(N))$. In particular
$\mathscr{E}_{k}^{(1)}(\Gamma(N)) \subset \mathscr{G}_{k}(F(N))$ if $k \neq 2$.
(3) $E_{2}(N z, 0 ; \chi, \psi) \in \mathscr{G}_{2}(\Gamma(N))$ if $\psi$ is not trivial. Moreover if $g(z) \in \mathscr{E}_{2}^{(1)}(\Gamma(N))$, then there exists a constant $c$ such that $g(z)-c E_{2}(z) \in \mathscr{G}_{2}(\Gamma(N))$.
Proof. When $k>2$, we have already proved the assertions in §7.1. The first assertion for general $k$ is straightforward from Theorem 7.2.15(1). We also see easily that $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ is stable under the action of $S L_{2}(\mathbb{Z})$. Let $f(z)$ be an element of $\mathscr{E}_{k}^{(1)}(\Gamma(N))$. If $f(z)$ is holomorphic on $\mathbf{H}$, then it is also holomorphic at $\infty$ by (1) and Theorem 7.2.9. Let $x$ be a cusp of $\Gamma(N)$ and take $\gamma \in S L_{2}(\mathbb{Z})$ so that $\gamma \infty=x$. Since $\left.f\right|_{k} \gamma$ belongs to $\mathscr{E}_{k}^{(2)}(\Gamma(N))$, it is also holomorphic at $\infty$. This implies that $f(z)$ is holomorphic at $x$ and (2) is proved. The first part of (3) is obvious. Now let $g(z)$ be an element of $\mathscr{E}_{2}^{(1)}(\Gamma(N))$. Then by (1) and Theorem 7.2.12, we see

$$
g(z)=c_{0}+\frac{c_{1}}{y}+\text { a power series of } e^{2 \pi i z / N}
$$

Then there exists a constant $c$ such that $g(z)-c E_{2}(z)$ is holomorphic on $\mathbf{H}$ and is also holomorphic at $\infty$. Let $x$ be a cusp of $\Gamma(N)$ and take $\gamma \in S L_{2}(\mathbb{Z})$ so that $\gamma \infty=x$. Then since $\left.\left(g-c E_{2}\right)\right|_{2} \gamma$ belongs to $\mathscr{E}_{2}^{(2)}(\Gamma(N))$,

$$
\left.\left(g-c E_{2}\right)\right|_{2} \gamma=c_{0}^{\prime}+\frac{c_{1}^{\prime}}{y}+\text { a power series of } e^{2 \pi i z / N}
$$

Since $\left.\left(g-c E_{2}\right)\right|_{2} \gamma$ is holomorphic on $\mathbf{H}$, we see $c_{1}^{\prime}=0$. This implies that $g-c E_{2}$ is also holomorphic at $x$.

For a Dirichlet character $\chi \bmod N$, we define

$$
E_{k, N}^{*}(z, s ; \chi)=\left\{\begin{array}{cl}
\sum_{\gamma \in R} \chi(d) j(\gamma, z)^{-k}|j(\gamma, z)|^{-2 s} & \left(\chi(-1)=(-1)^{k}, \gamma=\left[\begin{array}{ll}
* & * \\
* & d
\end{array}\right]\right)  \tag{7.2.60}\\
0 & \left(\chi(-1) \neq(-1)^{k}\right)
\end{array}\right.
$$

where $R$ is a complete set of representatives for $\Gamma_{0}(N)_{\infty} \backslash \Gamma_{0}(N)$. We also put

$$
\begin{equation*}
E_{k, N}^{*}(z, s)=E_{k, N}^{*}(z, s ; \chi) \tag{7.2.61}
\end{equation*}
$$

with the trivial character $\chi \bmod N$. Then we see, similarly to (7.1.30),

$$
\begin{equation*}
E_{k}\left(N z, s ; \chi_{0}, \chi\right)=2 L_{N}(k+2 s, \chi) E_{k, N}^{*}(z, s ; \chi) \tag{7.2.62}
\end{equation*}
$$

If $k>0$, then $E_{k, N}^{*}(z, s ; \chi)$ is holomorphic at $s=0$ by Corollary 7.2.10. Therefore we may define $E_{k, N}^{*}(z ; \chi)$ and $E_{k, N}^{*}(z)$ by

$$
\begin{align*}
E_{k, N}^{*}(z ; \chi) & =E_{k, N}^{*}(z, 0 ; \chi)  \tag{7.2.63}\\
E_{k, N}^{*}(z) & =E_{k, N}^{*}(z, 0) \tag{7.2.64}
\end{align*}
$$

By Theorem 7.2.16(2) and (3), $E_{k, N}^{*}(z, \chi)$ belongs to $\mathscr{G}_{k}(\Gamma(N))$ except for $k=2$ and $\chi$ is trivial.

Theorem 7.2.17. $E_{0, N}^{*}(z, s)$ has a simple pole at $s=1$ and

$$
\begin{aligned}
\operatorname{Res}_{s=1} E_{0, N}^{*}(z, s) & =y^{-1} v\left(\Gamma_{0}(N) \backslash \mathbf{H}\right)^{-1} \\
& =y^{-1}\left(\frac{\pi}{3} N \prod_{p \mid N}\left(1+p^{-1}\right)\right)^{-1}
\end{aligned}
$$

Proof. The assertion is easily obtained by calculating the residue using Corollary 7.2.10(3) combined with Theorem 4.1.2(2) and Theorem 4.2.5(2). But we shall here give a rather direct proof of the first equality, which also reproves Theorem 4.1.2(2). We put

$$
\begin{equation*}
M(z, s)=\sum_{\gamma \in \boldsymbol{R}} e^{-\operatorname{lm}(\gamma z)}|j(\gamma, z)|^{-2 s-2} \tag{7.2.65}
\end{equation*}
$$

where $R$ is a complete set of representatives for $\Gamma_{0}(N)_{\infty} \backslash \Gamma_{0}(N)$. Since

$$
1-y \leqq e^{-y} \leqq 1 \quad \text { for } \quad y>0
$$

$M(z, s)$ is absolutely convergent if $\operatorname{Re}(s)>0$. Further if $s$ is a positive number, then

$$
\begin{equation*}
E_{0, N}^{*}(z, s+1)-E_{0, N}^{*}(z, s+2) y \leqq M(z, s) \leqq E_{0, N}^{*}(z, s+1) . \tag{7.2.66}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\lim _{s \rightarrow+0} s M(z, s) & =\operatorname{Res}_{s=1} E_{0, N}^{*}(z, s) \\
& =c / y, \quad\left(c=\left(\frac{\pi}{3} N \prod_{p \mid N}\left(1+p^{-1}\right)\right)^{-1}\right),
\end{aligned}
$$

by Corollary 7.2 .10 (3) and (7.2.62). Now we have

$$
\begin{align*}
\Gamma(s) & =\int_{0}^{\infty} \int_{0}^{1} e^{-y} y^{s-1} d x d y  \tag{7.2.67}\\
& =\int_{\Gamma_{0}(N)_{\infty} \backslash \mathbf{H}} e^{-y} y^{s+1} d v(z) \\
& =\int_{\Gamma_{0}(N) \backslash \mathbf{H}} M(z, s) y^{s+1} d v(z) .
\end{align*}
$$

By (7.2.60), we see

$$
E_{0, N}^{*}(z, s+1)=1+\sum_{\substack{\gamma \in R \\ \gamma \neq 1}}|j(\gamma, z)|^{-2 s-2} .
$$

Therefore by Theorem 7.2.9 and (7.2.62),

$$
\begin{equation*}
s \sum_{\substack{\gamma \in R \\ \gamma \neq 1}}|j(\gamma, z)|^{-2 s-2} y^{s+1} \leqq C \quad(y \rightarrow \infty, C: \text { constant }) \tag{7.2.68}
\end{equation*}
$$

and $s E_{0, N}^{*}(z, s+1) y^{s+1}$ is bounded on neighborhoods of cusps of $\Gamma_{0}(N)$ inequi-
valent to $\infty$, uniformly on $s(0 \leqq s \leqq \varepsilon)$. Since

$$
M(z, s)=e^{-y}+\sum_{\substack{\gamma \in R \\ \gamma \neq 1}} e^{-\operatorname{Im}(\gamma z)}|j(\gamma, z)|^{-2 s-2}
$$

we see that the integral

$$
\int_{\Gamma_{0}(N) \backslash \mathbf{H}} s M(z, s) y^{s+1} d v(z)
$$

is uniformly convergent by (7.2.68). Therefore

$$
\begin{aligned}
1 & =\lim _{s \rightarrow 0} s \Gamma(s) \\
& =\lim _{s \rightarrow 0} \int_{\Gamma_{0}(N) \backslash \mathbf{H}} s M(z, s) y^{s+1} d v(z) \\
& =\int_{\Gamma_{0}(N) \backslash \mathbf{H}}\left(\lim _{s \rightarrow 0} s M(z, s) y^{s+1}\right) d v(z) \\
& =c v\left(\Gamma_{0}(N) \backslash \mathbf{H}\right) .
\end{aligned}
$$

This implies the first equality. The second equality follows from this with a direct calculation of $c$ by Corollary 7.2.10(3) and (7.2.62).

Theorem 7.2.18. For a positive integer $N$, we have:
(1) $\mathscr{E}_{2}^{(1)}(\Gamma(N)) \cap \mathscr{G}_{2}(\Gamma(N))=\mathscr{N}_{2}(\Gamma(N))$.
(2) $\mathscr{E}_{1}^{(1)}(\Gamma(N))=\mathscr{N}_{1}(\Gamma(N))$.

Proof. Let $f(z)$ be an element of $\mathscr{S}_{k}(N, \chi)$. Then by a similar argument to that in Theorem 2.6.10, we have

$$
\begin{equation*}
\int_{\Gamma_{0}(N) \backslash \mathbf{H}} \overline{f(z)} E_{k, N}^{*}(z, s ; \chi) y^{k+2 s-2} d x d y=0, \tag{7.2.69}
\end{equation*}
$$

if $\operatorname{Re}(s)$ is sufficiently large. By Corollary 7.2.15(2), the integral is uniformly convergent on any compact subset of $s$-plane on which $E_{k, N}^{*}(z, s ; \chi)$ is holomorphic. Therefore we see

$$
\begin{equation*}
\int_{\Gamma_{0}(N) \backslash \mathbf{H}} \overline{f(z)} E_{k, N}^{*}(z ; \chi) y^{k-2} d x d y=0 . \tag{7.2.70}
\end{equation*}
$$

If $k=1$ or $k=2$ and $\chi$ is not trivial, then this implies $E_{k, N}^{*}(z ; \chi) \in \mathscr{N}_{k}(N, \chi)$, and therefore $E_{k, N}^{*}(z ; \chi) \in \mathscr{N}_{k}(\Gamma(N))$ by Theorem 2.1.7. Assume $k=2$. We shall prove

$$
\begin{equation*}
\int_{\Gamma(N) \backslash \mathbf{H}} \overline{f(z)} E_{2, N}^{*}(z) y^{2} d v(z)=0, \quad f(z) \in \mathscr{S}_{2}(\Gamma(N)) \tag{7.2.71}
\end{equation*}
$$

We may assume $N \geqq 6$ (since $\operatorname{dim} \mathscr{S}_{2}(\Gamma(N))=0$ if $N \leqq 5$ ). We put

$$
\begin{equation*}
F_{2}(z, s)=\sum_{\gamma \in R^{\prime}}(c z+d)^{-2}|c z+d|^{-2 s} \tag{7.2.72}
\end{equation*}
$$

where $R^{\prime}$ is a complete set of representatives for $\Gamma(N)_{\infty} \backslash \Gamma(N)$ and $\gamma=\left[\begin{array}{ll}* & * \\ c & d\end{array}\right]$.

Then by a similar calculation to that in (7.1.33), we see

$$
\begin{equation*}
F_{2}(z, s)=\frac{2}{\phi(N)} \sum_{\chi} E_{2, N}^{*}(z, s ; \chi) \tag{7.2.73}
\end{equation*}
$$

where $\chi$ runs over all characters $\bmod N$. Thus $F_{2}(z, s)$ is holomorphic at $s=0$. We also put

$$
\begin{equation*}
F_{2}(z)=F_{2}(z, 0) . \tag{7.2.74}
\end{equation*}
$$

Then by a similar argument to that in Theorem 2.6.10, we have

$$
\begin{equation*}
\int_{\Gamma(N) \backslash \mathbf{H}} \overline{f(z)} F_{2}(z, s) y^{2 s} d x d y=0, \quad f(z) \in \mathscr{S}_{2}(\Gamma(N)), \tag{7.2.75}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\int_{\Gamma(N) \backslash \mathbf{H}} \overline{f(z)} F_{2}(z) y^{2} d v(z)=0, \quad f(z) \in \mathscr{S}_{2}(\Gamma(N)) . \tag{7.2.76}
\end{equation*}
$$

Since $E_{2, N}^{*}(z)$ is a linear combination of $F_{2}(z)$ and $E_{2, N}^{*}(z ; \chi)(\chi$ : non-trivial) by (7.2.73), we proved (7.2.71). Combining all together, we obtain

$$
\begin{equation*}
\int_{\Gamma(N) \backslash \mathbf{H}} \overline{f(z)} E_{k, N}^{*}(z ; \chi) y^{k} d v(z)=0, \quad f(z) \in \mathscr{S}_{k}(\Gamma(N)), \tag{7.2.77}
\end{equation*}
$$

for any character $\chi \bmod N$ and any positive integer $k$. Since (7.1.17), (7.1.19), and (7.1.31) also hold for $k=1$ and 2,

$$
\left\{\left.E_{k, N}^{*}(z ; \chi)\right|_{k} \gamma \mid \gamma \in S L_{2}(\mathbb{Z})\right\}
$$

generates $\mathscr{E}_{k}^{(1)}(\Gamma(N))$, so that

$$
\mathscr{E}_{2}^{(1)}(\Gamma(N)) \cap \mathscr{G}_{2}(\Gamma(N)) \subset \mathscr{N}_{2}(\Gamma(N)), \quad \mathscr{E}_{1}^{(1)}(\Gamma(N)) \subset \mathscr{N}_{1}(\Gamma(N))
$$

The converse can be obtained by Theorem 4.7.2 and the following lemma.
Lemma 7.2.19. Let $\chi$ and $\psi$ be primitive Dirichlet characters $\bmod L$ and $\bmod M$, respectively, satisfying $\chi \psi(-1)=(-1)^{k}$. Let $f_{k}(z ; \chi, \psi)$ be the modular form $f(z ; \chi, \psi)$ of weight $k$ defined in $\S 4.7$.
(1) If either $\chi$ or $\psi$ is not trivial, then

$$
E_{2}(M z ; \chi, \psi)=\left(-8 \pi^{2} W(\psi) / M^{2}\right) f_{2}(z ; \chi, \bar{\psi})
$$

(2) For any prime number $p$,

$$
E_{2}(z)-p E_{2}(p z)=-8 \pi^{2} f_{2}\left(z ; \chi_{0}, \chi^{\prime}\right)
$$

where $\chi_{0}$ is the principal character and $\chi^{\prime}$ the trivial character $\bmod p$.

$$
\begin{equation*}
E_{1}(M z ; \chi, \psi)=(-4 \pi i W(\psi) / M) f_{1}(z ; \chi, \bar{\psi}) . \tag{3}
\end{equation*}
$$

Proof. We see easily the equalities by comparing the Fourier coefficients by Theorem 7.2.12 and Theorem 7.2.13.

## Numerical Tables

As some applications of trace formulae in Chapter 6, we present here some tables. Table $\mathbf{A}$ is on the dimensions of modular forms, Table B gives eigenvalues and characteristic polynomials of Hecke operators operating on $\mathscr{S}_{2}\left(\Gamma_{0}(N)\right)$, and Table $C$ is on the coefficients of primitive forms in $\mathscr{S}_{2}\left(N,\left(\frac{}{N}\right)\right)$.

Table A was prepared by Y. Maeda, and Table B and Table C by H. Wada and N. Iwasaki.

## Table A

This lists the dimensions of the following spaces:
(i) $\operatorname{dim} \mathscr{S}_{k}\left(\Gamma_{0}(N)\right)$.

Weights $k, 2 \leqq k \leqq 50$;
Levels $N, 1 \leqq N \leqq 50$, $50<N<100$ : prime numbers.
(ii) $\operatorname{dim} \mathscr{S}_{k}^{0}\left(\Gamma_{0}(N)\right)$.

Weights and levels are as in (i).
(iii) $\operatorname{dim} \mathscr{S}_{k}\left(q,\left(\frac{-}{q}\right)\right)$.

Weights $k, 2 \leqq k \leqq 50$;
Levels $q, 3 \leqq q<100$; prime numbers.

Dimension of $\mathscr{P}_{k}\left(\Gamma_{0}(N)\right)$

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| 4 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 3 | 2 | 3 | 3 | 4 | 4 |
| 6 | 0 | 0 | 1 | 1 | 1 | 3 | 3 | 3 | 3 | 5 | 4 | 7 | 5 | 8 | 8 |
| 8 | 0 | 1 | 1 | 2 | 3 | 5 | 3 | 5 | 5 | 9 | 6 | 11 | 7 | 12 | 12 |
| 10 | 0 | 1 | 2 | 3 | 3 | 7 | 5 | 7 | 7 | 11 | 8 | 15 | 9 | 16 | 16 |
| 12 | 1 | 2 | 3 | 4 | 5 | 9 | 7 | 9 | 9 | 15 | 10 | 19 | 13 | 20 | 20 |
| 14 | 0 | 2 | 3 | 5 | 5 | 11 | 7 | 11 | 11 | 17 | 12 | 23 | 13 | 24 | 24 |
| 16 | 1 | 3 | 4 | 6 | 7 | 13 | 9 | 13 | 13 | 21 | 14 | 27 | 17 | 28 | 28 |
| 18 | 1 | 3 | 5 | 7 | 7 | 15 | 11 | 15 | 15 | 23 | 16 | 31 | 19 | 32 | 32 |
| 20 | 1 | 4 | 5 | 8 | 9 | 17 | 11 | 17 | 17 | 27 | 18 | 35 | 21 | 36 | 36 |
| 22 | 1 | 4 | 6 | 9 | 9 | 19 | 13 | 19 | 19 | 29 | 20 | 39 | 23 | 40 | 40 |
| 24 | 2 | 5 | 7 | 10 | 11 | 21 | 15 | 21 | 21 | 33 | 22 | 43 | 27 | 44 | 44 |
| 26 | 1 | 5 | 7 | 11 | 11 | 23 | 15 | 23 | 23 | 35 | 24 | 47 | 27 | 48 | 48 |
| 28 | 2 | 6 | 8 | 12 | 13 | 25 | 17 | 25 | 25 | 39 | 26 | 51 | 31 | 52 | 52 |
| 30 | 2 | 6 | 9 | 13 | 13 | 27 | 19 | 27 | 27 | 41 | 28 | 55 | 33 | 56 | 56 |
| 32 | 2 | 7 | 9 | 14 | 15 | 29 | 19 | 29 | 29 | 45 | 30 | 59 | 35 | 60 | 60 |
| 34 | 2 | 7 | 10 | 15 | 15 | 31 | 21 | 31 | 31 | 47 | 32 | 63 | 37 | 64 | 64 |
| 36 | 3 | 8 | 11 | 16 | 17 | 33 | 23 | 33 | 33 | 51 | 34 | 67 | 41 | 68 | 68 |
| 38 | 2 | 8 | 11 | 17 | 17 | 35 | 23 | 35 | 35 | 53 | 36 | 71 | 41 | 72 | 72 |
| 40 | 3 | 9 | 12 | 18 | 19 | 37 | 25 | 37 | 37 | 57 | 38 | 75 | 45 | 76 | 76 |
| 42 | 3 | 9 | 13 | 19 | 19 | 39 | 27 | 39 | 39 | 59 | 40 | 79 | 47 | 80 | 80 |
| 44 | 3 | 10 | 13 | 20 | 21 | 41 | 27 | 41 | 41 | 63 | 42 | 83 | 49 | 84 | 84 |
| 46 | 3 | 10 | 14 | 21 | 21 | 43 | 29 | 43 | 43 | 65 | 44 | 87 | 51 | 88 | 88 |
| 48 | 4 | 11 | 15 | 22 | 23 | 45 | 31 | 45 | 45 | 69 | 46 | 91 | 55 | 92 | 92 |
| 50 | 3 | 11 | 15 | 23 | 23 | 47 | 31 | 47 | 47 | 71 | 48 | 95 | 55 | 96 | 96 |

Dimension of $\mathscr{S}_{k}^{0}\left(\Gamma_{0}(N)\right)$

| $k$ | $\boldsymbol{N}$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| 4 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 3 | 2 | 2 |
| 6 | 0 | 0 | 1 | 1 | 1 | 1 | 3 | 1 | 1 | 3 | 4 | 0 | 5 | 2 | 4 |
| 8 | 0 | 1 | 1 | 0 | 3 | 1 | 3 | 2 | 3 | 1 | 6 | 2 | 7 | 4 | 4 |
| 10 | 0 | 1 | 2 | 1 | 3 | 1 | 5 | 2 | 3 | 3 | 8 | 1 | 9 | 4 | 6 |
| 12 | 1 | 0 | 1 | 1 | 3 | 3 | 5 | 3 | 4 | 5 | 8 | 2 | 11 | 6 | 8 |
| 14 | 0 | 2 | 3 | 1 | 5 | 1 | 7 | 3 | 5 | 3 | 12 | 2 | 13 | 6 | 8 |
| 16 | 1 | 1 | 2 | 1 | 5 | 3 | 7 | 4 | 6 | 5 | 12 | 3 | 15 | 8 | 10 |
| 18 | 1 | 1 | 3 | 2 | 5 | 3 | 9 | 4 | 6 | 7 | 14 | 2 | 17 | 8 | 12 |
| 20 | 1 | 2 | 3 | 1 | 7 | 3 | 9 | 5 | 8 | 5 | 16 | 4 | 19 | 10 | 12 |
| 22 | 1 | 2 | 4 | 2 | 7 | 3 | 11 | 5 | 8 | 7 | 18 | 3 | 21 | 10 | 14 |
| 24 | 2 | 1 | 3 | 2 | 7 | 5 | 11 | 6 | 9 | 9 | 18 | 4 | 23 | 12 | 16 |
| 26 | 1 | 3 | 5 | 2 | 9 | 3 | 13 | 6 | 10 | 7 | 22 | 4 | 25 | 12 | 16 |
| 28 | 2 | 2 | 4 | 2 | 9 | 5 | 13 | 7 | 11 | 9 | 22 | 5 | 27 | 14 | 18 |
| 30 | 2 | 2 | 5 | 3 | 9 | 5 | 15 | 7 | 11 | 11 | 24 | 4 | 29 | 14 | 20 |
| 32 | 2 | 3 | 5 | 2 | 11 | 5 | 15 | 8 | 13 | 9 | 26 | 6 | 31 | 16 | 20 |
| 34 | 2 | 3 | 6 | 3 | 11 | 5 | 17 | 8 | 13 | 11 | 28 | 5 | 33 | 16 | 22 |
| 36 | 3 | 2 | 5 | 3 | 11 | 7 | 17 | 9 | 14 | 13 | 28 | 6 | 35 | 18 | 24 |
| 38 | 2 | 4 | 7 | 3 | 13 | 5 | 19 | 9 | 15 | 11 | 32 | 6 | 37 | 18 | 24 |
| 40 | 3 | 3 | 6 | 3 | 13 | 7 | 19 | 10 | 16 | 13 | 32 | 7 | 39 | 20 | 26 |
| 42 | 3 | 3 | 7 | 4 | 13 | 7 | 21 | 10 | 16 | 15 | 34 | 6 | 41 | 20 | 28 |
| 44 | 3 | 4 | 7 | 3 | 15 | 7 | 21 | 11 | 18 | 13 | 36 | 8 | 43 | 22 | 28 |
| 46 | 3 | 4 | 8 | 4 | 15 | 7 | 23 | 11 | 18 | 15 | 38 | 7 | 45 | 22 | 30 |
| 48 | 4 | 3 | 7 | 4 | 15 | 9 | 23 | 12 | 19 | 17 | 38 | 8 | 47 | 24 | 32 |
| 50 | 3 | 5 | 9 | 4 | 17 | 7 | 25 | 12 | 20 | 15 | 42 | 8 | 49 | 24 | 32 |

Dimension of $\mathscr{S}_{k}\left(\Gamma_{0}(N)\right)$

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $k$ | $N$ | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| 2 | 0 | 1 | 0 | 1 | 1 | 1 | 2 | 2 | 1 | 0 | 2 | 1 | 2 | 2 | 3 |
| 4 | 3 | 4 | 5 | 4 | 6 | 6 | 7 | 5 | 8 | 5 | 9 | 6 | 9 | 7 | 14 |
| 6 | 7 | 6 | 11 | 8 | 12 | 12 | 13 | 9 | 16 | 9 | 15 | 12 | 17 | 11 | 26 |
| 8 | 11 | 10 | 17 | 10 | 18 | 16 | 19 | 13 | 24 | 15 | 23 | 18 | 25 | 17 | 38 |
| 10 | 15 | 12 | 23 | 14 | 24 | 22 | 25 | 17 | 32 | 19 | 29 | 24 | 33 | 21 | 50 |
| 12 | 19 | 16 | 29 | 18 | 30 | 28 | 31 | 21 | 40 | 25 | 37 | 30 | 41 | 27 | 62 |
| 14 | 23 | 18 | 35 | 20 | 36 | 32 | 37 | 25 | 48 | 29 | 43 | 36 | 49 | 31 | 74 |
| 16 | 27 | 22 | 41 | 24 | 42 | 38 | 43 | 29 | 56 | 35 | 51 | 42 | 57 | 37 | 86 |
| 18 | 31 | 24 | 47 | 28 | 48 | 44 | 49 | 33 | 64 | 39 | 57 | 48 | 65 | 41 | 98 |
| 20 | 35 | 28 | 53 | 30 | 54 | 48 | 55 | 37 | 72 | 45 | 65 | 54 | 73 | 47 | 110 |
| 22 | 39 | 30 | 59 | 34 | 60 | 54 | 61 | 41 | 80 | 49 | 71 | 60 | 81 | 51 | 122 |
| 24 | 43 | 34 | 65 | 38 | 66 | 60 | 67 | 45 | 88 | 55 | 79 | 66 | 89 | 57 | 134 |
| 26 | 47 | 36 | 71 | 40 | 72 | 64 | 73 | 49 | 96 | 59 | 85 | 72 | 97 | 61 | 146 |
| 28 | 51 | 40 | 77 | 44 | 78 | 70 | 79 | 53 | 104 | 65 | 93 | 78 | 105 | 67 | 158 |
| 30 | 55 | 42 | 83 | 48 | 84 | 76 | 85 | 57 | 112 | 69 | 99 | 84 | 113 | 71 | 170 |
| 32 | 59 | 46 | 89 | 50 | 90 | 80 | 91 | 61 | 120 | 75 | 107 | 90 | 121 | 77 | 182 |
| 34 | 63 | 48 | 95 | 54 | 96 | 86 | 97 | 65 | 128 | 79 | 113 | 96 | 129 | 81 | 194 |
| 36 | 67 | 52 | 101 | 58 | 102 | 92 | 103 | 69 | 136 | 85 | 121 | 102 | 137 | 87 | 206 |
| 38 | 71 | 54 | 107 | 60 | 108 | 96 | 109 | 73 | 144 | 89 | 127 | 108 | 145 | 91 | 218 |
| 40 | 75 | 58 | 113 | 64 | 114 | 102 | 115 | 77 | 152 | 95 | 135 | 114 | 153 | 97 | 230 |
| 42 | 79 | 60 | 119 | 68 | 120 | 108 | 121 | 81 | 160 | 99 | 141 | 120 | 161 | 101 | 242 |
| 44 | 83 | 64 | 125 | 70 | 126 | 112 | 127 | 85 | 168 | 105 | 149 | 126 | 169 | 107 | 254 |
| 46 | 87 | 66 | 131 | 74 | 132 | 118 | 133 | 89 | 176 | 109 | 155 | 132 | 177 | 111 | 266 |
| 48 | 91 | 70 | 137 | 78 | 138 | 124 | 139 | 93 | 184 | 115 | 163 | 138 | 185 | 117 | 278 |
| 50 | 95 | 72 | 143 | 80 | 144 | 128 | 145 | 97 | 192 | 119 | 169 | 144 | 193 | 121 | 290 |

Dimension of $\mathscr{S}_{k}^{0}\left(\Gamma_{0}(N)\right)$

| $k$ | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 2 | 1 | 0 | 2 | 1 | 0 | 2 | 1 |
| 4 | 1 | 4 | 1 | 4 | 1 | 4 | 3 | 5 | 1 | 3 | 3 | 4 | 2 | 7 | 2 |
| 6 | 2 | 6 | 3 | 8 | 1 | 4 | 5 | 9 | 3 | 7 | 5 | 7 | 2 | 11 | 2 |
| 8 | 3 | 10 | 2 | 10 | 3 | 8 | 5 | 13 | 3 | 9 | 7 | 9 | 4 | 17 | 6 |
| 10 | 4 | 12 | 4 | 14 | 3 | 8 | 7 | 17 | 5 | 13 | 9 | 12 | 4 | 21 | 6 |
| 12 | 5 | 14 | 5 | 16 | 3 | 12 | 11 | 19 | 5 | 16 | 11 | 15 | 6 | 25 | 6 |
| 14 | 6 | 18 | 5 | 20 | 5 | 12 | 9 | 25 | 7 | 19 | 13 | 17 | 6 | 31 | 10 |
| 16 | 7 | 20 | 6 | 22 | 5 | 16 | 13 | 27 | 7 | 22 | 15 | 20 | 8 | 35 | 10 |
| 18 | 8 | 22 | 8 | 26 | 5 | 16 | 15 | 31 | 9 | 26 | 17 | 23 | 8 | 39 | 10 |
| 20 | 9 | 26 | 7 | 28 | 7 | 20 | 15 | 35 | 9 | 28 | 19 | 25 | 10 | 45 | 14 |
| 22 | 10 | 28 | 9 | 32 | 7 | 20 | 17 | 39 | 11 | 32 | 21 | 28 | 10 | 49 | 14 |
| 24 | 11 | 30 | 10 | 34 | 7 | 24 | 21 | 41 | 11 | 35 | 23 | 31 | 12 | 53 | 14 |
| 26 | 12 | 34 | 10 | 38 | 9 | 24 | 19 | 47 | 13 | 38 | 25 | 33 | 12 | 59 | 18 |
| 28 | 13 | 36 | 11 | 40 | 9 | 28 | 23 | 49 | 13 | 41 | 27 | 36 | 14 | 63 | 18 |
| 30 | 14 | 38 | 13 | 44 | 9 | 28 | 25 | 53 | 15 | 45 | 29 | 39 | 14 | 67 | 18 |
| 32 | 15 | 42 | 12 | 46 | 11 | 32 | 25 | 57 | 15 | 47 | 31 | 41 | 16 | 73 | 22 |
| 34 | 16 | 44 | 14 | 50 | 11 | 32 | 27 | 61 | 17 | 51 | 33 | 44 | 16 | 77 | 22 |
| 36 | 17 | 46 | 15 | 52 | 11 | 36 | 31 | 63 | 17 | 54 | 35 | 47 | 18 | 81 | 22 |
| 38 | 18 | 50 | 15 | 56 | 13 | 36 | 29 | 69 | 19 | 57 | 37 | 49 | 18 | 87 | 26 |
| 40 | 19 | 52 | 16 | 58 | 13 | 40 | 33 | 71 | 19 | 60 | 39 | 52 | 20 | 91 | 26 |
| 42 | 20 | 54 | 18 | 62 | 13 | 40 | 35 | 75 | 21 | 64 | 41 | 55 | 20 | 95 | 26 |
| 44 | 21 | 58 | 17 | 64 | 15 | 44 | 35 | 79 | 21 | 66 | 43 | 57 | 22 | 101 | 30 |
| 46 | 22 | 60 | 19 | 68 | 15 | 44 | 37 | 83 | 23 | 70 | 45 | 60 | 22 | 105 | 30 |
| 48 | 23 | 62 | 20 | 70 | 15 | 48 | 41 | 85 | 23 | 73 | 47 | 63 | 24 | 109 | 30 |
| 50 | 24 | 66 | 20 | 74 | 17 | 48 | 39 | 91 | 25 | 76 | 49 | 65 | 24 | 115 | 34 |

Dimension of $\mathscr{S}_{k}\left(\Gamma_{0}(N)\right)$

|  | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 1 | 3 | 3 | 3 | 1 | 2 | 4 | 3 | 3 | 3 | 5 | 3 | 4 | 3 |
| 4 | 7 | 8 | 10 | 12 | 10 | 12 | 9 | 13 | 12 | 14 | 10 | 20 | 10 | 15 | 14 |
| 6 | 13 | 16 | 18 | 20 | 18 | 24 | 15 | 23 | 22 | 26 | 16 | 36 | 18 | 27 | 26 |
| 8 | 17 | 24 | 26 | 30 | 26 | 36 | 21 | 33 | 30 | 38 | 24 | 52 | 24 | 39 | 38 |
| 10 | 23 | 32 | 34 | 38 | 34 | 48 | 27 | 43 | 40 | 50 | 30 | 68 | 32 | 51 | 50 |
| 12 | 29 | 40 | 42 | 48 | 42 | 60 | 35 | 53 | 50 | 62 | 38 | 84 | 40 | 63 | 62 |
| 14 | 33 | 48 | 50 | 56 | 50 | 72 | 39 | 63 | 58 | 74 | 44 | 100 | 46 | 75 | 74 |
| 16 | 39 | 56 | 58 | 66 | 58 | 84 | 47 | 73 | 68 | 86 | 52 | 116 | 54 | 87 | 86 |
| 18 | 45 | 64 | 66 | 74 | 66 | 96 | 53 | 83 | 78 | 98 | 58 | 132 | 62 | 99 | 98 |
| 20 | 49 | 72 | 74 | 84 | 74 | 108 | 59 | 93 | 86 | 110 | 66 | 148 | 68 | 111 | 110 |
| 22 | 55 | 80 | 82 | 92 | 82 | 120 | 65 | 103 | 96 | 122 | 72 | 164 | 76 | 123 | 122 |
| 24 | 61 | 88 | 90 | 102 | 90 | 132 | 73 | 113 | 106 | 134 | 80 | 180 | 84 | 135 | 134 |
| 26 | 65 | 96 | 98 | 110 | 98 | 144 | 77 | 123 | 114 | 146 | 86 | 196 | 90 | 147 | 146 |
| 28 | 71 | 104 | 106 | 120 | 106 | 156 | 85 | 133 | 124 | 158 | 94 | 212 | 98 | 159 | 158 |
| 30 | 77 | 112 | 114 | 128 | 114 | 168 | 91 | 143 | 134 | 170 | 100 | 228 | 106 | 171 | 170 |
| 32 | 81 | 120 | 122 | 138 | 122 | 180 | 97 | 153 | 142 | 182 | 108 | 244 | 112 | 183 | 182 |
| 34 | 87 | 128 | 130 | 146 | 130 | 192 | 103 | 163 | 152 | 194 | 114 | 260 | 120 | 195 | 194 |
| 36 | 93 | 136 | 138 | 156 | 138 | 204 | 111 | 173 | 162 | 206 | 122 | 276 | 128 | 207 | 206 |
| 38 | 97 | 144 | 146 | 164 | 146 | 216 | 115 | 183 | 170 | 218 | 128 | 292 | 134 | 219 | 218 |
| 40 | 103 | 152 | 154 | 174 | 154 | 228 | 123 | 193 | 180 | 230 | 136 | 308 | 142 | 231 | 230 |
| 42 | 109 | 160 | 162 | 182 | 162 | 240 | 129 | 203 | 190 | 242 | 142 | 324 | 150 | 243 | 242 |
| 44 | 113 | 168 | 170 | 192 | 170 | 252 | 135 | 213 | 198 | 254 | 150 | 340 | 156 | 255 | 254 |
| 46 | 119 | 176 | 178 | 200 | 178 | 264 | 141 | 223 | 208 | 266 | 156 | 356 | 164 | 267 | 266 |
| 48 | 125 | 184 | 186 | 210 | 186 | 276 | 149 | 233 | 218 | 278 | 164 | 372 | 172 | 279 | 278 |
| 50 | 129 | 192 | 194 | 218 | 194 | 288 | 153 | 243 | 226 | 290 | 170 | 388 | 178 | 291 | 290 |

Dimension of $\mathscr{S}_{k}^{0}\left(\Gamma_{0}(N)\right)$

| $k$ | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 1 | 1 | 1 | 3 | 1 | 2 | 2 | 3 | 1 | 3 | 1 | 3 | 1 | 1 |
| 4 | 7 | 3 | 6 | 4 | 6 | 1 | 9 | 5 | 6 | 3 | 10 | 2 | 10 | 3 | 5 |
| 6 | 13 | 5 | 8 | 8 | 10 | 2 | 15 | 7 | 10 | 5 | 16 | 6 | 18 | 3 | 9 |
| 8 | 17 | 7 | 12 | 8 | 14 | 3 | 21 | 11 | 14 | 7 | 24 | 6 | 24 | 7 | 11 |
| 10 | 23 | 9 | 14 | 12 | 18 | 4 | 27 | 13 | 18 | 9 | 30 | 10 | 32 | 7 | 15 |
| 12 | 27 | 11 | 20 | 16 | 22 | 4 | 33 | 17 | 22 | 11 | 36 | 10 | 38 | 9 | 19 |
| 14 | 33 | 13 | 20 | 16 | 26 | 6 | 39 | 19 | 26 | 13 | 44 | 14 | 46 | 11 | 21 |
| 16 | 37 | 15 | 26 | 20 | 30 | 6 | 45 | 23 | 30 | 15 | 50 | 14 | 52 | 13 | 25 |
| 18 | 43 | 17 | 28 | 24 | 34 | 7 | 51 | 25 | 34 | 17 | 56 | 18 | 60 | 13 | 29 |
| 20 | 47 | 19 | 32 | 24 | 38 | 8 | 57 | 29 | 38 | 19 | 64 | 18 | 66 | 17 | 31 |
| 22 | 53 | 21 | 34 | 28 | 42 | 9 | 63 | 31 | 42 | 21 | 70 | 22 | 74 | 17 | 35 |
| 24 | 57 | 23 | 40 | 32 | 46 | 9 | 69 | 35 | 46 | 23 | 76 | 22 | 80 | 19 | 39 |
| 26 | 63 | 25 | 40 | 32 | 50 | 11 | 75 | 37 | 50 | 25 | 84 | 26 | 88 | 21 | 41 |
| 28 | 67 | 27 | 46 | 36 | 54 | 11 | 81 | 41 | 54 | 27 | 90 | 26 | 94 | 23 | 45 |
| 30 | 73 | 29 | 48 | 40 | 58 | 12 | 87 | 43 | 58 | 29 | 96 | 30 | 102 | 23 | 49 |
| 32 | 77 | 31 | 52 | 40 | 62 | 13 | 93 | 47 | 62 | 31 | 104 | 30 | 108 | 27 | 51 |
| 34 | 83 | 33 | 54 | 44 | 66 | 14 | 99 | 49 | 66 | 33 | 110 | 34 | 116 | 27 | 55 |
| 36 | 87 | 35 | 60 | 48 | 70 | 14 | 105 | 53 | 70 | 35 | 116 | 34 | 122 | 29 | 59 |
| 38 | 93 | 37 | 60 | 48 | 74 | 16 | 111 | 55 | 74 | 37 | 124 | 38 | 130 | 31 | 61 |
| 40 | 97 | 39 | 66 | 52 | 78 | 16 | 117 | 59 | 78 | 39 | 130 | 38 | 136 | 33 | 65 |
| 42 | 103 | 41 | 68 | 56 | 82 | 17 | 123 | 61 | 82 | 41 | 136 | 42 | 144 | 33 | 69 |
| 44 | 107 | 43 | 72 | 56 | 86 | 18 | 129 | 65 | 86 | 43 | 144 | 42 | 150 | 37 | 71 |
| 46 | 113 | 45 | 74 | 60 | 90 | 19 | 135 | 67 | 90 | 45 | 150 | 46 | 158 | 37 | 75 |
| 48 | 117 | 47 | 80 | 64 | 94 | 19 | 141 | 71 | 94 | 47 | 156 | 46 | 164 | 39 | 79 |
| 50 | 123 | 49 | 80 | 64 | 98 | 21 | 147 | 73 | 98 | 49 | 164 | 50 | 172 | 41 | 81 |

Dimension of $\mathscr{P}_{k}\left(\Gamma_{0}(N)\right)$

| $k$ | $\mathbf{4 6}$ | 47 | 48 | 49 | 50 | 53 | 59 | 61 | 67 | 71 | 73 | 79 | 83 | 89 | 97 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 5 | 4 | 3 | 1 | 2 | 4 | 5 | 4 | 5 | 6 | 5 | 6 | 7 | 7 | 7 |
| 4 | 16 | 11 | 18 | 10 | 17 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 22 | 24 |
| 6 | 28 | 19 | 34 | 20 | 31 | 21 | 24 | 25 | 28 | 29 | 30 | 33 | 34 | 36 | 40 |
| 8 | 40 | 27 | 50 | 28 | 47 | 31 | 34 | 35 | 38 | 41 | 42 | 45 | 48 | 52 | 56 |
| 10 | 52 | 35 | 66 | 38 | 61 | 39 | 44 | 45 | 50 | 53 | 54 | 59 | 62 | 66 | 72 |
| 12 | 64 | 43 | 82 | 48 | 77 | 49 | 54 | 57 | 62 | 65 | 68 | 73 | 76 | 82 | 90 |
| 14 | 76 | 51 | 98 | 56 | 91 | 57 | 64 | 65 | 72 | 77 | 78 | 85 | 90 | 96 | 104 |
| 16 | 88 | 59 | 114 | 66 | 107 | 67 | 74 | 77 | 84 | 89 | 92 | 99 | 104 | 112 | 122 |
| 18 | 100 | 67 | 130 | 76 | 121 | 75 | 84 | 87 | 96 | 101 | 104 | 113 | 118 | 126 | 138 |
| 20 | 112 | 75 | 146 | 84 | 137 | 85 | 94 | 97 | 106 | 113 | 116 | 125 | 132 | 142 | 154 |
| 22 | 124 | 83 | 162 | 94 | 151 | 93 | 104 | 107 | 118 | 125 | 128 | 139 | 146 | 156 | 170 |
| 24 | 136 | 91 | 178 | 104 | 167 | 103 | 114 | 119 | 130 | 137 | 142 | 153 | 160 | 172 | 188 |
| 26 | 148 | 99 | 194 | 112 | 181 | 111 | 124 | 127 | 140 | 149 | 152 | 165 | 174 | 186 | 202 |
| 28 | 160 | 107 | 210 | 122 | 197 | 121 | 134 | 139 | 152 | 161 | 166 | 179 | 188 | 202 | 220 |
| 30 | 172 | 115 | 226 | 132 | 211 | 129 | 144 | 149 | 164 | 173 | 178 | 193 | 202 | 216 | 236 |
| 32 | 184 | 123 | 242 | 140 | 227 | 139 | 154 | 159 | 174 | 185 | 190 | 205 | 216 | 232 | 252 |
| 34 | 196 | 131 | 258 | 150 | 241 | 147 | 164 | 169 | 186 | 197 | 202 | 219 | 230 | 246 | 268 |
| 36 | 208 | 139 | 274 | 160 | 257 | 157 | 174 | 181 | 198 | 209 | 216 | 233 | 244 | 262 | 286 |
| 38 | 220 | 147 | 290 | 168 | 271 | 165 | 184 | 189 | 208 | 221 | 226 | 245 | 258 | 276 | 300 |
| 40 | 232 | 155 | 306 | 178 | 287 | 175 | 194 | 201 | 220 | 233 | 240 | 259 | 272 | 292 | 318 |
| 42 | 244 | 163 | 322 | 188 | 301 | 183 | 204 | 211 | 232 | 245 | 252 | 273 | 286 | 306 | 334 |
| 44 | 256 | 171 | 338 | 196 | 317 | 193 | 214 | 221 | 242 | 257 | 264 | 285 | 300 | 322 | 350 |
| 46 | 268 | 179 | 354 | 206 | 331 | 201 | 224 | 231 | 254 | 269 | 276 | 299 | 314 | 336 | 366 |
| 48 | 280 | 187 | 370 | 216 | 347 | 211 | 234 | 243 | 266 | 281 | 290 | 313 | 328 | 352 | 384 |
| 50 | 292 | 195 | 386 | 224 | 361 | 219 | 244 | 251 | 276 | 293 | 300 | 325 | 342 | 366 | 398 |

Dimension of $\mathscr{S}_{k}^{0}\left(\Gamma_{0}(N)\right)$

| $k$ | 46 | 47 | 48 | 49 | 50 | 53 | 59 | 61 | 67 | 71 | 73 | 79 | 83 | 89 | 97 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 1 | 4 | 1 | 1 | 2 | 4 | 5 | 4 | 5 | 6 | 5 | 6 | 7 | 7 | 7 |
| 4 | 6 | 11 | 3 | 8 | 5 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 22 | 24 |
| 6 | 10 | 19 | 5 | 14 | 7 | 21 | 24 | 25 | 28 | 29 | 30 | 33 | 34 | 36 | 40 |
| 8 | 12 | 27 | 7 | 22 | 12 | 31 | 34 | 35 | 38 | 41 | 42 | 45 | 48 | 52 | 56 |
| 10 | 16 | 35 | 9 | 28 | 14 | 39 | 44 | 45 | 50 | 53 | 54 | 59 | 62 | 66 | 72 |
| 12 | 22 | 41 | 11 | 35 | 17 | 47 | 52 | 55 | 60 | 63 | 66 | 71 | 74 | 80 | 88 |
| 14 | 22 | 51 | 13 | 42 | 21 | 57 | 64 | 65 | 72 | 77 | 78 | 85 | 90 | 96 | 104 |
| 16 | 28 | 57 | 15 | 49 | 24 | 65 | 72 | 75 | 82 | 87 | 90 | 97 | 102 | 110 | 120 |
| 18 | 32 | 65 | 17 | 55 | 26 | 73 | 82 | 85 | 94 | 99 | 102 | 111 | 116 | 124 | 136 |
| 20 | 34 | 73 | 19 | 63 | 31 | 83 | 92 | 95 | 104 | 111 | 114 | 123 | 130 | 140 | 152 |
| 22 | 38 | 81 | 21 | 69 | 33 | 91 | 102 | 105 | 116 | 123 | 126 | 137 | 144 | 154 | 168 |
| 24 | 44 | 87 | 23 | 76 | 36 | 99 | 110 | 115 | 126 | 133 | 138 | 149 | 156 | 168 | 184 |
| 26 | 44 | 97 | 25 | 83 | 40 | 109 | 122 | 125 | 138 | 147 | 150 | 163 | 172 | 184 | 200 |
| 28 | 50 | 103 | 27 | 90 | 43 | 117 | 130 | 135 | 148 | 157 | 162 | 175 | 184 | 198 | 216 |
| 30 | 54 | 111 | 29 | 96 | 45 | 125 | 140 | 145 | 160 | 169 | 174 | 189 | 198 | 212 | 232 |
| 32 | 56 | 119 | 31 | 104 | 50 | 135 | 150 | 155 | 170 | 181 | 186 | 201 | 212 | 228 | 248 |
| 34 | 60 | 127 | 33 | 110 | 52 | 143 | 160 | 165 | 182 | 193 | 198 | 215 | 226 | 242 | 264 |
| 36 | 66 | 133 | 35 | 117 | 55 | 151 | 168 | 175 | 192 | 203 | 210 | 227 | 238 | 256 | 280 |
| 38 | 66 | 143 | 37 | 124 | 59 | 161 | 180 | 185 | 204 | 217 | 222 | 241 | 254 | 272 | 296 |
| 40 | 72 | 149 | 39 | 131 | 62 | 169 | 188 | 195 | 214 | 227 | 234 | 253 | 266 | 286 | 312 |
| 42 | 76 | 157 | 41 | 137 | 64 | 177 | 198 | 205 | 226 | 239 | 246 | 267 | 280 | 300 | 328 |
| 44 | 78 | 165 | 43 | 145 | 69 | 187 | 208 | 215 | 236 | 251 | 258 | 279 | 294 | 316 | 344 |
| 46 | 82 | 173 | 45 | 151 | 71 | 195 | 218 | 225 | 248 | 263 | 270 | 293 | 308 | 330 | 360 |
| 48 | 88 | 179 | 47 | 158 | 74 | 203 | 226 | 235 | 258 | 273 | 282 | 305 | 320 | 344 | 376 |
| 50 | 88 | 189 | 49 | 165 | 78 | 213 | 238 | 245 | 270 | 287 | 294 | 319 | 336 | 360 | 392 |

Dimension of $\mathscr{S}_{k}(q,(\bar{q}))$

| ${ }^{q}$ | 5 | 13 | 17 | 29 | 37 | 41 | 53 | 61 | 73 | 89 | 97 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | 0 | 0 | 2 | 2 | 2 | 4 | 4 | 4 | 6 | 6 |
| 4 | 0 | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 18 | 22 | 24 |
| 6 | 2 | 6 | 6 | 12 | 16 | 16 | 22 | 26 | 30 | 36 | 40 |
| 8 | 2 | 6 | 10 | 16 | 20 | 24 | 30 | 34 | 42 | 52 | 56 |
| 10 | 4 | 10 | 12 | 22 | 28 | 30 | 40 | 46 | 54 | 66 | 72 |
| 12 | 4 | 12 | 16 | 26 | 34 | 38 | 48 | 56 | 68 | 82 | 90 |
| 14 | 6 | 14 | 18 | 32 | 40 | 44 | 58 | 66 | 78 | 96 | 104 |
| 16 | 6 | 16 | 22 | 36 | 46 | 52 | 66 | 76 | 92 | 112 | 122 |
| 18 | 8 | 20 | 24 | 42 | 54 | 58 | 76 | 88 | 104 | 126 | 138 |
| 20 | 8 | 20 | 28 | 46 | 58 | 66 | 84 | 96 | 116 | 142 | 154 |
| 22 | 10 | 24 | 30 | 52 | 66 | 72 | 94 | 108 | 128 | 156 | 170 |
| 24 | 10 | 26 | 34 | 56 | 72 | 80 | 102 | 118 | 142 | 172 | 188 |
| 26 | 12 | 28 | 36 | 62 | 78 | 86 | 112 | 128 | 152 | 186 | 202 |
| 28 | 12 | 30 | 40 | 66 | 84 | 94 | 120 | 138 | 166 | 202 | 220 |
| 30 | 14 | 34 | 42 | 72 | 92 | 100 | 130 | 150 | 178 | 216 | 236 |
| 32 | 14 | 34 | 46 | 76 | 96 | 108 | 138 | 158 | 190 | 232 | 252 |
| 34 | 16 | 38 | 48 | 82 | 104 | 114 | 148 | 170 | 202 | 246 | 268 |
| 36 | 16 | 40 | 52 | 86 | 110 | 122 | 156 | 180 | 216 | 262 | 286 |
| 38 | 18 | 42 | 54 | 92 | 116 | 128 | 166 | 190 | 226 | 276 | 300 |
| 40 | 18 | 44 | 58 | 96 | 122 | 136 | 174 | 200 | 240 | 292 | 318 |
| 42 | 20 | 48 | 60 | 102 | 130 | 142 | 184 | 212 | 252 | 306 | 334 |
| 44 | 20 | 48 | 64 | 106 | 134 | 150 | 192 | 220 | 264 | 322 | 350 |
| 46 | 22 | 52 | 66 | 112 | 142 | 156 | 202 | 232 | 276 | 336 | 366 |
| 48 | 22 | 54 | 70 | 116 | 148 | 164 | 210 | 242 | 290 | 352 | 384 |
| 50 | 24 | 56 | 72 | 122 | 154 | 170 | 220 | 252 | 300 | 366 | 398 |

Dimension of $\mathscr{S}_{k}(q,(\bar{q}))$

| $k$ | $\mathbf{3}$ | 7 | 11 | 19 | 23 | 31 | 43 | 47 | 59 | 67 | 71 | 79 | 83 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 0 | 1 | 1 | 3 | 3 | 5 | 7 | 7 | 9 | 11 | 11 | 13 | 13 |
| 5 | 0 | 1 | 3 | 5 | 7 | 9 | 13 | 15 | 19 | 21 | 23 | 25 | 27 |
| 7 | 1 | 3 | 5 | 9 | 11 | 15 | 21 | 23 | 29 | 33 | 35 | 39 | 41 |
| 9 | 2 | 5 | 7 | 13 | 15 | 21 | 29 | 31 | 39 | 45 | 47 | 53 | 55 |
| 11 | 2 | 5 | 9 | 15 | 19 | 25 | 35 | 39 | 49 | 55 | 59 | 65 | 69 |
| 13 | 3 | 7 | 11 | 19 | 23 | 31 | 43 | 47 | 59 | 67 | 71 | 79 | 83 |
| 15 | 4 | 9 | 13 | 23 | 27 | 37 | 51 | 55 | 69 | 79 | 83 | 93 | 97 |
| 17 | 4 | 9 | 15 | 25 | 31 | 41 | 57 | 63 | 79 | 89 | 95 | 105 | 111 |
| 19 | 5 | 11 | 17 | 29 | 35 | 47 | 65 | 71 | 89 | 101 | 107 | 119 | 125 |
| 21 | 6 | 13 | 19 | 33 | 39 | 53 | 73 | 79 | 99 | 113 | 119 | 133 | 139 |
| 23 | 6 | 13 | 21 | 35 | 43 | 57 | 79 | 87 | 109 | 123 | 131 | 145 | 153 |
| 25 | 7 | 15 | 23 | 39 | 47 | 63 | 87 | 95 | 119 | 135 | 143 | 159 | 167 |
| 27 | 8 | 17 | 25 | 43 | 51 | 69 | 95 | 103 | 129 | 147 | 155 | 173 | 181 |
| 29 | 8 | 17 | 27 | 45 | 55 | 73 | 101 | 111 | 139 | 157 | 167 | 185 | 195 |
| 31 | 9 | 19 | 29 | 49 | 59 | 79 | 109 | 119 | 149 | 169 | 179 | 199 | 209 |
| 33 | 10 | 21 | 31 | 53 | 63 | 85 | 117 | 127 | 159 | 181 | 191 | 213 | 223 |
| 35 | 10 | 21 | 33 | 55 | 67 | 89 | 123 | 135 | 169 | 191 | 203 | 225 | 237 |
| 37 | 11 | 23 | 35 | 59 | 71 | 95 | 131 | 143 | 179 | 203 | 215 | 239 | 251 |
| 39 | 12 | 25 | 37 | 63 | 75 | 101 | 139 | 151 | 189 | 215 | 227 | 253 | 265 |
| 41 | 12 | 25 | 39 | 65 | 79 | 105 | 145 | 159 | 199 | 225 | 239 | 265 | 279 |
| 43 | 13 | 27 | 41 | 69 | 83 | 111 | 153 | 167 | 209 | 237 | 251 | 279 | 293 |
| 45 | 14 | 29 | 43 | 73 | 87 | 117 | 161 | 175 | 219 | 249 | 263 | 293 | 307 |
| 47 | 14 | 29 | 45 | 75 | 91 | 121 | 167 | 183 | 229 | 259 | 275 | 305 | 321 |
| 49 | 15 | 31 | 47 | 79 | 95 | 127 | 175 | 191 | 239 | 271 | 287 | 319 | 335 |

## Table B

For $N=11,17$ and 19, eigenvalues $a_{p}$ of $T(p)$ on $\mathscr{S}_{2}\left(\Gamma_{0}(N)\right)$ for prime numbers $p$ are given.

For $N=23,29,41,47,61,67$ and 71 , the coefficients of the characteristic polynomials $F(X)$ of $T(p)$ on $\mathscr{S}_{2}\left(\Gamma_{0}(N)\right)$ are given. When $F(X)$ is reducible over $\mathbb{Q}$, the coefficients of each irreducible factor are presented. They are separated by "/". For example, when $N=47$ and $p=2$,

$$
1,-1,-5,5,-1
$$

should be read as

$$
X^{4}-X^{3}-5 X^{2}+5 X-1
$$

and when $N=61$ and $p=2$,

$$
11 / 1-1-31
$$

should be read as

$$
(X+1)\left(X^{3}-X^{2}-3 X+1\right)
$$

We note the order of decomposition is not consistent for $p$ 's.
The polynomial $f^{*}$ in the decomposition for $N=61,67$ is the part corresponding to the cusp forms invariant by $\omega_{N}$.

$$
N=11 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(11)\right)=1
$$

| $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | -2 | 79 | -10 | 191 | 17 | 311 | 12 | 439 | 40 | 577 | 33 | 709 | -25 | 857 | 8 |
| 3 | -1 | 83 | -6 | 193 | 4 | 313 | -1 | 443 | -11 | 587 | 28 | 719 | 15 | 859 | -15 |
| 5 | 1 | 89 | 15 | 197 | -2 | 317 | 13 | 449 | 35 | 593 | 44 | 727 | 3 | 863 | 24 |
| 7 | -2 | 97 | -7 | 199 | 0 | 331 | 7 | 457 | -12 | 599 | 40 | 733 | -36 | 877 | -12 |
| 11 | 1 | 101 | 2 | 211 | 12 | 337 | -22 | 461 | 12 | 601 | 2 | 739 | 50 | 881 | -43 |
| 13 | 4 | 103 | -16 | 223 | 19 | 347 | 28 | 463 | -11 | 607 | -22 | 743 | 4 | 883 | 4 |
| 17 | -2 | 107 | 18 | 227 | 18 | 349 | 30 | 467 | -27 | 613 | -16 | 751 | -23 | 887 | -22 |
| 19 | 0 | 109 | 10 | 229 | 15 | 353 | -21 | 479 | 20 | 617 | 18 | 757 | -22 | 907 | -12 |
| 23 | -1 | 113 | 9 | 233 | 24 | 359 | -20 | 487 | 23 | 619 | -25 | 761 | 12 | 911 | 12 |
| 29 | 0 | 127 | 8 | 239 | -30 | 367 | -17 | 491 | -8 | 631 | 7 | 769 | 20 | 919 | 10 |
| 31 | 7 | 131 | -18 | 241 | -8 | 373 | -26 | 499 | 20 | 641 | -33 | 773 | -6 | 929 | -30 |
| 37 | 3 | 137 | -7 | 251 | -23 | 379 | -5 | 503 | -26 | 643 | 29 | 787 | -32 | 937 | 8 |
| 41 | -8 | 139 | 10 | 257 | -2 | 383 | -1 | 509 | 15 | 647 | -7 | 797 | 53 | 941 | 42 |
| 43 | -6 | 149 | -10 | 263 | 14 | 389 | -15 | 521 | -3 | 653 | -41 | 809 | 0 | 947 | -27 |
| 47 | 8 | 151 | 2 | 269 | 10 | 397 | -2 | 523 | -16 | 659 | 10 | 811 | -38 | 953 | 34 |
| 53 | -6 | 157 | -7 | 271 | -28 | 401 | 2 | 541 | -8 | 661 | 37 | 821 | 22 | 967 | -32 |
| 59 | 5 | 163 | 4 | 277 | -2 | 409 | -30 | 547 | 8 | 673 | 14 | 823 | 39 | 971 | 47 |
| 61 | 12 | 167 | -12 | 281 | -18 | 419 | 20 | 557 | -2 | 677 | -42 | 827 | -52 | 977 | -27 |
| 67 | -7 | 173 | -6 | 283 | 4 | 421 | 22 | 563 | 4 | 683 | -16 | 829 | 25 | 983 | 39 |
| 71 | -3 | 179 | -15 | 293 | 24 | 431 | -18 | 569 | 0 | 691 | 17 | 839 | -5 | 991 | -8 |
| 73 | 4 | 181 | 7 | 307 | 8 | 433 | -11 | 571 | -28 | 701 | 2 | 853 | 14 | 997 | 38 |

$$
N=17 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(17)\right)=1
$$

| $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | -1 | 79 | 12 | 191 | -16 | 311 | 28 | 439 | -20 | 577 | -14 | 709 | -34 | 857 | 10 |
| 3 | 0 | 83 | -4 | 193 | 2 | 313 | -22 | 443 | 28 | 587 | 4 | 719 | 4 | 859 | 52 |
| 5 | -2 | 89 | 10 | 197 | -18 | 317 | -10 | 449 | 34 | 593 | 18 | 727 | 40 | 863 | 16 |
| 7 | 4 | 97 | 2 | 199 | -20 | 331 | 4 | 457 | -6 | 599 | -24 | 733 | -50 | 877 | 6 |
| 11 | 0 | 101 | -10 | 211 | 8 | 337 | -14 | 461 | -2 | 601 | 10 | 739 | 28 | 881 | -46 |
| 13 | -2 | 103 | 8 | 223 | 24 | 347 | 32 | 463 | 32 | 607 | 20 | 743 | 12 | 883 | -12 |
| 17 | 1 | 107 | 8 | 227 | -24 | 349 | -18 | 467 | 12 | 613 | -26 | 751 | 20 | 887 | 12 |
| 19 | -4 | 109 | 6 | 229 | 6 | 353 | -30 | 479 | 36 | 617 | -6 | 757 | 22 | 907 | 32 |
| 23 | 4 | 113 | -14 | 233 | -6 | 359 | 0 | 487 | 20 | 619 | -48 | 761 | -22 | 911 | -4 |
| 29 | 6 | 127 | 8 | 239 | -16 | 367 | 28 | 491 | 20 | 631 | 16 | 769 | -14 | 919 | 24 |
| 31 | 4 | 131 | 16 | 241 | 18 | 373 | 6 | 499 | -40 | 641 | -30 | 773 | -26 | 929 | -30 |
| 37 | -2 | 137 | -6 | 251 | 12 | 379 | -8 | 503 | -12 | 643 | 32 | 787 | -32 | 937 | 10 |
| 41 | -6 | 139 | -8 | 257 | 18 | 383 | -24 | 509 | -2 | 647 | 8 | 797 | -50 | 941 | 6 |
| 43 | 4 | 149 | -10 | 263 | -16 | 389 | 6 | 521 | 26 | 653 | 6 | 809 | 26 | 947 | 32 |
| 47 | 0 | 151 | -16 | 269 | 22 | 397 | 6 | 523 | -36 | 659 | 4 | 811 | 40 | 953 | -22 |
| 53 | 6 | 157 | -2 | 271 | -16 | 401 | -14 | 541 | 6 | 661 | 38 | 821 | -18 | 967 | 0 |
| 59 | -12 | 163 | 24 | 277 | 14 | 409 | 26 | 547 | -32 | 673 | 2 | 823 | 20 | 971 | -12 |
| 61 | -10 | 167 | -4 | 281 | -6 | 419 | 8 | 557 | 30 | 677 | 30 | 827 | -48 | 977 | 18 |
| 67 | 4 | 173 | 22 | 283 | -16 | 421 | 22 | 563 | -4 | 683 | -40 | 829 | -34 | 983 | 12 |
| 71 | -4 | 179 | 12 | 293 | 6 | 431 | 12 | 569 | -38 | 691 | -8 | 839 | 20 | 991 | -12 |
| 73 | -6 | 181 | -2 | 307 | -12 | 433 | 2 | 571 | -32 | 701 | -18 | 853 | 14 | 997 | 46 |

$N=19 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(19)\right)=1$

| $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ | $p$ | $a_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | 79 | 8 | 191 | 3 | 311 | -3 | 439 | $-10$ | 577 | 11 | 709 | 26 | 857 | 18 |
| 3 | -2 | 83 | 12 | 193 | -4 | 313 | $-10$ | 443 | -3 | 587 | 45 | 719 | 15 | 859 | -49 |
| 5 | 3 | 89 | 12 | 197 | 18 | 317 | 6 | 449 | 0 | 593 | -42 | 727 | -19 | 863 | 18 |
| 7 | -1 | 97 | 8 | 199 | 11 | 331 | $-28$ | 457 | -37 | 599 | $-36$ | 733 | -22 | 877 | -22 |
| 11 | 3 | 101 | 6 | 211 | 14 | 337 | 32 | 461 | 9 | 601 | 26 | 739 | 11 | 881 | -27 |
| 13 | -4 | 103 | 14 | 223 | $-10$ | 347 | 21 | 463 | -31 | 607 | 32 | 743 | -24 | 883 | 47 |
| 17 | -3 | 107 | -18 | 227 | 12 | 349 | 17 | 467 | -27 | 613 | 29 | 751 | 32 | 887 | 18 |
| 19 | 1 | 109 | -16 | 229 | 5 | 353 | -6 | 479 | $-12$ | 617 | 9 | 757 | -25 | 907 | 8 |
| 23 | 0 | 113 | 6 | 233 | -21 | 359 | 15 | 487 | 2 | 619 | 44 | 761 | 33 | 911 | $-6$ |
| 29 | 6 | 127 | 2 | 239 | 15 | 367 | 8 | 491 | 12 | 631 | 11 | 769 | 23 | 919 | 20 |
| 31 | -4 | 131 | $-15$ | 241 | $-10$ | 373 | -4 | 499 | 5 | 641 | 0 | 773 | -6 | 929 | -18 |
| 37 | 2 | 137 | -3 | 251 | 21 | 379 | -34 | 503 . | 12 | 643 | $-13$ | 787 | -4 | 937 | $-7$ |
| 41 | -6 | 139 | $-13$ | 257 | 0 | 383 | 12 | 509 | 0 | 647 | 27 | 797 | $-12$ | 941 | -18 |
| 43 | -1 | 149 | 21 | 263 | 9 | 389 | 15 | 521 | 0 | 653 | -39 | 809 | -9 | 947 | -36 |
| 47 | -3 | 151 | $-10$ | 269 | 24 | 397 | -7 | 523 | 38 | 659 | $-30$ | 811 | $-16$ | 953 | -48 |
| 53 | 12 | 157 | 14 | 271 | -16 | 401 | 12 | 541 | -25 | 661 | 32 | 821 | 33 | 967 | -40 |
| 59 | -6 | 163 | 20 | 277 | -19 | 409 | -4 | 547 | -28 | 673 | $-10$ | 823 | -49 | 971 | 60 |
| 61 | -1 | 167 | $-18$ | 281 | 6 | 419 | $-12$ | 557 | 21 | 677 | -42 | 827 | 12 | 977 | 24 |
| 67 | -4 | 173 | $-18$ | 283 | $-13$ | 421 | 8 | 563 | 6 | 683 | 36 | 829 | -16 | 983 | -36 |
| 71 | 6 | 179 | $-18$ | 293 | $-12$ | 431 | -24 | 569 | -24 | 691 | 17 | 839 | 18 | 991 | -34 |
| 73 | -7 | 181 | 2 | 307 | 20 | 433 | 2 | 571 | -4 | 701 | 6 | 853 | 26 | 997 | 17 |


| $N=23 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(23)\right)=2$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ |  |  |  |  | $p$ |  |  |  |  | $p$ |  |  |  |  |
| 2 | 1 | 1 |  | -1 | 269 | 1 | -2 |  | -79 | 617 | 1 | 24 |  | 124 |
| 3 | 1 | 0 |  | -5 | 271 | 1 | -8/ | 1 | -8 | 619 | 1 | -12 |  | -144 |
| 5 | 1 | 2 |  | -4 | 277 | 1 | -22 |  | 101 | 631 | 1 | 20 |  | -400 |
| 7 | 1 | -2 |  | -4 | 281 | 1 | 22 |  | 116. | 641 | 1 | -28 |  | -784 |
| 11 | 1 | 6 |  | 4 | 283 | 1 | -42 |  | 396 | 643 | 1 | 10 |  | -580 |
| 13 | 1 | -3/ | 1 | -3 | 293 | 1 | 12 |  | 16 | 647 | 1 | 0 |  | -45 |
| 17 | 1 | -6 |  | 4 | 307 | 1 | -28 |  | 176 | 653 | 1 | 14 |  | -931 |
| 19 | 1 | $2 /$ | 1 | 2 | 311 | 1 | -4 |  | -121 | 659 | 1 | -10 |  | -220 |
| 23 | 1 | -1/ | 1 | -1 | 313 | 1 | -4 |  | -496 | 661 | 1 | 28 |  | 116 |
| 29 | 1 | 3/ | 1 | 3 | 317 | 1 | -24 |  | -36 | 673 | 1 | -3/ | 1 | -3 |
| 31 | 1 | 0 |  | -45 | 331 | 1 | 8 |  | -229 | 677 | 1 | -18/ | 1 | -18 |
| 37 | 1 | -2 |  | -4 | 337 | 1 | $-20$ |  | -80 | 683 | 1 | -4 |  | -601 |
| 41 | 1 | -2 |  | -19 | 347 | 1 | -16 |  | -256 | 691 | 1 | -32 |  | 176 |
| 43 | 1 | $0 /$ | 1 | 0 | 349 | 1 | -22 |  | -59 | 701 | 1 | 30 |  | 100 |
| 47 | 1 | 0 |  | -5 | 353 | 1 | 26 |  | -331 | 709 | 1 | 26 |  | -676 |
| 53 | 1 | 8 |  | -4 | 359 | 1 | 4 |  | -316 | 719 | 1 | 24 |  | 64 |
| 59 | 1 | -4 |  | -16 | 367 | 1 | $-14$ |  | -76 | 727 | 1 | 42 |  | 396 |
| 61 | 1 | -4 |  | -76 | 373 | 1 | -2 |  | -44 | 733 | 1 | 58 |  | 836 |
| 67 | 1 | 10 |  | -20 | 379 | 1 | -4 |  | -496 | 739 | 1 | -76 |  | 1319 |
| 71 | 1 | -20 |  | 95 | 383 | 1 | -32 |  | 176 | 743 | 1 | -42 |  | 36 |
| 73 | 1 | -22 |  | 101 | 389 | 1 | $-60$ |  | 880 | 751 | 1 | 44 |  | -16 |
| 79 | 1 | 4 |  | -76 | 397 | 1 | 22 |  | -59 | 757 | 1 | 46 |  | -76 |
| 83 | 1 | 22 |  | 116 | 401 | 1 | 6 |  | -116 | 761 | 1 | -30 |  | -755 |
| 89 | 1 | 12 |  | 16 | 409 | 1 | 2 |  | -499 | 769 | 1 | 6 |  | -396 |
| 97 | 1 | -22 |  | 76 | 419 | 1 | 36 |  | 144 | 773 | 1 | 20 |  | 80 |
| 101 | 1 | 0 |  | -20 | 421 | 1 | 34 |  | 244 | 787 | 1 | -76 |  | 1264 |
| 103 | 1 | -14 |  | -76 | 431 | 1 | 44 |  | 464 | 797 | 1 | 24 |  | -356 |
| 107 | 1 | 0 |  | $-180$ | 433 | 1 | -58 |  | 716 | 809 | 1 | -60 |  | 580 |
| 109 | 1 | $0 /$ | 1 | 0 | 439 | 1 | 24 |  | 99 | 811 | 1 | 80 |  | 1355 |
| 113 | 1 | -22 |  | 116 | 443 | 1 | -36 |  | -81 | 821 | 1 | 60 |  | 820 |
| 127 | 1 | 28 |  | 151 | 449 | 1 | 12 |  | -44 | 823 | 1 | 12 |  | -1089 |
| 131 | 1 | -24 |  | 99 | 457 | 1 | $-30$ |  | -180 | 827 | 1 | -12 |  | 16 |
| 137 | 1 | 8 |  | -304 | 461 | 1 | -6 |  | -11 | 829 | 1 | 0 |  | $-1620$ |
| 139 | 1 | 8 |  | -29 | 463 | 1 | $20 /$ | 1 | 20 | 839 | 1 | 42 |  | 36 |
| 149 | 1 | -12 |  | -284 | 467 | 1 | 44 |  | 404 | 853 | 1 | 48 |  | 396 |
| 151 | 1 | -4 |  | -1 | 479 | 1 | -14 |  | -556 | 857 | 1 | 6 |  | -11 |
| 157 | 1 | -4 |  | $-176$ | 487 | 1 | 16 |  | 19 | 859 | 1 | 20 |  | 55 |
| 163 | 1 | 16 |  | 59 | 491 | 1 | -48 |  | 331 | 863 | 1 | -24 |  | -981 |
| 167 | 1 | -12 |  | 16 | 499 | 1 | -52 |  | 631 | 877 | 1 | 64 |  | 1004 |
| 173 | 1 | -28 |  | 116 | 503 | 1 | 36 |  | 244 | 881 | 1 | -66 |  | 964 |
| 179 | 1 | 12 |  | -9 | 509 | 1 | -6 |  | -971 | 883 | 1 | -4/ | 1 | -4 |
| 181 | 1 | -2 |  | -244 | 521 | 1 | -36 |  | 144 | 887 | 1 | 12 |  | -809 |
| 191 | 1 | 30 |  | 100 | 523 | 1 | -42 |  | 36 | 907 | 1 | 0 |  | -1620 |
| 193 | 1 | -2 |  | -79 | 541 | 1 | 42 |  | 261 | 911 | 1 | 0 |  | -980 |
| 197 | 1 | -6 |  | -11 | 547 | 1 | -8 |  | -1109 | 919 | 1 | -42 |  | 36 |
| 199 | 1 | 38 |  | 316 | 557 | 1 | -12 |  | -144 | 929 | 1 | 66 |  | 1009 |
| 211 | 1 | 20 |  | -80 | 563 | 1 | 48 |  | 496 | 937 | 1 | -46 |  | 404 |
| 223 | 1 | -4/ | 1 | -4 | 569 | 1 | 22 |  | -4 | 941 | 1 | 18 |  | 164 |
| 227 | 1 | 2 |  | -124 | 571 | 1 | 42 |  | 396 | 947 | 1 | 44 |  | 359 |
| 229 | 1 | 12/ | 1 | 12 | 577 | 1 | $-10$ |  | -295 | 953 | 1 | -32 |  | 236 |
| 233 | 1 | 22 |  | 101 | 587 | 1 | 36 |  | 279 | 967 | 1 | 12 |  | -1089 |
| 239 | 1 | -32 |  | 251 | 593 | 1 | -12 |  | -44 | 971 | 1 | -24 |  | 124 |
| 241 | 1 | 6 |  | -396 | 599 | 1 | -32 |  | -64 | 977 | 1 | 78 |  | 1276 |
| 251 | 1 | -18 |  | 36 | 601 | 1 | -58 |  | 521 | 983 | 1 | 72 |  | 1276 |
| 257 | 1 | 6 |  | -11 | 607 | 1 | -44 |  | 464 | 991 | 1 | -24/ | 1 | -24 |
| 263 | 1 | 12 |  | -44 | 613 | 1 | 2 |  | -44 | 997 | 1 | 20 |  | -620 |

$N=29$
$\operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(29)\right)=2$

| $p$ |  |  |  | $p$ |  |  |  | $p$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 2 | -1 | 269 | 1 | -12 | -612 | 617 | 1 | -24 | 16 |
| 3 | 1 | -2 | -1 | 271 | 1 | -2 | -241 | 619 | 1 | -70 | 1223 |
| 5 | 1 | 1/ | 11 | 277 | 1 | 12 | -92 | 631 | 1 | 68 | 1148 |
| 7 | 1 | 0 | -8 | 281 | 1 | $-30$ | -63 | 641 | 1 | 4 | -388 |
| 11 | 1 | -2 | -1 | 283 | 1 | -12 | 4 | 643 | 1 | -48 | 504 |
| 13 | 1 | 2 | -7 | 293 | 1 | -4 | -28 | 647 | 1 | -68 | 1124 |
| 17 | 1 | 4 | -4 | 307 | 1 | 14 | -49 | 653 | 1 | 32 | 56 |
| 19 | 1 | -6/ | $1-6$ | 311 | 1 | -28 | 68 | 659 | 1 | -26 | 167 |
| 23 | 1 | 4 | -28 | 313 | 1 | -14 | 41 | 661 | 1 | -44 | 356 |
| 29 | 1 | -1/ | $1-1$ | 317 | 1 | 12 | -612 | 673 | 1 | -2 | -511 |
| 31 | 1 | -6 | -41 | 331 | 1 | 2 | -1 | 677 | 1 | 22/ | 122 |
| 37 | 1 | 4/ | 14 | 337 | 1 | -4 | -388 | 683 | 1 | -8 | -272 |
| 41 | 1 | -8 | -56 | 347 | 1 | 12 | -36 | 691 | 1 | -48/ | $1-48$ |
| 43 | 1 | $-10$ | 23 | 349 | 1 | $-18$ | -119 | 701 | 1 | 18 | -887 |
| 47 | 1 | -2 | -17 | 353 | 1 | $-20$ | $-188$ | 709 | 1 | -30 | 25 |
| 53 | 1 | -2 | -71 | 359 | 1 | -22 | 71 | 719 | 1 | 12 | -164 |
| 59 | 1 | -4 | -28 | 367 | 1 | -18/ | $1-18$ | 727 | 1 | 20 | -28 |
| 61 | 1 | 4 | -4 | 373 | 1 | 30 | 97 | 733 | 1 | -8 | -2032 |
| 67 | 1 | 0 | -32 | 379 | 1 | $-20$ | - 188 | 739 | 1 | 6 | -41 |
| 71 | 1 | 12 | 28 | 383 | 1 | 24 | 72 | 743 | 1 | -36 | 292 |
| 73 | 1 | -4/ | $1-4$ | 389 | 1 | $-40$ | 112 | 751 | 1 | -28 | 68 |
| 79 | 1 | 2 | -1 | 397 | 1 | -50 | 593 | 757 | 1 | -68 | 1084 |
| 83 | 1 | -4 | -28 | 401 | 1 | 26 | 137 | 761 | 1 | -12 | -1532 |
| 89 | 1 | 8 | -56 | 409 | 1 | 4 | -284 | 769 | 1 | 36 | -644 |
| 97 | 1 | 8 | -56 | 419 | 1 | 36 | 252 | 773 | , | 56 | 712 |
| 101 | 1 | 16 | 32 | 421 | 1 | $-12$ | -932 | 787 | 1 | 12 | -2276 |
| 103 | 1 | 4 | -4 | 431 | 1 | -28 | 164 | 797 | 1 | 4 | -2884 |
| 107 | 1 | 24 | 136 | 433 | 1 | $-16$ | -448 | 809 | 1 | -16 | -736 |
| 109 | 1 | -14 | 17 | 439 | 1 | 12 | 4 | 811 | 1 | -16 | 56 |
| 113 | 1 | 4 | -124 | 443 | 1 | 60 | 868 | 821 | 1 | -14 | -23 |
| 127 | 1 | 20 | 68 | 449 | 1 | 36 | 36 | 823 | 1 | 52 | -124 |
| 131 | 1 | -20 | -28 | 457 | 1 | -36 | 36 | 827 | 1 | -46 | 431 |
| 137 | 1 | -12/ | $1-12$ | 461 | 1 | -14/ | $1-14$ | 829 | 1 | 20 | -292 |
| 139 | 1 | -14/ | 1-14 | 463 | 1 | 26/ | 126 | 839 | 1 | 30 | 175 |
| 149 | 1 | 10 | 17 | 467 | 1 | 6 | -1241 | 853 | 1 | 12 | - 252 |
| 151 | 1 | 0 | -200 | 479 | , | 6 | -89 | 857 | , | 18 | 73 |
| 157 | 1 | 0 | -72 | 487 | 1 | 40 | 328 | 859 | 1 | -14 | -113 |
| 163 | 1 | -22 | 71 | 491 | 1 | 34 | 271 | 863 | 1 | 28 | -772 |
| 167 | 1 | 12 | 28 | 499 | 1 | -4 | -284 | 877 | 1 | 46 | 329 |
| 173 | 1 | -36 | 292 | 503 | 1 | $-26$ | 7 | 881 | 1 | -14/ | $1 \begin{array}{ll}1 & -14\end{array}$ |
| 179 | 1 | -4 | -68 | 509 | 1 | 38 | 289 | 883 | 1 | 8 | -1784 |
| 181 | 1 | 6 | -119 | 521 | 1 | 30 | 25 | 887 | 1 | -54 | 631 |
| 191 | 1 | -28 | 68 | 523 | 1 | -32 | 128 | 907 | , | 12 | -764 |
| 193 | 1 | 16 | 56 | 541 | 1 | 32 | 224 | 911 | 1 | 62 | 719 |
| 197 | 1 | -2/ | $1-2$ | 547 | 1 | -32 | -136 | 919 | 1 | 12 | - 164 |
| 199 | 1 | $-16$ | -8 | 557 | 1 | 12 | -92 | 929 | 1 | -60 | 772 |
| 211 | 1 | 2 | -337 | 563 | 1 | 10 | 7 | 937 | 1 | -12 | -476 |
| 223 | 1 | 12 | 28 | 569 | 1 | 68 | 1124 | 941 | 1 | 34 | -1279 |
| 227 | 1 | -12 | -164 | 571 | 1 | 16 | -448 | 947 | 1 | -42 | 103 |
| 229 | 1 | 24 | 72 | 577 | 1 | 20 | -292 | 953 | 1 | 26 | -343 |
| 233 | 1 | -14 | -79 | 587 | , | -4 | -28 | 967 | 1 | 62 | 943 |
| 239 | 1 | 28 | 164 | 593 | 1 | 22 | 49 | 971 | 1 | 20 | 68 |
| 241 | 1 | 14 | -79 | 599 | 1 | 34 | -433 | 977 | 1 | -78 | 1513 |
| 251 | 1 | -26 | 119 | 601 | 1 | 40 | 392 | 983 | 1 | $-10$ | -697 |
| 257 | 1 | 42 | 433 | 607 | 1 | $-10$ | -137 | 991 | 1 | 20 | 92 |
| 263 | 1 | -14 | 31 | 613 | 1 | $9 /$ | 19 | 997 | 1 | 0 | -800 |

$N=41 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(41)\right)=3$

| $p$ |  |  |  |  |  | $p$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 1 |  | -5 | -1 | 263 | 1 | -20 | -740 | 12506 |
| 3 | 1 | 0 |  | -4 | 2 | 269 | 1 | $-10$ | -228 | -200 |
| 5 | 1 | 2 |  | -4 | -4 | 271 | 1 | 4 | -16 | -32 |
| 7 | 1 | -6 |  | 8 | -2 | 277 | 1 | 2 | -332 | 2116 |
| 11 | 1 | -2 |  | -20 | 50 | 281 | 1 | -38 | 428 | -1352 |
| 13 | 1 | 2 |  | -12 | -8 | 283 | 1 | 4 | -448 | -1376 |
| 17 | 1 | $2 /$ | 1 | 2/ | 12 | 293 | 1 | -42 | 140 | 5528 |
| 19 | 1 | -4 |  | -16 | $-10$ | 307 | 1 | 40 | 480 | 1808 |
| 23 | 1 | -4 |  | -32 | -32 | 311 | 1 | $-10$ | -360 | -1718 |
| 29 | 1 | 6 |  | -4 | -40 | 313 | 1 | 34 | 76 | -712 |
| 31 | 1 | -16 |  | 64 | -32 | 317 | 1 | 42 | 452 | 344 |
| 37 | 1 | 6 |  | -36 | -108 | 331 | 1 | -6 | -576 | 4658 |
| 41 | 1 | $-1 / 1$ |  | $-1 / 1$ | -1 | 337 | 1 | 38 | 164 | -3676 |
| 43 | 1 | 4 |  | -8 | -16 | 347 | 1 | -12 | -144 | 1678 |
| 47 | 1 | 0 |  | $-120$ | $-502$ | 349 | 1 | 50 | 828 | 4540 |
| 53 | 1 | -6 |  | -4 | 8 | 353 | 1 | 22 | -172 | -4388 |
| 59 | 1 | 8 |  | -16 | -160 | 359 | 1 | 24 | -256 | -6400 |
| 61 | 1 | -2 |  | -52 | 184 | 367 | 1 | 16 | -216 | -1648 |
| 67 | 1 | 2 |  | -20 | -50 | 373 | 1 | 54 | 716 | 2248 |
| 71 | 1 | -20 |  | 84 | 134 | 379 | 1 | -48 | 656 | -2720 |
| 73 | 1 | 2 |  | -180 | 244 | 383 | 1 | 22 | -32 | -1798 |
| 79 | 1 | -32 |  | 328 | $-1090$ | 389 | 1 | -2 | -596 | 3560 |
| 83 | 1 | 0 |  | -64 | -128 | 397 | 1 | -22 | 68 | 152 |
| 89 | 1 | 6 |  | -148 | -920 | 401 | 1 | 6 | -700 | -5132 |
| 97 | 1 | -6 |  | -52 | 248 | 409 | 1 | -6 | -436 | -2740 |
| 101 | 1 | -18 |  | -12 | 488 | 419 | 1 | 4 | -1224 | 80 |
| 103 | 1 | 4 |  | -256 | - 1424 | 421 | 1 | -22 | -100 | 2600 |
| 107 | 1 | 16 |  | 0 | -256 | 431 | 1 | 12 | -424 | -4688 |
| 109 | 1 | 6 |  | -124 | - 760 | 433 | 1 | -30 | -1044 | 29592 |
| 113 | 1 | -6 |  | -148 | -116 | 439 | 1 | -50 | -268 | 25750 |
| 127 | 1 | -16 |  | 48 | -32 | 443 | 1 | -80 | 2048 | -16976 |
| 131 | 1 | 20 |  | 80 | -208 | 449 | 1 | -22 | 76 | 520 |
| 137 | 1 | -18 |  | $-148$ | 2344 | 457 | 1 | -10 | -116 | 1096 |
| 139 | 1 | 12 |  | $-352$ | -3680 | 461 | 1 | 38 | 300 | 100 |
| 149 | 1 | -10 |  | -212 | 1720 | 463 | 1 | 4 | - 516 | 1286 |
| 151 | 1 | -28 |  | 196 | -338 | 467 | 1 | 56 | 1024 | 6112 |
| 157 | 1 | 14 |  | -172 | -2392 | 479 | 1 | 2 | -192 | 670 |
| 163 | 1 | 16 |  | 32 | -128 | 487 | 1 | -8 | -1552 | 2416 |
| 167 | 1 | 14 |  | 28 | - 122 | 491 | 1 | 8 | -352 | -3616 |
| 173 | 1 | 30 |  | 236 | 232 | 499 | 1 | -48 | 764 | -4030 |
| 179 | 1 | -2 |  | -296 | -610 | 503 | 1 | 40 | 176 | -3098 |
| 181 | 1 | 34 |  | 140 | -2264 | 509 | 1 | 50 | 532 | -200 |
| 191 | 1 | -14 |  | -412 | 3562 | 521 | 1 | 42 | 188 | -712 |
| 193 | 1 | 26 |  | 188 | 248 | 523 | 1 | -20 | $-720$ | 5696 |
| 197 | 1 | -50 |  | 780 | -3592 | 541 | 1 | -30 | -436 | 14044 |
| 199 | 1 | -46 |  | 612 | -2510 | 547 | 1 | 68 | 1168 | 3622 |
| 211 | 1 | $-10$ |  | $-160$ | 1382 | 557 | 1 | 50 | 684 | 2536 |
| 223 | 1 | 8 |  | -64 | -256 | 563 | 1 | -58 | 732 | -1934 |
| 227 | 1 | -8 |  | -28 | 214 | 569 | 1 | -2 | -44 | 20 |
| 229 | 1 | 6 |  | -268 | - 1240 | 571 | 1 | 6 | -1212 | -9838 |
| 233 | 1 | -26 |  | -116 | 4616 | 577 | 1 | 46 | 364 | $-2008$ |
| 239 | 1 | -16 |  | -48 | 430 | 587 | 1 | 18 | 104 | 194 |
| 241 | 1 | -6 |  | -388 | 2792 | 593 | 1 | 38 | -564 | -9176 |
| 251 | 1 | 28 |  | 208 | 464 | 599 | 1 | 40 | -432 | -160 |
| 257 | 1 | -10 |  | -276 | -344 | 601 | 1 | -26 | -116 | 1928 |

$N=47 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(47)\right)=4$

| $p$ |  |  |  |  |  | $p$ |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |

$N=61 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(61)\right)=4$

| $p$ | $F(x)=f^{*}(x) f(x)$ |  |  |  |  |  | $p$ |  | $F(x)=f^{*}(x) f(x)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 1/ | 1 | -1 | -3 | 1 | 263 | 1 | 16/ | 1 | 28 | 20 | -2732 |
| 3 | 1 | $2 /$ | 1 | -2 | -4 | 4 | 269 | 1 | 18/ | 1 | 10 | -268 | -1160 |
| 5 | 1 | $3 /$ | 1 | 1 | -9 | -13 | 271 | 1 | --14/ | 1 | 2 | -496 | -2404 |
| 7 | 1 | -1/ | 1 | 3 | -1 | -1 | 277 | 1 | -10/ | 1 | -4 | -256 | 92 |
| 11 | 1 | $5 /$ | 1 | -13 | 53 | -67 | 281 | 1 | 0/ | 1 | -28 | 176 | 272 |
| 13 | 1 | -1/ | 1 | 9 | 11 | -37 | 283 | 1 | -6/ | 1 | -34 | 232 | -68 |
| 17 | 1 | -4/ | 1 | 2 | -8 | 4 | 293 | 1 | -18/ | 1 | 2 | -668 | 856 |
| 19 | 1 | 4/ | 1 | 0 | -48 | -20 | 307 | 1 | 19/ | 1 | -7 | -291 | 919 |
| 23 | 1 | $9 /$ | 1 | -5 | 5 | 1 | 311 | 1 | 15/ | 1 | -15 | -43 | 823 |
| 29 | 1 | $6 /$ | 1 | -4 | -4 | 20 | 313 | 1 | 6/ | 1 | 30 | 188 | -536 |
| 31 | 1 | $0 /$ | 1 | 2 | -76 | 116 | 317 | 1 | 30/ | 1 | -58 | 1068 | -6344 |
| 37 | 1 | -8/ | 1 | 6 | -36 | -108 | 331 | 1 | 17/ | 1 | 13 | 35 | 25 |
| 41 | 1 | -5/ | 1 | -3 | -61 | 191 | 337 | 1 | 2/ | 1 | -26 | -748 | 17896 |
| 43 | 1 | 8/ | 1 | 14 | 56 | 68 | 347 | 1 | -8/ | 1 | -32 | 264 | -556 |
| 47 | 1 | -4/ | 1 | 4 | -88 | 16 | 349 | 1 | 24/ | 1 | -14 | -116 | -380 |
| 53 | 1 | -6/ | 1 | 2 | -12 | -8 | 353 | 1 | -19/ | 1 | 15 | -1009 | -18043 |
| 59 | 1 | -9/ | 1 | -29 | 231 | -325 | 359 | 1 | -12/ | 1 | -14 | -564 | 8780 |
| 61 | 1 | 1/ | 1 | -1/ | $1-1 /$ | $1-1$ | 367 | 1 | -14/ | 1 | 38 | 428 | 1352 |
| 67 | 1 | 7/ | 1 | -9 | -85 | 559 | 373 | 1 | 10/ | 1 | -24 | -532 | 7108 |
| 71 | 1 | 8/ | 1 | -14 | -12 | 92 | 379 | 1 | 14/ |  | -18 | -696 | 12580 |
| 73 | 1 | 11/ | 1 | 1 | -45 | -25 | 383 | 1 | -5/ | 1 | 37 | 297 | 131 |
| 79 | 1 | -3/ | 1 | -13 | -51 | 625 | 389 | 1 | 14/ | 1 | 34 | 324 | 920 |
| 83 | 1 | -4/ | 1 | 8 | -64 | -256 | 397 | 1 | -8/ | 1 | -6 | -580 | 6652 |
| 89 | 1 | 4/ | 1 | 4 | -56 | 80 | 401 | 1 | -16/ | 1 | 28 | 208 | 464 |
| 97 | 1 | 14/ | 1 | -10 | -116 | 1096 | 409 | 1 | -30/ | 1 | 2 | -196 | 680 |
| 101 | 1 | $0 /$ | 1 | 10 | 0 | -148 | 419 | 1 | -4/ | 1 | -50 | -92 | 21380 |
| 103 | 1 | -4/ | 1 | -12 | 0 | 108 | 421 | 1 | -8/ | 1 | -2 | -8 | -4 |
| 107 | 1 | 2) | 1 | -26 | 92 | 1096 | 431 | 1 | -6/ | 1 | -2 | $-388$ | -1304 |
| 109 | 1 | 17/ | 1 | -13 | 3 | 145 | 433 | 1 | 8/ | 1 | 44 | 584 | 2096 |
| 113 | 1 | -1/ | 1 | 9 | -133 | -1061 | 439 | 1 | 0/ | 1 | 44 | 464 | 860 |
| 127 | 1 | -6/ | 1 | 18 | 68 | 52 | 443 | 1 | -12/ | 1 | 4 | -256 | -1424 |
| 131 | 1 | 16/ | 1 | -8 | -24 | 92 | 449 | 1 | 35/ | 1 | 29 | 191 | 335 |
| 137 | , | -9/ | 1 | -3 | -253 | 859 | 457 | 1 | 20/ | - | -90 | 2672 | -26108 |
| 139 | 1 | 11/ | 1 | 3 | -1 | -5 | 461 | 1 | 18/ | 1 | -6 | -756 | 2808 |
| 149 | 1 | -19/ | 1 | -9 | 11 | 5 | 463 | 1 | 4/ | 1 | -36 | -48 | 3904 |
| 151 | 1 | -11/ | 1 | -3 | -277 | 2033 | 467 | 1 | -11 | 1 | 21 | 35 | -691 |
| 157 | 1 | 4/ | 1 | 10 | -300 | -3412 | 479 | 1 | -14/ | 1 | -22 | -76 | -40 |
| 163 | , | -18/ | 1 | -10 | -284 | -668 | 487 | 1 | 12/ | 1 | -20 | -176 | -4 |
| 167 | 1 | 12/ | 1 | 32 | 148 | -1604 | 491 | 1 | 28/ | 1 | -8 | -164 | -388 |
| 173 | 1 | -10/ | 1 | 10 | -4 | -8 | 499 | 1 | -13/ | 1 | -45 | -225 | 16875 |
| 179 | , | 18/ | 1 | -42 | 476 | -760 | 503 | 1 | -10/ | 1 | 22 | -48 | -604 |
| 181 | 1 | -8/ | 1 | 20 | -80 | -1088 | 509 | 1 | -28/ | 1 | 58 | 1076 | 6340 |
| 191 | , | -3/ | 1 | -31 | 139 | -167 | 521 | 1 | 20/ | 1 | 58 | 140 | $-23300$ |
| 193 | 1 | $8 /$ | 1 | 20 | 80 | -64 | 523 | 1 | 9/ | 1 | 19 | -483 | -871 |
| 197 | 1 | 3/ | 1 | 29 | 203 | 323 | 541 | 1 | -28/ | 1 | 8 | -928 | 8576 |
| 199 | 1 | -6/ | 1 | 50 | 812 | 4280 | 547 | 1 | 29/ | 1 | 31 | 169 | 137 |
| 211 | 1 | -4/ | 1 | -22 | -52 | 764 | 557 | 1 | 28/ | 1 | 40 | 320 | -512 |
| 223 | 1 | -23/ | 1 | 11 | -183 | -1343 | 563 | 1 | 10/ | 1 | 22 | -212 | -4588 |
| 227 | 1 | -21/ | 1 | -11 | -483 | 5891 | 569 | 1 | 15/ | 1 | 1 | -33 | -85 |
| 229 | 1 | -9/ | 1 | 9 | -133 | -25 | 571 | 1 | -38/ | 1 | 46 | 252 | 344 |
| 233 | 1 | 14/ | 1 | 40 | 440 | 796 | 577 | 1 | -10/ | 1 | -8 | -512 | 5996 |
| 239 | 1 | -2/ | 1 | 38 | 404 | 1220 | 587 | 1 | -32/ | 1 | 22 | -268 | -1916 |
| 241 | 1 | $3 /$ | 1 | -7 | -345 | 1675 | 593 | 1 | $6 /$ | 1 | -12 | 0 | 108 |
| 251 | 1 | 12/ | 1 | -38 | 296 | -548 | 599 | 1 | 35/ |  | -45 | -225 | 16875 |
| 257 | 1 | 22/ | 1 | -2 | -36 | 184 | 601 | 1 | 43/ | 1 | -15 | -205 | 587 |

$$
N=67 \quad \operatorname{dim} \mathscr{S}_{2}\left(\Gamma_{0}(67)\right)=5
$$

| $F(x)=f^{*}(x) f_{1}(x) f_{2}(x)$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 3 | 1/ | 1 | -2/ | 1 | 1 |  | -1 |
| 3 | 1 | 3 | 1/ | 1 | $2 /$ |  | -1 |  | -1 |
| 5 | 1 | $3 /$ | 1 3/ | 1 | -2/ | 1 | -4 |  | -1 |
| 7 | 1 | 1 | -11/ | 1 | $2 /$ | 1 | -1 |  | -1 |
| 11 | 1 | 0 | -5/ | 1 | 4/ | 1 | -1/ | 1 | -1 |
| 13 | 1 | 7 | 1/ | 1 | -2/ | 1 | 1 |  | -1 |
| 17 | 1 | 6 | 4/ | 1 | -3/ | 1 | -6 |  | 4 |
| 19 | 1 | -1 | -11/ | 1 | -7/ | 1 | 11 |  | 29 |
| 23 | 1 | -6 | -11/ | 1 | -9/ | 1 | 2 |  | -19 |
| 29 | 1 | 6 | -11/ | 1 | $5 /$ | 1 | -10 |  | 5 |
| 31 | 1 | 1/ | 1 1/ | 1 | 10/ | 1 | 0 |  | -45 |
| 37 | 1 | 1 | -11/ | 1 | 1/ | 1 | -3 |  | 1 |
| 41 | 1 | 3 | 1/ | 1 | $0 /$ | 1 | -5 |  | -25 |
| 43 | 1 | -3 | -9/ | 1 | $2 /$ | 1 | 9 |  | -11 |
| 47 | 1 | 15 | 55/ | 1 | 1/ | 1 | 7 |  | 11 |
| 53 | 1 | 9/ | 1 9/ | 1 | -10/ | 1 | 0 |  | -45 |
| 59 | 1 | -6/ | $1-6 /$ | 1 | -9/ | 1 | $6 /$ | 1 | 6 |
| 61 | 1 | 7 | -89/ | 1 | $2 /$ | 1 | 9 |  | 9 |
| 67 | 1 | 1/ | 1 1/ | 1 | -1/ | 1 | $-1 /$ | 1 | -1 |
| 71 | 1 | 12 | 31/ | 1 | $0 /$ | 1 | 0 |  | -245 |
| 73 | 1 | $4 /$ | 1 4/ | 1 | $7 /$ | 1 | -8/ | 1 | -8 |
| 79 | 1 | 7 | -89/ | 1 | 8/ | 1 | 11 |  | -31 |
| 83 | 1 | 15 | -5/ | 1 | -4/ | 1 | -13 |  | 31 |
| 89 | 1 | 0 | -5/ | 1 | -7/ | 1 | 16 |  | 19 |
| 97 | 1 | -2 | -179/ | 1 | $0 /$ | 1 | 0 |  | -45 |
| 101 | 1 | 9 | -11/ | 1 | -2/ | 1 | -19 |  | 59 |
| 103 | 1 | 5 | -95/ | 1 | 16/ | 1 | -3 |  | 1 |
| 107 | 1 | -24 | 99/ | 1 | $7 /$ | 1 | -16 |  | 19 |
| 109 | 1 | 3 | -9/ | 1 | -2/ | 1 | -9 |  | -11 |
| 113 | , | -33 | 271/ | 1 | 12/ | 1 | -11 |  | -71 |
| 127 | 1 | 5 | -5/ | 1 | -7/ | 1 | 21 |  | 79 |
| 131 | 1 | 3/ | 1 3/ | 1 | 12/ | 1 | -6 |  | -11 |
| 137 | 1 | 12 | -9/ | 1 | -12/ | 1 | 26 |  | 149 |
| 139 | 1 | 3/ | $1.3 /$ | 1 | -22/ | 1 | -24 |  | 139 |
| 149 | 1 | -9 | -191/ | 1 | -21/ | 1 | 3 |  | -59 |
| 151 | 1 | 1/ | 1 1/ | 1 | -3/ | 1 | -6 |  | -71 |
| 157 | 1 | -13 | -59/ | 1 | -9/ | 1 | -13 |  | -239 |
| 163 | 1 | 7 | 1/ | 1 | -19/ | 1 | -13 |  | 41 |
| 167 | 1 | -12 | -284/ | 1 | -24/ | 1 | -14/ | 1 | -14 |
| 173 | , | 39 | 349/ | 1 | -11/ | 1 | -17 |  | 61 |
| 179 | 1 | 18 | 76/ | 1 | 12/ | 1 | -6 |  | -36 |
| 181 | 1 | 7 | -89/ | 1 | -7/ | 1 | 11 |  | 19 |
| 191 | 1 | 6 | -11/ | 1 | 6/ | 1 | 32 |  | 211 |
| 193 | 1 | -27 | 171/ | 1 | 23/ | 1 | 1 |  | -1 |
| 197 | 1 | 18 | 61/ | 1 | $2 /$ | 1 | -36 |  | 319 |
| 199 | 1 | 13 | -239/ | 1 | -7/ | 1 | -39 |  | 349 |
| 211 | 1 | 11 | 19/ | 1 | 12/ | 1 | -1 |  | -61 |
| 223 | 1 | -18 | 36/ | 1 | -11/ | 1 | -2 |  | -404 |
| 227 | 1 | 3 | -359/ | 1 | -3/ | 1 | -21 |  | -171 |
| 229 | 1 | 31 | 229/ | 1 | -4/ | 1 | 7 |  | -269 |
| 233 | 1 | -12 | 16/ | 1 | -10/ | 1 | 20 |  | -80 |
| 239 | 1 | 27 | 151/ | 1 | $20 /$ | 1 | -15 |  | --155 |
| 241 | 1 | -45 | 495/ | 1 | 19/ | 1 | -17 |  | 11 |
| 251 | 1 | -18 | 76/ | 1 | $2 /$ | 1 | 14 |  | -196 |
| 257 | 1 | 18 | -239/ | 1 | 1/ | 1 | 2 |  | -79 |



## Table C

This table gives the Fourier coefficients $a_{p}(2 \leqq p \leqq 761$ : prime numbers) of a primitive form in $\mathscr{S}_{2}(N,(\bar{N}))$ for $N=29$ and 37. Since the dimension of each space is 2 ,

$$
\left\{f(z)=\sum_{n=1}^{\infty} a_{n} e^{2 \pi i n z}, \quad f_{\rho}(z)=\sum_{n=1}^{\infty} \vec{a}_{n} e^{2 \pi i n z}\right\}
$$

is a basis of $\mathscr{S}_{2}(N,(\bar{N}))$.
$\mathscr{S}_{2}\left(29,\left(\frac{-}{29}\right)\right)$

| $p$ | $\left(\frac{p}{29}\right)$ | $a_{p}$ |  | $\left(\frac{p}{29}\right)$ | $a_{p}$ | $p$ | $\left(\frac{p}{29}\right)$ | $a_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | - | $\sqrt{-5}$ | 3 | - | $-\sqrt{-5}$ | 5 | + | -3 |
| 7 | + | 2 | 11 | - | $\sqrt{-5}$ | 13 | + | $-1$ |
| 17 | - | $-2 \sqrt{-5}$ | 19 | - | 0 | 23 | + | 6 |
| 29 |  | $-3+2 \sqrt{-5}$ | 31 | - | $3 \sqrt{-5}$ | 37 | - | 0 |
| 41 | - | $-2 \sqrt{-5}$ | 43 | - | $-3 \sqrt{-5}$ | 47 | - | $\sqrt{-5}$ |
| 53 | + | $-9$ | 59 | + | 6 | 61 | - | $6 \sqrt{-5}$ |
| 67 | + | 8 | 71 | + | 0 | 73 | - | 0 |
| 79 | - | $-3 \sqrt{-5}$ | 83 | + | -6 | 89 | - | $-2 \sqrt{-5}$ |
| 97 | - | $6 \sqrt{-5}$ | 101 | - | $-8 \sqrt{-5}$ | 103 | + | -4 |
| 107 | + | 18 | 109 | + |  | 113 | - | $4 \sqrt{-5}$ |
| 127 | - | 0 | 131 | - | $4 \sqrt{-5}$ | 137 | - | $4 \sqrt{-5}$ |
| 139 | + | -10 | 149 | + | 15 | 151 | + | $-10$ |
| 157 | - | $-6 \sqrt{-5}$ | 163 | - | $-9 \sqrt{-5}$ | 167 | + | -12 |
| 173 | + | $-6$ | 179 | + | 0 | 181 | + | 5 |

$\mathscr{S}_{2}\left(29,\left(\frac{-}{29}\right)\right)$

| $p$ | $\left(\frac{p}{29}\right)$ | $a_{p}$ | $p$ | $\left(\frac{p}{29}\right)$ | $a_{p}$ | $p$ | $\left(\frac{p}{29}\right)$ | $a_{p}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 191 | - | $4 \sqrt{-5}$ | 193 | - | $-6 \sqrt{-5}$ | 197 | + | -18 |
| 199 | + | 14 | 211 | - | $3 \sqrt{-5}$ | 223 | + | -16 |
| 227 | + | 12 | 229 | - | $-6 \sqrt{-5}$ | 233 | + | -9 |
| 239 | + | 6 | 241 | + | -25 | 251 | - | $7 \sqrt{-5}$ |
| 257 | + | -3 | 263 | - | $-5 \sqrt{-5}$ | 269 | - | $-2 \sqrt{-5}$ |
| 271 | - | $-9 \sqrt{-5}$ | 277 | + | 2 | 281 | + | 3 |
| 283 | + | 14 | 293 | - | $4 \sqrt{-5}$ | 307 | - | $9 \sqrt{-5}$ |
| 311 | - | $4 \sqrt{-5}$ | 313 | + | 29 | 317 | - | $10 \sqrt{-5}$ |
| 331 | - | $15 \sqrt{-5}$ | 337 | - | $-6 \sqrt{-5}$ | 347 | + | -12 |
| 349 | + | -1 | 353 | + | -6 | 359 | - | $\sqrt{-5}$ |
| 367 | - | $-12 \sqrt{-5}$ | 373 | + | -31 | 379 | - | 0 |
| 383 | + | 6 | 389 | - | $-8 \sqrt{-5}$ | 397 | + | -7 |
| 401 | + | 15 | 409 | - | $12 \sqrt{-5}$ | 419 | + | 24 |
| 421 | - | $6 \sqrt{-5}$ | 431 | + | 18 | 433 | - | 0 |
| 439 | + | -34 | 443 | - | $-8 \sqrt{-5}$ | 449 | - | $16 \sqrt{-5}$ |
| 457 | + | 2 | 461 | - | $4 \sqrt{-5}$ | 463 | + | 26 |
| 467 | - | $\sqrt{-5}$ | 479 | - | $-5 \sqrt{-5}$ | 487 | + | 2 |
| 491 | - | $-11 \sqrt{-5}$ | 499 | + | -10 | 503 | - | $7 \sqrt{-5}$ |
| 509 | + | 15 | 521 | + | -27 | 523 | + | -4 |
| 541 | - | 0 | 547 | + | 38 | 557 | + | 18 |
| 563 | - | $-5 \sqrt{-5}$ | 569 | - | $-8 \sqrt{-5}$ | 571 | + | 32 |
| 577 | - | $-18 \sqrt{-5}$ | 587 | + | -42 | 593 | + | 9 |
| 599 | - | $13 \sqrt{-5}$ | 601 | - | $6 \sqrt{-5}$ | 607 | - | $3 \sqrt{-5}$ |
| 613 | + | -31 | 617 | - | $-20 \sqrt{-5}$ | 619 | - | $15 \sqrt{-5}$ |
| 631 | + | 32 | 641 | - | $10 \sqrt{-5}$ | 643 | + | 26 |
| 647 | + | -18 | 653 | - | $22 \sqrt{-5}$ | 659 | - | $-17 \sqrt{-5}$ |
| 661 | + | -10 | 673 | + | 11 | 677 | - | $-8 \sqrt{-5}$ |
| 683 | + | -36 | 691 | + | 20 | 701 | + | -45 |
| 709 | + | 35 | 719 | + | 36 | 727 | - | $-12 \sqrt{-5}$ |
| 733 | - | $12 \sqrt{-5}$ | 739 | - | $-9 \sqrt{-5}$ | 743 | - | $4 \sqrt{-5}$ |
| 751 | - | $12 \sqrt{-5}$ | 757 | - | $-18 \sqrt{-5}$ | 761 | + | -30 |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |


|  | $37,\left(-\frac{}{37}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | $\left(\frac{p}{37}\right)$ | $a_{p}$ | $p$ | $\left(\frac{p}{37}\right)$ | $a_{p}$ | $p$ | $\left(\frac{p}{37}\right)$ | $a_{p}$ |
| 2 | - | 2 i | 3 | + | -1 | 5 | - | $-2 \mathrm{i}$ |
| 7 | + | 3 | 11 | + | -3 | 13 | - | -6i |
| 17 | - | 2 i | 19 | - | 6 i | 23 | - | 4i |
| 29 | - | -4i | 31 | - | 0 | 37 |  | $-1+6 i$ |
| 41 | + | -3 | 43 | - | $-6 \mathrm{i}$ | 47 | + | 3 |
| 53 | $+$ | 9 | 59 | - | -4i | 61 | - | 0 |
| 67 | $+$ | -12 | 71 | $+$ | -3 | 73 | + | 9 |
| 79 | - | 6 i | 83 | + | 9 | 89 | - | $-14 i$ |
| 97 | - | 12i | 101 | + | -3 | 103 | - | $-6 \mathrm{i}$ |
| 107 | $+$ | -12 | 109 | - | 6 i | 113 | - | 4 i |
| 127 | + | -7 | 131 | - | $-10 \mathrm{i}$ | 137 | + | 18 |
| 139 | + | 0 | 149 | $+$ | 15 | 151 | + | -8 |
| 157 | + | 3 | 163 | - | $-6 \mathrm{i}$ | 167 | - | 2 i |
| 173 | + | -21 | 179 | - | 16 i | 181 | $+$ | -3 |
| 191 | - | 20i | 193 | - | -6i | 197 | + | 3 |
| 199 | - | $-24 \mathrm{i}$ | 211 | + | -13 | 223 | + | 19 |
| 227 | - | -8i | 229 | + | -5 | 233 | + | -6 |
| 239 | - | $16 i$ | 241 | - | 0 | 251 | - | 10 i |
| 257 | - | -8i | 263 | + | 9 | 269 | + | -30 |
| 271 | + | -3 | 277 | - | 12i | 281 | - | $-20 \mathrm{i}$ |
| 283 | - | 24i | 293 | + | -6 | 307 | + | -7 |
| 311 | - | 10i | 313 | - | $-6 i$ | 317 | + | 18 |
| 331 | - | 0 | 337 | + | 13 | 347 | - | 32i |
| 349 | $+$ | 30 | 353 | - | 14i | 359 | $+$ | -15 |
| 367 | + | 8 | 373 | + | -21 | 379 | + | 15 |
| 383 | - | $-16 i$ | 389 | - | 16 i | 397 | $+$ | 33 |
| 401 | - | $-10 \mathrm{i}$ | 409 | - | $-24 \mathrm{i}$ | 419 | $+$ | 15 |
| 421 | - | 30i | 431 | - | 10i | 433 | $+$ | 9 |
| 439 | - | $-24 i$ | 443 | + | -21 | 449 | - | 26 i |
| 457 | - | -18i | 461 | - | 10 i | 463 | - | -36i |
| 467 | - | $-28 \mathrm{i}$ | 479 | - | -4i | 487 | - | $-18 \mathrm{i}$ |
| 491 | + | 12 | 499 | - | 36 i | 503 | - | 14i |
| 509 | + | 15 | 521 | + | -3 | 523 | - | -6i |
| 541 | - | 0 | 547 | - | 12 i | 557 | - | $-28 \mathrm{i}$ |
| 563 | - | $-26 i$ | 569 | - | -44i | 571 | + | -33 |
| 577 | - | 42i | 587 | - | 22 i | 593 | + | -21 |
| 599 | + | 45 | 601 | + | -18 | 607 | - | $-18 \mathrm{i}$ |
| 613 | + | 29 | 617 | + | 3 | 619 | + | -35 |
| 631 | - | $-30 \mathrm{i}$ | 641 | + | -33 | 643 | - | 24 i |
| 647 | - | 2 i | 653 | - | 44i | 659 | + | -45 |
| 661 | - | 30i | 673 | + | -21 | 677 | + | 3 |
| 683 | - | -46i | 691 | + | 12 | 701 | - | 20 i |
| 709 | - | 6 i | 719 | + | 15 | 727 | - | $-18 \mathrm{i}$ |
| 733 | $+$ | -31 | 739 | + | 25 | 743 | $+$ | 39 |
| 751 | + | 27 | 757 | - | 12i | 761 | + | -33 |
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| §1.1 |  | Page |
| :---: | :---: | :---: |
| P | the Riemann sphere ( $=\mathbb{R} \cup\{\infty\}$ ) | 1 |
| H | the upper half plane ( $=\{z \in \mathbb{C}\|\quad\| \quad \operatorname{Im}(z)>0\}$ ) | 2 |
| K | the unit disk ( $=\{z \in \mathbb{C} \mid$ | 2 |
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§1.2
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§ 1.3
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$G L_{2}^{+}(\mathbb{R})_{x, x^{\prime}} \quad=G L_{2}^{+}(\mathbb{R})_{x} \cap G L_{2}^{+}(\mathbb{R})_{x^{\prime}}$
$S L_{2}(\mathbb{R})_{x, x^{\prime}} \quad=S L_{2}(\mathbb{R}) \cap G L_{2}^{+}(\mathbb{R})_{x_{1, x}}$
$Z(\alpha)$
the centralizer of $\alpha\left(=\left\{\beta \in G L_{2}(\mathbb{R}) \quad \mid \alpha \beta=\beta \alpha\right\}\right)$
$N(G)$
the normalizer of $G\left(=\left\{\alpha \in G L_{2}(\mathbb{R}) \quad \mid \quad \alpha G \alpha^{-1}=G\right\}\right)$

## § 1.4

$(f \circ \alpha)(z)$
$=f(\alpha z)$

| $d f$ | $=\left(\frac{\partial f}{\partial x}\right) d x+\left(\frac{\partial f}{\partial y}\right) d y$ | 10 |
| :---: | :---: | :---: |
| $d f \circ \alpha$ | $=d(f \circ \alpha)$ | 10 |
| $d z$ | $=d x+i d y \quad(z=x+i y)$ | 10 (1.4.1) |
| $d \bar{z}$ | $=d x-i d y \quad(z=x+i y)$ | 10 (1.4.1) |
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| $d v_{\mathbf{K}}(w)$ | $=4 d x d y /\left(1-\|w\|^{2}\right)^{2} \quad(w=x+i y \in \mathbf{K})$ | 11 |
| $d \alpha$ | Haar measure of $S L_{2}(\mathbb{R}) \quad\left(=(2 \pi)^{-1} y^{-2} d x d y d \theta\right)$ | 16 (1.4.13) |
| $v(D)$ | $=\int d v(z) \quad(D \subset \mathbf{H})$ | 13 |
| $d($, | the distance in $\mathbf{H}$ | 12 |
| $h_{z}$ | $=\sqrt{y^{-1}}\left[\begin{array}{ll}y & x \\ 0 & 1\end{array}\right] \quad(z=x+i y \in \mathbf{H})$ | 15 (1.4.8) |
| $k_{\theta}$ | $=\left[\begin{array}{rr}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right] \quad(\theta \in \mathbb{R})$ | 15 (1.4.9) |

$\S 1.5$

| $Z(\Gamma)$ | $=\Gamma \cap\{ \pm \mathbf{1}\}$ |  | 18 |
| :--- | :--- | :--- | :--- |
| $\Gamma_{z}$ | $=\Gamma \cap S L_{2}(\mathbb{R})_{z}$ | $(z \in \mathbf{H} \cup \mathbb{R} \cup\{\infty\})$ | 18 |
| $\Gamma_{x, x^{\prime}}$ | $=\Gamma \cap S L_{2}(\mathbb{R})_{x, x^{\prime}}$ | $\left(x, x^{\prime} \in \mathbb{R} \cup\{\infty\}\right)$ | 18 |
| $e_{z}$ | the order of $z\left(=\left\|\Gamma_{z} / Z(\Gamma)\right\| \quad(z \in \mathbf{H}),=\infty \quad(z:\right.$ a cusp $\left.)\right)$ | 19 |  |

§1.6
$F_{\gamma} \quad=\left\{z \in \mathbf{H} \quad \mid \quad d\left(z, z_{0}\right) \leqq d\left(z, \gamma z_{0}\right)\right\} \quad 21$
$U_{\gamma} \quad=\left\{z \in \mathbf{H} \mid d\left(z, z_{0}\right)<d\left(z, \gamma z_{0}\right)\right\} \quad 21$
$C_{\gamma} \quad=\left\{z \in \mathbf{H} \mid \quad d\left(z, z_{0}\right)=d\left(z, \gamma z_{0}\right)\right\} \quad 21$

## §1.7

$P_{\Gamma} \quad$ the set of cusps of $\Gamma \quad 25$
$\mathbf{H}^{*}, \mathbf{H}_{\Gamma}^{*} \quad=\mathbf{H} \cup P_{\Gamma} \quad 25$ (1.7.1)
$\Gamma \backslash \mathbf{H} \quad$ the quotient space of $\mathbf{H}$ by $\Gamma \quad 25$
$\Gamma \backslash \mathbf{H}^{*} \quad$ the quotient space of $\mathbf{H}^{*}$ by $\Gamma \quad 25$
$\pi, \pi_{\Gamma} \quad$ the natural mapping of $\mathbf{H}^{*}$ onto $\Gamma \backslash \mathbf{H}^{*} 27$
$U_{i} \quad=\{z \in \mathbf{H} \mid \operatorname{Im}(z)>l\} \quad 25$ (1.7.2)
$U_{i}^{*} \quad=U_{1} \cup\{\infty\} \quad 25$ (1.7.2)
$\S 1.8$
$\left(V_{\alpha}, t_{\alpha}\right) \quad$ a local chart 28
$\left\{\left(V_{\alpha}, t_{\alpha}\right)\right\} \quad$ a coordinate system of a Riemann surface $\quad 28$
$\Re$ a Riemann surface 28
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| $K(\mathfrak{R})$ | the function field of $\mathfrak{R}$ | 30 |
| $\left(\mathfrak{R}^{\prime}, F\right)$ | a covering of a Riemann surface | 31 |
| $e_{\text {b, }}$ | the ramification index of a covering $F$ at b | 31 |
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| $(f, g)$ | the Petersson inner product |  |
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| $\mathscr{G}_{k}(\Gamma)$ | $=\left\{f \in \Omega_{k}(\Gamma) \mid f:\right.$ holomorphic $\}$ | 40 |
| $\mathscr{S}_{k}(\Gamma)$ | $=\left\{f \in \Omega_{k}(\Gamma) \quad \mid f:\right.$ cusp form $\}$ | 40 |
| $\mathscr{N}_{k}(\Gamma)$ | $=\left\{f \in \mathscr{G}_{k}(\Gamma) \quad \mid \quad(f, g)=0 \quad\right.$ for any $\left.g \in \mathscr{S}_{k}(\Gamma)\right\}$ | 44 |
| $\Omega_{k}(\Gamma, \chi)$ | $=\left(f \in \Omega_{k}\left(\Gamma_{\chi}\right) \quad\|f\|_{k} \gamma=\chi(\gamma) f\right.$ for any $\left.\gamma \in \Gamma\right\}$ | 43 |
| $\mathscr{A}_{k}(\Gamma, \chi)$ | $=\Omega_{k}(\Gamma, \chi) \cap \mathscr{A}_{k}\left(\Gamma_{\chi}\right)$ | 43 |
| $\mathscr{G}_{k}(\Gamma, \chi)$ | $=\Omega_{k}(\Gamma, \chi) \cap \mathscr{G}_{k}\left(\Gamma_{\chi}\right)$ | 43 |
| $\mathscr{S}_{k}(\Gamma, \chi \chi)$ | $=\Omega_{k}(\Gamma, \chi) \cap \mathscr{P}_{k}\left(\Gamma_{\chi}\right)$ | 43 |
| $\mathscr{N}_{k}(\Gamma, \chi)$ | $=\left\{f \in \mathscr{G}_{k}(\Gamma, \chi) \quad \mid \quad(f, g)=0 \quad\right.$ for any $\left.g \in \mathscr{S}_{k}(\Gamma, \chi)\right\}$ | 44 |
| $\Omega(\Gamma)$ | $=\sum^{x} \Omega_{k}(\Gamma)$ | 38 |
| $\mathscr{A}(\Gamma)$ | $=\sum_{k=-\infty}^{x} \mathscr{A}_{k}(\Gamma)$ | 40 |
| $\mathscr{G}(\Gamma)$ | $=\sum^{\infty} \mathscr{G}_{k}(\Gamma)$ | 40 |
| $\mathscr{F}(\Gamma)$ | $=\sum^{x} \mathscr{S}_{k}(\Gamma)$ | 40 |

## §2.2

$\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\} \quad$ a differential on a Riemann surface 45
$d \phi \quad$ the differential of $\phi \in K(\mathfrak{R})\left(=\left\{\left(d \phi / d t_{\mu}, V_{\mu}, t_{\mu}\right)\right\}\right) 46$

|  |  | Page |
| :---: | :---: | :---: |
| $v_{\mathrm{a}}(\omega)$ | $=v_{\mathrm{a}}\left(\phi_{\mu}\right) \quad\left(\omega=\left\{\left(\phi_{\mu}, V_{\mu}, t_{\mu}\right)\right\} \in D^{m}(\mathfrak{R})\right)$ | 47 |
| $D^{m}(\mathfrak{R})$ | the space of differentials of degree $m$ on $\mathfrak{R}$ | 45 |
| $D_{0}^{m}(\mathfrak{R})$ | $=\left\{\omega \in D^{m}(\mathfrak{R}) \quad \mid \quad \omega=0\right.$ or $\left.\operatorname{div}(\omega) \geqq 0\right\}$ | 48 |
| $D(\mathfrak{R})$ | $=\sum D^{m}(\mathrm{R})$ | 46 |
| $\operatorname{Div}(\boldsymbol{R})$ | $=\left\{\sum_{\mathrm{a} \in \mathfrak{M}}^{m=-\infty} c_{\mathrm{a}} \mathrm{a} \quad \mid \quad c_{\mathrm{a}} \in \mathbb{Z}, c_{\mathrm{a}}=0 \text { for almost all } \mathrm{a}\right\}$ | 46 |
| $\operatorname{Div}_{l}(\mathfrak{R})$ | $=\left\{\operatorname{div}(\phi) \quad \mid \quad \phi \in K(\boldsymbol{R})^{\times}\right\} \quad(\subset \operatorname{Div}(\mathfrak{R}))$ | 47 |
| $\operatorname{deg}(\mathrm{a})$ | $=\Sigma_{\mathrm{a}} c_{\mathrm{a}} \quad\left(\mathrm{a}=\Sigma_{\mathrm{a}} c_{\mathrm{a}} \mathrm{a} \in \operatorname{Div}(\boldsymbol{R})\right)$ | 46 |
| $\operatorname{div}(\phi)$ | $=\sum_{\mathrm{a} \in \mathfrak{R}} v_{\mathrm{a}}(\phi) \mathrm{a} \quad\left(\phi \in K(\Re)^{x}\right)$ | 47 (2.2.7) |
| $\operatorname{div}(\omega)$ | $=\sum_{\mathbf{a} \in \mathfrak{R}} v_{\mathbf{a}}(\omega) \mathbf{a} \quad\left(\phi \in D^{m}(\mathfrak{R})\right)$ | 47 |
| $L(a)$ | $=\{\phi \in K(\Re) \quad \mid \quad \phi=0 \quad$ or $\operatorname{div}(\phi)+a \geqq 0\} \quad(a \in \operatorname{Div}(\mathbb{R}))$ | 47 |
| $l(\mathfrak{a})$ | $=\operatorname{dim}_{\mathbb{C}} L(\mathfrak{a}) \quad(\mathfrak{a} \in \operatorname{Div}(\mathfrak{R}))$ | 47 |
| §2.3 |  |  |
| $\mathscr{A}(\Gamma))_{\text {even }}$ | $=\sum_{m=-\infty}^{\infty} \mathscr{A}_{2 m}(\Gamma)$ | 50 |
| $\operatorname{Div}(\boldsymbol{R})_{\mathbb{Q}}$ | $=\operatorname{Div}(\mathfrak{R}) \otimes_{\mathbb{Z}} \mathbb{Q}$ | 51 |
| $v_{\mathrm{a}}(f)$ | $= \begin{cases}e_{\mathrm{a}}^{-1} \operatorname{ord}_{z_{-z_{0}}}(f) & \left(f \in \mathscr{A}_{2 m}(\Gamma), \quad \mathbf{a}=\pi\left(z_{0}\right) \in \mathfrak{R}_{\Gamma}\right) \\ v_{\mathrm{a}}\left(f^{2}\right) / 2 & \left(f \in \mathscr{A}_{2 m+1}(\Gamma)\right)\end{cases}$ | 50 52 |
| $\omega_{f}, \omega(f)$ | the differential of an automorphic form $f$ | 49 |
| $\operatorname{div}(f)$ | $=\sum_{\mathrm{a} \in \mathfrak{R}_{\Gamma}} v_{\mathrm{a}}(f) \mathrm{a} \quad\left(f \in \mathscr{A}_{m}(\Gamma)\right)$ | 51 |
| $\operatorname{div}(d z)$ | $=-\sum_{\mathrm{a} \in \Re_{f}}\left(1-e_{\mathrm{a}}{ }^{-1}\right) \mathrm{a}$ | 52 (2.3.16) |
| § 2.5 |  |  |
| [a] | $=\Sigma_{\mathrm{a}}\left[c_{\mathrm{a}}\right] \mathrm{a} \quad\left(\mathrm{a}=\Sigma c_{\mathrm{a}} \mathrm{a} \in \operatorname{Div}\left(\boldsymbol{R}_{\Gamma}\right)_{\mathbb{Q}}\right)$ | 57 |
| §2.6 |  |  |
| $\\|f\\|_{u}$ | $=\left(\int_{U}\left\|f(z) \operatorname{Im}(z)^{k / 2}\right\|^{p} d v(z)\right)^{1 / p}$ | 63 |
| $F_{k}(z ; \phi, \chi, \Lambda, \Gamma)$ | a Poincaré series $\left(=\sum_{\gamma \in \Lambda \backslash \Gamma} \overline{\chi(\gamma)}\left(\left.\phi\right\|_{k} \gamma\right)(z)\right)$ | 64 (2.6.2) |
| $\phi_{m}(z), \phi_{m}(z ; x, \sigma)$ | $=j(\sigma, z)^{-k} e^{2 \pi i m a z / h}$ | 67 (2.6.9) |
| $g_{k}^{(m)}(z)$ | $=F_{k}\left(z ; e^{2 \pi i m z / h}, \chi, \Gamma_{\infty}, \Gamma\right)$ | 67 |
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§ 2.7

| $\Gamma \approx \Gamma^{\prime}$ | $\left[\Gamma: \Gamma \cap \Gamma^{\prime}\right]<\infty \quad$ and $\quad\left[\Gamma^{\prime}: \Gamma \cap \Gamma^{\prime}\right]<\infty$ | 69 |
| :--- | :--- | ---: |
| $\tilde{\Gamma}$ | $=\left\{g \in G \quad \mid \quad g \Gamma g^{-1} \approx \Gamma\right\}$ | 69 |
| $\mathscr{R}_{K}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)$ | $=\left\{\sum_{\alpha \in \Delta} c_{\alpha} \Gamma \alpha \Gamma^{\prime} \mid c_{\alpha} \in K, c_{\alpha}=0\right.$ for almost all $\left.\alpha\right\}$ | 70 |
| $\mathscr{R}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)$ | $=\mathscr{R}_{\mathbb{Z}}\left(\Gamma, \Gamma^{\prime} ; \Delta\right)$ |  |
| $\mathscr{R} K(\Gamma, \Delta)$ | $=\mathfrak{R}_{K}(\Gamma, \Gamma ; \Delta)$ | 70 |
| $\mathscr{R}(\Gamma, \Delta)$ | $=\mathscr{R}_{\mathbb{Z}}(\Gamma, \Delta)$ | 70 |
| $\operatorname{deg}(\xi)$ | $=\Sigma_{\alpha} c_{\alpha}\left\|\Gamma \backslash \Gamma \alpha \Gamma^{\prime}\right\| \quad\left(\xi=\Sigma_{\alpha} c_{\alpha} \Gamma \alpha \Gamma^{\prime} \in \mathscr{R}\left(\Gamma, \Gamma^{\prime}\right)\right)$ | 70 |
| $M^{\Gamma}$ | $=\left\{m \in M \quad \mid \quad m^{\gamma}=m\right.$ for all $\left.\gamma \in \Gamma\right\}$ | 73 |
| $m \mid \Gamma \alpha \Gamma^{\prime}$ | $=\Sigma_{i} m^{\alpha_{i}} \quad\left(\Gamma \alpha \Gamma^{\prime}=\bigsqcup_{i} \Gamma \alpha_{i}\right)$ | 71 |
| $m \mid \xi$ | $=\Sigma_{\alpha} c_{\alpha}\left(m \mid \Gamma \alpha \Gamma^{\prime}\right) \quad\left(\xi=\Sigma_{\alpha} c_{\alpha} \Gamma \alpha \Gamma^{\prime}\right)$ | 71 |

## §2.8

| $\tilde{\Gamma}$ | $=\left\{g \in G L_{2}^{+}(\mathbb{R}) \mid g \Gamma g^{-1} \approx \Gamma\right\}$ | 74 |
| :--- | :--- | :--- |
| $f \mid \Gamma_{1} \alpha \Gamma_{2}$ | $=\left.\operatorname{det}(\alpha)^{\boldsymbol{k} / 2-1} \Sigma_{v} \overline{\chi\left(\alpha_{v}\right)} f\right\|_{k} \alpha_{v} \quad\left(\Gamma_{1} \alpha \Gamma_{2}=\coprod_{v} \Gamma_{1} \alpha_{v}\right)$ | 74 (2.8.2) |
| $\operatorname{Div}_{0}(\mathbb{R})$ | $=\{\mathfrak{a} \in \operatorname{Div}(\mathfrak{R}) \mid \operatorname{deg}(\mathfrak{a})=0\}$ | 77 |
| $J_{\Gamma}$ | the jacobian variety of $\mathfrak{R}_{\Gamma}\left(=\operatorname{Div}_{0}\left(\mathfrak{R}_{\Gamma}\right) / \operatorname{Div}_{t}\left(\mathfrak{R}_{\Gamma}\right)\right)$ | 77 |
| $T(\Gamma \alpha \Gamma)$ | the modular correspondence | 77 (2.8.3) |

## §3.1

| $\chi_{0}$ | the principal character | 79 |
| :--- | :--- | :--- |
| $\bar{\chi}$ | the complex conjugate of $\chi(\bar{\chi}(n)=\overline{\chi(n)})$ | $79(3.1 .2)$ |
| $\chi^{0}$ | the primitive character associated with $\chi$ | 80 |
| $\chi_{p}$ | the $p$-factor of $\chi\left(\chi=\prod_{p} \chi_{p}\right)$ | 80 | | $W(\chi)$ | $80(3.1 .5)$ |
| :--- | :--- |
| $\left(\frac{n}{p}\right)$ | the Gauss sum of $\chi\left(=\sum_{a=0}^{m-1} \chi(a) e^{2 \pi i a / m}\right)$ |
| $\left(\frac{a}{b}\right)$ | the Legendre symbol |
|  |  |

## §3.2

$\zeta(s) \quad$ the Riemann zeta-function $\left(=\sum_{n=1}^{\infty} n^{-s}\right)$
84
$\Gamma(s) \quad$ the gamma function $\left(=\int_{0}^{\infty} e^{-t} t^{s-1} d t\right)$
86

$$
\begin{array}{lll}
z^{s} & =e^{s(\log |z|+i \arg (z))}(z, s \in \mathbb{C}) & 86(3.2 .1) \\
A(s) & =\pi^{-s / 2} \Gamma(s / 2) \zeta(s) & 87
\end{array}
$$

|  |  | Page |
| :--- | :--- | :--- |
| $\theta(z)$ | $=\sum_{\substack{n=-\infty}}^{\infty} e^{2 \pi i n^{2} z}($ theta function $)$ | $89(3.2 .16)$ |
| $B_{m}$ | $m$-th Bernoulli number | 89 |

## §3.3

| $\mathrm{r}_{\text {F }}$ | the ring of integers of $F$ | 91 |
| :---: | :---: | :---: |
| $I$ | the ideal group | 91 |
| $P$ | $=\left\{(a) \in I \quad \mid \quad a \in F^{\times}\right\}$ | 91 |
| $I(m)$ | $=\{a \in I \quad \mid \quad(a, m)=1\}$ | 91 |
| $P(\mathrm{tr})$ | $=\left\{(a) \in P \quad \mid \quad a \equiv 1 \quad \bmod ^{\times} m\right\}$ | 91 |
| $h(F)$ | the class number of $F(=\|I / P\|)$ | 91 |
| $N(\mathfrak{a}), N_{F}(\mathfrak{a})$ | the norm of $a \in I$ | 91 |
| $\xi^{0}$ | the primitive Hecke character associated with $\xi$ | 91 |
| $\bar{\xi}$ | the complex conjugate of $\xi(\bar{\xi}(\mathrm{a})=\bar{\xi}(\mathrm{a}))$ | 92 |
| $L(s, \xi)$ | the Hecke $L$-function ( $=\Sigma_{\mathrm{a}} \xi(\mathrm{a}) N(\mathrm{a})^{-s}$ ) | 91 |
| $L(s, \chi)$ | the Dirichlet $L$-function $\left(=\sum_{n=1}^{\infty} \chi(n) n^{-s}\right)$ | 93 |
| $L_{N}(s, \chi)$ | $=\sum_{\substack{n=1 \\(n, N)=1}}^{\infty} \chi(n) n^{-s}$ | 93 |

$\zeta_{F}(s) \quad$ the Dedekind zeta-function of $F\left(=\Sigma_{\mathbf{a}} N(\mathfrak{a})^{-s}\right) \quad 92$ (3.3.5)
$\mathfrak{D}=\mathfrak{D}(F) \quad$ the different of $F \quad 92$
$d_{F} \quad$ the discriminant of $F \quad 92$
$\xi_{\infty}(a) \quad=\prod_{v=1}^{r_{1}+r_{2}}\left(a_{v} /\left|a_{v}\right|\right)^{u_{v}}\left|a_{v}\right|^{i_{v}} \quad\left(a \in F^{\times}\right)$
$\xi_{f}(a) \quad=\xi((a)) \xi_{x}(a)^{-1} \quad\left(a \in F^{\times}\right)$
$W(\xi) \quad$ the Gauss sum of $\xi$
$\left(=\xi_{\infty}(b) \xi(c)^{-1} \sum_{a \in \mathrm{c} / \mathrm{mut}} \xi_{f}(a) e^{2 \pi i \mathrm{r}(a, b)}\right)$
$T(\xi)$
$=2^{i v} i^{-u} W(\xi) / N(m)^{1 / 2}$
93
$\Lambda(s, \xi) \quad=\left(\frac{2^{r_{1}}\left|d_{F}\right| N(\mathbf{n})}{(2 \pi)^{g}}\right)^{s / 2} \prod_{v=1}^{r_{1}+r_{2}} \Gamma\left(\frac{n_{v}\left(s+i v_{v}\right)+\left|u_{v}\right|}{2}\right) L(s, \xi)$
$B_{n, x} \quad$ the generalized Bernoulli number 94
$\delta_{x} \quad= \begin{cases}0 & (\chi(-1)=1) \\ 1 & (\chi(-1)=-1)\end{cases}$
§4.1
$E_{k}(z) \quad=\sum_{\substack{m, n=-\infty \\(m, n) \neq(0,0)}}^{\infty}(m z+n)^{-k}$

|  |  | Page |
| :--- | ---: | :--- |
| $G_{k}(z)$ | $=F_{k}\left(z ; 1, \chi_{0}, S L_{2}(\mathbb{Z})_{x}, S L_{2}(\mathbb{Z})\right)$ | $99(4.1 .4)$ |
|  | $=\frac{1}{2} \sum_{m, n \in \mathbb{Z}}(m z+n)^{-k}$ | $99(4.1 .5)$ |
|  |  | $(m, n)=1$ |
|  | $=60 E_{4}(z)$ |  |
| $g_{2}(z)$ | $=140 E_{6}(z)$ | $101(4.1 .16)$ |
| $g_{3}(z)$ | $=12^{-3}\left(G_{4}(z)^{3}-G_{6}(z)^{2}\right)$ | $101(4.1 .16)$ |
| $\Delta(z)$ | $=(2 \pi)^{-12}\left(g_{2}(z)^{3}-27 g_{3}(z)^{2}\right)$ | $101(4.1 .14)$ |
|  | $=G_{4}(z)^{3} / \Delta(z)$ | $101(4.1 .17)$ |
| $J(z)$ | $=12^{3}(2 \pi)^{-12} g_{2}(z)^{3} / \Delta(z)$ | $101(4.1 .15)$ |
|  |  | $101(4.1 .18)$ |

§4.2
$\Gamma_{0}(N) \quad=\left\{\left.\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N\right\} \quad 103$
$\Gamma_{1}(N) \quad=\left\{\left.\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0, a \equiv d \equiv 1 \bmod N\right\} \quad 103$
$\Gamma(N) \quad=\left\{\left.\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, b \equiv c \equiv 0, a \equiv d \equiv 1 \bmod N\right\} \quad 103$
$\Gamma_{0}^{ \pm}(N) \quad=\Gamma_{\mathbf{0}}(N) \cup \Gamma_{0}(N)\left[\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right]$
109
$\Gamma(1)_{\infty}^{+} \quad=\left\{\left.\left[\begin{array}{ll}1 & n \\ 0 & 1\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, n \in \mathbb{Z}\right\}$
107 (4.2.4)
$\bar{\Gamma} \quad$ the image of $\Gamma$ in $\operatorname{Aut}(\mathbf{H}) \quad 106$
$\begin{array}{lll}\lambda_{N}(\gamma) & =\gamma \bmod N & 104\end{array}$
$\nu_{2}(\Gamma) \quad$ the number of inequivalent elliptic points of $\Gamma$ of order $2 \quad 107$
$v_{3}(\Gamma) \quad$ the number of inequivalent elliptic points of $\Gamma$ of order $3 \quad 107$
$\begin{array}{lll}v_{\infty}(\Gamma) & \text { the number of inequivalent cusps of } \Gamma & 107\end{array}$
§4.3
$\chi(\gamma) \quad=\chi(d) \quad\left(\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma_{0}(N)\right)$
114 (4.3.2)
$\begin{array}{lll}\mathscr{G}_{k}(N, \chi) & =\mathscr{G}_{k}\left(\Gamma_{0}(N), \chi\right) & 115\end{array}$
$\begin{array}{lll}\mathscr{S}_{k}(N, \chi) & =\mathscr{S}_{k}\left(\Gamma_{0}(N), \chi\right) & 115\end{array}$
$\begin{array}{ll}\mathscr{N}_{k}(N, \chi) & =\mathscr{N}_{k}\left(\Gamma_{0}(N), \chi\right) \\ 115\end{array}$
$\omega_{N}, \omega(N) \quad=\left[\begin{array}{rr}0 & -1 \\ N & 0\end{array}\right]$

$$
\begin{array}{lll}
f_{\rho}(z) & =\sum_{n=0}^{\infty} \bar{a}_{n} e^{2 \pi i n z} & \left(f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}\right) \\
f_{\psi}(z) & =\sum_{n=0}^{\infty} \psi(n) a_{n} e^{2 \pi i n z} & \left(f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}\right) \\
L(s ; f) & =\sum_{n=1}^{\infty} a_{n} n^{-s} & \left(f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}\right) \\
& =\sum_{n=1}^{\infty} \psi(n) a_{n} n^{-s} & \left(f(z)=\sum_{n=0}^{\infty} a_{n} e^{2 \pi i n z}\right) \\
L(s ; f, \psi) & =(2 \pi / \sqrt{N})^{-s} \Gamma(s) L(s ; f) &  \tag{4.3.12}\\
\Lambda_{N}(s ; f) & =(2 \pi / m \sqrt{N})^{-s} \Gamma(s) L(s ; f, \psi) \\
\Lambda_{N}(s ; f, \psi) &
\end{array}
$$
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115 (4.3.3)

123 (4.3.17)

123 (4.3.18)

123 (4.3.19)
§4.4
$\eta(z) \quad$ the Dedekind $\eta$-function $\left(=e^{\pi i z / 12} \prod_{n=1}^{\infty}\left(1-e^{2 \pi i n z}\right)\right)$
129
§4.5
$\Delta_{0}(N) \quad=\left\{\left.\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \bmod N,(a, N)=1, a d-b c>0\right\}$
132 (4.5.1)
$\Delta_{0}^{*}(N) \quad=\left\{\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in M_{2}(\mathbb{Z}) \quad c \equiv 0 \bmod N,(d, N)=1, a d-b c>0\right\}$
132 (4.5.2)
$\Delta_{1}(N) \quad=\left\{\left.\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0, a \equiv 1 \bmod N, a d-b c>0\right\} \quad 151$
$\begin{array}{lll}\mathscr{R}(N) & =\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}(N)\right) & 132(4.5 .4) \\ \mathscr{R}^{*}(N) & =\mathscr{R}\left(\Gamma_{0}(N), \Delta_{0}^{*}(N)\right) & 132(4.5 .5)\end{array}$
$\chi(\alpha) \quad=\overline{\chi(a)} \quad\left(\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Delta_{0}(N)\right)$
$\chi^{*}(\alpha) \quad=\chi(d) \quad\left(\alpha=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Delta_{0}^{*}(N)\right)$
$f \left\lvert\, \Gamma_{0}(N) \alpha \Gamma_{0}(N)= \begin{cases}\left.\operatorname{det}(\alpha)^{k / 2-1} \sum_{v} \overline{\chi\left(\alpha_{v}\right)} f\right|_{k} \alpha_{v} \\ & \left(f \in \mathscr{G}_{k}(N, \chi), \Gamma_{0}(N) \alpha \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v} \in \mathscr{R}(N)\right) \\ \left.\operatorname{det}(\alpha)^{k / 2-1} \sum_{v} \overline{\chi^{*}\left(\alpha_{v}\right)} f\right|_{k} \alpha_{v} \\ \left(f \in \mathscr{G}_{k}(N, \chi), \Gamma_{0}(N) \alpha \Gamma_{0}(N)=\coprod_{v} \Gamma_{0}(N) \alpha_{v} \in \mathscr{R}^{*}(N)\right) & 134 \text { (4.5.5.11) }\end{cases}\right.$
$T(l, m) \quad=\Gamma_{0}(N)\left[\begin{array}{cc}l & 0 \\ 0 & m\end{array}\right] \Gamma_{0}(N) \in \mathscr{R}(N)$
$T^{*}(m, l) \quad=\Gamma_{0}(N)\left[\begin{array}{ll}m & 0 \\ 0 & l\end{array}\right] \Gamma_{0}(N) \in \mathscr{R}^{*}(N)$
135 (4.5.15)

|  |  | Page |
| :---: | :---: | :---: |
| $T(n)$ | $=\sum_{\substack{\alpha \in \Delta(N)(N) \\ \text { det }(\alpha)=n}} \Gamma_{0}(N) \alpha \Gamma_{0}(N) \in \mathscr{R}(N)$ | 135 (4.5.14) |
| $T^{*}(n)$ | $=\sum_{\substack{\alpha \in \mathcal{A}_{(0, N}^{*}(N) \\ \operatorname{det}(\alpha)=n}} \Gamma_{0}(N) \alpha \Gamma_{0}(N) \in \mathscr{R}^{*}(N)$ | 135 (4.5.15) |
| $(f \mid T(n))(z)$ | $=n^{k-1} \sum_{\substack{0<d \mid n \\ a d=n}} \sum_{b=0}^{d-1} \chi(a) d^{-k} f\left(\frac{a z+b}{d}\right)\left(f \in \mathscr{G}_{k}(N, \chi)\right)$ | 142 (4.5.26) |
| $(f \mid T(l, l)(z)$ | $=l^{k-2} \chi(l) f(z) \quad\left(f \in \mathscr{G}_{k}(N, \chi)\right)$ | 143 (4.5.27) |
| §4.6 |  |  |
| $\delta_{l}$ | $=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ | 153 (4.6.1) |
| $\left(\left.f\right\|_{k} \delta_{l}\right)(z)$ | $=l^{k / 2} f(l z)$ | 153 (4.6.2) |
| $\mathscr{S}_{k}^{1}(N, \chi)$ | $=\langle f(z) \quad\| \quad f \in \mathscr{S}_{k}(M, \chi), I M\|N, M \neq N\rangle$ | 162 |
| $\mathscr{S}_{k}^{0}(N, \chi)$ | $=\left\{f \in \mathscr{S}_{k}(N, \chi) \quad \mid \quad(f, g)=0\right.$ for any $\left.g \in \mathscr{F}_{k}^{1}(N, \chi)\right\}$ | 162 |
| $N_{p}$ | the $p$-component of $N \quad\left(N=\prod_{p} N_{p}\right)$ | 166 |
| $\gamma_{q}$ | $\equiv\left\{\begin{array}{ll} {\left[\begin{array}{rr} 0 & -1 \\ 1 & 0 \end{array}\right]} & \bmod N_{q}^{2} \\ {\left[\begin{array}{ll} 1 & 0 \\ 0 & 1 \end{array}\right]} & \bmod \left(N / N_{q}\right)^{2} \end{array} \quad\left(\gamma_{q} \in S L_{2}(\mathbb{Z})\right)\right.$ | 166 (4.6.19) |
| $\gamma_{q}^{\prime}$ | $\equiv\left\{\begin{array}{l} {\left[\begin{array}{ll} 1 & 0 \\ 0 & 1 \end{array}\right]} \\ \bmod N_{q}^{2} \\ {\left[\begin{array}{rr} 0 & -1 \\ 1 & 0 \end{array}\right] \bmod \left(N / N_{q}\right)^{2}} \end{array}\left(\gamma_{q}^{\prime} \in S L_{2}(\mathbb{Z})\right)\right.$ | 167 (4.6.20) |
| $\eta_{q}, \eta_{q}^{(N)}$ | $=\gamma_{q}\left[\begin{array}{cc}N_{q} & 0 \\ 0 & 1\end{array}\right]$ | 167 (4.6.21) |
| $\eta_{q}^{\prime}$ | $=\gamma_{q}^{\prime}\left[\begin{array}{cc}N / N_{q} & 0 \\ 0 & 1\end{array}\right]$ | 167 (4.6.21) |

§4.7
$f_{k}\left(z ; \chi_{1}, \chi_{2}\right) \quad=a_{0}+\sum_{n=1}^{\infty}\left(\sum_{0<d \mid n} \chi_{1}(n / d) \chi_{2}(d) d^{k-1}\right) e^{2 \pi i n z}$
$\begin{array}{ll}\mathscr{E}_{k}(N, \chi) & =\left\langle f_{k}\left(l z ; \chi_{1}, \chi_{2}\right) \quad\right| \quad l M_{1} M_{2}\left|N, \chi_{1} \chi_{2}=\chi\right\rangle \\ \mathscr{E}_{k}\left(\Gamma_{1}(N)\right) & =\underset{\chi}{\oplus} \mathscr{E}_{k}(N, \chi)\end{array}$
180 (4.7.19)
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$\S 4.8$
$f(z ; \xi)$
$= \begin{cases}\sum_{\mathrm{a}} \xi(\mathrm{a}) N_{k}(\mathrm{a})^{u / 2} e^{2 \pi i N_{\mathrm{K}}(\mathrm{a}) z} & (K: \text { imaginary }) \\ \sum_{\mathrm{a}} \xi(\mathrm{a}) e^{2 \pi i N_{\kappa}(\mathrm{a}) z} & (K: \text { real })\end{cases}$
183
184
$\S 4.9$
$\begin{array}{lll}e(z) & =e^{2 \pi i z} & 185\end{array}$
$\begin{array}{lll}A & \text { a positive symmetric matrix in } M_{r}(\mathbb{Z}) & 186\end{array}$
$P \quad$ a spherical function with respect to $A \quad 186$
$\Delta_{A} \quad=\sum_{i, j=1}^{r} b_{i j} \partial^{2} / \partial x_{i} \partial x_{j} \quad\left(A^{-1}=\left[b_{i j}\right]\right) \quad 186$
$\begin{array}{lll}A[x] & ={ }^{t} x A x & \left(x \in \mathbb{C}^{r}\right) \\ & 186\end{array}$
$a(n, A) \quad=\#\left\{m \in \mathbb{Z}^{r} \quad \mid A[m]=n\right\} \quad 186$
$\begin{array}{ll}\mathrm{a}(n, h, A, N, P)=\sum_{A \mid m]=n} P(m) & 187\end{array}$
$\theta(z ; h, A, N, P)=\sum_{m \in \mathbb{Z}^{r}} P(m) e\left(\frac{A[m]}{2 N^{2}} z\right)$ $m \equiv h \bmod N$
$\theta(z, x) \quad=\sum_{m \in \mathbb{Z}^{r}} e\left(\frac{A[m+x]}{2} z\right)$
186 (4.9.3)
$\begin{array}{lll}\theta_{\psi}(z) & =\sum_{m=-\infty}^{\infty} \psi(m) m^{\nu} e\left(m^{2} z\right) & \left(v=\delta_{\psi}\right) \\ 194\end{array}$
$\varepsilon_{d} \quad= \begin{cases}1 & (d \equiv 1 \bmod 4) \\ i & (\text { otherwise })\end{cases}$
$J(\gamma, z) \quad=\binom{c}{d} \varepsilon_{d}^{-1}(c z+d)^{1 / 2} \quad\left(\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \Gamma_{0}(4)\right)$
§5.1

| $\operatorname{ord}_{p}(\mathrm{a})$ | $=\max \left\{m \in \mathbb{Z} \quad \mid \quad a \in p^{m} \mathbb{Z}_{p}\right\} \quad\left(a \in \mathbb{Q}_{p}^{\times}\right)$ | 196 |
| :---: | :---: | :---: |
| $\|a\|_{p}$ | $=\left\{\begin{array}{ll} p^{-\operatorname{ord}_{p}(a)} & (a \neq 0) \\ 0 & (a=0) \end{array} \quad\left(a \in \mathbb{Q}_{p}\right)\right.$ | 196 |
| $\|a\|_{\infty}$ | $=\|a\| \quad\left(a \in \mathbb{Q}_{\infty}=\mathbb{R}\right)$ | 196 |
| $\mid a_{A}$ | $=\prod_{v}\left\|a_{v}\right\|_{v} \quad\left(a=\left(a_{v}\right) \in \mathbb{Q}_{A}^{\times}\right)$ | 197 |
| $Z(B)$ | the center of $B(=\{\beta \in B \quad \mid \alpha \beta=\beta \alpha$ for any $\alpha \in B\})$ | 195 |
| $B_{p}$ | $=B \otimes \mathbb{Q}^{Q_{p}}$ | 196 |
| $R_{p}$ | the closure of $R$ in $B_{p}$ | 196 |
| $\mathbb{Q d}_{A}$ | the adele ring of $Q$ | 197 |
| $B_{A}$ | the adelization of $B\left(=B \otimes Q_{Q} Q_{A}\right)$ | 197 (5.1.2) |
| $\mathbb{Q}^{\text {a }}$ | the idele group of $Q$ | 197 |
| $B_{A}^{\text {x }}$ | the adelization of $B^{\times}$ | 198 (5.1.4) |

$\S 5.2$

| $N_{B}$ | the (reduced) norm of $B$ | 200 |
| :--- | :--- | :--- |
| $\operatorname{tr}_{B}$ | the (reduced) trace of $B$ | 200 |
| $f(X ; \beta)$ | the principal polynomial of $\beta$ | 200 |
| $B_{A}^{(1)}$ | $=\left\{\left.\beta \in B_{A}^{\times}\| \| N_{B}(\beta)\right\|_{A}=1\right\}$ | 201 |
| $\Gamma_{R}$ | $=\left\{\beta \in R^{\times} \mid N_{B}(\beta)=1\right\} \quad\left(\subset G L_{2}^{+}(\mathbb{R})\right)$ | $209(5.2 .11)$ |

§5.3

| $d_{B}$ | the discriminant of $B$ | 211 |
| :---: | :---: | :---: |
| $U_{R}$ | $=G L_{2}^{+}(\mathbb{R}) \times \prod_{p} R_{p}^{\times}$ | 212 (5.3.2) |
| $D_{p}$ | $= \begin{cases}\left\{g \in R_{p} \mid\right. & \left.\mid N_{B}(g) \neq 0\right\} \\ \left\{\left.\left[\begin{array}{cc} a & b \\ p^{e} c & d \end{array}\right] \in R_{p} \right\rvert\, a \in \mathbb{Z}_{p}^{\times}, a d-p^{e} b c \neq 0\right\} & (p \mid N)\end{cases}$ | 213 (5.3.4) |
| $D_{R}$ | $=\left(G L_{2}^{+}(\mathbb{R}) \times \prod D_{p}\right) \cap B_{A}^{\times}$ | 212 (5.3.3) |
| $\Delta_{R}$ | $=R \cap D_{R}$ | 213 (5.3.5) |
| $\chi(g)$ | $=\prod_{p \mid N} \bar{\chi}_{p}\left(a_{p}\right) \quad\left(g=\left(g_{v}\right) \in D_{R}, g_{p}=\left[\begin{array}{ll}a_{p} & b_{p} \\ c_{p} & d_{p}\end{array}\right]\right)$ | 214 (5.3.6) |
| $T(n)$ | $=\sum_{\substack{N_{R}(\alpha)=n \\ \alpha \in \Delta_{R}}} \Gamma_{R} \alpha \Gamma_{R} \in \mathscr{R}\left(\Gamma_{R}, A_{R}\right)$ | 217 (5.3.12) |
| $T(n, n)$ | $=\Gamma_{R} n \Gamma_{R} \in \mathscr{M}\left(\Gamma_{R}, A_{R}\right)$ | 217 (5.3.13) |

§6.1

$$
\|f\|_{p} \quad= \begin{cases}\left(\int_{\mathbf{H}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p} & (1 \leqq p<\infty)  \tag{219}\\ \underset{z \in \mathbf{H}}{\operatorname{ess} . \sup \left|f(z) \operatorname{Im}(z)^{k / 2}\right|} & (p=\infty)\end{cases}
$$

$L_{k}^{P}(\mathbf{H}) \quad=\left\{f \mid\|f\|_{p}<\infty\right\} \quad 219$
$\begin{array}{lll}H_{k}^{p}(\mathbf{H}) & =\left\{f \in L_{k}^{p}(\mathbf{H}) \mid f: \text { holomorphic }\right\} & 220\end{array}$
$(f, g)_{\mathbf{H}} \quad=\int_{\mathbf{H}} f(z) g(z) \operatorname{Im}(z)^{k} d v(z) \quad 220$ (6.1.1)
$K_{k}\left(z_{1}, z_{2}\right) \quad$ the kernel function of $H_{k}^{2}(\mathbf{H}) \quad 220$
$\hat{f} \quad$ the Fourier transform of $f \in H_{k}^{2}(\mathbf{H}) \quad 222$
$G_{k}(u) \quad= \begin{cases}\int_{0}^{\infty} y^{k-2} e^{-\pi u y} d y & (u>0) \\ 0 & (u \leqq 0)\end{cases}$

|  |  | Page |
| :--- | :--- | :--- |
| $\hat{H}_{k}^{2}$ | $=\left\{\phi \mid \phi(u)=0\right.$ on $\left.\mathbb{R}_{-}, \int_{-\infty}^{\infty}\|\phi(u)\|^{2} G_{k}(4 u) d u<\infty\right\}$ | 223 |
| $\langle\varphi, \psi\rangle$ | $=\int_{0}^{\infty} \varphi(u) \overline{\psi(u)} G_{k}(4 u) d u$ | 223 |
| $\hat{\phi}(z)$ | $=\int_{-\infty}^{\infty} \phi(u) e^{2 \pi i u z} d u$ | $223(6.1$ |
| $\hat{K}_{k}\left(u, z_{2}\right)$ | the Fourier transform of $K_{k}\left(z_{1}, z_{2}\right)$ | 225 |

## §6.2

| $(K f)(z)$ | $=\int_{\mathbf{H}} K_{k}(z, w) f(w) \operatorname{Im}(w)^{k} d v(w)$ |  | 225 (6. |
| :---: | :---: | :---: | :---: |
| $\\|f\\|_{p}$ | $=\left\{\begin{array}{l} \left(\int_{\mathbf{K}}\left\|f(w)\left(1-\|w\|^{2}\right)^{k / 2}\right\|^{p} d v_{\mathbf{K}}(w)\right)^{1 / p} \\ \underset{w \in \mathbf{K}}{\operatorname{ess} . \sup \left\|f(w)\left(1-\|w\|^{2}\right)^{k / 2}\right\|} \end{array}\right.$ | $(1 \leqq p<\infty)$ $(p=\infty)$ | 225 |
| $(f, g)_{\mathbf{K}}$ | $=\int_{\mathbf{K}} f(w) \overline{g(w)}\left(1-\|w\|^{2}\right)^{k} d v_{\mathbf{k}}(w)$ |  | 226 |
| $L_{k}^{p}(\mathbf{K})$ | $=\left\{f \mid \boldsymbol{l}\\| \\|_{P}<\infty\right\}$ |  | 226 |
| $H_{k}^{p}(\mathbf{K})$ | $=\left\{f \in L_{k}^{p}(\mathbf{K}) \mid f:\right.$ holomorphic $\}$ |  | 226 |

$\$ 6.3$
$\|f\|_{\Gamma, p} \quad \begin{cases}\left(\int_{\Gamma \backslash \mathbf{H}}\left|f(z) \operatorname{Im}(z)^{k / 2}\right|^{p} d v(z)\right)^{1 / p} & (1 \leqq p<\infty) \\ \begin{array}{ll}\text { ess. } \sup \left|f(z) \operatorname{Im}(z)^{k / 2}\right| & (p=\infty)\end{array} & 228 \\ z \in \mathbf{H}\end{cases}$

| $L_{k}^{p}(\Gamma, \chi)$ | $=\left\{f\left\|\\|f\\|_{\Gamma, p}<\infty, f\right\|_{k} \gamma=\chi(\gamma) f\right.$ for any $\left.\gamma \in \Gamma\right\}$ | 228 |
| :--- | :--- | :--- |
| $H_{k}^{p}(\Gamma, \chi)$ | $=\left\{f \in L_{k}^{p}(\Gamma, \chi) \mid f:\right.$ holomorphic $\}$ | 228 |
| $(f, g)_{\Gamma}$ | $=\int_{\Gamma \backslash \mathbf{H}} f(z) \overline{g(z)} \operatorname{Im}(z)^{\boldsymbol{k}^{\prime}} d v(z) \quad\left(f, g \in L_{k}^{2}(\Gamma, \chi)\right)$ | 228 |

$f^{\Gamma}(z) \quad=|Z(\Gamma)|^{-1} \sum_{\gamma \in \Gamma} \overline{\chi(\gamma)} f(\gamma z) j(\gamma, z)^{-k} \quad\left(f \in L_{k}^{1}(\mathbf{H})\right) \quad 229$ (6.3.2)
$K_{k}^{\Gamma}\left(z_{1}, z_{2}\right) \quad=|Z(\Gamma)|^{-1} \sum_{\gamma \in \Gamma} \overline{\chi(\gamma)} K_{k}\left(\gamma z_{1}, z_{2}\right) j\left(\gamma, z_{1}\right)^{-k}$
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## §6.4

| $\kappa(z ; \alpha)$ | $=\operatorname{det}(\alpha)^{k-1} \overline{\chi(\gamma)} K_{k}(\alpha z, z) j(\alpha, z)^{-k} \operatorname{Im}(z)^{k}$ | 231 (6.4.2) |
| :---: | :---: | :---: |
| $T_{x}$ | $=\{\alpha \in T \mid \alpha x=x\}$ | 232 |
| $Z(T)$ | $=T \cap \mathbb{R}^{\times}$ | 235 |
| $T^{2}$ | $=\bigcup_{x \in P_{\Gamma}}\left(T_{x}-Z(T)\right)$ | 235 |
| $T^{1}$ | $=T-T^{2}$ | 235 |
| $\boldsymbol{\kappa}(z ; \alpha, s)$ | $= \begin{cases}\kappa(z ; \alpha) & \left(z \notin \bigcup_{x} U_{x}\right) \\ \kappa(z ; \alpha) \operatorname{Im}(z)^{-s}\left\|j\left(\sigma_{x}, z\right)\right\|^{2 s} & \left(z \in \bigcup_{x} U_{x}\right)\end{cases}$ | 235 |
| $g_{1 \bar{H}^{-}} g_{2}$ | $g_{1}$ is conjugate to $g_{2}$ by an element of $H$ | 235 |
| $C_{H}(g), C_{H, G}(\underline{g})$ | $=\left\{g^{\prime} \in G \quad \mid \quad g_{\tilde{H}} \boldsymbol{g}\right\}$ | 235 |
| $\boldsymbol{M} / / \boldsymbol{H}$ | the set of $H$-conjugacy classes of $M$ | 235 |
| $\Gamma(\alpha)$ | $=\{\gamma \in \Gamma \quad \mid \quad \alpha \gamma=\gamma \alpha\}$ | 235 |
| $T^{e}$ | $=\{\alpha \in T \quad \mid \alpha$ is elliptic $\}$ | 240 |
| $T^{h}$ | $=\{\alpha \in T \quad \mid \alpha$ is hyperbolic and all fixed points of $\alpha$ are cusps $\}$ | 240 |
| $T^{h^{\prime}}$ | $=\{\alpha \in T \quad \mid \alpha$ is hyperbolic and no fixed points of $\alpha$ is a cusp $\}$ | 240 |
| $T^{p}$ | $=\{\alpha \in T \quad \mid \quad \alpha$ is parabolic and the fixed point of $\alpha$ is a cusp $\}$ | 240 |
| $\eta_{a}, \zeta_{\alpha}$ | the eigen values of $\alpha$ | 240 |
| $\operatorname{sgn}(\alpha)$ | $=\operatorname{sgn}\left(\zeta_{\alpha}\right)$ | 240 |
| $m(\alpha, \Lambda)$ | $=\lambda / h \zeta \quad\left(\sigma \alpha \sigma^{-1}=\left[\begin{array}{ll}\zeta & \lambda \\ 0 & \zeta\end{array}\right], \sigma \Lambda \sigma^{-1}\{ \pm 1\}=\left\{\left. \pm\left[\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right]^{m} \right\rvert\, m \in \mathbb{Z}\right\}\right.$ | 241 |
| $m(\alpha)$ | $=m(\alpha, \Gamma(\alpha))$ | 241 |
| $t_{0}$ | $=\frac{k-1}{4 \pi} \frac{v(\Gamma \backslash \mathbf{H})}{\|Z(\Gamma)\|} \sum_{\alpha \in Z(\Gamma)} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1}$ | 241 |
| $t_{e}$ | $=-\sum_{\alpha \in T^{c} / / \Gamma} \frac{\overline{\chi(\alpha)}}{\|\Gamma(\alpha)\|} \frac{\eta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}}$ | 241 |
| $t_{h}$ | $=-\frac{1}{\|Z(\Gamma)\|_{\alpha \in T^{k} / / \Gamma} \sum_{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \frac{\min \left\{\left\|\eta_{\alpha}\right\|,\left\|\xi_{\alpha}\right\|\right\}^{k-1}}{\left\|\zeta_{\alpha}-\eta_{\alpha}\right\|}}$ | 241 |
| $t_{p}$ | $=\lim _{s \rightarrow+0} \frac{1}{2 \pi\|Z(\Gamma)\|} \sum_{\alpha \in T^{P} / / \Gamma} \overline{\chi(\alpha)} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1}(i / m(\alpha))^{1+s}$ | 241 |
|  | $\int \frac{\eta_{a}^{k-1}-\zeta_{\alpha}^{k-1}}{\eta_{\alpha}-\zeta_{\alpha}} \quad\left(\alpha \in T^{e}\right)$ |  |
| $k(\alpha)$ | $= \begin{cases}\operatorname{sgn}(\alpha)^{k} \frac{\min \left\{\left\|\eta_{\alpha}\right\|,\left\|\zeta_{\alpha}\right\|\right\}^{k-1}}{\left\|\zeta_{\alpha}-\eta_{\alpha}\right\|} & \left(\alpha \in T^{b}\right), \\ \frac{s}{4} \operatorname{sgn}(\alpha)^{k} \operatorname{det}(\alpha)^{k / 2-1} & \left(\alpha \in T^{p}\right)\end{cases}$ | 243 |
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$l(\alpha) \quad= \begin{cases}1 / 2|\Gamma(\alpha)| & \left(\alpha \in T^{e}\right), \\ 1 /|Z(\Gamma)| & \left(\alpha \in T^{h}\right), \\ 1 /\left(|Z(\Gamma)| \cdot|m(\alpha)|^{s+1}\right) & \left(\alpha \in T^{p}\right)\end{cases}$
243
§6.5

| $T_{A}$ | $=U_{R} T U_{R}$ | 243 |
| :--- | :--- | ---: |
| $T_{v}$ | $=R_{v}^{\times} T R_{v}^{\times}$ | 248 |
| $\mathbb{Z}_{A}$ | $=\mathbb{R} \times \prod_{p}$ | 246 |
| $R_{A}$ | $=R \otimes_{\mathbb{Z}_{p} \mathbb{Z}_{A}}$ | 246 |
| $\mathbf{r}_{A}$ | $=\mathrm{r} \otimes_{\mathbb{Z}} \mathbb{Z}_{A}$ | 246 |
| $\mathbf{r}_{A+}^{\times}$ | $=\left\{\left(\alpha_{v}\right) \in \mathbf{r}_{A}^{\times} \mid \operatorname{det}\left(\alpha_{\infty}\right)>0\right\}$ | 246 |
| $h(\mathfrak{r})$ | $=\left\|K_{A}^{\times} /\left(\mathbf{r}_{A+}^{\times} K^{\times}\right)\right\|$ | 246 |
|  |  | $=\left\{\begin{array}{lll}1 / 2\left\|\mathbf{r}^{\times}\right\| & \left(\alpha \in T^{e}\right) & \\ 1 / 2 & \left(\alpha \in T^{h}\right) & 245 \\ 1 / 2\left\|m\left(\alpha, r^{\times}\right)\right\|^{s+1} & \left(\alpha \in T^{p}\right) & \end{array}\right.$ |

$C(\alpha), C_{B^{\times}}(\alpha) \quad=\left\{\delta \alpha \delta^{-1} \mid \delta \in B^{\times}\right\} \quad 244$
$C_{v}(\alpha), C_{B_{r}^{\times}}(\alpha) \quad=\left\{x \alpha x^{-1} \mid x \in B_{v}^{\times}\right\} \quad 248$
$C_{A}(\alpha), C_{B_{A}^{x}}(\alpha) \quad=\left\{h \alpha h^{-1} \quad \mid h \in B_{A}^{\times}\right\} \quad 246$
$C(\alpha, r) \quad=\left\{\begin{array}{llll}\delta \alpha \delta^{-1} & \mid . \delta \in B^{\times}, \mathbb{Q}[\alpha] \cap \delta^{-1} R \delta=r\end{array}\right\} \quad 245$
$C_{p}(\alpha, r) \quad=\left\{x \alpha x^{-1} \mid x \in B_{p}^{\times}, \mathbb{Q}_{p}[\alpha] \cap x^{-1} R_{p} x=r_{p}\right\} \quad 248$
$C_{\infty}(\alpha, \mathrm{r}) \quad=C_{\infty}(\alpha) \quad 248$
$C_{A}(\alpha, \mathrm{r}) \quad=\left\{h \alpha h^{-1} \quad \mid h \in B_{A}^{\times}, \mathbb{Q}_{A}[\alpha] \cap h^{-1} R_{A} h=r_{A}\right\} \quad 246$
§6.6

| $R_{p}$ | $=\left\{\left.\left[\begin{array}{ll} a & b \\ c & d \end{array}\right] \in M_{2}\left(\mathbb{Z}_{p}\right) \quad \right\rvert\, \quad c \equiv 0 \bmod p^{v}\right\}$ | 249 (6.6.3) |
| :---: | :---: | :---: |
| $N\left(R_{p}\right)$ | $=\left\{g \in G L_{2}\left(\mathbb{Q}_{p}\right) \quad \mid \quad g R_{p} g^{-1}=R_{p}\right\}$ | 249 (6.6.4) |
| $f_{\chi}(X)$ | the principal polynomial of $\alpha\left(=X^{2}-t X+n\right)$ | 250 |
| $\mathrm{r}_{p}$ | the order of $\mathbb{Q}_{p}[\alpha]$ including $\mathbb{Z}_{p}[\alpha]$ | 250 |
| $\rho$ | $=\operatorname{ord}_{p}\left(\left[\mathrm{r}_{p}: \mathbb{Z}_{p}[\chi]\right]\right)$ | 250 |
| $\Omega\left(\alpha, r_{p}\right)$ | $=\left\{\xi \in \mathbb{Z}_{\boldsymbol{p}} \mid f_{\boldsymbol{x}}(\xi) \equiv 0 \bmod p^{v+2 \rho}, t \equiv 2 \xi \bmod p^{\rho}\right\}$ | 250 (6.6.5) |
| $\Omega^{\prime}\left(\alpha, r_{p}\right)$ | $=\left\{\begin{array}{cll} \left\{\xi \in \mathbb{Z}_{p} \mid f_{\alpha}(\xi) \equiv 0 \bmod p^{\nu+2 \rho+1}\right\} & \left(t^{2}=4 n \bmod p^{2 \rho+1}\right) \\ \phi & \text { (otherwise) } \end{array}\right.$ | 254 (6.6.12) |
| $\Omega / \rho^{\nu+\rho}$ | $=\Omega\left(\alpha, \mathbf{r}_{p}\right) \bmod p^{\nu+\rho}$ | 254 |
| $\Omega^{\prime} / \rho^{\nu+\rho+1}$ | $=\Omega^{\prime}\left(\alpha, \mathrm{r}_{p}\right) \bmod p^{\nu+\rho+1}$ | 254 |
| $g_{\xi}$ | $=\left[\begin{array}{cc}\xi & p^{\rho} \\ -p^{-\rho} f_{z}(\xi) & t-\xi\end{array}\right] \quad\left(\xi \in \Omega\left(\alpha, r_{p}\right)\right)$ | 250 (6.6.6) |
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§7.1

| $\Gamma_{0}(L, M)$ | $=\left\{\left.\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(\mathbb{Z}) \quad \right\rvert\, \quad b \equiv 0 \bmod L, c \equiv 0 \bmod M\right\}$ |  | 269 (7.1.3) |
| :---: | :---: | :---: | :---: |
| $E_{k}(z ; \chi, \psi)$ | $=\sum_{m, n=-\infty}^{\infty} \chi(m) \psi(n)(m z+n)^{-k}$ |  | 268 (7.1.1) |
| $E_{k}(z ; \mu, v ; N)$ | $=\sum_{\substack{m=\mu \\ n \equiv y}}(m z+n)^{-k}$ |  | 271 (7.1.14) |
| $E_{k . N}^{*}(z ; \chi)$ | $=\left\{\begin{array}{c} \sum_{\gamma \in I_{0}(N)_{\infty} \backslash \Gamma_{0}(N)} \chi(d)(c z+d)^{-k}\left(\gamma=\left[\begin{array}{ll} * & * \\ c & d \end{array}\right]\right) \\ 0 \end{array}\right.$ | $\left(\chi(-1)=(-1)^{k}\right)$ <br> (otherwise) | 272 (7.1.27) |
| $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ | $=\left\langle E_{k}(z ; \mu, v ; N) \quad \mid \quad 0 \leqq \mu, v<N\right\rangle$ |  | 271 (7.1.20) |
| $\mathscr{E}_{k}^{(2)}(\Gamma(N))$ | $=\left\langle E_{k}\left(\frac{u}{v}-\underset{v}{ } ; \chi, \psi\right)\right\rangle$ |  | 271 (7.1.21) |

## §7.2

$$
\begin{aligned}
& E_{k}(z, s ; \chi, \psi) \quad=\sum_{m, n=-\infty}^{\infty} \chi(m) \psi(n)(m z+n)^{-k}|m z+n|^{-2 s} \\
& 274 \text { (7.2.1) } \\
& E_{k}(z, s ; \mu, v ; N)=\sum_{\substack{m \\
m \\
n \equiv v}} \bmod N(m z+n)^{-k}|m z+n|^{-2 s} \\
& 289 \text { (7.2.52) } \\
& E_{k, N}^{*}(z, s ; \chi)= \begin{cases}\sum_{\gamma \in \Gamma_{0}(N)_{\infty} \backslash \Gamma_{0}(N)} \chi(d)(c z+d)^{-k}|c z+d|^{-2 s} & \left(\gamma=\left[\begin{array}{ll}
* & * \\
c & d
\end{array}\right]\right) \\
\left(\chi(-1)=(-1)^{k}\right) \\
0 & \text { (otherwise) } 290(7.2 .60)\end{cases}
\end{aligned}
$$

| $E_{k, N}^{*}(z, s)$ | $=E_{k, N}^{*}(z, s ; \chi) \quad(\chi:$ the trivial character $\bmod N)$ | 290 (7.2.61) |
| :---: | :---: | :---: |
| $E_{k}(z ; \chi, \psi)$ | $=E_{k}(z, 0 ; \chi, \psi)$ | 287 (7.2.50) |
| $E_{2}(z)$ | $=E_{2}\left(z ; \chi_{0}, \chi_{0}\right)$ | 287 (7.2.51) |
| $E_{k}(z ; \mu, v ; N)$ | $=E_{k}(z, 0 ; \mu, v ; N)$ | 289 (7.2.57) |
| $E_{k, N}^{*}(z ; \chi)$ | $=E_{k, N}^{*}(z, 0 ; \chi)$ | 290 (7.2.63) |
| $E_{k, N}^{*}(z)$ | $=E_{k, N}^{*}(z, 0)$ | 290 (7.2.64) |
| $\tilde{E}_{\boldsymbol{E}}^{(1)}(\Gamma(N))$ | $=\left\langle E_{k}(z, s ; \mu, v ; N) \quad \mid \quad 0 \leqq \mu, v<N\right\rangle$ | 289 (7.2.53) |
| $\widetilde{E}_{k}^{(2)}(\Gamma(N))$ | $=\left\langle E_{k}\binom{u}{-z, s, \chi, \psi}\right\rangle$ | 289 (7.2.54) |
| $\mathscr{E}_{k}^{(1)}(\Gamma(N))$ | $=\left\langle E_{k}(z ; \mu, v ; N) \quad \mid \quad 0 \leqq \mu, v<N\right\rangle$ | 289 (7.2.58) |
| $\mathscr{E}_{k}^{(2)}(\Gamma(N))$ | $=\left\langle E_{k}\left(\frac{u}{v} z ; \chi, \psi\right)\right\rangle$ | 289 (7.2.59) |


|  |  | Page |
| :---: | :---: | :---: |
| $S(z ; \alpha, \beta)$ | $=\sum_{n=-\infty}^{\infty}(z+n)^{-\alpha}(\bar{z}+n)^{-\beta}$ | 275 (7.2.7) |
| $\phi(y ; \alpha, \beta ; x)$ | $=(x+i y)^{-\alpha}(x-i y)^{-\beta}$ | 275 (7.2.9) |
| $\xi(y ; \alpha, \beta ; t)$ | $=\int_{-\infty}^{\infty} \phi(y ; \alpha, \beta ; x) e^{-2 \pi i t x} d x$ | 275 (7.2.11) |
| $\sigma(z ; \alpha, \beta)$ | $=\int_{0}^{\infty} e^{-z u}(u+1)^{\alpha-1} u^{\beta-1} d u$ | 276 (7.2.16) |
| $\eta(y ; \alpha, \beta ; x)$ | $=\int_{\|t\|}^{\infty} e^{-y u}(u+t)^{\alpha-1}(u-t)^{\beta-1} d u$ | 276 (7.2.17) |
| $\omega(z ; \alpha, \beta)$ | $=\Gamma(\beta)^{-1} z^{\beta} \sigma(z ; \alpha, \beta)$ | 279 (7.2.31) |
| $A(s)$ | $=2^{k+1} i^{-k} W\left(\psi^{0}\right)(\pi / M)^{s+k} \Gamma(s+k)^{-1}$ | 285 |
| $B(s)$ |  | 285 |
| $C(s)$ | $=\left\{\begin{array}{cc} 0 & \left(\chi=\chi_{0}\right) \\ 2 L_{M}(2 s+k, \psi) & \left(\chi \neq \chi_{0}\right) \end{array}\right.$ | 275 (7.2.6) |
| $D(s)$ | $=\left\{\begin{array}{cl} 2 i^{-k} \sqrt{\pi} \prod_{p \mid M}\left(1-p^{-1}\right) \Gamma(s)^{-1} \Gamma(s+k)^{-1} \Gamma\left(\frac{2 s+k-1}{2}\right) \\ \times \Gamma\left(\frac{2 s+k}{2}\right) L_{L}(2 s+k-1, \chi) & (\psi: \text { trivial }) \\ 0 & \text { (otherwise) } \end{array}\right.$ | 284 |
| $a_{n}(s)$ | $=\sum_{0<c \mid n} \chi(n / c) c^{k+2 s-1} \sum_{0<d \mid(l, c)} d \mu(l / d) \psi^{0}(l / d) \bar{\psi}^{0}(c / d)$ | 285 |
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